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Executive Summary 
 

The Energy Policy and Conservation Act of 1975 (EPCA), as amended by the Energy Independence 

and Security Act of 2007 (EISA), requires the Department of Transportation (DOT) to set Corporate 

Average Fuel Economy (CAFE) standards for passenger cars and light trucks at the maximum 

feasible levels in each model year, and requires DOT to enforce compliance with the standards. The 

National Highway Traffic Safety Administration (NHTSA), an agency within DOT, carries out these 

assignments. The Volpe National Transportation Systems Center (Volpe Center), a federal resource 

within DOT, supports NHTSA in doing so. In particular, the Volpe Center conducts analysis to 

provide estimates of the impacts of potential future CAFE standards. To conduct much of this 

analysis, the Volpe Center has developed software referred to here as the CAFE model. 

 

In 2017, the Volpe Center arranged for a formal peer review of the version of the CAFE model 

released and documented in 2016. Under a contract with the Volpe Center, DIGITALiBiz, Inc. (iBiz) 

managed the peer review, recruiting and selecting reviewers after assuring against conflicts of interest, 

providing a peer review charge letter identifying specific questions to be addressed, collected peer 

reviewers’ responses, and provided the Volpe Center with a summary of reviewers’ comments and 

recommendations. NHTSA and Volpe Center staff reviewed these comments and recommendations, 

and this report provides the staff’s responses. 

 

The charge to peer reviewers posed about 20 specific questions spanning five areas: 

 

1. Updates to 2012 Final Rule Version of the CAFE Model: Constraints on the application of 

technology into manufacturers’ fleets 

2. Updates to 2012 Final Rule Version of the CAFE Model: CAFE Model use of Argonne 

National Laboratory (ANL) Autonomie Vehicle Simulation Model 

3. Model architectural elements 

4. Model operations 

5. Overall model assessment 

 

All of the peer reviewers supported much about the model’s general approach, and supported many of 

the model’s specific characteristics. Peer reviewers also provided a variety of general and specific 

recommendations regarding potential changes to the model, inputs, outputs, and documentation. 

 

NHTSA and Volpe Center staff agree with many of these recommendations and have either completed 

or begun work to implement many of them; implementing others would require further research, 

testing, and development not possible at this time, but we are considering them for future model 

versions. When NHTSA and Volpe Center staff disagree with certain general and specific 

recommendations, we note that often these recommendations appear to involve input values and policy 

choices external to the model itself, and are therefore beyond the scope of the peer review. 

 

We recognize that the CAFE model is complex, and greatly appreciate the time, careful attention, and 

thoughtful review provided by the peer reviewers, who are listed below: 

 

Nigel N. Clark, Ph.D., Professor, Mechanical and Aerospace Engineering, West Virginia 

University  
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Walter M. Kreucher, B.S.E., M.B.A., Environmental Consultants of Michigan, LLC 

José Mantilla, M.S., Director, movendo 

Wallace R. Wade, P.E., Ford Motor Company (retired) 

 

The remainder of this report first provides the peer reviewer charge, then provides peer reviewers’ 

comments with responses from NHTSA and Volpe Center staff. An appendix to this report provides 

peer reviewers’ résumés and Curricula Vitae. 
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Peer Review Charge 

 

 

“CAFE Model” 

 

Introduction 

 

The 1975 Energy Policy Conservation Act (EPCA) requires that the Secretary of the Department of 

Transportation set Corporate Average Fuel Economy (CAFE) standards for passenger cars, light 

trucks and medium-duty passenger vehicles at the maximum feasible levels and enforce compliance 

with these standards. The Secretary has delegated these responsibilities to the National Highway 

Traffic Safety Administration, an agency of the U.S. Department of Transportation. Another DOT 

organization, the Volpe National Transportation Systems Center, provides related analytical support. 

 

In 2002 the Volpe Center and NHTSA staff collaborated to develop a modeling system—referred to 

here as the “CAFE model”—to analyze how manufacturers could comply with potential standards, 

and estimate the impacts of regulatory alternatives to inform rulemaking actions that establish CAFE 

standards. Since that time, DOT staff have collaborated to significantly expand, refine, and update 

the CAFE model, using the model to inform major rules in 2003, 2006, 2009, 2010, 2012, and 2016. 

To inform the proposed rule announced in August 2018, DOT staff introduced significant new 

elements to the model, including methods to estimate changes in vehicle sales volumes, vehicle 

scrappage, and automotive sector labor usage. 

 

Each of these regulatory actions involved consideration of and response to significant public 

comment on model results, as well as comments on the model itself. In addition to DOT staff’s own 

observations, these comments led DOT staff to make a wide range of improvements to the model. 

Insofar as a formal peer review could identify additional potential opportunities to improve the 

model, DOT sponsored a review of the entire model in 2017. At this time, DOT seeks review of 

some of the significant new elements added to the model after that review. 

 

 

Overview of Task 

 

The peer review charge is to identify potential opportunities to improve specific capabilities recently 

added to the CAFE model. Past comments have sometimes conflated the model with inputs to the 

model. The peer review charge is limited to the model itself; in particular, rather than addressing 

specific model inputs which are provided by DOT staff to facilitate review of the model, peer 

reviewers should address only the model’s application of and response to those inputs. However, an 

evaluation of new relationships within the model is expected to require evaluation of the model’s 

characterization of those relationships – through statistical model coefficients, for example. While 

those enter the model as “inputs” that can be modified by the user, they are a critical component of 

the relationships in the model. Thus, it is appropriate to evaluate those coefficients – as they relate to 

the sales response, scrappage response, and employment response on which this review is focused – 

as part of this review.  
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Additional Background 

 
CAFE standards determine the minimum average fuel economy levels required of each 

manufacturer’s fleets of vehicles produced for sale in the United States in each model year. The 2007 

Energy Independence and Security Act (EISA) amended EPCA such that these standards must be 

expressed as mathematical functions of one or more vehicle attributes related to fuel economy. DOT 

must set CAFE standards separately for passenger cars and light trucks, and must set each standard at 

the maximum feasible level separately for each model year. Compliance is determined separately for 

fleets of domestic and imported passenger cars, and domestic passenger car fleets are also subject to 

a minimum standard based on the projected characteristics of the overall passenger car fleet. A fleet 

that exceeds the applicable standard in a model year earns CAFE “credits,” and subject to a range of 

conditions, manufacturers can use these credits to offset other model year and fleet (including other 

manufacturer fleets) CAFE “shortfalls.” If a fleet does not meet a requirement, and the manufacturer 

does not obtain and apply enough credit to cover the shortfall, the manufacturer is required to pay 

civil penalties. 

 

The purpose of the CAFE model is to estimate the potential impact of new CAFE standards specified 

in an input file that can contain a range of potential regulatory alternatives to be evaluated. The 

process involves estimating ways each manufacture could (not “should” or “is projected to”) respond 

to standards, and then estimating the range of impacts that could result from those responses.  A 

detailed representation of the current new vehicle market, specified in another input file, describes 

that current state of fuel economy technology among all new vehicles offered for sale in the model 

year (the most recent model year characterized in this way is MY2016). A third file houses a range of 

inputs defining key characteristics of the range of fuel-saving technologies to be considered—

characteristics such as the applicability to specific types of vehicles and costs. The fuel economy 

improvement associated with a given combination of fuel economy technologies (when applied to a 

particular class of vehicle) is now contained in the CAFE model itself. While it can be viewed, and 

even modified, by the user, it is not required as an input to the model. A fourth file contains a range 

of economic and other inputs, such as vehicle survival and mileage accumulation rates (by vehicle 

age), projected future fuel prices, fuel properties (e.g., carbon content), air pollutant emission factors, 

coefficients defining potential impact of mass reduction on highway safety, and the social value of 

various externalities (e.g., petroleum market factors, criteria pollutant and greenhouse gas emissions, 

and fatalities). Considering each manufacturer’s projected production, the CAFE standards under 

consideration, the projected characteristics of the included fuel-saving technologies, and several other 

input assumptions (e.g., fuel prices and buyers’ effective willingness to pay for fuel economy), the 

model iteratively applies increasing amounts of fuel-saving technology in response to these inputs, 

and then calculates impacts such as costs to vehicle purchasers, fuel savings, avoided emissions, and 

monetized costs and benefits to society. 

 

Several elements that appear in the input files reflect earlier versions of the CAFE model, which 

relied more heavily on static inputs rather than the endogenous relationships present in the current 

version. In particular, the input files contain remnants from the now-outdated implementation of both 

sales and scrappage.  

 

While the market data file still contains a static sales “forecast,” it is merely a continuation of 

MY2016 volumes and is used only computationally (and mostly for testing). Rather, the current 

model defines sales in a given model year based on a function in the code (and described in the 

suggested documentation). This model relies on a set of exogenous economic factors (GDP growth 

rate and labor force participation – in both the current and previous periods) to estimate the total unit 
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sales of new light-duty vehicles in a given model year. That total is then apportioned to body-style 

groups based on a “dynamic fleet share” model – essentially a series of difference equations that is 

also present in EIA’s National Energy Modeling System (NEMS), though which we apply slightly 

differently. Once the share of each vehicle style (car-style or truck-style) is determined, new sales are 

apportioned to each group and then distributed to each vehicle model based on its relative share of 

each style in the 2016 new vehicle market. It is worth noting that this does not necessarily preserve 

the market share of each of NHTSA’s regulatory classes because many vehicle models (over 20% of 

the current market) have both “car” and “light truck” versions for regulatory purposes. We choose to 

preserve the market definitions rather than the regulatory definitions in assigning sales. 

 

Similarly, the “parameters” input file contains a set of vehicle survival rates that are also vestigial. 

Vehicle survival is now determined endogenously within the model run in a way that is responsive to 

changes in new vehicle prices, cost per mile of travel, and a set of exogenous economic factors. As 

the model calculates the lifetime mileage accumulation, fuel consumption, fuel expenditures, and 

various emissions values, it does so using these dynamically defined scrappage rates. 

 

Finally, the employment calculations produced in the CAFE model are not only new in the current 

version, they are unlike the other two components in this review in that they do not contribute to the 

benefit cost calculations performed by the model (or subsequently by NHTSA based on changes in 

employment). The employment calculations are a function of new vehicle sales, as one would expect, 

but also on technology expenditures by manufacturers that influence upstream employment in the 

supplier network. 

 

Charge Questions 
 

In your written comments, please provide a detailed response to all of the following questions that 

are within your area of expertise. Reviewers will be expected to identify additional topics or depart 

from these examples as necessary to best apply their particular areas of expertise. Comments shall be 

sufficiently clear and detailed to allow readers to thoroughly understand their relevance to the CAFE 

model. 

 
1 Sales Model 

1a Please comment on the appropriateness of including a sales response model in the 

CAFE model as a means to estimate differential sales impacts across regulatory 

alternatives. 

e1b Please comment on the sales model’s specification using an ADRL model time series 

approach, and comment specifically on the endogeneity of average transaction price. 

1c Please comment on the sales model’s integration in the CAFE model, including 

interactions with the simulation of multiyear product planning, in combination with the 

dynamic fleet share model used to allocate total new vehicle sales to the passenger car 

or light truck market segments. 

1d Please comment on the sales model’s specification as independent of vehicle 

scrappage, and on the resultant calculation of VMT. 

2 Scrappage Model 
2a Please comment on the appropriateness of including a scrappage model in the CAFE 

model as a means to estimate the potential impact of CAFE standards on used vehicle 

retention. 
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2b Please comment on the scrappage model’s specification using a form common in the 

relevant literature. Are there better approaches that allow for both projection (as is 

necessary in this context) and a focus on new vehicle prices (exclusively). 

2c Please comment on the scrappage model’s integration in the CAFE model, addressing 

the vehicles affected by the scrappage model, and the extent to which changes in 

expected vehicle lifetimes are consistent with other assumptions. 

3 Labor Utilization Calculations 
3a Please comment on the inclusion of each source of employment related to automobile 

production and sales. 

3b Please comment on assumptions regarding labor hours, production location 

(domestic/foreign), and supplier impacts. 

3c Please comment on methods used to calculate changes across alternatives. 

 

 
 
 
 
 



CAFE Peer Review Responses  
 

 

REVIEW TOPIC 

1. Updates to 2012 Final Rule Version of the CAFE Model:  Constraints on the 
application of technology into manufacturers’ fleets 
1.1. Integration of inheritance and sharing into engines, transmissions, and 

platforms in a manufacturer’s fleet  

1.2. Integrated analysis across regulatory vehicle classes, including heavy-duty 

pickups and vans 

1.3. Manufacturer resource constraints modeled on a year-by-year basis using 

product redesign and refresh schedules (and component sharing) rather than 

phase-in caps to determine the pace of technology change  

1.4. Manufacturer behavior regarding CAFE credits 

1.5. The use of technology classes to accommodate different technology-related 

inputs for different types of vehicles (e.g., small cars, pickup trucks). 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 1.1. Integration of inheritance and sharing into engines, transmissions, and 
platforms in a manufacturer’s fleet 

Other Review Topic Numbers (if interactive effects are focus of discussions 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The model chooses technology by considering carefully a pathway, and applying technologies in 
order, so that a cost-effective yet minimal design solution is adopted. Having engines or 
platforms that are shared suggests that this carefully ordered approach may not be optimal if 
production volumes or design costs require the sharing of technology in a platform. Further, 
there is the need to consider the adoption of new technology by a low volume or high MSRP 
leader, yielding proven technologies for later application across a number of vehicles. The 
model does this well. Clearly not all eventualities can be considered, such as the changes to 
relationships with previous sub-assembly manufacturers, or availability due to mergers, but 
orderly rules for sharing components or using technology in a refresh or redesign are presented, 
and refresh/redesign timetables are employed.  

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
They are, as far as is possible. There could always be factors in a decision – such as 
(hypothetically) adopting a DOHC engine as a leap over SOHC because DOHC has public appeal 
and costs little more – that cannot be predicted. (Recall, conversely, how diesel was avoided by 
consumers after poor car entries in the 70’s.) Production changes are also linked to plant 
changes, and there may be an unwillingness to retire a factory line that is operating efficiently 
or desire to buy in technology or start a new plant to replace manufacturing that has become 
burdensome to the OEM. In this way, the manufacturer may use technology that is “next most 
cost effective” rather than the model prediction to achieve the fuel economy goal, and the 
whole future pathway for reduction on that vehicle may change. The model cannot search this 
far upstream or address such complex economics. 
 
Further, as the TAR observes, bolt-on technologies may be seen as easy targets, and choice 
between aero (high speeds) and rolling resistance (all speeds) may be driven by this or a choice 
between a higher CAFE number or higher numbers for real-world freeway use. The same can be 
said for changing final gear ratio, or trading close ratios against deep overdrive ratios, even 
though the same transmission may be used. However, the model takes a central approach to 
economic considerations, by neglecting such pendulum swings. 
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3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
No major modifications. 
 

4. Is there an alternative approach you would suggest? 
 
One possible approach in use is to apply the second most cost-effective option in all or some 
technology changes as an additional check on sensitivity, and to report this. Also, it may be 
useful to see how many second-best changes keep the vehicle technology evolution on the 
same ultimate pathway, possibly due to skipping or delaying a technology, rather than truly 
changing pathways. 
 
RESPONSE:  Other option selection criteria such as “second-best” or “third-best” approaches 
could provide important diagnostic insights and will be considered for future development 
and testing. However, insofar as this approach would be motivated by concern that a 
manufacturer may have important reasons not to select the “theoretically best” option, the 
same basic concern can likely be addressed through careful input selection within the model’s 
current framework. For example, if a manufacturer is known to have already made significant 
recent investments in engine turbocharging, it may be appropriate to specify inputs limiting 
that manufacturer’s tendency to select naturally aspirated high-compression-ratio engines.  

 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
This is an essential part of the model, since CAFE applies to the manufacturer, and not an 
individual vehicle.  
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 

 

7. Provide any additional comments that may not have been addressed above. 
 
Deterioration of fuel efficiency is not central to the model, but low rolling resistance tire 
benefits are particularly vulnerable in this regard when tires are replaced. 
 
RESPONSE:  By law, CAFE standards apply only to new vehicles at first sale, and not to ongoing 
fleet fuel economy. While the model does not currently provide means to explicitly estimate 
owners’ possible decision to use replacement tires that are less efficient than tires used for 
fuel economy certification, it also does not provide means to estimate decisions to use 
replacement tires that are more efficient. Further research could possibly support model 
changes to account for fuel economy changes over vehicles’ useful lives.
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Walter Kreucher 

[WK PROVIDED A RESPONSE OVERVIEW AND SUMMARY] 

The VOLPE CAFE model has been a staple in the regulatory arena for well over a decade and 

has gone through a number of iterations during that time. 
 

The work VOLPE staff undergoes in preparing the input files is painstaking and time consuming. 

I congratulate all the dedicated employees who have worked on this model over the years in 

getting it into its present form. 
 

The input files are a crucial step in the process as these assumptions determine the output and 

drive a multibillion dollar regulatory compliance strategy for the automobile industry. 
 

I have reviewed the documentation, input and output files, and have drawn the following 

conclusions. My comments are offered in the spirit of improving the overall quality of the 

model and continuing to improve the regulatory process. 

There are several critical flaws in the input parameters and the way technologies are handled 

including: 
 

1. The model seems to have a computational problem. The fuel costs and the other 
“benefits” are based on the total miles traveled (~250,000 miles). They should be 
based on the surviving vehicle miles traveled (~150,000 miles). 

2. Input data including technology penetration and fuel economy should be updated to 
reflect the 2017 model year and it should be verified that the model accurately 
predicts the base year compliance for each manufacturer. 

3. Published data on the ownership and operating costs exhibit substantial differences 
between conventional gasoline technology and hybrid electric vehicle technology 
that are not reflected in the model. 

4. The “effective cost” for determining the relative attractiveness of different 
technology applications does not consider all the appropriate factors. 

5. The model uses a flat "gap" between Test and On-Road MPG. Published data 
demonstrates that the gap is not static for a given fuel type but increases as the test 
fuel economy increases. 

6. The model uses a single “gap” between Test and On-Road MPG for all gasoline 
technologies. Published data demonstrates that there is a substantially larger gap 
for hybrid electric vehicle (including start/stop) technology compared to 
conventional vehicle technology. 

7. Despite the progress in implementing advanced technology only 19 percent (17% of 
cars and 23% of trucks) of the models listed in the MY 2017 EPA database met their 
2017 model year fuel economy targets. Some models missed their targets by a 
substantial amount. In fact, only 55 percent (24 of 43) of the hybrid electric vehicles 
in the EPA report met the MY 2025 fuel economy target (adjusted for AC). Volpe 
should reassess the cost of technology and the fuel consumption benefits. 

8. The model is not complete without an econometric component that considers 
competitive impacts including changes in employment resulting from the standards. 
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RESPONSE:  Regarding the above numbered comments: 

1. The model uses expected vehicle survival and annual mileage accumulation rates to 
estimate travel, fuel consumption, and other impacts. 

2. The model does not prescribe choices regarding the analysis fleet (an input), but 
NHTSA and Volpe Center staff agree that DOT’s analysis should use the most recent 
fleet that can be practicably applied given other constraints. However, because the 
model is intended to estimate ways manufacturers could (not should or will) respond 
to standards, we do not expect the model to reproduce manufacturers’ actual 
decisions. 

3. Model inputs provide means to specify technology-specific additional costs. 
4. The effective cost metric is intended to provide a proxy for estimating manufacturers’ 

decisions. Inputs can be specified to make this metric more responsive or less 
responsive to fuel economy improvements (and fuel prices). Further research would 
be required to support simulation that assumes buyers behave as if they actually 
consider all ownership costs, and that assumes manufacturers respond accordingly. 

5. As a model input, the model accepts a specified gap between certification and real-
world fuel economy. Expressed as a percentage of fuel economy, the magnitude (in 
mpg) of this gap increases with fuel economy. DOT is not aware of any statistically 
representative evaluations of the difference between certification and average real-
world fuel economy, and further research would be required to determine whether 
the model should accommodate a functional representation of the gap. 

6. As model inputs, the model accepts different values for the fuel economy gap when 
operating on fuels other than gasoline. Further research would be required to 
determine whether the model should accommodate inputs specifying different gaps 
for technology combinations involving specific technologies (such as, but perhaps not 
limited to “lower level” electrification technologies. 

7. NHTSA and Volpe Center staff review and update model inputs before conducting 
each new rulemaking analysis. 

8. Volpe Center staff have updated the model to estimate impacts on new vehicle sales 
and automotive industry employment. Further research would be required to support 
inclusion of a vehicle choice model, and the pricing model that could be an important 
accompaniment. 

 
REVIEW TOPIC NUMBER 1.1. INTEGRATION OF INHERITANCE AND SHARING INTO ENGINES, 
TRANSMISSIONS, AND PLATFORMS IN A MANUFACTURER’S FLEET 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The integration of inheritance and sharing of engines, transmissions, and platforms across a 
manufacturer’s light-duty vehicle fleet and separately across its light-duty truck fleet is standard 
practice in the industry. 
 

The problems arise when an engine or transmission is produced at more than one plant. Most 
of the time a manufacturer will convert only a single plant within a model year. Thus, both the 
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old and the new variants of the engine or transmission will be produced for a finite number of 
years. 
 
This is dictated by factors not the least of which is the availability of capital to convert multiple 
facilities. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 

 

(See above.) 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
The VOLPE input file could be modified to add a separate engine (transmission) code for each 
plant that produces that product. In this way the model could better simulate what is the 
standard practice within the industry. 
 
RESPONSE:  Thus far, NHTSA and Volpe Center staff have concluded that, especially on a 
forward-looking industry-wide basis such as for CAFE analysis, plant-level simulation would be 
unmanageably complex and would likely involve many inputs that cannot be reasonably 
specified without relying on confidential business information. The CAFE model does, 
however, accommodate inputs that govern the model’s simulation of engine sharing and 
inheritance, and if sufficient data becomes available, these inputs could possibly be specified 
in a manner that allows engines to be “split” based on point-of-production. On the other 
hand, doing so would not guarantee the newly split engines follow the same development 
path. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 1.1 – Integration of inheritance and sharing into engines, transmissions and 

platforms in a manufacturer’s fleet  

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The main concerns related to this review topic are the lack of sufficient detail and 

justification with respect to the approaches for: 

 The decision to select “ leader” and “ follower” vehicles for the application of 

engines, transmissions, platforms and technologies 

 The system’s selection of “ leader” vehicles for which technology improvements 

are realized first 

 The system’s selection of “ follower” vehicles that share the leader’s platform 

 The propagation of specific technologies from leaders to followers 

 The determination of technology sharing based on the redesign and/or refresh 

schedules of leaders and followers 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The main assumptions presented in the draft TAR and Model Documentation with respect 

to this review topic are: 

 

1. The CAFE model defines an engine or transmission leader as the vehicle with the 

lowest average sales across all available model years. If there is a tie, the vehicle 

with the highest average MSRP across model years is chosen.  

2. The CAFE model defines a platform leader as the vehicle variant of a given 

platform that has the highest level of observed mass reduction and aerodynamic 

technologies present in the analysis fleet. If there is a tie, the CAFE model begins 

applying aerodynamic and mass reduction technology to the vehicle with the 

lowest average sales across all available model years. If there remains a tie, the 

model begins by choosing the vehicle with the highest average MSRP across all 

available model years. 

3. When the system evaluates platform, engine, or transmission-level technologies, 

since the technology being analyzed directly modifies a shared vehicle 
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component, the resultant improvements must be considered on all vehicles that 

utilize a common platform, engine, or transmission simultaneously.  

4. During modeling, the system elects a “leader” vehicle, with all technology

improvements being realized on that vehicle first, and afterwards, propagated

down to the remainder of the vehicles (known as the “followers”) that share the

leader’s platform, engine, or transmission. As such, new technologies are initially

evaluated and applied to a leader vehicle during its refresh or redesign year (as

appropriate for a specific technology).

5. Any follower vehicles that share the same redesign and/or refresh schedule as the

leader apply these technology improvements during the same model year. The rest

of the followers inherit refresh-based technologies from a leader vehicle during a

follower’s respective refresh or redesign year, while redesign-based technologies

are inherited on a follower vehicle during its redesign year only.

The general assumptions for the selection of leader and follower vehicles (items 1 and 2 

above) seem reasonable as market trends generally indicate that many technologies begin 

deployment at the high-end, low-volume end of the market. However, no evidence is 

provided to justify the validity of this assumption for all vehicle manufacturers. Critically, 

this assumption is fundamental to the application of technologies across vehicles and is 

likely to have significant impacts on the model outputs.  

The documentation provided is not completely clear with respect to the specific aspects 

considered when applying technologies from leader to follower vehicles based on 

redesign and/or refresh schedules (items 3-5 above). More specifically, it is not fully clear 

if specific technologies are applied to follower vehicles only when the redesign/refresh 

schedule includes the adoption of the specific technology in question, or if technologies 

implemented in leader vehicles are applied to follower vehicles when the next (concurrent 

or future) redesign/refresh schedule occurs (even if the redesign/refresh does not 

necessarily include the application of that specific technology).  

The former (application of technologies to follower vehicles only when the 

redesign/refresh includes update of that specific technology) seems to be the “correct” 

approach. The latter (application of technologies to follower vehicles in the next 

redesign/refresh even if it does not include that specific technology) could potentially 

reduce modeling complexity; however, this approach could result in an overly generous  

application of technologies to many vehicles that fall into the follower category. 

Importantly, many of these technologies could have impacts (positive or negative) on fuel 

economy; as such, the application of technologies to follower vehicles that are not 

adopting them in the market could result in large errors with respect to estimates of 

fleetwide fuel economy for a particular manufacturer.  
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

The following clarifications/modifications are recommended: 

 If specific technologies from leader vehicles are applied to follower vehicles only 

when the redesign/refresh includes update of that specific technology 

o Expand discussion in Model Documentation and draft TAR to clarify this 

critical aspect of the sharing and inheritance of technologies 

 If specific technologies from leader vehicles are applied to follower vehicles even 

when the redesign/refresh does not include update of that specific technology 

o Consider redefining the propagation of technologies so that they are based 

on demonstrated application of the specific technologies and not solely on 

the redesign/refresh schedule. More specifically, the redesign/refresh must 

include that specific technology.  

 

 

RESPONSE:  Volpe Center staff have updated the model’s approach to selecting 
technology “leaders” and implementing technology inheritance, and have also updated 
the corresponding model documentation. 
 

4. Is there an alternative approach you would suggest? 

 

 

The sharing and inheritance of technologies could be defined in the model based on 

detailed assessments of the engine, transmission, platform and technology 

redesign/refresh schedules of each vehicle make and model. Aside from potential 

modeling and computational challenges, this is likely to require a higher level of 

disclosure from manufacturers with respect to future changes to their vehicle fleets. In 

addition, it would require periodic (and potentially significant) model updates as 

redesign/refresh schedules for different manufacturers are developed.  

 

 

RESPONSE:  Because the model is intended to estimate ways manufacturers could (not 
should or will) respond to standards, we do not expect the model to reproduce 
manufacturers’ actual decisions, especially when inputs are not informed by 
confidential detailed product planning information. While the model already 
accommodates detailed inputs regarding redesign schedules for specific vehicles, and 
commercial information sources are available to inform these inputs, further research 
would be needed to determine whether design schedules for specific engines and 
transmissions can practicably be simulated. 
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5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. As stated in the fraft TAR, previous analyses resulted in the model 

creating many more unique engines and transmissions that exist in the analysis fleet (or in 

the market) for a given model year – an undesirable outcome. The inclusion of sharing 

and inheritance in the current version allows the model creating a more reasonable 

number and more realistic set of unique engines and transmissions. As such, sharing and 

inheritance considerations are a positive development of the model.  

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name: Wallace R. Wade 

Review Topic Number:  1.1. Integration of inheritance and sharing of engines, transmissions, and 

platforms in a manufacturer’s fleet 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

NHTSA has continued to refine its implementation of an approach accounting for shared 

platforms between light-duty and heavy-duty products (heavy-duty pickups and vans 

covered by separate fuel consumption and GHG standards). 

 

Engine and Transmission Sharing and Inheritance: 

 

In the previous Volpe Model, engines and transmissions in individual models were 

allowed freedom in technology application, which potentially lead to more unique engines 

and transmissions than would actually exist in the fleet for a given model year. This 

process failed to account for costs associated with increased complexity and may have 

represented an unrealistic diffusion of products when manufacturers are consolidating 

global production with smaller numbers of shared engines and platforms.  

 

In the current Volpe Model, engines and transmissions that are shared between vehicles 

must apply the same levels of technology, as dictated by “engine or transmission 

inheritance.”  The model elects a “leader” vehicle, with all technology improvements 

being realized on that vehicle first, and afterwards, propagated down to the remainder of 

the vehicles (the “followers”) that share the leader’s platform. Any follower vehicles that 

share the same redesign and/or refresh schedule as the leader apply these technology 

improvements during the same model year. The rest of the followers apply refresh-based 

technologies from a leader vehicle during a follower’s respective refresh or redesign year. 

(2016 Draft TAR, p. 13-24, CAFE Model Documentation, p. 17) 

 

Concern 1:   

The current Volpe Model with “engine or transmission inheritance” is a significant 

improvement over the previous model. However, a result of the apparent product 

simplification, an engine or transmission plant will be required to produce engines or 

transmissions with the new technology for the leader vehicle, while, at the same time, 

maintain production of engines or transmissions without the new technology until the 

follower vehicles’ refresh or redesign actions are completed. 
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Recommendation 1: 

Determine if producing engines or transmissions with the new technology for the leader 

vehicle, while, at the same time, maintaining production of engines or transmissions 

without the new technology for the follower vehicles incurs a significant incremental cost 

by manufacturers. If a significant incremental cost is incurred by manufacturers with the 

improved “engine or transmission inheritance” model, then develop an “incremental 

(engine or transmission) plant complexity cost.”  This “incremental plant complexity cost” 

would be shared by the vehicles receiving the new technologies until the new technology 

is fully implemented for all applicable vehicle lines, at which time the “incremental plant 

complexity cost” would be eliminated. 

 

RESPONSE:  Further research would be needed to determine whether sufficient 
data is likely to be available to explicitly specify and apply additional costs involved 
with continuing to produce an existing engine or transmission for some vehicles that 
have not yet progressed to a newer version of that engine or transmission. Especially 
if such costs can reasonably be applied universally, it could be possible to include 
them using the model’s existing input structure (by increasing cost inputs 
accordingly). 
 

Platforms, Sharing, and Technology: 

 

The Volpe Model was modified so that all levels of mass reduction and aerodynamic 

improvement are forced, over time, to be constant among variants of a platform. However, 

because these levels are not concretely defined in terms of specific engineering changes, 

and the vehicle models in the analysis fleet are not defined in terms of specific 

engineering content, this aspect of the CAFE model does not mean that every vehicle 

model on a platform necessarily receives identical engineering changes to attain the same 

level of aerodynamic improvement or mass reduction. Also, with the application of these 

improvements tied to vehicle redesign or freshening, some vehicle models on a shared 

platform may inherit them from platform “leaders.”  The Volpe Model defines a platform 

“leader” as the vehicle variant of a given platform that has the highest level of observed 

mass reduction and aerodynamic technologies present in the analysis fleet.  

(2016 Draft TAR, p. 13-25-26) 

 

Concern 2:   

The definition of the “leader” needs clarification. Why is the leader defined as the vehicle 

that already has the “highest” level of technologies present?  Should this be re-stated as 

“the vehicle with the ‘highest’ potential for improvement with the application of the 

technologies”? 

 

Recommendation 2:   

Clarify the definition of the “leader” of the vehicle variant receiving the “highest” levels 

of mass reduction and aerodynamic technologies (as possibly the vehicle with the 

“highest” potential for improvement with the application of the technologies). 
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RESPONSE:  Volpe Center staff have updated the model’s approach to selecting 
technology “leaders” and implementing technology inheritance, and have also 
updated the corresponding model documentation. 

Concern 3:   

Forcing the same levels of mass reduction and aerodynamic improvements (where same 

“level” is implied to be the same percentage reduction) to all variants of a platform may 

not be realistic. For example, a Ford Focus and Ford Escape are on the same platform, but 

one is a compact car while the other is an SUV. Active aerodynamics may be more 

affordable on an Escape than on the Focus. Applying the same level of mass reduction 

appears to violate NHTSA’s guideline for mass reduction shown in Table V-109 of the 

2012 FRIA. Table V-109 suggests 0 percent mass reduction for compact cars (i.e., Focus) 

and up to 20 percent reduction for small light trucks (i.e., Escape SUV). 

(NHTSA, “Final Regulatory Impact Analysis - Corporate Average Fuel Economy for MY 

2017-MY 2025 Passenger Cars and Light Trucks,” August 2012) 

 

Recommendation 3:   

Instead of forcing the same levels of mass reduction and aerodynamic improvements to all 

variants of a platform, consider adhering to the mass reduction guidelines shown in Table 

V-109 of the 2012 FRIA. Aerodynamic drag reductions should have individual criteria for 

different vehicles (where a compact car may be near a limit Cd of 0.22 whereas additional 

opportunities may be available for an SUV). 

 

RESPONSE:  Model inputs can likely be used to address the concern prompting this 
recommendation. Examples such the Escape/Focus platform can be addressed by 
using model inputs to “split” the platform if doing so would be expected to produce 
more realistic results. Model inputs can also be used to “tailor” levels of “allowed” 
mass reduction and aerodynamic improvement to specific “technology classes” and 
vehicle models. The mass reduction levels showing in Table V-109 of the 2012 FRIA 
were calibrated to cause the model to produce approximately “safety neutral” 
fleetwide outcomes. NHTSA and Volpe Center staff review and update model inputs 
before conducting each new rulemaking analysis. 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Computational methods and assumptions may need to be modified to adopt 

Recommendations 1-3. 

 

RESPONSE:  See above following each of recommendations 1-3. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Suggest implementing Recommendations 1-3. 

 

RESPONSE:  See above following each of recommendations 1-3. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1-3 is the suggested approach. 

 

RESPONSE:  See above following each of recommendations 1-3. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4   4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The plausibility of the Volpe Model output would be enhanced if Recommendations 1-3 

were adopted to provide more realistic assessments of engine and transmission plant 

complexity and the resulting impact on product costs. 

 

RESPONSE:  See above following recommendations 1. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses 
 

 

REVIEW TOPIC 

1. Updates to 2012 Final Rule Version of the CAFE Model:  Constraints on the 
application of technology into manufacturers’ fleets 
1.1. Integration of inheritance and sharing into engines, transmissions, and 

platforms in a manufacturer’s fleet  

1.2. Integrated analysis across regulatory vehicle classes, including heavy-duty 

pickups and vans 

1.3. Manufacturer resource constraints modeled on a year-by-year basis using 

product redesign and refresh schedules (and component sharing) rather than 

phase-in caps to determine the pace of technology change  

1.4. Manufacturer behavior regarding CAFE credits 

1.5. The use of technology classes to accommodate different technology-related 

inputs for different types of vehicles (e.g., small cars, pickup trucks). 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 1.2. Integrated analysis across regulatory vehicle classes, including heavy-
duty pickups and vans 

Other Review Topic Numbers (if interactive effects are focus of discussions: 3.4 
 
Provide an objective assessment of the Volpe Model approach for the review topic:  
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
All vehicles covered by CAFE must be considered in order to compute the weighted average for 
the manufacturer. A manufacturer considers compliance as a whole, and so the model must 
address and combine all classes too.  
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes. The model divides the fleet into classes, allows technology sharing as appropriate between 
classes, and combines fuel economy for those classes for each manufacturer.  
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic 
allows for technology sharing between classes? 
 
None. 
 

4. Is there an alternative approach you would suggest? 
 
None 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
It governs the CAFE output and highlights trading of technology and fuel economy performance 
within and between classes for a manufacturer. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
This topic needs no substantial attention. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 1.2. INTEGRATED ANALYSIS ACROSS REGULATORY VEHICLE CLASSES, 
INCLUDING HEAVY-DUTY PICKUPS AND VANS 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The cross integration of technologies between the light-duty truck fleet and the medium-duty or 
heavy-duty fleets is not as simple as the model protrays. Take for example the six-speed 
transmission. While both the light-duty version and the heavy-duty version may have the same 
number of gears, the medium-duty/heavy-duty version would be designed and built with 
different components that can withstand the higher payloads and durability demands that the 
MDT/HDT users demand. Thus the spill-over effect may not exist. Great care should be 
exercised in the integration of inheritance and sharing of engines, transmissions, and platforms 
across a manufacturer’s LDT/MDT/HDT fleets. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 

 

(See above) 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 

The default assumption should be no spill-over (i.e., integration of inheritance and sharing of 
engines, transmissions, and platforms across a manufacturer’s fleet) between LDT and MDT or 
HDT. This should be reviewed on a case-by-case basis to permit an engine or transmission to 
flow to a different fleet. 
 
RESPONSE:  Model inputs can be used to precisely specify the degree of spillover between 
regulatory classes. If none is expected between light-duty vehicles and heavy-duty pickups 
and vans, specifying inputs to ensure that no engines, transmissions, or vehicle platforms are 
shared should prevent any simulated spillover. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 1.2 – Integrated analysis across regulatory classes, including heavy-duty 

pickups and vans 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

No definition is provided with respect to what ‘integrated analysis spanning different 

regulatory classes’ involves.  

 

The first reference to this topic in the draft TAR states: “the current CAFE model provides 

for integrated analysis spanning different regulatory classes, accounting both for 

standards that apply separately to different classes and for interactions between 
regulatory classes.” 

 

As discussed in item (5) below, the need to integrate the analysis across regulatory classes 

is not evident. If there is an analytical need, this needs to be fully explained.  

 

 

RESPONSE:  For 2018, model documentation and rulemaking documents include 
further explanation of integrated analysis. As mentioned above, model inputs can be 
used to precisely control the degree of estimated spillover between classes. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Insufficient information is provided to assess the reasonableness and appropriateness of 

data, computation methods and assumptions – specifically how integration across 

regulatory classes has been applied in the model.  

 

 

RESPONSE:  See response to #1 above. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Pending a satisfactory resolution of the need (or otherwise) to integrate the analysis across 

regulatory classes, advice can be provided on potential modifications.  

 

 

4. Is there an alternative approach that you would suggest? 

 

 

Pending a satisfactory resolution of the need (or otherwise) to integrate the analysis across 

regulatory classes, advice can be provided on alternative approaches.  

 

 

RESPONSE:  See response to #1 above. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The necessity to assess in an integrated manner the performance of passenger cars and 

light trucks is questionable – at least within the context of the limitation explanation of its 

utility. Based on the information provided in the draft TAR and model documentation, the 

link (and need) is not apparent. More specifically, given that passenger cars and light 

trucks belong to different regulatory classes, it would seem illogical to fully integrate the 

two simply because they may share components. The sharing of engines, transmissions 

and platforms would seem to be important as an input to reduce model complexity and 

computational needs, but would not seem to be important to analyze the fuel economy the 

two separate regulatory classes. The same applies to the presumed need to integrate 

MDHD vehicles in the modeling. 

 

 

RESPONSE:  See response to #1 above. As an example, the two-wheel drive version of 
the RAV4 is classified as a passenger car, but the four-wheel drive version is classified 
as a light truck. Insofar as Toyota is unlikely to develop completely different 
powertrains for these two versions of the same vehicle model, the CAFE model 
provides means to specify that, for example, they share common engines. Depending on 
the relative stringency of the passenger car and light-truck standards, this can cause 
engine technology to spill over from one version to the other in some model years. This 
means that the response to standards for one regulatory class depends somewhat on 
standards applicable to the other regulatory class. The model provides the ability to 
account for these independencies, and model inputs can be used to precisely specify the 
nature and degree of interdependency. 
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6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: 1.2. Integrated analysis across regulatory vehicle classes, including heavy-

duty pickups and vans 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Passenger Cars and Light Trucks: 

 

Light vehicle CAFE standards are specified separately for passenger cars and light trucks. 

However, there is considerable sharing between these two regulatory classes – where a 

single engine, transmission, or platform can appear in both the passenger car and light 

truck regulatory class. For example, some SUVs are offered in 2WD versions classified as 

passenger cars and 4WD versions classified as light trucks. Integrated analysis of 

manufacturers’ passenger car and light truck fleets provides the ability to account for such 

sharing and reduce the likelihood of finding solutions that could involve introducing 

“impractical levels of complexity” in manufacturers’ product lines. 

(2016 Draft TAR, p. 13-26) 

 

Concern 1:   

A clarification of the statement regarding “impractical levels of complexity” would be 

helpful. It is likely that an engine/transmission or technology applied in a 2WD SUV will 

also be applied in the 4WD counterpart in the MY 2015 baseline fleet. Therefore, having a 

process to preclude the introduction of unique complexities between 2WD and 4WD 

SUVs is likely to reflect industry practice.  

 

Recommendation 1:  

Clarify the statement in the 2016 Draft TAR regarding “impractical levels of complexity” 

mentioned with respect to the possibility of different engines or transmissions in a 2WD 

SUV versus a 4WD SUV counterpart. It is likely that an engine/transmission or 

technology applied in a 2WD SUV will also be applied in the 4WD counterpart in the MY 

2015 baseline fleet.  

 

RESPONSE: Updated model documentation and a new Regulatory Impact Analysis 
(RIA) will clarify complexity as a consideration relevant to the model’s 
representation of shared engines, transmissions, and platforms. 
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Light-Duty and Medium-Duty Heavy-Duty Classes: 

 

HD pickups and vans are regulated separately from light-duty vehicles. While 

manufacturers cannot transfer credits between light-duty and MDHD classes, there is 

some sharing of engineering and technology between light-duty vehicles and HD pickups 

and vans. For example, some passenger vans with GVWR over 8,500 pounds are 

classified as medium-duty passenger vehicles (MDPVs) and are thus included in 

manufacturers’ light-duty truck CAFE fleet, while cargo vans sharing the same nameplate 

are classified as heavy-duty vans. NHTSA has identified several engines that are shared 

between the light-truck and heavy-duty pickup and van classes. 

(2016 Draft TAR, pp. 13-25 to 13-26) 

 

Concern 2:   

Several engines and transmissions may be shared between light-duty pickups and heavy-

duty vehicles. However, the 2017 Ford light-duty pickup (F150) does not share any of the 

engines used in the 2017 Ford heavy-duty pickups (F250/350). 

 

RESPONSE: Model inputs can be specified precisely to account for such sharing and 
lack of sharing. Inputs from the 2016 draft TAR reflected no sharing of engines or 
transmissions between the Ford light-duty and heavy-duty pickups. 
 

Recommendation 2:   

If common engines, transmissions or platforms are found between light and heavy-duty 

pickups and vans, ensure that a process exists to ensure commonality in the application of 

technologies. The simultaneous analysis of class 2b/3 trucks and vans with the light-duty 

CAFE requirements will continue to ensure commonality of technologies in engines, 

transmissions or platforms shared across the light-duty vehicle fleet and class 2b/3 trucks 

and vans. 

 

RESPONSE: The model is intended to account for such sharing between regulatory 
classes, where any instances of sharing are specified as model inputs. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Computational methods and assumptions are reasonable, but implementation of 

Recommendations 1- 2 will ensure that common technologies are applied to engines, 

transmission or platforms shared across regulatory vehicle classes. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Suggest implementing Recommendations 1-2 in the Volpe Model. 

 
RESPONSE:  See responses to recommendations 1-2. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementing Recommendations 1-2 is the suggested approach. 

 
RESPONSE:  See responses to recommendations 1-2. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4   4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The plausibility of the Volpe Model would be enhanced by implementing 

Recommendations 1-2. 

 
RESPONSE:  See responses to recommendations 1-2. 
   

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses 
 

 

REVIEW TOPIC 

1. Updates to 2012 Final Rule Version of the CAFE Model:  Constraints on the 
application of technology into manufacturers’ fleets 
1.1. Integration of inheritance and sharing into engines, transmissions, and 

platforms in a manufacturer’s fleet  

1.2. Integrated analysis across regulatory vehicle classes, including heavy-duty 

pickups and vans 

1.3. Manufacturer resource constraints modeled on a year-by-year basis using 

product redesign and refresh schedules (and component sharing) rather than 

phase-in caps to determine the pace of technology change  

1.4. Manufacturer behavior regarding CAFE credits 

1.5. The use of technology classes to accommodate different technology-related 

inputs for different types of vehicles (e.g., small cars, pickup trucks). 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 1.3. Manufacturer resource constraints modeled on a year-by-year basis 
using product redesign and refresh schedules (and component sharing) rather than phase-in caps to 
determine the pace of technology change 

Other Review Topic Numbers (if interactive effects are focus of discussions 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
Manufacturers periodically offer new designs or make major design changes to existing models 
(refreshing). This activity depends on strength or falloff in sales (ahead of the action - 
projections) and availability of resources to tackle the engineering and design work. As a result, 
most of this activity occurs on a cycle, with a fraction of the manufacturer’s vehicle lines or 
classes (or a class leader) receiving attention periodically. Redesign may result in new 
powertrain technology, and almost always in aerodynamic considerations. New powertrain 
technology from redesigns may then be applied in a subsequent year to another line’s refresh 
campaign.  
 
Ultimately this controls the frequency/rate of change of the vehicle technology, subject to 
demand for performance metrics and tightening emissions or fuel efficiency standards. A 
redesign will require resources over more than one year, so that the annual release of new 
designs or refreshed designs by manufacturers can vary in quantity year to year.  
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The model takes these design cycles into account. The model appropriately includes anticipated 
changes in design based on recent design history. The status of current vehicles in the design 
cycle has been thoroughly addressed for the analysis fleet, including attention to new 
importation of existing foreign models. Longer term projections require placing vehicles on the 
redesign/refresh cycle based simply on time/frequency, though the model has the capacity to 
be updated with real data from future model years. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None. While seeking deeper information from manufacturers on the cycles may seem 
attractive, it will control the ability to share the model widely. 
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4. Is there an alternative approach you would suggest? 
 
One could develop a model where redesign efforts are assigned as a fraction of redesign in each 
year, to form a continuum of small technology improvement metrics each year, but this would 
not capture excess or scarcity of credits (applied technology) associated with a real-world 
sequence, and would deprive the model of ability to predict credit balances and manufacturer 
decisions on fines.  The current approach is far more realistic and provides better information. 
 

5. SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
This model component is essential if there is interest in the effects of paying fines or carrying 
credits forward. One must use real estimates within the cadence of design for each 
manufacturer, or lose manufacturer-specific historical information that drives, in part, 
manufacturer behavior. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 1.3. MANUFACTURER RESOURCE CONSTRAINTS MODELED ON A YEAR-
BY- YEAR BASIS USING PRODUCT REDESIGN AND REFRESH SCHEDULES (AND COMPONENT 
SHARING) RATHER THAN PHASE-IN CAPS TO DETERMINE THE PACE OF TECHNOLOGY CHANGE 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
A manufacturer's overall resource capacity available for implementing new technologies (such 
as engineering research and development personnel, and financial resources) is a real 
constraint for most manufacturers and must be accounted for somehow in the model. 
 
Figure 13.3 in the draft TAR shows the percent of a manufacturer’s vehicles that are projected 
by the model to be redesigned in a single model year. There are 27 instances where more than 
a third of a manufacturer’s vehicles are redesigned in a single year and 9 instances where half, 3 
instances where three-quarters, and even 2 instances where essentially the entire fleet is 
redesigned in a single year. 
 
One has to question where a manufacturer would get the resources to undertake that level of 
commitment. 
 
Each new engine and each new transmission requires millions of miles of durability prove-out 
under all kinds of environmental and product use conditions. This requires manpower, time, 
and capital. 
 
For a full line manufacturer like Ford, or General Motors, the durability cycles required to 
conduct a thorough failure mode effects analysis are substantially different between their light-
duty vehicle and their light-duty truck fleets. Medium duty and heavy-duty procedures are also 
substantially different. The model asks manufacturers to expend more resources. And not just 
by a little. In the case of General Motors the model suggests that the company can implement 
more fuel economy improvements across their passenger car fleet in 7 of 10 consecutive 
years than it has ever done in a single year while at the same time implementing more fuel 
economy improvements in their truck fleet than ever before in two of those demanding years. 
This does not seem realistic. (Also see 4.4 below) 
 
RESPONSE:  This may be misunderstanding the purpose of the model. In this case, the model 
was simply reporting that a manufacturer would, in order to comply with a given schedule of 
future standards, need to improve fuel economy by reported levels. DOT does not intend that 
model results, by themselves, suggest the manufacturer can or cannot practicably do so.  

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
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The model does not have any resource constraints. This is a serious shortcoming in the model. 
One that is likely to produce unrealistic results. 
 
RESPONSE:  The model accounts for product cadence with a view toward estimating 
practicable solution, and also accommodates inputs specifying caps on the rates at which 
specific technologies can be phased in. These caps can be specified based on considerations 
(e.g., access to capital) not included explicitly in the model. As discussed below, further 
research would be needed to develop methods and accompanying inputs—perhaps involving 
significant reliance on confidential business information—to represent various resources 
constraints explicitly.  
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
A more realistic approach would be to place a limit on the engineering and product 
changeover costs as a percentage of revenue. This would require a substantial redesign of the 
model and would require additional input data. 
 
RESPONSE:  Further research is required to determine how feasible it would be to implement 
such an approach, which could potentially require explicit accounting (separately) for fixed 
and variable costs, as well as revenue and perhaps profit projections. As indicated, even if 
practicable, this would involve a substantial redesign of the model’s cost accounting 
structures. It could also involve considerable information difficult to obtain, especially on a 
nonconfidential basis. 
 

4. Is there an alternative approach that you would suggest? 
 
The simplest solution is to “cap” redesign at some fixed percentage the fleet redesign or limit 
the maximum fuel economy improvement in the fleet to the historical average. This would 
also necessitate a limit on subsequent year improvements to give a breather. 
 
RESPONSE:  This approach would presume some balancing of the factors involved in 
determining the maximum feasible stringency of standards. The model already provides the 
ability to specific a range of potential future standards to be evaluated; if limits such as the 
above are determined to constitute the proper balancing of factors, the corresponding 
scenario can be selected. While it would be technically possible to “hard code” a cap on the 
rate at which the model can increase fuel economy, doing so would require imposing a priori 
judgment regarding that rate, and defeat part of the model’s basic purpose—the exploration 
of ranges of alternatives, including cases that go beyond historical averages. 
 

5. Provide any additional comments that may not have been addressed above. 
 
Table 4.42 of the draft TAR shows substantial differences in the redesign cycles between the 
various manufacturers. At first glance, this may seem odd. The answer as to what may account 
for the differences lies in the basic definition of a redesign. 
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Take Honda as an example. When one examines the CAFÉ history of Honda we discover that the 
company has not made any substantial contribution to improving its fuel economy since the 
early 1980s. So what is considered a redesign for Honda is not the same as a redesign at Ford, or 
General Motors, who have substantially increased their CAFÉ performance over this same time 
frame. 
 

 
Manufacturer Fleet Average Fuel Economy 

 

 

Thus, VOLPE should not assume that a manufacturer can shorten its redesign time by “a 

year or two” as is the current practice in the model. Resource constraints and the degree of 

difficulty in implementing any given technology must be taken into account. 
 

The model should incorporate industry standard timetables based on full line 
manufacturers for engine, transmission, and vehicle redesign. 
 
RESPONSE:  Schedules of estimated future redesigns are specified as model inputs, and 

recent inputs make no such assumptions. For recent rulemaking analyses, NHTSA and 

Volpe Center staff have used the best available publicly releasable information to develop 

these inputs. As discussed above, further research would be needed to determine whether 

specific resource constraints could practicably be applied as explicit constraints. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 1.3 – Manufacturers resource constraints modeled on a year-by-year basis 

using product redesign and refresh schedules (and component sharing) rather than phase-in caps to 

determine the pace of technology change  

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

No evidence is provided for the fundamental assumption (for this review topic) that 

manufacturers apply multi-year planning – that is, manufacturers may apply "extra" 

technology in an early model year with many planned redesigns in order to carry 

technology forward to facilitate compliance in a later model year with fewer planned 

redesigns…and to…earn CAFE credits in some model years and use those credits in later 

model years, thereby providing another compliance option in years with few planned 
redesigns. The logic presented in the draft TAR is reasonable but lacks substantiation in 

terms of the extent to which it occurs across manufacturers, as well as the timing in which 

it occurs across and within manufacturers.  

 

The main concerns with respect to phase-in caps are whether it is appropriate to reduce 

the emphasis on manufacturers’ resource capacity and to what extent the resource capacity 

is already captured in the frequency and timing of the redesign/refresh schedules.  

 

 

RESPONSE:  Ample evidence of such planning has been provided to NHTSA in 
manufacturers’ product plans. While such plans are protected confidential business 
information, some manufacturers’ related comments are illustrative.1  Information 
regarding manufacturers required and achieved CAFE levels and CAFE credits is 
publicly available on the Internet at NHTSA’s CAFE Public Information Center 
(https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Home.htm). While the model also 
accommodates phase-in caps that can, for example, be used to address additional 
resource constraints not accounted for explicitly by the model, realistic inputs 
regarding product cadence can also do so.  

  

1  See, e.g., FCA comments submitted September 26, 2016, to docket number NHTSA-2016-0068 at 
www.regulations.gov. 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Insufficient information is provided to assess the reasonableness and appropriateness of 

data, computation methods and assumptions – specifically how the year-by-year analysis 

integrates the multiyear planning that manufacturers are assumed to engage in. In 

addition, as discussed in point 1 above, there is no evidence that manufacturers actually 

engage in the type of multi-year planning that is assumed in the draft TAR, and that is 

identified as a fundamental component in determining the year-by-year analytical results.  

 

 

RESPONSE:  The model’s simulation of multiyear planning builds on past model 
revisions—responding to manufacturers’ past comments from as early as 2002—to 
account for product cadence. At a general level, the model’s simulation of multiyear 
planning can be assessed by comparing the year-by-year progression of reported 
required and achieved CAFE levels, and reported levels of credit earning and use. This 
information is included in the “compliance_report.csv” output file the model produces 
each time it is executed. The model’s specific step-by-step simulation of multi-year 
planning decisions can be assess by examining the “cf_trace” log file the model records 
separately for each regulatory scenario. 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Pending a satisfactory resolution of the demonstrated practice by manufacturers to engage 

in the type of multi-year planning assumed in the draft TAR, advice can be provided on 

potential modifications.  

  

 

RESPONSE:  See response to #1 above. 
 

4. Is there an alternative approach that you would suggest? 

 

 

Pending a satisfactory resolution of the demonstrated practice by manufacturers to engage 

in the type of multi-year planning assumed in the draft TAR, advice can be provided on 

alternative approaches.  

 

 

RESPONSE:  See response to #1 above. 
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5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. As stated in the draft TAR, the explicit simulation of multi-year 

planning (by manufacturers) plays an important role in determining year-by-year 

analytical results. It is my expectation that the manufacturers’ redesign and refresh 

schedules inherently reflect resource capacity. Accordingly, the increased emphasis   on 

multi-year planning (if it is indeed a common practice) seems appropriate.  

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _1.3. Manufacturer resource constraints modeled on a year-by-year basis 

using product redesign and refresh schedules (and component sharing) rather than phase-in caps to 

determine the pace of technology change 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The Volpe Model includes redesign schedules as an input, and the model limits the 

introduction of most technologies on a vehicle to major redesign years or refresh years. 

For every model that appears in the MY 2015 analysis fleet, NHTSA has estimated the 

model years in which future redesigns (and less significant “freshening,” which offer 

manufacturers the opportunity to make less significant changes to models) will occur, as 

summarized in Figure13.3, Share of Manufacturer Sales Redesigned in Each Model Year 

2016–2030. The model assumes that most technologies will be applied when vehicles are 

freshened or redesigned, and that manufacturers would sometimes apply technology 

earlier than “necessary” in order to facilitate compliance with standards in ensuing model 

years. Each technology considered for application by the Volpe Model is assigned to 

either a “refresh” or “redesign” that dictates when it can be applied to a vehicle. 

 

Tables 13.3 and 13.4 show the technologies available to manufacturers in the compliance 

simulation, the level at which they are applied, and whether they available for a refresh or 

a vehicle redesign only. 

(2016 Draft TAR, pp.13-5 to 13-7 and Tables 13.3 and 13.4)  

 

Concern 1: 

Although the Volpe Model, as described above, appears to largely reflect industry 

practice, a significant shortcoming appears to be that the model’s current analysis does not 

account for future new vehicle models or discontinued models. For example, Ford is 

expected to introduce the EcoSport SUV, Ranger pickup truck, and Bronco SUV in the 

next few years and discontinue the Lincoln MKS. NHTSA recognizes that some years in 

which an OEM indicated few redesigns may be years when significant new products are 

planned to be introduced, but a process for incorporating these new products in the Volpe 

Model is needed. 

 

Recommendation 1:   

Develop a means to recognize and incorporate new vehicle models as well as discontinued 

models in the Volpe Model. The workload of new vehicle models needs to be recognized 
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together with the impact on current vehicle redesigns (possibly lengthening the period 

between redesigns) and the estimates of production volumes for the new as well as current 

vehicle models. Although manufacturers may have been hesitant to provide this 

information in the past, NHTSA should explain that having this information, as least 

defined as new offerings by segment, would be beneficial in improving the results from 

the Volpe Model. 

 

RESPONSE:  Design schedules and product offerings are model inputs rather than 
inherent to the model. Past rulemaking analyses during 2003 to 2009 made direct use 
of product plans that were typically provided by manufacturers as confidential 
business information (CBI) and, in some cases, adjusted and corrected in response to 
NHTSA and Volpe Center staff comments and questions. Those plans reflected new 
products, discontinued products, gaps in the production of some products, and 
actual plans to redesign specific vehicles. However, the use of CBI meant that details 
of the modeling could not be made public. The importance of making details of the 
modeling public is a policy issue rather than a technical one, and not within the 
control of Volpe Center staff. 
 

Concern 2: 

Table 13.4 shows that most transmissions are applied during redesigns only. However, 

transmissions can also be applied during a refresh, or even a running change. Recently, 

the 2017 MY Ford F-150 received a mid-year upgrade with the application of a new 10 

speed automatic transmission. 

 

Recommendation 2: 

Consider revising Table 3.4 to reflect that transmissions can often be changed during a 

refresh as well as a redesign. Other technologies should also be reviewed as candidates for 

application during a refresh. 

 

RESPONSE:  The model has been revised to apply transmission changes during 
either a refresh or a redesign. 
 

The Volpe Model retains phase-in caps that constrain technology application at the 

vehicle manufacturer level for a given model year. Since the use of phase-in caps has been 

de-emphasized and manufacturer technology deployment remains tied strongly to 

estimated product redesign and freshening schedules, technology penetration rates may 

jump more quickly as manufacturers apply technology to high-volume products in their 

portfolios. 

(2016 Draft TAR, pp. 13-26 to 13-27) 

 

Concern 3: 

The expected jump in technology penetration rates, with the de-emphasized phase in caps 

may result is several issues, even though manufacturers may use low to moderate volumes 

for the early introductions of new technology to ensure adequacy of the design and system 

integration. 

 For subsequent applications, manufacturers may have limited application 

engineering resources that need to be recognized with phase-in caps.  
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 Manufacturing ramp up for the technology may be volume limited and require 

additional time to achieve manufacturing capability (such as new manufacturing 

lines or new plants) for higher volumes. Manufacturing volume limitations need to 

be recognized with phase-in caps. 

Recommendation 3:   

For the reasons cited in Concern 3, phase-in caps should be retained, but reviewed, and 

modified as required, to reflect these concerns.  

 

RESPONSE:  Phase-in caps are model inputs, with specific values not inherent to the 
model. Other constraints, especially those involving the model’s handling of 
redesigns, act to limit technology application more than when phase-in caps were 
introduced as an available model constraint. With phase-in caps set in a non-limiting 
way (i.e., at 100%), close examination of reported year-by-year technology 
application can be emphasized in the review of model results. As warranted, 
“tighter” phase-in caps can be specified. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Computational methods, assumptions and input data may need to be modified in order to 

adopt Recommendations 1-3. 

 
RESPONSE:  See responses adjacent to recommendations 1-3 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-3. 

 
RESPONSE:  See responses adjacent to recommendations 1-3 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1-3 is the suggested approach. 

 
RESPONSE:  See responses adjacent to recommendations 1-3 above. 
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5. [SKIP FOR REVIEW TOPICS 4.4   4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The plausibility of the Volpe Model output would be enhanced by implementing 

Recommendations 1-3. 

 

RESPONSE:  See responses adjacent to recommendations 1-3 above. 
  

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses 
 

 

REVIEW TOPIC 

1. Updates to 2012 Final Rule Version of the CAFE Model:  Constraints on the 
application of technology into manufacturers’ fleets 
1.1. Integration of inheritance and sharing into engines, transmissions, and 

platforms in a manufacturer’s fleet  

1.2. Integrated analysis across regulatory vehicle classes, including heavy-duty 

pickups and vans 

1.3. Manufacturer resource constraints modeled on a year-by-year basis using 

product redesign and refresh schedules (and component sharing) rather than 

phase-in caps to determine the pace of technology change  

1.4. Manufacturer behavior regarding CAFE credits 

1.5. The use of technology classes to accommodate different technology-related 

inputs for different types of vehicles (e.g., small cars, pickup trucks). 
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Nigel Clark 

[NO RESPONSE.] 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 1.4. MANUFACTURER BEHAVIOR REGARDING CAFE CREDITS 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 

 

There are a couple of issues with how the model handles credits. 
 

First, as noted in the TAR, the statute prevents the use of credits in the standard setting 
process. This begs the question as to why the model even allows the use of credits. 
 

Second, the cross-manufacture trading provision that was added to the statute in recent years 
was requested by certain foreign manufacturers so that they could by-pass the “Dingell” 
provision in the original statute that considered a manufacturer’s domestic and import car 
fleets to be produced by separate manufacturers (i.e., no credit trading between domestic and 
import fleets for a given manufacturer). 
 

When the first Energy Policy Act authorizing CAFÉ standards was being debated in Congress, the 
United Auto Workers convinced Congressman John Dingell that if stringent CAFÉ standards 
were enacted, small car production would be shipped overseas costing union workers their jobs 
in America. In an attempt to prevent domestic manufacturers from shipping jobs overseas, 
Congressman John Dingell inserted a provision in the statute that deemed vehicles produced 
with “domestic” content be considered as if they were manufactured by a separate 
manufacturer than vehicles produced primarily with “import” content. 
 

Now that credit trading is allowed between manufacturers, Honda for example, can use credits 
generated in its import car fleet to cover any shortfall in its domestically produced car fleet. The 
same holds true for other manufacturers. 
 

Only a few manufacturers are willing to trade credits to competitors. 
 

There also seems to be an issue with available credits. I have my own spreadsheets that track 
credits for different manufacturers. I have updated the spreadsheet with the latest CAFE 
compliance data from NHTSA and compared it to the VOLPE input file. There are substantial 
differences. 

 
Difference in Banked Credits Available 
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BMW -89% -61% -62% -54% -47% -100% -95% -99% -92%  
Daimler -100% No Credits Available -100% No Credits Available 

FCA -97% -43% -39% -23% -81% -100% -95% -100% -100%  
Ford -89% -92% -93% -90% -92% -94% -96% -99% -97% -97% 

General Motors -95% -91% -96% -94% -93% No Credits Available -98% -94% -76% 
Honda -94% -100% -100% -99% -100% -94% -100% -100% -100% -100% 

Hyundai Kia -90% -98% -97% -96% -98% -94% -96% -99% -99% -99% 
Nissan -100% -100% -99% -99% -100% -94% -100% -100% -100% -100% 

TOYOTA -91% -99% -99% -99% -100% -91% -97% -100% -99% -100% 
VWA -84% -89% -91% -85% -84% -75% -86% -97% -87% -85% 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
No 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 

VOLPE should verify the accuracy of banked credits in the input files and delete entirely the 
2010MY credits which by regulation cannot be carried forward for cross fleet trading. 

 
RESPONSE:  The model can account for manufacturers’ potential application of credits 
carried forward from prior model years and/or transferred between fleets (such as the 
Honda example mentioned above), accounting for corresponding statutory limits. 
Although EPCA required that the determination of the maximum feasible levels of 
standards be determined without considering the potential to apply CAFE credits in the 
model years under consideration, Environmental Impact Statements (EISs) required by the 
National Environmental Policy Act (NEPA) can consider the application of credits. Banked 
credits are model inputs, values not being inherent to the model itself. Volpe Center staff 
agree that the banked credit inputs used for the July 2016 analysis should be carefully 
updated for future analyses. Although NHTSA’s CAFE Public Information Center does not 
provide detailed information regarding specific trades, information submitted by 
manufactures indicates more trading that some manufacturers’ past statements would 
have suggested. Further research would be required to determine whether, and if so, how 
it would be practicable to modify the CAFE model to explicitly simulate credit trading. 

 
CARRY BACK OF CREDITS 
 
While the statute prevents the use of credits in standard setting, I noticed that the model sets 
the carry back of CAFE credits to “FALSE” for the “real-world” scenario. It has been my 
experience in the corporate compliance world that manufacturers do use carry back. 
Occasionally a manufacturer will find itself in a situation for various reasons that it misses the 
standard either by design or through the vagaries of the sales process. 
 
Manufacturers can overshoot in a subsequent year and cover any fine. They will do so as long as 
applying the technology is the least-cost solution. 
I understand that setting the flag to “FALSE” may be an artifact of how the model works. It is 
just not how the process works in practice. 
 
RESPONSE:  Some manufacturers have made occasional use of credit carry-back provisions, 
although they have repeatedly stated that NHTSA should not assume use of carry-back as a 
compliance strategy because of the risk in relying on future improvements to cover earlier 
compliance shortfalls. Thus far, Volpe Center staff have not attempted to include simulation 
of credit carry-back in the CAFE model, but have provided some of the placeholder material 
with a view toward potentially doing so in the future if we decide that it is appropriate to 
consider. Further research would be needed to determine whether it is practicable to do so in 
a reasonably realistic manner.  
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CAFE FINES 
 
While we are on the topic of fines, given that NHTSA has collected almost $900 million in fines 
through the middle of 2014 (based on the most recent publicly available data) this suggests that 
the models have historically underestimated the cost of technology or overestimated customers 
willingness to pay for fuel economy. As a result, NHTSA on July 5, 2016,2 issued an interim final 
rule that increased the level of fines. This is a reflection of the reality that the cost of 
compliance was escalating at a rapid pace. This is also a reflection that the cost of technology 
used in setting the standards grossly underestimated the true cost of compliance as a record 
number of manufacturers were finding it less expensive to pay the fine. 
 
VOLPE must assess the true cost to implement technology and revise the model inputs 
accordingly. 
 

RESPONSE:  The true cost to each manufacturer for each technology and each vehicle 
model/configuration in each future model year is unknowable. Nevertheless, Volpe 
Center and NHTSA staff agree that, within the context of any rulemaking analysis that can 
be practicably implemented, cost (and other) inputs should reflect the best information 
available when needed to develop these inputs. 

2 The increased fine of $14 per 0.1 mpg per vehicle produced was to apply to vehicles made since MY 2015. 
On December 21, 2016, NHTSA postpone implementation of the fines until MY 2019. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 1.4 – Manufacturer behavior regarding CAFE credits 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

It is not clear how the past accumulation and use of CAFE credits has been used to inform 

the model’s approach to simulating compliance decisions that account for the potential to 

earn and use credits.  

 

 

RESPONSE:  See response to #2 below. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The use of past trends and patterns is reasonable and appropriate to inform the 

development of algorithms to estimate credits available, as well as their interaction with 

the addition of new technologies. However, I am not in a position to comment on the 

robustness of the algorithms presented in the Model Documentation. Furthermore, there 

needs to be a detailed explanation of how/why the past data selected is truly representative 

of ‘normal’ credit accumulation and technology deployment conditions. In other words, 

the reader needs to be satisfied that the past data examined was not influenced by unusual 

circumstances.  

 

The assumptions with respect to the logic to maximize credit carry-forward and 

application of expiring credits before deploying new technologies in a given model year 

seems reasonable. However, no evidence is provided to link these assumptions to actual 

demonstrated behavior by manufacturers.  

 

 

RESPONSE:  Information available through NHTSA’s CAFE Public Information 
Center web site (https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Home.htm) provides some 
basis for considering manufacturers’ past compliance and credit positions. As to 
whether the past data was influenced by unusual circumstances, or whether “past is 
prologue,” future standards are not known until promulgated, future market trends 
are not known in advance, so future tendencies toward trading are also uncertain. 
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Model inputs can be specified to adjust the estimated tendency to maximize (or 
minimize) credit carry-forward. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Pending a satisfactory resolution of the demonstrated credit carry-forward/use practice by 

manufacturers, advice can be provided on potential modifications.  

  

 

RESPONSE:  See response to #2 above. 
 

4. Is there an alternative approach that you would suggest? 

 

 

Pending a satisfactory resolution of the demonstrated credit carry-forward/use practice by 

manufacturers, advice can be provided on alternative approaches.  

 

 

RESPONSE:  See response to #2 above. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. Manufacturer behavior regarding CAFE credits, and its link to the 

deployment of new technologies, is fundamental to the model’s ability to simulate 

compliance decisions and addition of technologies. As such, the explicit accounting for 

CAFE credits in the model is an essential component of the model.  

 

RESPONSE:  NHTSA and Volpe Center staff agree that explicit accounting for 
CAFE credits is an essential component of the model. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: 1.4. Manufacturer behavior regarding CAFE credits 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Like previous versions, the current CAFE model can be used to simulate credit carry-

forward (a.k.a. banking) between model years and transfers between the passenger car and 

light truck fleets, but not credit carry-back (a.k.a. borrowing) between model years or 

trading between manufacturers. Unlike past versions, the current CAFE model provides a 

basis to specify CAFE credits available from model years earlier than those being 

simulated explicitly (e.g., credits specified as being available from MY 2014 are made 

available for use through MY 2019, given the 5-year limit on carry-forward of credits). 

 

Although the model uses credits before they expire if a manufacturer needs to cover a 

shortfall in achieving compliance with a standard, the model will otherwise carry forward 

credits until they are within 2 years of expiration, at which point it will use them before 

adding technology. The model always applies expiring credits before applying technology 

in a given model year, but attempts to use credits that will expire within the next three 

years as a means to smooth out technology application over time to avoid both shortfalls 

and high levels of over-compliance that can result in a surplus of credits. 

 

CAFE credits estimated to be available by manufacturer from 2010 to 2014 are shown in 

Table 13.2. 

(2016 Draft TAR, pp. 13-27 to 13-28) 

 

The final CAFE rule imposes a limit of 2 mpg credit for MY 2018 and beyond that can be 

transferred between the passenger car fleet and light truck fleet, or vice versa 

(EPA/NHTSA, 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas 

Emissions and Corporate Average Fuel Economy Standards, August 28, 2012, p. 62648). 

 

Concern 1:   

The 2016 Draft TAR in the Accounting for CAFE Credits section does not identify the 

limit of 2 mpg for MY 2018 and beyond that can be transferred between the passenger car 

fleet and light truck fleet. 

 

Recommendation 1: 

The TAR should mention the limit of 2 mpg credit for MY 2018 and beyond that can be 

transferred between the passenger car fleet and light truck fleet. 
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RESPONSE:  The 2016 analysis did apply the above-mentioned cap on credit 
transfers. Volpe Center and NHTSA staff agree that this needs to be evident in 
future analyses. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The Volpe Model’s representation of the CAFE credit provisions appears to be reasonable 

and represents the methodology that manufacturers would likely followed for credit carry-

forward (a.k.a. banking) between model years and transfers between the passenger car and 

light truck fleets. 

  

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

The Volpe Model does not appear to need modifications for modeling credit carry-

forward (a.k.a. banking) between model years and transfers between the passenger car and 

light truck fleets. 

 

Recommendation 1 should be implemented in the TAR. 

 

RESPONSE:  See response to recommendation 1 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. The current approach appears to be suitable. 

 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  
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6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

The utility of the Volpe Model output should be adequate for modeling credit carry-

forward (a.k.a. banking) between model years and transfers between the passenger car and 

light truck fleets. 

 

7. Provide any additional comments that may not have been addressed above. 

 

 

 

50



CAFE Peer Review Responses 
 

 

REVIEW TOPIC 

1. Updates to 2012 Final Rule Version of the CAFE Model:  Constraints on the 
application of technology into manufacturers’ fleets 
1.1. Integration of inheritance and sharing into engines, transmissions, and 

platforms in a manufacturer’s fleet  

1.2. Integrated analysis across regulatory vehicle classes, including heavy-duty 

pickups and vans 

1.3. Manufacturer resource constraints modeled on a year-by-year basis using 

product redesign and refresh schedules (and component sharing) rather than 

phase-in caps to determine the pace of technology change  

1.4. Manufacturer behavior regarding CAFE credits 

1.5. The use of technology classes to accommodate different technology-related 

inputs for different types of vehicles (e.g., small cars, pickup trucks). 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 1.5. The use of technology classes to accommodate different technology-
related inputs for different types of vehicles (e.g., small cars, pickup trucks). 

Other Review Topic Numbers (if interactive effects are focus of discussions) 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
This topic is related to efficiency in operating the model by using lumping of technology rather 
than more tenuous design associations between separate vehicles.  More important, it 
addresses the fact that a manufacturer is likely to treat a cohort of vehicles (now lumped in the 
model) in a similar fashion.  This could extend to the powertrain language presented below. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Overall, yes, but there could be granular concerns. The model approach associates vehicles of 
the same type and purpose, and helps to make them coherent, so that they are treated in an 
equitable fashion. This is reasonable except in the case where two vehicles in the same class are 
handled by separate design teams with radically different philosophies (large manufacturer). 
 
Some specific concerns are: 

 The vehicle technology classes are defined primarily by size, and secondarily by type. 
The TAR does recognize that in some cases very similar vehicles may be defined 
differently – one as a car and the other as a truck/SUV. In this way the technology 
classes may assist the model, but may also invoke the need for exceptions. 

 In one class, say “Medium- to Large Passenger Cars,” there may be substantially 
different purposes in the design. One model may be a sports car, with a high power-to-
weight ratio, another designed for dutiful transportation of people. They will clearly 
differ in design beyond even power-to-weight ratio. For example, the sports car may 
sacrifice aero for aesthetics or appealing features, and will certainly have a different 
driver interface. It is likewise with high MSRP versus utilitarian designs in the same 
technology class. 

 The era is arriving when complete powertrains are the focus, rather than engines 
themselves. Seeing the powertrain as the focus allows a conventional package and a 
hybrid package to be seen more as direct competitors, and recognizes the higher degree 
of integration now found. This approach would reduce the workload on Autonomie, 
since Autonomie would no longer handle shifting and certain controls, but rather use a 
sub-model for the whole powertrain that would require a different, more complex, 
mapping. Without this “whole powertrain” approach, efforts by manufacturers to 
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reduce fuel economy through sophisticated controls may not be recognized, and two 
instances of the same technology change will be ascribed the same benefit by the 
model, even if the true benefits could differ widely. The manufacturers will know, when 
they upgrade the gear count of a transmission, that they can use the older, mundane 
control strategies with the new transmission, or seek to gain more advantage by 
investing in more joint optimization and innovation of the engine-transmission 
combination. (In the diesel case, an engine-transmission- aftertreatment combination 
for management) These assertions may well propel the Volpe model to an unnecessary 
level of sophistication, though, and adoption of a transmission change with some 
assumed mid-level commitment to advanced controls would likely suffice. Perhaps this 
comment is more appropriate for the next evolution of the Volpe model. 

 It is likely that some classes are narrowly defined and will catch few vehicles while 
others are very broad. There is DOHC (broad and large?) but three levels of cooled EGR 
technology. This will work in the model, but different choices in binning technology 
(even for pathway definitions) might either improve overall prediction or reduce 
execution time. 

 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None to the model, but the documentation could offer a caveat that these technology classes 
offer a broad approach, and specific vehicle examples within the class could vary in 
sophistication in a real-world scenario.  
 
RESPONSE:  The model and input file structure have been revised to accommodate a wider 
range of technology classes, thus providing greater ability to account for significant 
differences in vehicle performance and/or utility.  Regarding future trends in powertrain 
engineering, as long as the initial fleet used for modeling has diverse combinations of engines 
and transmissions, inputs to estimate corresponding fuel economy levels will continue to be 
important. 
 

4.  Is there an alternative approach that you would suggest? 
 
No. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
Definition of pathways (order of technology choices) is critical to the model, to avoid predicting 
change that is not cost effective to the manufacturer, and hence would not occur. This sector of 
the model adds confidence in the model’s ability to predict outcomes and compliance 
pathways.  
 
RESPONSE:  We agree.  Engineering and other constraints may be such that a manufacturer 
cannot practicably always make every change that, on a theoretical basis, would be the most 
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cost effective.  Within the context of defined constraints, the model’s approach to selecting 
among available options does seek to minimize “effective costs” (as defined in the model 
documentation). 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 1.5. THE USE OF TECHNOLOGY CLASSES TO ACCOMMODATE DIFFERENT 
TECHNOLOGY-RELATED INPUTS FOR DIFFERENT TYPES OF VEHICLES (e.g.., SMALL CARS, PICKUP 
TRUCKS). 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The use of technology classes to accommodate different technology-related inputs for different 
types of vehicles is both a necessity and appropriate. There are significant differences in the 
cost and hardware associated with the various technologies across the various vehicle types of 
vehicles. The simplest example is that of a PHEV50. The battery necessary to power an F150 
pickup truck for 50 miles would not be the same size as would be required to power a Fiesta 
that same distance. 
 
RESPONSE:  This example illustrates part of the motivation for accommodating inputs specific to 
several differentiated technology classes. 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None 
 

4. Is there an alternative approach that you would suggest?  
 
No 
 

5. What is your assessment of the contribution of the review topic to the overall utility and 
plausibility of the Volpe Model output? 
 
The use of technology classes is of extreme importance. 
 

6. Provide any additional comments that may not have been addressed above. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 1.5 – The use of technology classes to accommodate different technology-

related inputs for different types of vehicles 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The basis for the adoption of seven vehicle technology classes is not provided – are these 

seven classes sufficient and comprehensively representative of the diversity of light-duty 

vehicles in the U.S. market?  

 

The basis for the adoption of sixteen engine technology classes is not provided – are these 

sixteen classes sufficient and comprehensively representative of the diversity of light-duty 

vehicles in the U.S. market?  

 

RESPONSE:  The model and input file structure have been revised to accommodate 
a wider range of technology classes, thus providing greater ability to account for 
significant differences in vehicle performance and/or utility.  Further explanation 
has been provided regarding the model’s classification structure. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Insufficient information is provided to assess the reasonableness and appropriateness of 

the technology assumptions – specifically how the vehicle and technology classes were 

determined.  The draft TAR and Model Documentation would benefit from providing a 

simple rationale for the adoption of the vehicle and engine technology classes. More 

specifically, the criteria used to “condense” or group the spectrum of vehicle and engine 

technologies needs to be specified. Furthermore, information on the current diversity of 

vehicle and engine types in the fleet (presumably much larger than seven and sixteen, 

respectively) should be presented, together with a description of how the criteria enabled 

the identification of the proposed classification. 

 
RESPONSE:  See response to recommendation #1 above. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Pending a satisfactory resolution of the rationale for the identification of vehicle and 

engine technology classes, advice can be provided on potential modifications.  

 
RESPONSE:  See response to recommendation #1 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

Pending a satisfactory resolution of the rationale for the identification of vehicle and 

engine technology classes, advice can be provided on alternative approaches.  

 
RESPONSE:  See response to recommendation #1 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. The principle of defining vehicle and engine technology classes is a 

valid approach for logically grouping the application of technologies available on a 

specified vehicle.  

 

RESPONSE:  NHTSA and Volpe Center staff agree that it is important the model 
accommodate inputs specific to differentiated vehicle and engine technology classes. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: 1.5.  The use of technology classes to accommodate different technology-

related inputs for different types of vehicles (e.g., small cars, pickups) 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The Volpe Model defines two types of technology classes: vehicle technology classes and 

engine technology classes. 

 

Vehicle Technology Classes: 

 

The Volpe Model supports seven vehicle technology classes listed below. 

 
 

Concern 1: 

The light-duty CAFE requirements apply to new light-duty vehicles, light-duty trucks, and 

medium-duty passenger vehicles (MDPVs).  The descriptions in Table 13.5 are not clear 

about where MDPVs are binned in the Vehicle Technology categories.  Are they binned 

under “Pickup” as “other vehicles with ladder frame construction”?  Since this category 

may not be all inclusive for MDPVs, where are MDPVs binned with unibody construction 

(e.g., Ford Transit van)?  Are they included under MedSUV as “passenger vans”? 

 

Recommendation 1: 

Provide an explanation of where MDPVs are binned in the Vehicle Technology categories 

shown in Table 13.5 of the 2016 Draft TAR. 

 

RESPONSE:  Vehicle-specific inputs are used to assign all vehicles (including 
MDPVs) to technology classes.  For the analysis released in 2016, these inputs were 
used to assign the included MDPVs to the “Pickup” technology class. 
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Concern 2: 

Including the analysis of Truck 2b3 and Van 2b3 classes in the analysis of the light-duty 

CAFE requirements appears to be a significant additional task. In addition to ensuring that 

similar technologies for engines, transmissions or platforms used in Class 2b/3 vehicles 

will also be applied in the light-duty CAFE applications, is the analysis of Class 2b/3 

vehicles also used in the analysis of the medium- and heavy-duty GHG and Fuel 

Efficiency Standards through 2027? 

 

Recommendation 2: 

Provide an explanation of why the significant task of analyzing the Truck 2b3 and Van 

2b3 classes was added to the analysis of the light-duty CAFE requirements, when this task 

appears to exceed what may be required to ensure that similar technologies for engines, 

transmissions or platforms used in Class 2b/3 vehicles will also be applied in the light-

duty CAFE applications. 

 

RESPONSE:  The capability to simulate standards and impacts considering the 
combination of the light-duty and heavy-duty pickup and van fleets was added with 
a view toward providing the ability to account for any shared platforms or 
powertrain elements that span these regulatory classes.  For example, the analysis 
released in 2016 used inputs that showed several vehicles (Armada, Frontier, Titan, 
XTerra, and NV MDPV passenger vans) regulated as light-duty vehicles are offered 
with the same two engines as Nissan’s NV cargo vans regulated as 2b3 trucks.  The 
model can easily be exercised without making use of this capability. 
 

Concern 3: 

For the 2012 CAFE rule making, NHTSA identified 12 vehicle classes, but mapped these 

classes into 6 vehicle classes used by the LPM (Lumped Parameter Model).  

(NHTSA. “Final Regulatory Impact Analysis: Corporate Average Fuel Economy for MY 

2017-MY2025 Passenger Cars and Light Trucks,” 2012, p. 244)  

 

By comparison to NHTSA’s 12 vehicle classes, the following classes, previously used by 

NHTSA, are missing, while the Truck 2b/3 and Van 2b/3 are new additions: 

Subcompact Car 

Large Car 

Minivan 

Small SUV/Pickup/Van 

Med SUV/Pickup/Van  

Large SUV/Pickup/Van 

The small and medium pickups may not be adequately handled with the Vehicle 

Technology Classes shown in Table 13.5. 

 

Recommendation 3:   

Provide a discussion of the previously used Vehicle Technology Classes for the 2012 

Final Rule and the rationale for the changes in Vehicle Technology Classes shown in 

Table 13.5 of the 2016 Draft TAR.  Determine if the small and medium pickups are 

adequately handled with the Vehicle Technology Classes shown in Table 13.5. 
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RESPONSE:  The model and input file structure have been revised to accommodate 
a wider range of technology classes, thus providing greater ability to account for 
significant differences in vehicle performance and/or utility.  Further explanation 
has been provided regarding the model’s classification structure. 
 

Concern 4: 

The following issues relate to Vehicle Technology Classes listed in Table 13.5. 

 The description of the Small Car class should include: Subcompact and Compact 

cars. 

 Small Station Wagons and Midsize Station Wagons are two separate categories in 

the EPA Fuel Economy Guide.  Since these vehicles are generally derivatives 

from passenger cars, binning them with Small and Medium Car, respectively, 

might be more appropriate than binning them with Small SUVs. 

 The Pickup category needs to include pickups that might have unibody 

construction (e.g., Honda Ridgeline). 

 

Recommendation 4: 

Consider revisions to the content of the Vehicle Technology Classes shown in Table 13.5 

to address the three suggestions listed in Concern 4. 

 

RESPONSE:  The model and input file structure have been revised to accommodate 
a wider range of technology classes, thus providing greater ability to account for 
significant differences in vehicle performance and/or utility.  Further explanation 
has been provided regarding the model’s classification structure. 
 

Engine Technology Classes: 

 

The Volpe Model supports 16 Engine Technology Classes as shown in Table 4.  These 

Engine Technology Classes appear to be more than adequate.  It is unlikely that the 2-

cylinder and 16-cylinder engines will be important for the analysis of CAFE compliance 

in the 2022-2025 timeframe.   

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Concerns 1-4 address possible issues related to Vehicle Technology Classes and the 

additional task of including the Truck 2b/3 and Van 2b3 classes in the light-duty CAFE 

analysis in order to ensure that similar technologies for engines and transmissions used in 

Class 2b/3 vehicles will also be applied in the light-duty CAFE applications.  

 

The Volpe Model’s representation of the Engine Technology Classes appears to be 

adequate. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-4. 

 

 

4. Is there an alternative approach that you would suggest? 

 

 

No.  Implementation of Recommendations 1-4 is the suggested approach. 

 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The utility of the Volpe Model should be adequate for representing Engine Technology 

Classes, but the Vehicle Technology Classes may be enhanced by implementing 

Recommendations 1- 4. 

 

RESPONSE:  See responses to recommendations 1-4 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

2. Updates to 2012 Final Rule Version of the CAFE Model: Volpe Model use of 
Argonne National Laboratory (ANL) Autonomie Vehicle Simulation Model 
2.1. Combined impact of applying new technologies simultaneously 

2.2. Determining the reference point on which to apply incremental fuel 

economy improvement 

2.3. Calculating the synergy for fuel economy of technology n-tuples 

2.4. The models’ approaches to estimating the fuel economy level that could be 

achieved by applying a given combination of technologies to a given 

vehicle, and the models’ approaches to estimating the accompanying costs. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 2.1. Combined impact of applying new technologies simultaneously 

Other Review Topic Numbers (if interactive effects are focus of discussions 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
This topic addresses the following need. At a high level, three important issues related to the 
simultaneous adoption of new technologies, namely 

A. One technology does not allow the other, because there is direct conflict (a trivial 
example would be applying variable valve timing to a fuel cell vehicle), or 

B. The technologies each offer improvements to fuel efficiency, but the total combined 
benefit of the technologies is less than the product (as a ratio) or sum (as a percentage) 
of their individual beneficial effects, or, in fewer cases, 

C. Two technologies may work together to yield more than the sum of their individual 
effects. 

The model addresses this in detail, relying on the Autonomie simulations to satisfy B. 
  

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes. The discussion in the TAR covers the fact that a technology may have differing effects on 
fuel economy improvement because it is working in synergy with other, different technologies 
for fuel saving. Of course, it can have differing effects also because it may be better integrated, 
controlled in a more sophisticated fashion, or applied to different base vehicles – it is not just 
technology pairs that matter.  
 
RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 

 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None. The model should be praised for recognizing the more robust approach of using 
incremental improvement values (differencing) rather than absolute values.  
 
RESPONSE: NHTSA and Volpe Center staff agree, but also note that incremental 
improvements are derived from absolute values (i.e., estimated fuel economy levels for 
specific technology combinations as applied to specific vehicle types), and the latter could 
also be used directly as model inputs, as long as enough combinations are included to provide 
the necessary range of “A to B” comparisons. 
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4. Is there an alternative approach that you would suggest? 

 
Not needed 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
At a simple level, most practitioners and many lay people appreciate that effects of 
improvements are not additive. The model clearly addresses this issue. The only caution is that 
Autonomie predictions can vary due to different calibrations with real world data (that have 
inherent error) or due to choice of sub-models such as the driver behavior model. It is an art to 
determine the most faithful prediction of an incremental improvement, and those 
improvements, as inputs, are critical to model success. 
 
RESPONSE: Volpe Center and NHTSA staff agree that Autonomie, like any model used to 
estimate fuel economy, involves underlying inputs subject to uncertainty. Nevertheless, 
simulation or some other means of estimation is essential, as it would obviously be infeasible 
to actual build and physical testing even thousands—much less hundreds of thousands—of 
prospective combinations of technologies and vehicle types. Autonomie is a widely 
recognized full-vehicle simulation model developed by Argonne National Laboratory over the 
past 15 years under funding from the U.S. DOE Vehicle Technologies Office. Autonomie has 
been developed and validated over a very wide range of powertrain configurations and 
component technologies leveraging vehicle test data from Argonne Advanced Powertrain 
Research Facility (APRF) and component performance data from the U.S. National 
Laboratories, including Oak Ridge National Laboratory (ORNL), Idaho National Laboratory 
(INL), and the National Renewable National Laboratory (NREL). Input data for Autonomie has 
been created through a combination of benchmarking activities and high-fidelity component 
modeling. Benchmarking is a commonly used technique that is intended to create a detailed 
characterization of a vehicle's operation and performance. 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 

 

7. Provide any additional comments that may not have been addressed above. 
 
The volume of documentation is large, and I may have missed discussion on the following. It is 
important not to use incremental improvement factors for vehicle behavior other than behavior 
that is relevant to the CAFE city and highway cycles. Cars that offer high city improvement may 
not offer much sustained highway improvement (as was discovered by the public a decade ago 
with many hybrid vehicles). In addition, fitting data on hybrids to match the metric gained from 
conventional 40-year-old cycles will require careful control. However, the documentation 
suggests that the model authors are aware of such potential pitfalls. 
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This comment applies broadly to the use of Autonomie. If the models for components in 
Autonomie do not include specifically the effect of transient behavior, accuracy of the 
technology increment effect will be adversely impacted. Invariably shifting of gears leads to a 
loss of efficiency relative to steady-state operation, due to component (certainly for 
turbochargers) lag times, transmission clutch operation and the manufacturer effort devoted to 
initial steady-state mapping and optimization. Adoption of an eight-speed transmission, for 
example, may show high efficiency because the engine can be run more at a “sweet spot.” 
However, if shifts affect efficiency of the powertrain, the addition shifting will erode some of 
this advantage.  

 
RESPONSE: To prepare inputs for the CAFE model, Autonomie was exercised under city and 
highway cycles, as well as under other simulated driving conditions. Inputs—including 
simulated powertrain controls for HEVs—were developed to ensure realistic results under 
these driving conditions. These inputs are, themselves, complex, and are discussed in 
documentation of the vehicle simulation effort.    
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 2. UPDATES TO 2012 FINAL RULE VERSION OF THE CAFE MODEL: 
VOLPE MODEL USE OF ARGONNE NATIONAL LABORATORY (ANL) AUTONOMIE VEHICLE 
SIMULATION MODEL 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
As a check on the accuracy of the synergistic effects in the model I examined the EPA fuel 
economy guide data for the 2017 model year. The results were surprising. Manufacturers had 
already implemented a considerable amount of technology into the fleet. In fact, the average 
number of forward gears was seven and 36 percent of the models had eight or more 
 

forward gears. Almost the entire fleet had variable valve timing and four valves per cylinder. 
Despite the progress in implementing advanced technology Figure 1 shows that only 19 
percent (17% of cars and 23% of trucks) of the models listed in the EPA database met their 
2017 model year fuel economy target. Some models missed their target by a substantial 
amount. In fact, only 55 percent (24 of 43) of hybrid electric vehicles in the EPA report met 
the 2025 model year fuel economy target (adjusted for AC). 
 
This does not bode well for the industry given that the 2025 model year fuel economy 
standards are 40 percent higher than the standards for the 2017 model year. 
 
 

Table 1 shows the number of models with several key technologies and the percent of 
models represented in the fleet with that technology. Table 2 compares the technology 
penetration rates in the 2017 MY with that predicted by the VOLPE model for 2017. The 
manufacturers introduced technology at a higher penetration rate for engine technology and 
advanced transmissions compared to the penetration rate predicted by the Volpe CAFÉ 
model. Yet despite the higher penetration rates the vast majority of models did not meet 
their 2017 model year 
fuel economy targets. 
 
What is even more disturbing is the fact that the technology penetration rates for the 2017 
MY fleet exceed the VOLPE predicted penetration rates for 2025 MY3 in a number of 
instances. 
 

When Manufacturers cannot even meet the 2017 MY standards with a technology 
penetration that the model says can achieve the 2025 MY standards something must 
be amiss. 

 

3 The technology utilization rates in the output file for the augural standards do not match the penetration 
rates listed in the draft TAR. This may be due to the statutory requirement not to consider credits. 
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This suggests a fundamental disconnect between the output of the VOLPE model and real-
world fuel economy. 
 
Further this puts an enormous amount of pressure on the fuel pricing assumptions, 
customers’ valuation of fuel economy technology, and other factors outside the control of 
manufacturers. 
 
 

Technology Penetration Rates for Key Technology 

 2017 Model Year Fleet Based on EPA Data 
Complies 

with 2017 

standard 

 
Camless 

Valves 

 

SSV12 
 

DEAC 
 

VVT 
 

VVL 
 

2 Intake 

Valves 

 
2 Exhaust 

Valves 

 
8 or more 

gears 

 

TURBO 
 

HEV 

Number of Models 221 40 398 134 1111 329 1056 1050 435 592 36 
Percent of Models 19% 4% 35% 12% 97% 29% 92% 92% 36% 52% 3% 

 
92% of HEVs meet the 2017 FE target 
6.9 Average number of forward gears 

17% of cars comply with the 2017 FE targets 
23% of trucks comply with the 2017 FE targets 
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Technology 
 

Description 
 
Count in VOLPE 

database 
Percent of 

VOLPE 
2015 

Models 

Percent of 
EPA 2017 
Models 

VOLPE 
2017 

Augural 
Stds 

VOLPE 
2025 

Augural 
Stds 

SOHC Single Overhead Camshaft Engine 20 7%  7% 7% 
DOHC Double Overhead Camshaft Engine 258 85%  81% 82% 
OHV Overhead Valve Engine 23 8%  11% 10% 

TEFRI Engine Friction Reduction Improvements (time-based) - 0%  0% 0% 
LUBEFR1 Improved Low Frcition Lubricants and Engine Friction Reduction 291 96%  93% 94% 
LUBEFR2 LUBEFR2, Level 2 - 0%  0% 60% 
LUBEFR3 LUBEFR2, Level 3 - 0%  0% 19% 

VVT Variable Valve Timing 241 80% 97% 90% 93% 
VVL Variable Valve Lift 63 21% 28% 22% 67% 
SGDI Stoichiometric Gasoline Direct Injection 152 50% 67% 45% 75% 
DEAC Cylinder Deactivation 20 7% 11% 13% 26% 
HCR High Compression Ratio Engine 3 1%  2% 1% 

HCRP High Compression Ratio "Plus" Engine - 0%  0% 0% 
TURBO1 Turbocharging and Downsizing, Level 1 (1.5271 bar) 102 34% 52% 17% 16% 
SEGR Stoichiometric Exhaust Gas Recirculation 2 1%  0% 0% 
DWSP Engine Downspeeding - 0%  0% 0% 

TURBO2 Turbocharging and Downsizing, Level 2 (2.0409 bar) 12 4%  1% 8% 
CEGR1 Cooled Exhaust Gas Recirculation, Level 1 (2.0409 bar) - 0%  2% 28% 

CEGR1P Cooled Exhaust Gas Recirculation, Level 1 "Plus" (2.0409 bar) - 0%  0% 0% 
CEGR2 Cooled Exhaust Gas Recirculation, Level 2 (2.2916/2.301 bar) - 0%  0% 0% 
HCR2 Advanced High Compression Ratio Engine - 0%  0% 0% 
CNG Compressed Natural Gas Engine 3 1%  0% 0% 
ADSL Advanced Diesel 17 6% 1% 3% 3% 

TURBODSL Improved Diesel Turbocharger - 0%  1% 3% 
DWSPDSL Diesel Engine Downspeeding with Increased Boost - 0%  0% 1% 
EFRDSL Diesel Engine Friction Reduction - 0%  0% 2% 
CLCDSL Closed Loop Combustion Control - 0%  0% 1% 

LPEGRDSL Low Pressure Exhaust Gas Recirculation - 0%  0% 1% 
DSIZEDSL Diesel Engine Downsizing - 0%  0% 0% 

MT5 5-Speed Manual Transmission 14 5% 3% 1% 0% 
MT6 6-Speed Manual Transmission 47 18% 11% 2% 1% 
MT7 7-Speed Manual Transmission 3 1% 1% 0% 2% 
TATI Automatic Transmission Improvements (time-based) - 0%  0% 0% 
AT5 5-Speed Automatic Transmission 15 6%  3% 0% 
AT6 6-Speed Automatic Transmission 82 31% 8% 49% 4% 

AT6P 6-Speed "Plus" Automatic Transmission - 0%  1% 7% 
AT8 8-Speed Automatic Transmission 46 18% 36% 16% 9% 

AT8P 8-Speed "Plus" Automatic Transmission - 0% 6% 4% 44% 
DCT6 6-Speed Dual Clutch Transmission 35 13% 4% 3% 3% 
DCT8 8-Speed Dual Clutch Transmission 9 3% 2.4% 1.3% 1.4% 
CVT Continuously Variable Transmission 9 3% 8% 17% 17% 
EPS Electric Power Steering 750 24%  52% 90% 

IACC1 Improved Accessories - Level 1 - 0%  30% 89% 
IACC2 Improved Accessories - Level 2 (w/ Alternator Regen and 70% Efficient Alternator) - 0%  30% 89% 
SS12V 12V Micro-Hybrid (Stop-Start) 193 6% 35% 15% 44% 
BISG Belt Mounted Integrated Starter/Generator 5 0%  1% 12% 
CISG Crank Mounted Integrated Starter/Generator 3 0%  0% 0% 

SHEVP2 P2 Strong Hybrid/Electric Vehicle 23 1%  0% 1% 
SHEVPS Power Split Strong Hybrid/Electric Vehicle 20 1% 4% 2% 9% 
PHEV30 30-mile Plug-In Hybrid/Electric Vehicle 9 0% 1.4% 0.8% 0.7% 
PHEV50 50-mile Plug-In Hybrid/Electric Vehicle 2 0%  0% 0% 
BEV200 200-mile Electric Vehicle 14 0% 2.0% 0.6% 1.2% 

FCV Fuel Cell Vehicle 1 0% 0.2% 0.0% 0.0% 
LDB Low Drag Brakes - 0%  27% 84% 
SAX Secondary Axle Disconnect 310 10%  22% 37% 

ROLL10 Low Rolling Resistance Tires, Level 1 (10% Reduction; Crr 0.0072) - 0%  61% 99% 
ROLL20 Low Rolling Resistance Tires, Level 2 (20% Reduction; Crr 0.0064) - 0%  36% 94% 

MR1 Mass Reduction, Level 1 (5% Reduction in Glider Weight) 383 12%  47% 93% 
MR2 Mass Reduction, Level 2 (7.5% Reduction in Glider Weight) 268 8%  25% 71% 
MR3 Mass Reduction, Level 3 (10% Reduction in Glider Weight) 222 7%  15% 34% 
MR4 Mass Reduction, Level 4 (15% Reduction in Glider Weight) 18 1%  4% 27% 
MR5 Mass Reduction, Level 5 (20% Reduction in Glider Weight) 8 0%  4% 18% 

AERO10 Aero Drag Reduction, Level 1 (10% Reduction; Cd ~0.2907, varies by class) 133 4% 26% 47% 97% 
AERO20 Aero Drag Reduction, Level 2 (20% Reduction; Cd ~0.2584, varies by class) 22 1% 2% 14% 84% 
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I would also note that there many inconsistencies in the volume inputs. 
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Volume Anomolies (VOLPE MINUS NHTSA) 

 

 P
C

-2
0

1
5
 

 P
C

-2
0

1
6
 

LT
-2

0
1

5
 

LT
-2

0
1

6
 

BMW -37% -6% -22% 45% 

Daimler 0% -9% 0% 44% 

FCA -2% -5% 1% 13% 

Ford 0% -6% 1% 26% 

General Motors 2% -9% 2% 24% 

Honda 0% -19% 0% -8% 

Hyundai Kia 0% -4% 0% 3% 

JLR 0% 9% 0% -15% 

Mazda 0% -35% 0% -11% 

Mitsubishi 113% 127% 32% -12% 

Nissan 0% -14% 0% 33% 

Subaru 0% 4% 0% 80% 

Tesla -8% -33%   

Toyota -4% -1% -9% 23% 

Volvo 0% 9% 0% -40% 

VWA 0% -5% 0% 33% 

 

REVIEW TOPIC NUMBER 2.1. COMBINED IMPACT OF APPLYING NEW TECHNOLOGIES 
SIMULTANEOUSLY 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
See discussion above. 
 
RESPONSE: These comments appear to conflate Autonomie simulation inputs and outputs 
with CAFE model compliance simulation results. The CAFE model makes use of vehicle-
simulation inputs, as well as many other inputs, and is intended to provide means to show 
realistic ways manufacturers could respond to CAFE standards, not to predict how 
manufacturers are likely to respond, or to propose how manufacturers should respond. 
Especially without using manufacturers’ actual product and technology planning information 
(which, being confidential business information, would prevent release of detailed modeling 
results), the model cannot be used for prediction. Even within a model year, production 
volumes sometimes change significantly between when midyear and final data are provided 
to NHTSA. Also, manufacturers often apply specific technologies in ways that do not fully 
reflect NHTSA’s representation (through input choices) of the same technologies.
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 2.1 – Combined Impact of Applying New Technologies Simultaneously 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The basis for the adoption of true incremental effectiveness of a given technology (with 

consideration of the underlying technology combinations) has been satisfactorily justified. 

I have no concerns on this review topic.  

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The rationale and assumptions used to justify the application of technology based on 

incremental effectiveness values is reasonable. In particular, the design of the CAFE 

model to ‘go beyond’ the absolute fuel consumption estimates from the Autonomie 

simulations seems justified and appropriate.  

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

No modifications are recommended.  

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
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4. Is there an alternative approach that you would suggest? 

 

 

No modifications are recommended.  

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. The approach used has a number of benefits, including: (1) reducing 

distortions in fuel economy improvement estimates (that would result from the application 

of absolute fuel consumption estimates); (2) obviating the need to map each vehicle to a 

point in the Argonne database; and (3) considering technologies not included in the 

Argonne database.  

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment, 
but note that there will always be opportunities to refine the CAFE model’s 
application of vehicle simulation results. 
 

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: 2.1. Combined impact of applying new technologies simultaneously 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

In previous versions of the Volpe Model, technology effectiveness values were single 

values for each technology that were intended to represent the incremental improvement 

in fuel consumption for that technology. Successive application of new technologies 

resulted in an improvement in fuel consumption (as a percentage) that was the product of 

the individual incremental effectiveness of each technology applied. However, this 

method did not capture interactive effects where a given technology either improves or 

degrades the impact of subsequently applied technologies. To attempt to account for these 

situations, synergy factors were defined, in a table format, for a relatively small number of 

technology pairs (pairwise synergy factors). These pairwise synergy factors used in the 

Volpe Model for prior rulemakings were based on engineering judgment (2016 Draft 

TAR, p. 5-458). 

 

The current Volpe Model was modified to accommodate the results of the large-scale 

vehicle simulation study conducted by Argonne National Laboratory. While Autonomie, 

Argonne’s vehicle simulation model, produces absolute fuel consumption values for each 

simulation record, the results have been modified in a way that preserves much of the 

existing structure of the CAFE Model’s compliance logic, but still faithfully reproduces 

the overall simulation outcomes present in the database. 

(2016 Draft TAR, p. 13-29 to 13-33) 

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The improvements in the current Volpe Model, based on simulations from Argonne 

National Laboratory’s Autonomie model in place of the pairwise synergy factor approach, 

are reasonable and are expected to improve the capability of the Volpe Model to reflect 

the synergy effects of applying a new technology to vehicles already having a variety of 

fuel consumption reduction technologies. 
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RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

The current approach using the Autonomie model for accounting for synergy effects is a 

significant improvement over the pairwise synergy factor approach used previously. 

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. The current approach using the Autonomie model for accounting for synergy effects 

is the suggested approach. 

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The current improvements using the Autonomie model for accounting for synergy effects 

are expected to improve the utility and plausibility of the Volpe Model output. 

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 

 

 

NHTSA has stated that they will continue to refine their approach for accounting for 

synergy factors. They will consider means to address the application of simulation results 

for one vehicle to a much wider set of vehicles. Previous analyses and the current 

approach using the Autonomie model for accounting for synergy effects assume that 

improvements scale uniformly within a technology class. 

 

RESPONSE: There will always be opportunities to refine the CAFE model’s 
application of vehicle simulation results. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

2. Updates to 2012 Final Rule Version of the CAFE Model: Volpe Model use of 
Argonne National Laboratory (ANL) Autonomie Vehicle Simulation Model 
2.1. Combined impact of applying new technologies simultaneously 

2.2. Determining the reference point on which to apply incremental fuel 

economy improvement 

2.3. Calculating the synergy for fuel economy of technology n-tuples 

2.4. The models’ approaches to estimating the fuel economy level that could be 

achieved by applying a given combination of technologies to a given 

vehicle, and the models’ approaches to estimating the accompanying costs. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 2.2. Determining the reference point on which to apply incremental fuel 
economy improvement 

Other Review Topic Numbers (if interactive effects are focus of discussions): 2.3, 3.1 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1.  What are the most important concerns that should be taken into account related to the review 
topic? 
 
Incremental improvements must be applied to the prior technology combination, and take that 
prior technology combination into account in assessing the magnitude of the change. 
 

2.  Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes. The model adds progressively to the technology of the analysis fleet, and employs n-
dimensional vectors to describe the reference vehicle to which the technology is added. The 
analysis fleet, 2015MY, is discussed in Topic 3.1.  
 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 

 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None. See response to topic 2.3. If there is reason to increase the dimension of the vector space 
in future, that can be accommodated. 
 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

4. Is there an alternative approach that you would suggest? 
 
No. 
 
RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
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5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 

topic to the overall utility and plausibility of the Volpe Model output? 
 
For all analyses that employ incremental differencing it is essential to have a clearly defined 
starting point. Further, the nature of that starting point must be considered in determining the 
increment because technologies are not simply additive. The model deals with both these issues 
capably. 
 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 2.2. DETERMINING THE REFERENCE POINT ON WHICH TO APPLY 
INCREMENTAL FUEL ECONOMY IMPROVEMENT 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
My experience in compliance planning activities suggests that the practice used in the VOLPE 
model for selecting the “leader” vehicle (or engine) is not in keeping with manufacturer’s 
practice. 
 

It has been my experience that manufacturers use the “teeter-totter” principle. That is, they 
select the vehicle farthest below the standard that exerts the most “leverage” (i.e., high 
volume) on CAFÉ compliance; subject to the constraints of the availability of manpower and 
capital. This “bottom-up” approach has been employed for a number of years. 
 
RESPONSE: The model’s approach to selecting “leaders” has been revised, as explained in the 
updated model documentation and a new Regulatory Impact Analysis. Also, while the model 
assumes engine changes first applied to the identified “lead” vehicle will be subsequently 
inherited by vehicles sharing the same engine, the model selects among options in a way that, 
all else being equal, should tend to focus on vehicles that would produce the greatest 
compliance gains at the lowest effective cost. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Not always in this case. 
 
RESPONSE: See response to #1 above. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
The model should be revised to employ a bottom-up approach. A bottom-up approach has the 
limitation that certain low volume vehicles (e.g., Dodge Hellcat) will, for marketing reasons, 
ignore CAFÉ and deploy technology that advances horsepower or some other vehicle attribute 
desired by consumers. 
 

I appreciate the fact that the “base case” will always be out of date; however, given that the 
2017 model year targets represent a major step change I would recommend that the model 
inputs be updated to reflect the 2017 MY (or 2018 if the data is available) prior to any more 
analysis by VOLPE. The model must also be run so that it can accurately reproduce the 
manufacturer’s CAFÉ for the base year. 
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RESPONSE: NHTSA and Volpe Center staff agree that the model should be used with the most 
current analysis fleet practicably available. Considering confidentiality of product planning 
information, and considering resources involved with integrating and reviewing fleet and 
vehicle information from different sources, some “lag” is inevitable (e.g., for analysis 
published in 2018, 2016 may be the most current model year upon which the model inputs 
can be practicably based). See also response to #1 above. 
 

4. Is there an alternative approach that you would suggest? 
 
See answer to question three above. 
 

5. What is your assessment of the contribution of the review topic to the overall utility and 
plausibility of the Volpe Model output? 
 
Getting the inputs correct is critical. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 2.2 – Determining the reference point on which to apply incremental fuel 

economy improvement  

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The main concern with this review topic is the absence of: 

 Sufficient background information to understand the contents of this section 

(keeping in mind that this technical document intends to “share with the public the 

initial technical analyses…”); 

 Adequate rationale to justify: 

o The assumption that technologies should be considered as part of a tree; 

o The assumption that vehicles move from one technology state to another 

in order of increasing complexity; 

o The assumption that there is no inherent connection between engine 

technologies and technologies on other paths of the tree; 

o The determination of the existence of 12 distinct paths that can be 

traversed by a vehicle to which the model applies technology; 

o The approach used to group the 12 distinct paths into 6 distinct paths – the 

combination of ‘logical sequential paths’ is not explained;  and 

o The assumption that the reference point for each technology’s incremental 

effectiveness estimate is the logical preceding technology along its path. 

 

RESPONSE: Model documentation will be revised to more fully explain the logical 
arrangement of technologies into various logical progressions. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 
Insufficient information is provided to assess the reasonableness and appropriateness of 
the model assumptions. The draft TAR and Model Documentation would benefit from 
providing a simple rationale for determining the reference point on which to apply 
incremental fuel economy improvements. More specifically, the criteria/approach used to 
define the technology paths, “condense” or group the technology paths and progress along 
the technology paths needs to be specified in more detail. Furthermore, information on the 
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current diversity of engines and other technologies should be presented, together with a 
description of how the criteria enabled the identification of the proposed technology paths.   
 
RESPONSE: See response to #1 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 
topic? 

 

 

Pending a satisfactory resolution of the rationale for the determination of the reference 
point on which to apply incremental fuel economy improvement, advice can be provided 
on potential modifications. Irrespective of that resolution, this section requires the 
adoption of language that can be more readily understood by the general public, including 
providing due explanation for terminology that is not broadly understood. For example, 
Figure 13.20 refers to AERO10 and AERO 20 reductions, for which the only explanation 
in the Draft TAR is a single row (for each) in Table 13.4 that states that these technologies 
would result in aero drag reductions of 10 percent and 20 percent, respectively. A 
description of the types of technologies that would result in these improvements, as well 
as how these improvements are measured, is required.  

 

RESPONSE: Model documentation will be revised to more fully explain the meaning 
of each included technology. 
 

 

4. Is there an alternative approach that you would suggest? 
 

 

Pending a satisfactory resolution of the rationale for the determination of the reference 
point on which to apply incremental fuel economy improvement, advice can be provided 
on alternative approaches.  

 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 
the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 
The review topic is of critical importance to the overall utility and plausibility of the 
Volpe Model output. The principle of defining technology paths and reference points on 
which to apply incremental fuel economy improvements is a reasonable approach that 
would benefit from additional justification and explanation to satisfy readers of its value 
and validity.  
 
RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
See also responses to #1-3 above. 
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6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _2.2. Determining the reference point on which to apply incremental fuel 

economy improvement 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Although engine technologies are related to one another, there is no inherent connection 

between the engine technologies and technologies on paths of other technology trees. For 

example, any of the transmissions can be combined with any of the engine technologies. 

By combining logically sequential technologies into common paths, 6 distinct paths 

remain. 

 

The “incremental effectiveness” values in the model, used in the fuel consumption 

calculations when new technology is added to a vehicle, are all based on incremental 

differences over a single reference point for each technology. Progress along some 

technology paths is treated as linear (forcing consideration of 6-speed automatic 

transmission prior to considering application of CVT, for example), and along others as 

strictly sequential (mass reduction levels must logically be considered in order). Thus, the 

reference point for each technology’s incremental effectiveness estimate is the preceding 

technology along its path, and the null state along all other paths– where the null state is 

defined as a vehicle with (only) variable valve timing (VVT), a 5-speed automatic 

transmission (AT5), no electrification, mass reduction, aerodynamic improvements, and 

low rolling resistance tires. When considering the incremental impact of applying an 8-

speed automatic transmission to a vehicle, the point of reference is the preceding 

technology on the transmission path (in this case, the 6-speed automatic transmission), 

and the base engine without any electrification, mass reduction, and improvements in 

aerodynamics or rolling resistance. 

 

To incorporate the results of the ANL Autonomie database, while still preserving the basic 

structure of the CAFE model’s technology module, it was necessary to translate the points 

in the database into locations on the technology tree. By recognizing that most of the paths 

on the technology tree are unrelated, it is possible to decompose the technology tree into a 

small number of paths and branches by technology type. To achieve this level of linearity, 

NHTSA defined technology groups, which are: engine cam configuration (CONFIG), 

engine technologies (ENG), transmission technologies (TRANS), electrification (ELEC), 

mass reduction levels (MR), aerodynamic improvements (AERO), and rolling resistance 

(ROLL). The combination of technology levels along each of these paths define a unique 
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technology combination that corresponds to a single point in the database for each 

technology class. 

 

As an example, a technology combination with a SOHC engine, variable valve timing 

(only), a 6-speed automatic transmission, a belt-integrated starter generator, mass 

reduction (level 1), aerodynamic improvements (level 2), and rolling resistance (level 1) is 

specified as SOHC;VVT;AT6;BISG;MR1;AERO2;ROLL1. By assigning each 

technology state a vector such as the one in the example, the CAFE model assigns each 

vehicle an initial state that corresponds to a point in the database. The model then 

determines a percentage improvement from the database for the new combination of 

technologies that is applied to each vehicle model and that percentage improvement is 

applied to the fuel consumption of that vehicle model. 

(2016 Draft TAR, pp. 13-33 to 13-35) 

 

Concern 1: 

The “null state is defined as a vehicle with (only) variable valve timing (VVT), a 5-speed 

automatic transmission (AT5), no electrification, mass reduction, aerodynamic 

improvements, or low rolling resistance tires (top of p. 13-35). The “or” before “low 

rolling resistance tires” appears incorrect and should be “and”, since the null state is 

defined by “7-tuples”. 

 

Recommendation 1: 

Change the “or” before “low rolling resistance tires” to “and” where the “null state” is 

defined in the 2016 Draft TAR (top of p. 13-35). 

 

RESPONSE: Model documentation will be revised to more clearly explain initial 
mapping of vehicles to specific points in the database of simulation results. 
 

Concern 2: 

The difference between the “linear” path (requiring a 6-speed automatic transmission 

prior to application of CVT) compared to the “sequential” path (where mass reduction 

levels must be considered in order) is not clear. Both appear to involve the sequential 

applications of technologies along a specific technology path. 

 

Recommendation 2: 

Either clearly differentiate the difference between “linear” path and “sequential” path, or 

revise the references to paths as “sequential” paths for the application of technology.  

 

RESPONSE: Model documentation will be revised to more clearly explain the 
“operation” of different technology paths. 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The Volpe Model’s method for determining the reference point on which to apply 

incremental fuel economy improvement is well thought out and developed, and is 

considered reasonable and appropriate. 

 

RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1 and 2 to clarify the definition of the “null state” and to 

clarify the type of paths for the application of technology. 

 

RESPONSE: See responses to recommendation 1-2 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1 and 2 is the recommended approach. 

 
RESPONSE: See responses to recommendations 1-2 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The modifications made in the current Volpe Model to include the model’s method for 

determining the reference point on which to apply incremental fuel economy 

improvement will improve the overall utility and plausibility of the model. 

 

Implementation of Recommendations 1 and 2 will assist in clarifying the description of 

the method for determining the reference point for applying incremental fuel economy 

improvements. 

 

 

RESPONSE: Agreed; see responses to #1 and 2 above. 
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6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

2. Updates to 2012 Final Rule Version of the CAFE Model: Volpe Model use of 
Argonne National Laboratory (ANL) Autonomie Vehicle Simulation Model 
2.1. Combined impact of applying new technologies simultaneously 

2.2. Determining the reference point on which to apply incremental fuel 

economy improvement 

2.3. Calculating the synergy for fuel economy of technology n-tuples 

2.4. The models’ approach to estimating the fuel economy level that could be 

achieved by applying a given combination of technologies to a given 

vehicle, and the models’ approach to estimating the accompanying costs. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 2.3. Calculating the synergy for fuel economy of technology n-tuples 

Other Review Topic Numbers (if interactive effects are focus of discussions: 2.1 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the 
review topic? 
 
As discussed in 2.1, adding technology to two vehicles with different levels of sophistication 
or basic design will yield two different relative fuel efficiency improvements – this must be 
considered in any model. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes, but see comment 3 below. As an alternative, ascribing improvement values (as inputs) 
to each and every vehicle individually is far too detailed and granular. It is important to 
maintain some generality in the model to allow updates and reduce the number of inputs. 
The model includes this generality by including seven separate technology groups, and using 
a seven-dimensional vector to place a vehicle. Improvements are then quantified relative to 
this vector. This is a good approach. A comment on level of sophistication and integration is 
provided below, and is applicable to this and to several other topic areas.  
 
Use of Autonomie to generate the incremental factors and synergy was a wise move. 
  
RESPONSE: NHTSA and Volpe Center staff agree, and appreciate the comment, and note 
that there will always be opportunities to refine the CAFE model’s application of vehicle 
simulation results. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review 
topic? 

 
This comment relates to this topic and several other topics. Improving the performance of a 
vehicle with software alone has great appeal to a manufacturer, but can have a high up-front 
cost in test cell time, sub-component characterization, and modeling efforts, followed by 
design of the controls. Consider a vehicle that may include a reasonably sophisticated engine 
(perhaps turbocharged) and a dual clutch transmission, but that the transmission is still 
managed quite conventionally in terms of torque and speed input commands. There will be 
high potential through more careful engine valve timing management (beyond quasi-steady 
state), model based controls for powertrain integration, unnecessary shift avoidance 
algorithms, even GPS-linked predictive control, driver behavior adaptation, and so on to eke 
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out better fuel economy. This is an incremental step (akin to a technology) that is not 
accounted for in the model. On the one hand, for the model, a “control upgrade” could be 
accounted for as either a technology or a positive synergy. On the other hand, addition of 
other subsequent technologies may be less effective without refreshing this sophisticated 
control, because it is educated to deal with precise hardware: this would make predicting 
benefit more difficult.  

 
The model should, somehow, include control sophistication or investment in component 
integration either as part of the n-dimensional space or as an attribute that can affect 
pathways in terms of cost of change, synergy effects and effectiveness of added 
technologies. 
 
RESPONSE: Powertrain controls are among the many inputs to full vehicle simulation used, 
in turn, to produce CAFE model inputs specifying estimated fuel economy for the many “n-
tuple” combinations of technologies. Increases in the sophistication of such controls could 
simulated by modifying these full vehicle simulation inputs. However, further research 
would be required to judge the practicability of representing different levels of control 
sophistication and, in turn, determining how to “map” each existing vehicle 
model/configuration to a specific level of control sophistication.  

 

4. Is there an alternative approach that you would suggest? 
 
No. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
It is essential to account for the fact that multiple treatments are not additive. It adds 
confidence that this area received very professional attention. 
 

RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
there will always be opportunities to refine the CAFE model’s application of vehicle 
simulation results. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
In 2.1 a concern was expressed by this reviewer that incremental factors may not account for 
transient behavior in some components. 
 
RESPONSE: See responses to 2.1. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 2.3. CALCULATING THE SYNERGY FOR FUEL ECONOMY OF 
TECHNOLOGY N-TUPLES 
 

1. What are the most important concerns that should be taken into account related to the 
review topic? 
 
Calculating the synergy for fuel economy technology is crucial to the model and 
subsequently to getting the standards correct. As I stated in the introduction to this line of 
questioning, there appears to be a disconnect between the application of technologies 
(which is considerable in the 2017 MY fleet) and the ability of manufacturers to achieve the 
target fuel economies. 
The gap is widest in the small car fleet. Looking at the 2025 targets versus the 2017 actual 
the gaps widen. Small cars have the largest gap to overcome. Logically, if this is not 
corrected, one may expect to see a shift from small cars to medium sized cars, SUVs, and 
pickups. To some extent this is already happening in the marketplace. 
 
The reasons for this gap in the small car fleet are many. This category includes many exotic 
sports cars and some high horsepower products. These products are not marketed for their 
fuel economy and most of the customers purchasing these products fuel economy is low on 
their list of priorities. 
 
It should be noted that some of the manufacturers routinely elect to pay CAFE fines and even 
the gas guzzler penalties in this segment. This behavior is unlikely to change. 
 
Eliminating the exotic sports cars including Porsche, Lamborghini, and the Bentleys brings 
the difference between the target and actual into the range of the medium SUV, still on the 
high side of the categories. 
 
It is not a lack of technology in the small car segment that accounts for the difference. This 
class deploys more technology than predicted by the VOLPE model. 

 

 Technology Deployed in Small Car Segment (minus exotic sports cars) 
SS12V SHEVP2 VVT VVL DEAC TURBO1 MT5 MT6 MT7 AT5 AT6 AT6P AT8 AT8P CVT 

VOLPE 6% 1% 80% 21% 7% 34% 5% 18% 1% 6% 32% 0% 18% 0% 13% 
EPA 2017 48% 1% 99% 40% 6% 71% 5% 19% 4% 0% 38% 0% 22% 4% 2% 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
It doesn’t seem that the computational methods and assumptions are accurate in many of the 
product segments. 
 
RESPONSE: The CAFE model is intended to illustrate potential application of fuel-saving 
technology, not, as this comment suggests, to predict actual technology application. The CAFE 
model has been revised to accommodate a wider range of technology “classes,” thus 
providing means to differentiate between performance vehicles and other vehicles. 
Nevertheless, fuel economy standards apply to fleet-level average fuel economy, such that no 
vehicle is necessarily required to meet its fuel economy target. Also, the model is intended to 
provide means to show realistic ways manufacturers could respond to CAFE standards, not to 
predict how manufacturers are likely to respond, or to propose how manufacturers should 
respond. Especially without using manufacturers’ actual product and technology planning 
information (which, being confidential business information, would prevent release of 
detailed modeling results), the model cannot be used for prediction. Also, manufacturers 
often apply specific technologies in ways that do not fully reflect NHTSA’s representation 
(through input choices) of the same technologies. For example, while NHTSA may apply 
model inputs that represent application of turbocharging and engine downsizing in a way that 
holds vehicle performance and utility approximately constant, a manufacturer may elect to 
apply the technology in a way that increases vehicle performance but provides less fuel 
economy benefit. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
Update the model to reflect the baseline 2017 model year technology state and fuel 
consumption (FC0). Revisit the methodologies for calculating synergies that are used as model 
inputs. 
 
RESPONSE: NHTSA and Volpe Center staff agree that the model should be used with the most 
current analysis fleet practicably available, and that model inputs used to determine fuel 
economy impacts should be based on the best information practicably available. Considering 
confidentiality of product planning information, and considering resources involved with 
integrating and reviewing fleet and vehicle information from different sources, some “lag” is 
inevitable (e.g., for analysis published in 2018, 2016 may be the most current model year 
upon which the model inputs can be practicably based).  
 

4. Is there an alternative approach that you would suggest? 
 

Matching the technology and CAFE level in the base year for each manufacturer should be a 
priority. 
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When I ran the compliance program at Ford, we used the more conservative financial planning 
volumes for the initial report to EPA on vehicle certification because this process started well in 
advance of the model year. 
 

We switched to production planning volumes for the first submission to NHTSA in the pre-
model year CAFE report. The mid-model year report was a combination of actual production 
volumes and updated production planning volumes. The final CAFE report included the final 
production volumes for the model year. 
 
Thus one of the issues in matching CAFE could be the volume set within the government that 
VOLPE uses. 
 
There was a time that I needed to create CAFE files for all manufacturers in order to do some 
advance planning. I used the EPA fuel economy guide and manually matched up volumes 
obtained from POLK. This process, while painstaking, allowed me to get CAFE estimates on the 
industry that came within a couple of tenth of a mile per gallon for all the major competitors. 
 
RESPONSE: Volpe Center staff have also made use of volume estimates acquired from Polk, 
and have found that records often cannot be unambiguously “mapped” to specific 
model/configurations in CAFE compliance data, especially now that this mapping often 
involves separate disaggregation by both footprint and fuel economy. Fidelity to actual “base 
year” characteristics is greatest when the analysis fleet is derived from final CAFE compliance 
data. However, this data is not available to NHTSA until after the data has been submitted, 
reviewed, and certified by EPA, a process which can take months if not years from the end of 
the model year, and moreover is not ready for use in CAFE analysis until additional data 
elements can be mapped. For example, for analysis to be published spring of 2018, an analysis 
fleet derived from final compliance data might need to be based on model year 2015. More 
recently, NHTSA and Volpe Center staff have found it practicable to begin with mid-year 
compliance data, inviting manufacturers to provide corrections and updates that can later be 
made public. 

 

5. What is your assessment of the contribution of the review topic to the overall utility and 
plausibility of the Volpe Model output? 
 
This is one of the most critical, if not the most critical, components of the model. If the inputs 
are not correct and this includes the synergies between technologies, then the results are 
meaningless. 
 
RESPONSE: We agree, and we wish it was practicable to accommodate inputs that precisely 
represent every manufacturer’s actual experience with every specific actual technology on 
every specific actual vehicle. Unfortunately, even if this level of precision was technically 
practicable, it would be wholly dependent on precise confidential information that would 
prevent release of detailed model inputs and outputs, which has been deemed important to 
allow the public to replicate our work. 
 

6. Provide any additional comments that may not have been addressed above. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 2.3 – Calculating the synergy for fuel economy of technology n-tuples 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The main concerns with this review topic are: 

 The text is exceptionally complex – unsuitable for the general public to 

comprehend 

 Absence of sufficient background information to understand the contents  

 The text includes multiple obscure references to undefined terms and 

nomenclature  

 Inconsistent and/or confusing terminology used to intermittently refer to the 

interpretation of the technology tree. For instance, in the section titled 

“Translating the Technology Tree,” there are references to “technology type,” 

“technology groups,” “technology levels,” “technology state,” “technology class,” 

and “technology paths.” The relationship between these is unknown.  

 It would appear that the “paths” and “groups” refer to the same concept. However, 

page 13-35 refers to seven groups, while page 13-34 refers to six paths.  

 

RESPONSE: Although the technical complexity of the model limits the ability to 
easily communicate specific details to the layperson, the model documentation will 
be revised to more clearly explain terms and provide additional background 
information. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Until the definitions, inconsistencies and “obscurity” are clarified, it is not possible to 

comment on the reasonableness and appropriateness of the data and assumptions.  

 

RESPONSE: See response to #1 above. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Pending a satisfactory resolution of the concerns raised in item 1, advice can be provided 

on potential modifications.  

 

RESPONSE: See response to #1 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

Pending a satisfactory resolution of the concerns raised in item 1, advice can be provided 

on alternative approaches.  

 

RESPONSE: See response to #1 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The importance of the review topic to the overall utility and plausibility of the Volpe 

model output cannot be assessed with the information provided.  

 

RESPONSE: See response to #1 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _2.3. Calculating the synergy for fuel economy of technology n-tuples 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Once a vehicle is assigned a technology state (one of the tens of thousands of unique 7-

tuples, defined as CONFIG;ENG;TRANS;ELEC;MR;AERO;ROLL), adding a new 

technology to the vehicle simply represents progress from one technology state to another. 

The vehicle’s fuel consumption is  

 

𝐹𝐶𝑖=𝐹𝐶0∙(1−𝐹𝐶𝐼𝑖)∙𝑆𝑘/𝑆0 

 

Where: 

𝐹𝐶𝑖 = fuel consumption resulting from the application of technology i,  

𝐹𝐶0 = vehicle’s fuel consumption before technology i is applied,  

𝐹𝐶𝐼𝑖 = incremental fuel consumption (percentage) improvement associated with 

technology i,  

𝑆𝑘 = synergy factor associated with the combination, k, of technologies when the 

vehicle technology i is applied, and  

𝑆0 = synergy factor associated with the technology state that produced fuel 

consumption 𝐹𝐶0.  

 

The synergy factor is defined in a way that captures the incremental improvement of 

moving between points in the database, where each point is defined uniquely as a 7-tuple 

describing its cam configuration, highest engine technology, transmission, electrification 

type, mass reduction level, and level of aerodynamic and rolling resistance improvement. 

 

With successive application of technologies, the simple product of the incremental 

effectiveness associated with those technologies deviates from the magnitude of the 

improvements determined by Autonomie, as represented in the database. The synergy 

values correct for this. In the past, synergy values in the Volpe Model were represented as 

pairs. However, the new values are 7-tuples and there is one for every point in the 

database. The synergy factors are based (entirely) on values in the Autonomie database, 

producing one for each unique technology combination for each technology class, and are 

calculated as 

 

𝑆𝑘= 𝐹𝐶𝑘/𝐹𝐶0∙Π(1−𝑥𝑖) 
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Where:  

𝑆𝑘 = synergy factor for technology combination k,  

𝐹𝐶0 = fuel consumption of the reference vehicle (in the database),  

𝑥𝑖 = fuel consumption improvement of each technology i represented in 

technology combination k (where some technologies are present in combination k, 

and some are precedent technologies that were applied, incrementally, before 

reaching the current state on one of the paths).  

(2016 Draft TAR, pp. 13-35 to 13-36) 

 

Concern 1:  

The definition of parameters in the above equation (p. 13-36) does not include 𝐹𝐶𝑘.  
 

Recommendation 1: 

Provide the definition of the parameter, 𝐹𝐶𝑘, in the above equation on p. 13-36 of the 

2016 Draft TAR (The definition is assumed to be as follows: 𝐹𝐶𝑘 = fuel consumption of 

the reference vehicle after application of technology combination k). 

 

RESPONSE: The model’s procedures for calculating fuel economy have been 
revised, and corresponding model documentation has been updated. 
 

Concern 2: 

A description of the actual numerical values of the synergy factors, 𝑆𝑘, would be helpful 

in providing insight into the magnitude of the synergy corrections required. In addition, 

references for the formats and the actual files containing the synergy factors used in the 

Volpe Model should be provided. 

 

Recommendation 2: 

Provide a description of the formats and actual values for the synergy factors, 𝑆𝑘, in order 

to provide insight into the magnitude of the synergy corrections required. Provide 

references for the actual files containing the synergy factors used in the Volpe Model. 

 

RESPONSE: Model documentation has been revised to explain the format and 
interpretation of the input file containing the database of vehicle simulation results. 
 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The Volpe Model’s method for calculating the synergy for fuel consumption reductions of 

technologies applied to 7-tuple technology states is well thought out and developed, and is 

considered reasonable and appropriate. 

 

 

RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and 
note that there will always be opportunities to refine the CAFE model’s application 
of full vehicle simulation results. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1 and 2. 

 

RESPONSE: See responses to recommendations 1 and 2 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1 and 2 is the suggested approach. 

 

RESPONSE: See responses to recommendations 1 and 2 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The modifications made in the current Volpe Model for calculating the synergy for fuel 

consumption reductions of technologies applied to 7-tuple technology states will improve 

the overall utility and plausibility of the Volpe Model output. 

 

Implementation of Recommendations 1 and 2 will enhance the description of the process 

for calculating the synergy for fuel consumption reductions of technologies applied to 7-

tuple technology states. 

 

RESPONSE: We agree; see responses to recommendations 1 and 2 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

2. Updates to 2012 Final Rule Version of the CAFE Model: Volpe Model use of 
Argonne National Laboratory (ANL) Autonomie Vehicle Simulation Model 
2.1. Combined impact of applying new technologies simultaneously 

2.2. Determining the reference point on which to apply incremental fuel 

economy improvement 

2.3. Calculating the synergy for fuel economy of technology n-tuples 

2.4. The models’ approach to estimating the fuel economy level that could be 

achieved by applying a given combination of technologies to a given 

vehicle, and the models’ approach to estimating the accompanying costs. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 2.4. The models’ approach to estimating the fuel economy level that could 
be achieved by applying a given combination of technologies to a given vehicle, and the models’ 
approach to estimating the accompanying costs. 

Other Review Topic Numbers (if interactive effects are focus of discussions) 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
A primary objective of this model is to pair cost and benefit for the application of a technology 
or a package of technologies, to determine whether they represent a realistic step for the 
manufacturer to achieve the standard (or else use credits or pay fines). 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Overall, Yes. The computational philosophy is detailed enough to capture real world practice. 
The model is constrained by a list of technologies, but major technologies are present, and the 
model structure allows for addition of more technologies. The technologies are applied in a 
considered fashion based on technology pathways. Incompatible technologies are prevented 
from mutual use in the model. Technologies are applied in a pathway order – a sensible 
approach – starting from the vehicle technology in the analysis fleet. Allowance is made that 
some technology packages can be added whole to a car, based on prior use of this whole 
package by the manufacturer. Whether these improvements are used or not, according to the 
model, is based on the cost, which allows an assessment of the effectiveness of that technology, 
and whether that cost can be borne.  
 

RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
there will always be opportunities to refine these aspects of the model’s operation. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
Estimating the cost, other than for an existing package previously used, is clearly an imprecise 
art, because there are multiple factors not considered, such as structural redesign needed (or 
not needed) to accommodate a more advanced powertrain, and because the powertrain 
controls can be addressed either inexpensively, or with high resources to optimize the system 
with advanced concepts. The model is capable of a hard-wired sensitivity analysis using a high 
and low cost, with high and low benefits: Essentially this looks the technology change as two 
different technology changes as options. The model could use this high-low evaluation more. 
For example, instead of VVT-VVL-SGDI, there might be VVT- VVT Advanced Controls – VVL – 
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SGDI. It is not suggested that this is a singular change, but some intermediate levels, where 
improved controlware competes with additional hardware, may be beneficial and should be 
considered.  

 
RESPONSE: Beyond the types of sensitivity analyses that can be easily explored by selecting 
among options provided in the model’s graphical user interface (GUI), many other types of 
sensitivity analyses can be explored by modifying model inputs. For example, sensitivity 
analyses involving specific combinations of technologies can be explored by modifying the 
affected portions of the cost inputs and/or the database of vehicle simulations results. To be 
addressed explicitly, some types of sensitivity analyses (such as those involving powertrain 
control logic) would need to be addressed upstream of the CAFE model, by modifying inputs 
to full vehicle simulations. In any event, insofar as including changes in control logic might 
necessitate characterization of specific vehicles’ preexisting control logic, further research 
would be needed to determine the practicability of this expansion, especially without relying 
on manufacturers’ confidential business information. 

 

4. Is there an alternative approach that you would suggest? 
 
The approach is good. The point raised in (3) above is a possible embellishment. 
 
RESPONSE: See response to recommendation 3 above. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
This is key to the cost-benefit analysis of technology change. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 2.4. THE MODELS’ APPROACH TO ESTIMATING THE FUEL ECONOMY 
LEVEL THAT COULD BE ACHIEVED BY APPLYING A GIVEN COMBINATION OF TECHNOLOGIES TO A 
GIVEN VEHICLE, AND THE MODELS’ APPROACH TO ESTIMATING THE ACCOMPANYING COSTS. 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The basic computational approach is sound. The inputs require modification. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The issue is with the differences between what is actually achieved and what the model 
predicts. 
 
RESPONSE: See earlier responses, especially to reviewer’s recommendations regarding topics 
2.1-2.3. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic?  
 
Update the model to reflect the MY2017 fuel economy levels and technology. 
 
RESPONSE: See earlier responses, especially to reviewer’s recommendations regarding topics 
2.1-2.3. 
 

4. Is there an alternative approach that you would suggest?  
 
No. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 2.4 – The model’s approach to estimating the fuel economy level that could 

be achieved by applying a given combination of technologies to a given vehicle, and the model’s 

approach to estimating the accompanying costs 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The main concerns with this review topic are: 

 The apparent contradiction between the two important challenges that NHTSA is 

attempting to address. The reader is led to believe that the first challenge focuses 

on the importance of estimating fuel economy improvements in a highly 

individualized manner, by considering the incremental (rather than absolute) 

impact of technologies. The second challenge, on the other hand, seems to focus 

on the opposite: application of simulation results for one vehicle to a much wider 

set of vehicles. The compatibility and complementarity of these two challenges 

needs to be better explained.  

 My interpretation of challenge two, if correct, is that it would offer an unparalleled 

and unprecedented ability to derive absolute fuel consumption estimates through 

simple knowledge of a vehicle’s mass and engine power levels. This would avoid 

the more complex requirement to model the large number of engine and vehicle 

technology classes, as well as the other elements of the technology tree. However, 

I am uncertain if my interpretation is correct. If my interpretation is incorrect, the 

description of challenge two must be better articulated to ensure any reader 

correctly understands the information being presented.  

 

RESPONSE: While the fuel economy and many other (though not all, and not with 
unlimited precision) engineering characteristics of specific vehicles in past or current 
production are knowable and sufficiently available to be included among model 
inputs, the impacts of potential future technology changes can only be estimated. 
Estimation involves uncertainty. Also, vehicle simulation inputs fully specific to each 
individual vehicle model/configuration appear likely to remain impracticable. Past 
rulemaking analyses have addressed related tradeoffs between precision, 
practicality, and uncertainty, many of which are based on policy concerns exogenous 
to the model. Model documentation will be expanded to address these considerations. 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

To the extent that the comments made on Review Topics 2.2 and 2.3 are addressed and 

clarified, the principles of integration of the database into the CAFE model for the 

purposes of estimating the impact of applying many new technologies simultaneously 

absolutely sound. Furthermore, if my interpretation of challenge two is correct, the 

successful development of the functions and coefficients would be a significant 

enhancement to the predictive power of the mode.  

 

RESPONSE: See responses to recommendation 1 above, and reviewer’s 
recommendations under topics 2.2 and 2.3 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

No modifications are suggested.  

 

 

4. Is there an alternative approach that you would suggest? 

 

 

No alternative approaches are suggested.  

 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output.  

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _2.4. The model’s approach to estimating the fuel economy level that could 

be achieved by applying a given combination of technologies to a given vehicle, and the models’ 

approach to estimating the accompanying costs 

Other Review Topic Numbers (if interactive effects are focus of discussions):_Topic 4.5_______ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Estimating Fuel Economy: 

 

Once a vehicle is assigned a technology state (one of the tens of thousands of unique 7-

tuples, defined in the technology input file as CONFIG; ENG; TRANS; ELEC; MR; 

AERO; ROLL), adding a new technology to the vehicle simply represents progress from 

one technology state to another. Then the formula to find the increase in vehicle’s fuel 

economy shown in Equation (1) becomes: 

 

 
 

The synergy factor is defined in a way that captures the incremental improvement of 

moving between points in the database, where each point is defined uniquely as a 7-tuple 

describing its cam configuration, highest engine technology, transmission, electrification 

type, mass reduction level, and level of aerodynamic and rolling resistance improvement. 

 

Model’s Approach to Estimating Accompanying Costs: 

 

The costs for engine-level technologies are specified for each engine technology class, 

while the costs for all other technologies are defined for each vehicle technology class. 
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The modeling system also incorporates cost adjustment factors to provide accounting 

corrections for technology costs. Since the Basic Engine path converges from SOHC, 

DOHC, and OHV technologies, and since the base input costs are defined for the DOHC 

path, the system necessitates the use of these adjustments in order to offset the costs of 

some basic engine technologies used on the SOHC and OHV engines. 

 

Along with the base Cost Table, the input assumptions also define the Maintenance Cost 

Table and the Repair Cost Table. These tables are specified for each model year and 

account for the learning effect, wherever applicable. 

 

Additionally, the input assumptions include the Stranded Capital Table, which associates 

a penalty cost for each technology that is replaced (or superseded) prior to fully 

amortizing the initial investment associated with that technology. 

 

Compliance Simulation Algorithm: 

 

The compliance simulation algorithm begins the process of applying technologies based 

on the CAFE standards applicable during the current model year. This involves repeatedly 

evaluating the degree of noncompliance, identifying the next “best” technology available 

on each of the parallel technology paths mentioned above, and applying the best of these. 

 

Once a manufacturer reaches compliance, the algorithm proceeds to apply any additional 

technology determined to be cost-effective (as defined below). This process is repeated 

for each manufacturer present in the input fleet. It is then repeated again for each 

modeling year until all modeling years have been processed. 

 

Effective cost is used for evaluating the relative attractiveness of different technology 

applications, not for actual cost accounting. Effective cost obtained from application of a 

set of one or more candidate technologies on a cohort of vehicles k is defined by the 

following formula (extracted from NHTSA, “CAFE Model Documentation,” July 2016): 
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Concern 1:  

The definition and units of COSTeff are not provided below Equation 5 and the definition 

of TECHCOSTi,j provided below Equation 5 in the CAFE Model Documentation is not 

clear.  

 The units of COSTeff are presumed to be “total cost ($s) per affected vehicle,” 

since the equation is divided by total sales of the applicable vehicles.  

 The definition of TECHCOSTij is presumed to equal the total cost (direct 

manufacturing cost x RPE or (1+ICM)) of the technology per applicable vehicle. 

 The summation at the beginning of the equation is presumed to indicate a 

summation of all of the costs per vehicle within the parenthesis and then a 

summation over all of the affected vehicles. This appears to be required so that 

COSTeff has units of “total cost ($s) per affected vehicle”. 

Recommendation 1: 

Provide the suggested clarifications of Equation 5 identified in Concern 1 regarding: 1) 

the definition and units of COSTeff, 2) the definition of TECHCOSTij, and 3) the meaning 

of the first summation of all of the costs within the following parenthesis. 

 

RESPONSE: The model documentation will be expanded to clarify the definition 
and units of the effective cost metric and the underlying components. 
 

Concern 2: 

The parameter, TECHVALUEij, is defined as the “net change in consumer valuation of all 

candidate technologies…” for equation 5, above.  However, further details of the 

definition are not provided on page 25 of the CAFE Model Documentation where the 

above equation for COSTeff is given. Page 87 of the CAFE Model Documentation states 

that “consumer valuation” is the “Loss in value to the consumer due to decreased range of 
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pure electric vehicles. This value does not apply if the vehicle is not an EV.” If this is the 

correct interpretation of TECHVALUEij, then this interpretation should be included in the 

above definition of TECHVALUEij provided on page 25 of the CAFE Model 

Documentation. 

 

Recommendation 2: 

Provide the appropriate interpretation of the parameter, TECHVALUEij, on page 25 of the 

CAFE Model Documentation. 

 

RESPONSE: The model documentation will be expanded to clarify the definition 
and meaning of the consumer valuation variable. 
 

The value of the reduction in fuel consumption achieved by applying a set of candidate 

technologies in question to a specific vehicle is calculated as follows: 

 

 

 
Concern 3:  

Equation 5 is strongly dependent on VALUEFUEL defined by Equation 6. A critically 

important parameter in Equation 6 is PB, which is the “payback period,” or number of 

years in the future the consumer is assumed to take into account when considering fuel 

savings. 

(Repeat of Concern 1, Topic 4.5) 
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The statement on p. 13-99 that “NHTSA applies a one-year payback period in its 

compliance and technology application analysis” appears to differ from the following 

comments on page 13-10 (2016 Draft TAR): 

“The default assumption in the model is that manufacturers will treat all technologies that 

pay for themselves within the first three years of ownership (through reduced expenditures 

on fuel) as if the cost of that technology were negative. This holds true up to the point at 

which the manufacturer achieves compliance with the standard – after which the 

manufacturer treats all technologies that pay for themselves within the first year of 

ownership as having a negative effective cost.” 

 

 

Recommendation 3:  

Provide an explanation of how the appropriate value for PB, the payback period, is 

determined for the Volpe Model. Clarify which of the payback periods described in 

Concern 3, applies to Equation 6.  

 

RESPONSE: The model documentation will be expanded to clarify how the payback 
period is applied in calculating the value of avoided fuel consumption. The payback 
period is a model input that requires explanation in each published analysis. 
 

Concern 4: 

Why are technologies that pay for themselves within the first year of ownership applied 

after compliance has been achieved with the standard? This would appear to result in 

over-achievement of the standard, but with associated increases in costs to the 

manufacturer and consumer. 

 

Recommendation 4: 

Provide an explanation of why are technologies that pay for themselves within the first 

year of ownership are applied after compliance has been achieved with the standard. This 

would appear to result in over-achievement of the standard, but with associated increases 

in costs to the manufacturer and consumer. 

 

RESPONSE: The model has been revised to first apply any technologies for which 
the calculated effective cost is negative, and then apply further technologies as may 
be needed to comply with standards. 
 

Concern 5: 

Cost adjustment factors provide accounting corrections for technology costs. Since the 

Basic Engine path converges from SOHC, DOHC, and OHV technologies, and since the 

base input costs are defined for the DOHC path, the system necessitates the use of these 

adjustments in order to offset the costs of some basic engine technologies used on the 

SOHC and OHV engines. However, these cost adjustment factors are not defined, derived 

or illustrated in the CAFE Model Documentation. 

 

Recommendation 5: 

Provide definitions, derivations and illustrated examples of the cost adjustment factors. 
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RESPONSE: Model documentation will be revised to more fully explain the model’s 
cost calculations and corresponding inputs. 
 

Concern 6: 

The source of the Maintenance Cost Table and the Repair Cost Table, specified for each 

model year and accounting for the learning effect, wherever applicable, should be 

provided. 

 

Recommendation 6: 

Provide the source of the Maintenance Cost Table and the Repair Cost Table, specified for 

each model year and accounting for the learning effect, wherever applicable, together with 

appropriate references. 

 

RESPONSE: These are model inputs that require explanation for each published 
analysis. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The application of synergy factors, defined in a way that captures the incremental 

improvement of moving between points in the database, where each point is defined 

uniquely as a 7-tuple describing its cam configuration, highest engine technology, 

transmission, electrification type, mass reduction level, and level of aerodynamic and 

rolling resistance improvement is a significant improvement to the Volpe Model. 

 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implementation of Recommendations 1- 6. 

 

RESPONSE: See responses to recommendations 1-6 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1- 6 is the suggested approach. 
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5. [SKIP FOR REVIEW TOPICS 4.4  4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The application of synergy factors, defined in a way that captures the incremental 

improvement of moving between points in the database, where each point is defined 

uniquely as a 7-tuple describing its cam configuration, highest engine technology, 

transmission, electrification type, mass reduction level, and level of aerodynamic and 

rolling resistance significantly improves the overall utility and plausibility of the Volpe 

Model output. 

 

Implementing Recommendations 1- 6 to resolve the above concerns with the CAFE 

Model Documentation will improve the overall utility and plausibility of the model. 

 

RESPONSE: See responses to recommendations 1-6 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

3. Model architectural elements 
3.1. Development and use of MY2015 analysis (initialized) fleet (includes 

vehicle models and their existing technology content characterized by 

engine, transmission, vehicle attributes, and other technologies) 

3.2. Modeling consumer behavior, including willingness to pay for fuel economy 

and number of miles traveled in new vehicles 

3.3. The model’s representation of CAFE regulations, including separate 

passenger car and light truck standards for each model year, minimum 

standards for domestic passenger cars, the option to carry CAFE credits 

forward and transfer CAFE credits between fleets, and the civil penalties 

levied for noncompliance. 

3.4. Application of technologies, including interactions, paths and prerequisites 

of a technology’s application (and any logically required exclusions based 

on the paths and prerequisites) and costs, including learning curves 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 3.1. Development and use of MY2015 analysis (initialized) fleet (includes 
vehicle models and their existing technology content characterized by engine, transmission, vehicle 
attributes, and other technologies) 

Other Review Topic Numbers (if interactive effects are focus of discussions) 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 

 
Since this model is predictive, it must build from a well-documented and representative 
foundation. Clearly the time needed/taken to develop and verify the model’s functionality, and 
the availability of data (such as synergy quantifiers) preclude the use of the latest model year 
data. However, it is important that the starting points are not too old in technological terms, 
especially in an era where criterial pollutant standards, greenhouse gas concerns and fuel 
efficiency rules are driving very rapid technology change. 

 
The prediction extends for more than a decade, but it is important to recognize as early as 
possible if this initial MY fleet may not be representative even of the fleet at the time that 
the predictive model is released. In other words, if there has been recent disruptive, rather 
than steady, change, it would be inappropriate to continue with the prior fleet data as a 
foundation.  
 
The TAR provides good argument for the redesign and refresh table that was adopted: this 
is important for near- and mid-term prediction. 
 
The TAR presents the technologies as finite steps with a single attribute, except for 
continuous variables such as mass reduction. However, it is evident that some of these 
technologies are also symbolic, in that they bring other technology advances along with 
them. For example, use of an 8-speed transmission is likely to have an association with a 
greater control of shift patterns (more intelligent shifting) than a prior transmission, and 
more integrated engine and transmission controls that offer further fuel efficiency gains. In 
this way one could have a modest benefit from just using an 8-speed transmission, or a 
greater benefit from using the 8-speed transmission with superior integration and controls. 
It is not clear whether the Argonne simulation reported one or the other. More cryptically, 
some technologies proposed will have true causal benefit, and some correlational benefit in 
addition: This is a different issue than synergy as it is presented in the TAR. Two MY2015 
vehicles with the same attributes may be very different in design sophistication. 
 
RESPONSE: NHTSA and Volpe Center staff agree that inputs defining the analysis fleet should 
be as current as practicable. Further research would be needed to determine the practicability 
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of explicitly accounting for powertrain controls, especially considering the potential to—
without confidential business information—precisely characterize controls on existing 
vehicles. 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes. The model developers are critically aware of the disruptive change concern and allude to 
history. They write “For example, in the 2012-2016 Final Rule the 2008 Model Year fleet was 
used, while for the 2017-2025 Final Rule both the 2008 and 2010 Model Year fleets were used. 
In addition to reflecting the near dissolution of Chrysler due to market turmoil in that year, the 
2008-based fleet included a significant proportion of models and brands discontinued between 
2008 and 2010.” 
 
The 2015 MY was chosen, with that MY carried to completion to include total sales by vehicle, 
with full vehicle attributes known. 
 
The NHTSA decision to use MY2015 data is wise. In the TAR they point out that a MY2016 
foundation would require the use of confidential data, which is less desirable. Clearly they 
would also have a qualitative vision of the MY2016 landscape while employing MY2015 as a 
foundation. Although MY2015 data may still be subject to minor revision, this is unlikely to 
impact the predictive ability of the model. The TAR also points out that MY2015 was a year of 
great technology change, so that new technology and vehicles were captured: this is supported 
by a table. 
 
RESPONSE: NHTSA and Volpe Center staff agree that inputs defining the analysis fleet should 
be as current as practicable.  
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 

 

4. Is there an alternative approach that you would suggest? 
 
Most likely not. A more complex alternative approach might be to employ some 2016 changes 
in technology, and attempt a blend of MY2015 and MY2016, while relying of estimation gained 
from only MY2015 for sales. This approach may add some relevancy in terms of technology, but 
might introduce substantial error in terms of sales. The TAR, early in Chapter 4, discusses in 
detail the decision not to use MY2015 mid-year data when considering the MY2014 baseline: a 
similar issue. And MY2014 to MY2015 linear extrapolation to estimate MY2016 would be 
dangerous, noting that sales are driven by changing fuel prices.  
YEAR   2013 2014 2015 2016  
GASOLINE PRICE  3.575 3.437 2.520 2.250 
 
The model developers should explore some additional technologies, but it is appropriate not to 
guess at these technologies until they are firmly in the manufacturer’s plans. Most of the 
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technologies chosen are fairly obvious and appropriate, and many were already being applied in 
the MY2015 fleet. Some, such as fuel cell pathways, are aspirational at this time, but have been 
in the public eye for decades. As the model is applied in future years, additional technologies 
can be added. There is feedback between the model, standards and the technologies employed. 
Tough standards will stretch the need for advanced technologies, which can be incorporated 
into the model, and then used to demonstrate the practicality of the standards: this cycle is well 
known.  
 
RESPONSE: The development of the analysis fleet involves tradeoffs between precision, 
certainty, resources (including available time), and opportunity for public disclosure. Setting 
aside direct use of manufacturers’ confidential product planning information to develop the 
analysis fleet, Volpe Center and NHTSA staff consider the best option to be one that makes 
use of the most recent model year for which the production volumes, fuel economy ratings, 
and engineering characteristics of all specific vehicle model/configurations are both 
reasonably defined and able to be made public at the time a given analysis is to be released. 
In any event, choices regarding these model inputs are explained in the documentation (e.g., 
in a Regulatory Impact Analysis) of each published analysis. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 

topic to the overall utility and plausibility of the Volpe Model output? 
 
This review topic is pivotal to the model output because it is a foundation. The model’s utility 
could be marred by other factors, such as unexpected changes in fuel price or battery price, or 
socioeconomic factors, but the utility cannot be defended without a good foundation. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
The TAR would serve some readers better by addressing in more detail the test schedules or 
cycles used, as in the Autonomie simulations. It is clear that CAFE standards are bound by the 
original EPA city & highway schedules, and that this can result in designing to the cycle more or 
less. Presumably the Argonne simulations were similarly restricted to these cycles, but results 
could differ based on both driving style and selection of powertrain controls to favor either the 
test cycles or overall anticipated on-road performance.  
 
RESPONSE: Test schedules are inputs to full vehicle simulation tools. The CAFE model, though 
not a full vehicle simulation tool, makes use of model inputs developed by exercising a full 
vehicle simulation tool (currently Autonomie). CAFE model documentation will be expanded 
to discuss the model’s current assumption that inputs defining the fuel economy impacts of 
specific technology combinations reflect current fuel economy test procedures, including the 
long-standing city and highway driving cycles. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 3.1. DEVELOPMENT AND USE OF MY2015 ANALYSIS (INITIALIZED) FLEET 
(INCLUDES VEHICLE MODELS AND THEIR EXISTING TECHNOLOGY CONTENT CHARACTERIZED BY 
ENGINE, TRANSMISSION, VEHICLE ATTRIBUTES, AND OTHER TECHNOLOGIES) 

 
There seems to be some inconsistencies in the application of the MY2015 Analysis Fleet. For 
example, I counted over 280 line items that met the VOLPE definition of AERO10 yet did not 
have the technology marked as USED. (Also see 4.4 below) 
 

I did not attempt to check all the technologies against the EPA data set. 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 

 

The choice of model year as the Analysis Fleet presents the modelers with a dilemma. On the 
one hand they want to use the most recent year in order to get the fleet as accurate as possible. 
The downside is that by the time the internal review process is complete the data is already one 
or even two model years old. 
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Having outdated data presents a risk to manufacturers. As can be seen from the above two 
figures, the 2017 MY information on the mid-model year CAFE compared to the target fuel 
economy shows a substantial number of manufacturers that are not in compliance. 
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In fact, both the car and the truck fleets are projected to miss the CAFE targets for 2017. The 
truck fleet has missed the target since 2015. 
 

The concern is that if the model is not predicting with any accuracy the capabilities of the fleet 
two model years in advance there is little hope that it will accurately predict the future ten 
years down the road. 

 
RESPONSE: The model is intended to illustrate a potential response to CAFE standards, 
not, per se, to be predictive. At the reviewer appears to recognize, the development of 
the analysis fleet involves tradeoffs between precision, certainty, resources (including 
available time), and opportunity for public disclosure. Setting aside direct use of 
manufacturers’ confidential product planning information to develop the analysis fleet, 
Volpe Center and NHTSA staff consider the best option to be one that makes use of the 
most recent model year for which the production volumes, fuel economy ratings, and 
engineering characteristics of all specific vehicle model/configurations are both 
reasonably defined and able to be made public at the time a given analysis is to be 
released. In any event, choices regarding these model inputs are explained in the 
documentation (e.g., in a Regulatory Impact Analysis) of each published analysis. 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The data, computational methods, and/or assumptions do not appear to be reasonable. One 
of the weaknesses in the methodology is the NHTSA assumption that the IHS/Polk data 
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“necessarily includes their assumptions about what decisions manufacturers will have to make 
in order to comply with the standards.” 
 
CAFE is enormously complicated and few, even within the automotive companies, truly 
understand just how complicated it is. It is not reasonable that an outside firm would have any 
basis on which to make valid assumptions. 
 
Going back to Figure 3, for example, would HIS/Polk even take this differential segment gap in 
into account? Or know that it exists? If you do not account for the greater stringency in a 
subcategory you will inevitably make the wrong assumptions going forward. It may be less 
expensive to delete a small car (or ship manufacturing overseas to avoid the minimum domestic 
production target) then it would be to add technology to achieve compliance. This is especially 
true in the small car segment that is the most sensitive to price. It is the law of unintended 
consequences. 
 
RESPONSE: While manufacturers’ actual plans reflect intentions to discontinue some products 
and introduce others, those plans are considered confidential business information (CBI). 
Further research would be required in order to determine whether and, if so, how it would be 
practicable to simulate such decisions, especially without relying on CBI. A new Regulatory 
Impact Analysis will discuss the related tradeoffs. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
Herein lies the dilemma. NHTSA can ask for manufacturers to provide information but NHTSA 
cannot publish the manufacturers’ information as it is confidential for future model years. 
 

NHTSA can use the manufacturers’ plans as a check on the model and revise the input 
assumptions in an attempt to match the plans. 

 
RESPONSE: The development of the analysis fleet involves tradeoffs between precision, 
certainty, resources (including available time), and opportunity for public disclosure. 
Setting aside direct use of manufacturers’ confidential product planning information to 
develop the analysis fleet, Volpe Center and NHTSA staff consider the best option to be 
one that makes use of the most recent model year for which the production volumes, fuel 
economy ratings, and engineering characteristics of all specific vehicle 
model/configurations are both reasonably defined and able to be made public at the time 
a given analysis is to be released. In any event, choices regarding these model inputs are 
explained in the documentation (e.g., in a Regulatory Impact Analysis) of each published 
analysis. 
 

4. Is there an alternative approach that you would suggest? All the inputs should be revised. 
 
RESPONSE: See responses to recommendations 2 and 3 above. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _3.1. Development and use of MY 2015 analysis (initialization) fleet 

(includes vehicle models and their technology content characterized by engine, transmission, vehicle 

attributes, and other technologies) 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 
2015 MY Fleet: 
 
The fleet used for analysis in the 2016 Draft TAR is the set of vehicles offered for sale in 
MY 2015, with individual vehicle models described by attributes like vehicle 
specifications, technology features, and sales volumes. Once the analysis fleet is defined, 
NHTSA estimates how each manufacturer could potentially deploy additional fuel-saving 
technology in response to a given series of attribute-based standards.  
 
Engine/Electrification Technologies: 
 
The Volpe Model does not allow technology to be added to a vehicle already equipped 
with that technology. Table 4.43 shows the estimated prevalence of major technologies, 
by sales volume weighting, in the MY 2015 light duty analysis fleet. The major 
technologies include Diesel, DOHC, VVT, VVL, SGDI, Cylinder Deactivation, and 
Turbo- or Super-Charging. Table 4.44 shows the prevalence of electrified technologies. 
 
Concern 1: 
Significantly more information about the specific types and levels of technologies applied 
to each vehicle type in the MY 2015 fleet is required than illustrated in Tables 4.43 and 
4.44 as indicated by the examples below: 

1. For engine technologies: VVL needs to be defined as discrete or continuous; 
turbocharging needs to be defined as Level 1 (18 bar BMEP), Level 2 (24 bar 
BMEP), CEGR1 (24 bar BMEP), or CEGR2 (27 bar BMEP).  

2. Additional information is required for transmission type, including levels of High 
Efficiency Gearbox (HEG1 or HEG2) and the extent of Shift Optimization 
(SHFTOPT).  

3. Vehicle information, often lacking from EPA certification data, is required to fully 
define the technologies in the MY 2015 fleet. Vehicle information includes: Level 
of tire rolling resistance reduction, Level of aerodynamic drag reduction, Level of 
mass reduction, Level of improved accessories, presence of Low drag brakes and 
Secondary axle disconnect.  

4. Details of the electrified technologies (SS12V, BISG/CISG (Belt/Crank Integrated 
Starter/Generator), SHEV, PHEV, EV) in the MY 2015 fleet need to be defined. 
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(Ref: NHTSA, Final Regulatory Impact Analysis: Corporate Average Fuel 

Economy for MY 2017-MY2025 Passenger Cars and Light Trucks, 2012) 

 

Recommendation 1: 

The 2016 Draft TAR should be modified to address Concern 1 regarding the need for 
significantly more information about the specific types and levels of technologies applied 
to each vehicle type in the MY 2015 fleet than illustrated in Tables 4.43and 4.44. It is 
likely that the Volpe Model correctly handles the specific types and levels of technologies 
applied to each vehicle type in the MY 2015 fleet. However, if there any deficiencies 
relative to Concern 1, then modifications should be made to the input data for the Volpe 
Model to correct the deficiencies. 

 

RESPONSE: Following the 2016 analysis, inputs defining the analysis fleet have 
been updated, and levels of already-present technology have been specified as 
precisely as practicable, as documented in a new Regulatory Impact Analysis. 
 

Mass Reduction and Aerodynamic Drag: 

NHTSA recognizes that manufacturers have already implemented mass savings 
technologies and drag reductions on many of their MY 2015 products. As a result, not all 
vehicles in the 2015 fleet have the same opportunities to further reduce mass and improve 
aerodynamic drag in future years. To account for the diverse progress on mass reduction 
and aerodynamics among the fleet, NHTSA assigned each vehicle a level of mass 
reduction and aerodynamic treatment relative to a baseline case. NHTSA has adopted a 
relative performance approach to assess the application of mass reduction and 
aerodynamic technologies. 

 

Mass Reduction of Baseline Fleet: 

The 2016 Draft TAR addresses the level of mass reductions in the MY 2015 fleet on 
pages 4-65 to 4-73. NHTSA developed regression models to estimate curb weights based 
on other observable attributes, listed in Table 4.47, Regression Statistics for Curb Weight. 
Based on the actual curb weights relative to predicted curb weights, NHTSA/Volpe 
assigned platforms (and the associated vehicles) a MY 2015 mass reduction level. Table 
4.49 shows examples of the mass reduction levels (MR1 through MR5) assigned to the 
specific platforms/vehicles in the MY 2015 fleet. Table 4.50 summarizes the initial levels 
of mass reduction assigned for each manufacturer's MY 2015 light-duty fleet. With these 
“MR” assignments, additional weight savings opportunities will have different starting 
points, so that vehicles may face incrementally higher or lower costs for these additional 
weight savings. 

 

In addition, pages 4-73 to 4-79 address NHTSA/Volpe’s finding of significant deviations 
of trends in (1) Mass Reduction Residual Analysis for Footprints under 41 square feet, (2) 
High and Low Price Platforms, and (3) Company Heritage, the results of which are 
summarized in Table 4.51 (two smallest vehicles were the most overweight), Table 4.53 
(accounting for premium content is not needed to correct for predicted weight bias among 
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high priced vehicles), and Table 4.54 (Asian parent companies demonstrate a residual 
skew towards lightweight designs, while European heritage exhibit a modest skew 
towards heavier designs).  

 

Comment 2:  

The mass reduction starting point for the baseline fleet has been an ongoing concern since 
the publication of the 2012 TSD, as discussed in Finding 6.8 (p. 242) of the 2015 NRC 
Report (NRC, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for 
Light-Duty Vehicles, 2015). NHTSA’s technique for determining the mass reduction level 
starting points for the MY 2015 baseline fleet is a good beginning for resolving this 
concern. However, the following issues with NHTSA’s technique will need to be 
addressed to improve the process for determining the mass reduction starting point for the 
baseline fleet:  

 The introduction to the Mass Reduction section of the 2016 Draft TAR (p. 4-65) 
states that “NHTSA developed cost curves for glider weight savings on baseline 
sedans and pick-ups,” but the remainder of the section addresses curb weight. 
Clarification of where glider weight is addressed with respect to mass reduction in 
needed. Why and how was glider weight determined, and how was it used in the 
analysis that appears to be based on curb weight? 

 Table 4.49 showing examples of the mass reduction levels (MR1 through MR5) 
assigned to the specific platforms/vehicles in the MY 2015 fleet, has the following 
concerns: 

o The F150 with an all-aluminum body shows a -8.2 percent MR residual, 
whereas the steel GMC Canyon shows a – 9.3 percent MR residual. This 
demonstrates an insufficient recognition of other independent variables in 
the regression analysis, such as material usage in the vehicles. 

o The suggested requirement to recognize material usage in the baseline 
fleet vehicles is consistent with the 2015 NRC Report’s Recommendation 
6.3 for a “materials based approach…to better define opportunities…for 
implementing lightweighting techniques.” 

 Consideration should be given to developing a separate regression for premium 
cost vehicles, such as the Lamborghini Veneno Roadster, Porsche 918 Spyder and 
BMW i8. 

 NHTSA found significant deviations from the curb weight regression trends for 1) 
Footprints under 41 square feet, 2) High and Low Price Platforms, and 3) 
Company Heritage. These deviations need to be addressed and incorporated in the 
analysis of the mass reduction starting point for the baseline fleet. 
 

Recommendation 2:  

Address and resolve the issues identified in Concern 2 regarding NHTSA’s technique for 
determining the mass reduction starting point for the baseline fleet and make appropriate 
modifications to the TAR and input for the Volpe Model. 

 

RESPONSE: Following the 2016 analysis, inputs defining levels of already-present 
mass reduction have been updated, as documented in a new Regulatory Impact 
Analysis. 
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Aerodynamic Drag: 

Similar to mass reduction, NHTSA used a relative performance approach to assign the 
current aerodynamic technology level to a vehicle. The 2016 Draft TAR describes this 
approach on pages 4-80 to 4-82 which is summarized in Table 4.56 showing Levels of 
aerodynamic application by manufacturer as a percent of MY 2015 sales.  

NHTSA/Volpe computed an average coefficient of drag (Cd) for each body style segment 
in the MY 2015 analysis fleet from drag coefficients published by manufacturers. NHTSA 
calculated the average Cd for each body style by grouping vehicles by body style and then 
averaging the manufacturer reported or publicly available drag coefficients for each 
group. 

In order for a vehicle to achieve AERO10, for example, the aerodynamic drag coefficient 
needed to be at least 10 percent below the calculated average drag coefficient for the body 
style. No aerodynamic application was assumed for vehicles with no manufacturer 
reported Cd. 

 

Comment 1:  

The aerodynamic drag starting point for the baseline fleet has been an ongoing concern 
since the publication of the 2012 TSD, as discussed on page 208 of the 2015 NRC Report 
(NRC, “Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-
Duty Vehicles, 2015). However, NHTSA’s technique for determining the aerodynamic 
drag starting points for the MY 2015 baseline fleet goes a long way in resolving this 
concern.  

 

Concern 3: 

The validity and consistency of using manufacturer reported or publicly available 
aerodynamic drag coefficients may be a concern due to different measurement techniques 
and test facility differences. 

 

Recommendation 3: 

To improve the validity and consistency of the aerodynamic drag coefficients, NHTSA 
should consider inferring aerodynamic drag from the chassis dynamometer settings used 
in EPA’s certification process (by using coefficient C, which represents aerodynamic 
effects that are a function of vehicle speed squared).  

 

RESPONSE: Following the 2016 analysis, inputs defining levels of already-present 
aerodynamic drag performance have been updated, as documented in a new 
Regulatory Impact Analysis. 
 

Technology Cost Class: 

Technology Cost Class accounts for costs that vary by engine configuration (e.g. SGDI, 
VVT), and therefore provides a code for the number of cylinders, banks, and whether or 
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not a vehicle uses an OHV valve train configuration. NHTSA seeks comment on this 
approach to grouping specific vehicles for these different analytical requirements. 

(2016 Draft TAR, p. 4-65) 

 

Comment 2: 

Using Technology Cost Class to account for costs that vary by engine configuration 
appears to be required to ensure that appropriate costs are assigned to the technologies 
applied to specific engine types. For example, the cost of VVT using cam phasers for a V6 
engine (with 4 camshafts) will be significantly more expensive than VVT for a 4 cylinder 
engine (with 2 camshafts). 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Since the 2016 Draft TAR does not provide adequate information regarding the specific 

types and levels of technologies applied to each vehicle type in the MY 2015 fleet, an 

assessment of whether the assumptions are reasonable cannot be made. 

 

Identifying mass reduction starting points and aerodynamic drag starting points for the 

baseline MY 2015 fleet are significant improvements relative to the analysis for the 2012 

Final Rule, but several issues identified with NHTSA’s technique will need to be 

addressed to improve the process for determining the mass reduction starting point for the 

baseline fleet. 

 

RESPONSE: See responses to recommendations 1-3 above. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1- 3. 

 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1- 3 is the suggested approach. 

 

RESPONSE: See responses to recommendations 1-3 above. 
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5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementing Recommendations 1- 3 regarding how the Volpe Model handles the 

specific types and levels of technologies applied to each vehicle type in the MY 2015 fleet 

and a possible improvement in the validity and consistency of the aerodynamic drag 

coefficients will enhance the utility and plausibility of Volpe Model. 

 

RESPONSE: See responses to recommendations 1-3 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 

 

 

NHTSA should consider upgrading the baseline fleet from the MY 2015 to the MY 2016 

or even MY 2017 so that it is closer to the midterm review period of MYs 2022 to 2025 

together with the recently added MY 2021. Changing to the MY 2016 or even MY 2017 

baseline is important to address automobile manufacturers’ concerns that NHTSA’s 

analysis through the MY 2025 may not adequately recognize and account for the 

technologies already applied and included on current models. 

 

RESPONSE: The analysis fleet has been updated to reflect model year 2016. The 
development of the analysis fleet involves tradeoffs between precision, certainty, 
resources (including available time), and opportunity for public disclosure. Setting 
aside direct use of manufacturers’ confidential product planning information to 
develop the analysis fleet, Volpe Center and NHTSA staff consider the best option to 
be one that makes use of the most recent model year for which the production 
volumes, fuel economy ratings, and engineering characteristics of all specific vehicle 
model/configurations are both reasonably defined and able to be made public at the 
time a given analysis is to be released. In any event, choices regarding these model 
inputs are explained in the documentation (e.g., in a Regulatory Impact Analysis) of 
each published analysis. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

3. Model architectural elements 
3.1. Development and use of MY2015 analysis (initialized) fleet (includes 

vehicle models and their existing technology content characterized by 

engine, transmission, vehicle attributes, and other technologies) 

3.2. Modeling consumer behavior, including willingness to pay for fuel economy 

and number of miles traveled in new vehicles 

3.3. The model’s representation of CAFE regulations, including separate 

passenger car and light truck standards for each model year, minimum 

standards for domestic passenger cars, the option to carry CAFE credits 

forward and transfer CAFE credits between fleets, and the civil penalties 

levied for noncompliance. 

3.4. Application of technologies, including interactions, paths and prerequisites 

of a technology’s application (and any logically required exclusions based 

on the paths and prerequisites) and costs, including learning curves 
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Nigel Clark 

[NO RESPONSE.] 
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Walter Kreucher 

 

REVIEW TOPIC NUMBER 3.2. MODELING CONSUMER BEHAVIOR, INCLUDING WILLINGNESS TO 
PAY FOR FUEL ECONOMY AND NUMBER OF MILES TRAVELED IN NEW VEHICLES 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
Modeling consumer behavior is an issue that has never been addressed by the model. It is also 
one that must be addressed. 
Predicting consumer behavior is the central focus of every manufacturer. If a manufacturer 
does not produce models that customers are welling to purchase at a price they are willing to 
pay, they will not be in business in the long term. 
 
RESPONSE: Prior to 2016 NHTSA sponsored academic research to estimate a choice model 
that, among other things, differentiated among specific market segments. Volpe Center staff 
integrated this choice model into an experimental version of the CAFE model, but determined 
that further research would be needed before applying a choice model outside the 
experimental context. The CAFE model does not apply a “dynamic fleet share” model that 
estimated the overall relative market shares of passenger cars and light trucks, as discussed in 
updated model documentation and a new Regulatory Impact Analysis. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
No. Payback period is defined in the model as the number of years of the accumulated dollar 
value of fuel savings needed to recover the additional cost of technology included in the 
purchase price of a new vehicle. This definition only covers part of the cost that the customer 
would pay. It neglects the increase in insurance, maintenance, repairs, taxes and fees, and the 
change in value associated with a technology. 
 
RESPONSE: As applied by the model in the technology application context, the payback period 
is intended to provide means to simulate the potential that a manufacturer’s decisions to 
increase fuel economy may proceed as if the manufacturer expects to be able to price vehicles 
as if buyers are willing to pay for fuel savings accrued during the indicated period. This is not 
intended as full actuarial representation of the payback period, or as an assertion that 
customers’ purchase decisions actually reflect a full accounting of all costs of vehicle 
ownership. Even if purchase decisions actually do so, the simulation of technology application 
involves representing manufacturers’ decisions. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
Revise the “effective cost” to include “tech value.” 
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“Consumer valuation” appears in the “technology” input file but is blank for all technologies. 
“Tech Value” as used in equation 5 (in the documentation) must include the increase in 
insurance, maintenance, repairs, taxes and fees, and the change in value associated with a 
technology. This is especially critical in the case of HEVs, PHEVs, and BEVs which show a 
substantial difference in depreciation compared to gasoline or diesel technology. (See below for 
details) 
 
RESPONSE: The model does calculate and report additional costs (e.g., sales taxes), applying 
corresponding model inputs. The model also applies any “consumer valuation” estimates 
included as model inputs. Past analyses applied a negative value for electric vehicles with 
limited (80 mile) range. The 2016 analysis considered electric vehicles with longer driving 
range. Volpe Center staff have since revisited and expanded these estimates to include a 
wider range of hybrid and battery-only electric vehicles. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _3.2. Modeling consumer behavior, including willingness to pay for fuel 

economy and number of miles traveled in new vehicles 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Modeling Consumer Behavior: 

 

The current CAFE analysis lacks consumer dynamic demand response to the simulated 

changes in vehicle attributes – which include fuel economy, price, electrification level, 

and curb weight – that occur as manufacturers add technology to new vehicles to comply 

with standards. Currently, sales volumes at the model/variant level, for all future model 

years, are an input to the Volpe model and do not respond to simulated changes in vehicle 

attributes. Therefore, when a range of regulatory alternatives is examined, all alternatives 

are assumed to have the same total number and sales mix of vehicle models, regardless of 

the stringency of the alternative considered. 

 

NHTSA purchased a commercial forecast from IHS/Polk that includes their assumptions 

about decisions manufacturers will have to make in order to comply with standards 

through MY 2021, which influenced the production volumes used in this forecast. 

However, any volume changes that would occur as a result of post-2021 standards would 

not be captured by the current approach. 

 

NHTSA has not been able to resolve the following issues with discrete choice models: 

 There is not an obvious definition of price that fits all purchases. 

 Manufacturers may employ pricing strategies that often cross subsidize vehicles in 

one class. 

 Manufacturers may prefer to apply technology to improve other vehicle attributes 

(e.g., vehicle size, power) that consumers value if their compliance position is 

favorable and if that affordable technology is available 

 

The default assumption in the Volpe Model is that manufacturers will treat all 

technologies that pay for themselves within the first three years of ownership (through 

reduced expenditures on fuel) as if the cost of that technology were negative. This holds 

true up to the point at which the manufacturer achieves compliance with the standard – 

after which the manufacturer treats all technologies that pay for themselves in the first 

year of ownership as having a negative effective cost. 

(2016 Draft TAR, pp. 13-8 to 13-10) 
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Concern 1: 

The 2015 NRC Report (NRC, Cost, Effectiveness, and Deployment of Fuel Economy 

Technologies for Light-Duty Vehicles, 2015) has the following comments regarding 

consumer behavior: 

An economic behavioral model would be useful for predicting the effects of the 

standards on the fleet. Examples of concerns that an economic behavior model could 

address include the following: 

 As the fuel economy standards are made more stringent over time, what is the 

relative shift in the marginal costs for vehicles of different sizes and how 

would those changes affect purchase decisions across the fleet? 

 Are the proportionate changes in small car costs greater than large car costs, as 

might be expected? 

 What is known about the elasticities of demand for vehicles of different sizes 

and market segments? This question is relevant for predicting how difficult it 

will be to pass costs forward in different model segments. 

Although not noted in the 2016 Draft TAR, MSRP (manufacturers suggested retail price) 

or a derivative of MSRP (e.g., transaction price), is not always the price that the consumer 

evaluates. Often, the consumer considers the monthly payment or monthly lease fee, 

rather than MSRP or derivative, in their purchase decision. 

 

Recommendation 1: 

Because of the impact of an economic behavioral model on demand for vehicles of 

different sizes and market segments, NHTSA should continue to develop, resolve 

previous issues, and validate an economic behavioral model for eventual incorporation in 

the Volpe Model. The price that the consumer evaluates in their purchase decision, such 

as MSRP, monthly payment, and/or monthly lease fee, will need to be determined for a 

successful economic behavioral model. 

 
RESPONSE: Prior to 2016, NHTSA sponsored academic research to estimate a 
choice model that, among other things, differentiated among specific market 
segments. Volpe Center staff integrated this choice model into an experimental 
version of the CAFE model, but determined that further research would be needed 
before applying a choice model outside the experimental context. The CAFE model 
does not apply a “dynamic fleet share” model that estimated the overall relative 
market shares of passenger cars and light trucks, as discussed in updated model 
documentation and a new Regulatory Impact Analysis. 
 

Concern 2: 

What is the rationale and basis for treating all technologies that pay for themselves within 

the first three years of ownership (through reduced expenditures on fuel) as if the cost of 

that technology were negative and then, after achieving compliance with the standard, 

treating all technologies that pay for themselves within the first year of ownership as 

having a negative effective cost. How is this assessment of technologies used? 

 

Recommendation 2: 

Provide the rationale and basis for the time frames (3 years until compliance with the 

standard, 1 year after compliance with the standard) for treating technologies that pay for 
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themselves as having negative effective costs. Explain how negative effective costs are 

used in the Volpe Model (Are negative costs only a means of identifying technologies that 

are cost effective?). 

 
RESPONSE: The model documentation will be revised to explain that these model 
inputs provide the ability to accommodate different assumptions about 
manufactures’ technology application decisions “before” and “after” achieving 
compliance, and to explain the meaning and modeling implications of negative 
“effective costs.” The two payback periods can be set to the same level. 
 

Vehicle Miles Traveled: 

 

To develop new mileage accumulation schedules for vehicles regulated under the CAFE 

program, NHTSA purchased a data set of vehicle odometer readings from IHS/Polk 

(Polk). Polk collects odometer readings from registered vehicles when they encounter 

maintenance facilities, state inspection programs, or interactions with dealerships and 

OEMs. In contrast, the basis for estimated travel demand in the 2012 Final Rule was 

developed using self-reported odometer data in the 2009 National Household Travel 

Survey (NHTS). 

 

Table 13.1 provides a comparison of lifetime VMT for current and previous schedules by 

vehicle class. Compared to the previous schedule, the current schedule shows 

approximately 100,000 miles (or approximately 30%) lower lifetime VMT for car, van, 

SUV, and pickup classes. 

 

Table 13.1 

 

Source: 2016 Draft TAR 

 

Concern 3: 

The current Lifetime VMTs, which are approximately 30 percent lower than the previous 

schedule, is a concern, particularly considering that the average age of cars on the road 

has been increasing (and is currently over 11 years). The steep decline in average annual 
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mileage accumulation after vehicles have been in operation for 6 years should also be re-

examined. 

 

Recommendation 3: 

The approximately 30 percent lower lifetime VMT used in the current Volpe Model, 

relative to the 2012 Final Rule, is a concern and should be re-examined, particularly with 

respect to the steep decline in average annual mileage accumulation after vehicles have 

been in operation for 6 years. 

 

RESPONSE: The comparisons shown above use cumulative values that do not 
reflect estimated vehicle survival rates. Vehicle mileage accumulation rates are 
model inputs, and have been revised. The model’s approach to vehicle survival has 
also been revised. These changes are discussed in updated model documentation and 
a new Regulatory Impact Analysis. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Implementing Recommendations 1-3 will ensure that the data, computational methods and 

assumptions are reasonable and appropriate.  

 
RESPONSE: See responses to recommendations 1-3 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-2 so that, if the issues can be resolved, the best available 

economic behavioral models could be validated and incorporated in the Volpe Model to 

reflect the impact on demand for vehicles of different sizes and market segments. 

 

Implement Recommendation 3 to confirm the lower Lifetime VMT results used in the 

current Volpe Model and make adjustments, if appropriate. 

  
RESPONSE: See responses to recommendations 1-3 above. 
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4. Is there an alternative approach that you would suggest? 

 

 

No. Implementing Recommendations 1-3 is the suggested approach. 

 
RESPONSE: See responses to recommendations 1-3 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementing Recommendations 1-3 will enhance the utility and plausibility of the Volpe 

Model output. 

 
RESPONSE: See responses to recommendations 1-3 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

3. Model architectural elements 
3.1. Development and use of MY2015 analysis (initialized) fleet (includes 

vehicle models and their existing technology content characterized by 

engine, transmission, vehicle attributes, and other technologies) 

3.2. Modeling consumer behavior, including willingness to pay for fuel economy 

and number of miles traveled in new vehicles 

3.3. The model’s representation of CAFE regulations, including separate 

passenger car and light truck standards for each model year, minimum 

standards for domestic passenger cars, the option to carry CAFE credits 

forward and transfer CAFE credits between fleets, and the civil penalties 

levied for noncompliance. 

3.4. Application of technologies, including interactions, paths and prerequisites 

of a technology’s application (and any logically required exclusions based 

on the paths and prerequisites) and costs, including learning curves 
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Nigel Clark 

[NO RESPONSE.] 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 3.3. THE MODEL’S REPRESENTATION OF CAFE REGULATIONS, INCLUDING 
SEPARATE PASSENGER CAR AND LIGHT-TRUCK STANDARDS FOR EACH MODEL YEAR, MINIMUM 
STANDARDS FOR DOMESTIC PASSENGER CARS, THE OPTION TO CARRY CAFE CREDITS FORWARD 
AND TRANSFER CAFE CREDITS BETWEEN FLEETS, AND THE CIVIL PENALTIES LEVIED FOR 
NONCOMPLIANCE. 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
I note that the Augural Standards show that it is less expensive for manufacturers to pay fines 
than it is to add technology. This seems to be a fundamental flaw in the standard setting 
process. 
 
It is unclear if the problem is the model or the policy decisions that are driving the input 
assumptions. 
 
If it is less expensive to pay a fine this is an indication that the cost of the technology minus any 
consumer payback is greater than the rate of the fine in the eyes of manufacturers. 
 
RESPONSE: The model’s purpose is to estimate ways manufacturers could respond to 
standards at different levels, not to determine what levels of standards should be 
promulgated. Depending on the rates at which civil penalties are levied for failures to comply 
with CAFE standards, paying civil penalties can be less expensive for manufacturers than 
complying by adding technology to vehicles. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _3.3. The model’s representation of CAFE regulations, including separate 

passenger car and light truck standards for each model year, minimum standards for domestic 

passenger cars, the option to carry CAFE credits forward and transfer CAFE credits between fleets, 

and the civil penalties levied for noncompliance. 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Separate Passenger Car and Light Truck Standards: 

 

Table 29 in the CAFE Model Documentation lists only the Passenger Car and Light Truck 

regulatory classes for the light duty CAFE requirements, but adds the Truck 2b3 

regulatory class for medium- and heavy-duty CAFE requirements.  

 
Concern 1: 

The Regulatory Classes listed in Table 29 may be confusing without additional 

clarification as follows: 

 The passenger car standards apply individually to the Import and Domestic 

Passenger Car fleets.  

 The 2017 and Later Model Year Light-Duty Vehicle CAFE standards apply to (1) 

passenger cars, (2) light-duty trucks, and (3) medium-duty passenger vehicles 

(MDPV). 

(EPA/NHTSA, 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas 

Emissions and Corporate Average Fuel Economy Standards, October 15, 2012) 

 The light duty CAFE standards do not apply to the Class 2b/3 Trucks and Vans, 

although the Volpe Model runs the analysis of these classes to evaluate 

compliance with the medium- and heavy-duty CAFE requirements.  

o Allowing simultaneous analysis of light duty and medium duty fleets 

accounts for potential interaction between shared platforms, engines, and 

transmissions. 

(CAFE Model Documentation, pp. 1-2) 
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Recommendation 1: 

Modify Table 29 to include a description of the complexity of the classes analyzed within 

the Volpe Model, as outlined in Concern 1.  

 
RESPONSE: The model has been revised to account for the requirement that 
domestic passenger car fleets and imported passenger car fleets comply separately 
with passenger cars standards, and that the former comply with a minimum 
standard. These changes are discussed in updated model documentation, as is the 
more general treatment of boundaries between regulatory classes versus shared 
platforms, engines, and transmissions. 
 

Concern 2:  

The Volpe Model does not appear to analyze the Passenger Car Standards as they apply 

individually to the Import and Domestic Passenger Car fleets.  

 

Recommendation 2: 

Assess the need to analyze the Passenger Car Standards as they apply individually to the 

Import and Domestic Passenger Car fleets, and, if necessary, implement the capability to 

include the analysis of Import and Domestic Passenger Car fleets. 

 
RESPONSE: See response to recommendation 1 above. 
 

Minimum Standards for Domestic Passenger Cars: 

 

The minimum CAFE standard that each manufacturer must attain, specified as a flat-

standard in miles/gallon, or 0 if not applicable, is shown as input for each regulatory class 

on the scenario worksheet shown in Table 30 of the CAFE Model Documentation. 

 

The minimum domestic passenger car standard was added to the CAFE program through 

EISA, when Congress gave NHTSA explicit authority to set universal standards for 

domestically manufactured passenger cars at the level of 27.5 mpg or 92 percent of the 

average fuel economy of the combined domestic and import passenger car fleets in that 

model year, whichever was greater (EPA/NHTSA, “2017 and Later Model Year Light-

Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel Economy 

Standards”, August 28, 2012, p. 63020. 

 

Carry CAFE Credits Forward and Transfer Between Fleets: 

 

The Runtime Settings Panel (Figure 17) provides additional modeling options, including 

allowing credit trading. This option specifies whether the model should allow 

manufacturers to transfer credits between passenger car and light truck fleets and to carry-

forward credits from previous model years into the analysis year. (CAFE Model 

Documentation, p. 97) 

 

Civil Penalties: 

 

The Volpe Model finds the best next applicable technology in each of the technology 

pathways, and then selects the best among these. If a manufacturer is assumed to be 
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unwilling to pay CAFE civil penalties, then the algorithm applies the technology to the 

affected vehicles. Afterwards, the algorithm reevaluates the manufacturer’s degree of 

noncompliance and continues application of technology. Once a manufacturer reaches 

compliance (i.e., the manufacturer no longer pays CAFE civil penalties), the algorithm 

proceeds to apply any additional technology determined to be cost-effective. Conversely, 

if a manufacturer is assumed to prefer to pay CAFE civil penalties, the algorithm only 

applies technology if it is cost-effective to do so. (CAFE Model Documentation, p. 23) 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The Volpe Model appears to handle the various regulatory classes properly, including:  

 1) Passenger Cars, 2) Light-Duty Trucks, and 3) Medium-Duty Passenger 

Vehicles. 

 However, the Volpe Model does not appear to handle the Passenger Car Standards 

as they apply individually to the Import and Domestic Passenger Car fleets.  

 The Volpe Model also runs the analysis of Class 2b3 Trucks and Vans to evaluate 

compliance with the Medium- and Heavy-Duty CAFE requirements to account for 

potential interaction between shared platforms, engines, and transmissions.  

 

The Volpe Model has appropriate provisions to account for input of minimum standards 

for domestic passenger cars, provides input for carrying CAFE credits forward and 

transfers between car and truck fleets, and specifies if a manufacture is willing to pay civil 

penalties. 

 

RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and 
note that the CAFE model now explicitly accounts for the statutory requirement that 
domestic and imported passenger car fleets comply separately with CAFE standards. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1 and 2. The Volpe Model does not appear to have 

provisions to account for the Domestic and Imported Passenger Car regulatory classes. If 

this is correct, then assess the need, and implement, if necessary the capability to analyze 

passenger car standards as they apply individually to the Import and Domestic Passenger 

Car fleets. 

 
RESPONSE: See response to recommendations 1-2 above. 
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4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1 and 2 is the preferred approach. 

 
RESPONSE: See response to recommendations 1-2 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementation of Recommendation 1 and 2, as well as having the capability to input 

minimum standards for domestic passenger cars, input for carrying CAFE credits forward 

and transfer between car and truck fleets, and capability to specify if a manufacturer is 

willing to pay civil penalties contribute to the utility and plausibility of the Volpe Model 

output. 

  
RESPONSE: See response to recommendations 1-2 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

3. Model architectural elements 
3.1. Development and use of MY2015 analysis (initialized) fleet (includes 

vehicle models and their existing technology content characterized by 

engine, transmission, vehicle attributes, and other technologies) 

3.2. Modeling consumer behavior, including willingness to pay for fuel economy 

and number of miles traveled in new vehicles 

3.3. The model’s representation of CAFE regulations, including separate 

passenger car and light truck standards for each model year, minimum 

standards for domestic passenger cars, the option to carry CAFE credits 

forward and transfer CAFE credits between fleets, and the civil penalties 

levied for noncompliance. 

3.4. Application of technologies, including interactions, paths and prerequisites 

of a technology’s application (and any logically required exclusions based 

on the paths and prerequisites) and costs, including learning curves 
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Nigel Clark 

Volpe Model Review Template 

 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 3.4. Application of technologies, including interactions, paths and 
prerequisites of a technology’s application (and any logically required exclusions based on the paths 
and prerequisites) and costs, including learning  

Other Review Topic Numbers (if interactive effects are focus of discussions) 

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
I view this as a request to reiterate the primary inputs needed for reasonably accurate fuel 
economy prediction. First, the technologies that can be employed to improve fuel efficiency, 
over and above those already in place in the analysis fleet, must be identified. Some of these 
technologies are applicable only to selected powertrain philosophies (or overall configurations), 
so that facilities for technology inclusion or exclusion are needed in the model.  
 
For a single technology used, there must be a fuel efficiency effect, and for each combination of 
technologies, there must be a combined fuel efficiency effect.  
 

2.  Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
In general, they are appropriate and address (1) above. The model seeks to be general, and it is 
already large and granular. It seeks to predict “tomorrow’s weather from today’s weather,” 
which is a stable approach. One could argue that the model should consider in more detail the 
exact effect of new technologies and their synergies precisely for each separate vehicle, due to 
varying power to weight ratios or varying control sophistication (and more factors too), but the 
model would devolve into a multidimensional lookup table, lose its generality, and be over-
educated by the immediate fleet’s properties. The model is appropriately proportioned. 
Sufficient additional error will arise due to design variations, technology and societal 
disruptions, the economy, and so on, that increased specificity is not warranted. 
 
The model does include some assumptions (such as how to choose GVW in the face of mass 
reduction – just one example) that could be posed to yield different outcomes, but a different 
choice would not affect significantly the overall outcome or lead to an incorrect conclusion to 
the overall questions of fuel efficiency improvement.  
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
limited information has thus far been available regarding specific powertrain control 
algorithms already in place for each specific vehicle model/configuration. 
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3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None that would make a substantial difference to the outcome, except perhaps addition of 
some technology that is neglected, such as shift patterns adaptive to terrain (predictive 
control). However, my instinct is that there are measurable variations, not taken into account, 
which could be ascribed to factors such as: 

 Design toward the CAFE cycles fuel economy versus toward the sticker fuel economy 
versus toward some in-use application, based on value. These three targets vary in 
sympathy for some tools (low rr tires), and not for others. This is akin to willingness to 
pay fines, which is handled in the model, but far more complex to consider. Pricing to 
manage sales mix is also a factor here. 

 As in the point above, but where the manufacturer is considering factors such as 
durability or performance weighed against the CAFE fuel economy performance. In 
other words, other constraints affect the economy optimization. This is recognized in 
the TAR, but almost impossible to treat generally for prediction. 

 Degree of sophistication of controls, use of adaptive controls, and degree of integration 
of overall powertrain management. This can be lumped with the adoption of some 
advanced technologies, just due to correlation: for example, an 8-speed transmission is 
more likely to be associated with other sophistication (not listed as a technology option) 
than a 5-speed. But the extent to which a named/chosen technology is symbolic of (or 
implies) other advanced tools will vary, and is unclear. High level engine and 
transmission integration of controls could be associated with an 8-speed transmission, 
or variable valve duration or lift, or both. This could imply positive synergy in some 
cases, rather than a double dip of claims. The model could just use a number of 
technology steps instead of naming each step with a specific item of technology, but the 
model’s current approach is likely more understandable to users. 

 An unrealistic driver simulation in the Autonomie runs, or variability in the driver 
simulation. Note that the same PID approach might not be applicable to, or appropriate 
for, two diverse vehicles. If the Autonomie run data are calibrated against some real-
world data, then it is important to avoid having any real-world error enter into 
determining the difference between “with” and “without a technology” runs. This also 
relates to the degree that the current incremental improvements used by the Volpe 
model developers take into account effect of test cycle transient behavior. Some of 
these benefits may inherently assume a more steady-state advantage. 

 
The model already addresses some decisions that might defy the careful progression order of 
the technology by considering technology or platform or engine sharing. 
 
This approach is good, but as with all predictions, the exact weights in equations could be 
changed to yield different outcomes.  
 
RESPONSE: NHTSA and Volpe Center staff agree that while many of these items would, in 
principle, provide for more precise full vehicle simulations, there are important practical 
limitations on the prospects to include all of them, especially without relying on confidential 
business information (regarding, e.g., powertrain control algorithms). These 
recommendations apply primarily to the Autonomie full vehicle simulations conducted to 
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develop CAFE model inputs. These simulations, in turn, use inputs—such as powertrain 
control algorithms—that, though realistic, cannot practicably represent every specific 
technology as it might be applied by every specific manufacturer to every specific vehicle 
configuration. Because the CAFE model’s foundational objective is to estimate manufacturers’ 
potential responses to CAFE standards, the model applies the 2-cycle portion of the 
Autonomie results. However, to ensure that technologies are simulated in a way that assumes 
the simulated would perform satisfactorily under real-world driving conditions, the 
Autonomie simulations also include driving conditions (high speeds, hard acceleration, 
towing, etc.) not represented by the 2-cycle driving cycles. 
 

4. Is there an alternative approach that you would suggest? 
 
There are clearly genetic algorithms and artificial neural networks that might allow a non-
classical model to be fed less orderly data for prediction, but the anticipated sales would be too 
hard to model this way. There is mention of a Monte-Carlo option, but that is just likely to yield 
near-identical outputs with the sales volume anticipated. 
 
The model should strive as far as possible to use differences rather than absolute values for 
inputs and outputs. It does appear to do so. Many of these fuel efficiency effects are small and 
masked by small percentage errors in absolutes. Even the analysis fleet data will include 
measurement variability that is of the same order as the effect of some technologies. 
 
Some vehicle classes (such as those with V12 engines) could be lumped with no loss of overall 
accuracy.  
 
RESPONSE: The model’s approach to handling fuel consumption calculations has been revised 
to use inputs that are more transparently relatable to underlying full vehicle simulation 
results. Future uncertainty analyses could potentially be expanded to accommodate 
uncertainty in the initial fuel economy values. However, insofar as uncertainty analyses 
already address uncertainty in fuel economy values after additional technology application, 
and within the context of actual CAFE compliance enforcement, compliance fuel economy 
values are treated as known, it is not clear that this expansion of the uncertainty analysis 
would be additionally informative. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
This topic addresses major factors governing the output. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 3.4. APPLICATION OF TECHNOLOGIES, INCLUDING INTERACTIONS, PATHS 
AND PREREQUISITES OF A TECHNOLOGY’S APPLICATION (AND ANY LOGICALLY REQUIRED 
EXCLUSIONS BASED ON THE PATHS AND PREREQUISITES) AND COSTS, INCLUDING LEARNING 
CURVES 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The “effective cost” for determining the relative attractiveness of different technology 
applications does not consider all the appropriate factors. 
 
The “effective cost” includes a provision for “tech value” but the term is not defined for 
anything other than BEVs and appears only in the “output” files. “Consumer Valuation” does 
appear in the “technology” file but is blank for all technologies. “Tech Value” as used in 
equation 5 (in the VOLPE documentation) must include the increase in insurance, 
maintenance, repairs, taxes and fees, and the change in value associated with a technology. 
This is especially critical in the case of HEVs, PHEVs, and BEVs which show a substantial 
difference in depreciation compared to gasoline or diesel technology. 
 
RESPONSE: Equation 5, which defines the “effective cost” used to estimate manufacturers’ 
potential decisions among available fuel-saving technologies, is not intended to provide a 
complete actuarial accounting of all costs of vehicle ownership. While such an accounting 
could be important if manufacturers are expected to act as if buyers’ purchase decisions 
actually and explicitly consider and weigh all ownership costs, it is not at all clear that this is 
the case, and in any event, incomplete inputs (e.g., regarding maintenance costs) could cause 
an otherwise complete accounting to have unintended biases. Equation 5 only provides a 
proxy for manufacturers’ decisions that, especially without extensive confidential business 
information, cannot be fully known or anticipated. Model inputs such as payback periods can 
be adjusted based on expectations. Equation 5 does include the “Tech Value” term that 
applies inputs specifying estimated technology-specific changes in value. Estimates for HEVs, 
PHEVs, and BEVs are documented in a new Regulatory Impact Analysis. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
No. the model needs to be revised to include additional costs beyond those currently 
considered. 
 
RESPONSE: See response to 1 above. 
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3. What modifications do you suggest to the Volpe Model approach related to the review topic? 

 
Revise the “effective cost” used in equation 5 to include “tech value.” 
 
“Consumer valuation” appears in the “technology” input file but is blank for all technologies. 
“Tech Value” as used in equation 5 must include the increase in insurance, maintenance, 
repairs, taxes and fees, and the change in value associated with a technology. This is especially 
critical in the cage of HEVs, PHEVs, and BEVs which show a substantial difference in 
depreciation compared to gasoline or diesel technology. 
 
RESPONSE: See response to 1 above. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _3.4. Application of technologies, including interactions, paths and 

prerequisites of a technology’s application (and any logically required exclusion based on the paths 

and prerequisites) and costs, including learning curves 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Technology Pathways: 

 

The modeling system defines technology pathways for grouping and establishing a logical 

progression of technologies on a vehicle. As the model traverses each path, the costs and 

improvement factors are accumulated on an incremental basis with relation to the 

preceding technology. The system stops examining a given path once a combination of 

one or more technologies results in a “best” technology solution for that path. After 

evaluating all paths, the model selects a most cost-effective solution among all pathways. 

 

“Best” is defined from the manufacturers’ perspective as the technology pathways that 

minimizes effective costs, which include: 

(a) vehicle price increases associated with added technologies,  

(b) for manufacturers that prefer to pay civil penalties, reductions in civil penalties owed 

for noncompliance with CAFE standards,  

(c) the value vehicle purchasers are estimated to place on fuel economy, and  

(d) any changes in consumer valuation attributed to the added technologies. 

(CAFE Model Documentation, p. 11) 

 

The modeling system incorporates thirteen technology pathways for evaluation as shown 

in Table 5. 
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The technologies that comprise the four Engine-Level paths available within the model 

are shown in Figure 2. 
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Concern 1: 

The following technologies are not shown in the Engine level paths: 

 Non-HEVAtkinson-2 cycle engines (ATK2), described in detail in the 2016 Draft 

TAR (ATK2: pp. 5-29 to 5-33 and 5-280 to 5-283);  

 MILLER cycle engines described in the 2016 Draft TAR (pp.5-33 to 5-36 and p. 

5-289) 

Non-HEVAtkinson-2 cycle engines (ATK2) and Miller cycle engines (MILLER) are 

listed in Table 12.20, Technology Code Definitions used in Technology Penetration 

Tables, and Table 12.41, Summary of Absolute Technology Penetrations in the MY2025 

Control Case. 

 

The technologies that make up the two Transmission-Level paths defined by the modeling 

system are shown in Figure 3. 

 
 

Concern 2: 

The new transmission terminology, TRX11, TRX12, TRX21, TRX22 is not used in 

Figure 3. In the "TRX" numbering system the first digit specifies the number of gears in 

the transmission and the second digit specifies the HEG level (high-efficiency gearbox). A 

"1" in the first digit represents a 6-speed transmission (as shown in Table 5.78, but 

incorrectly described as an 8-speed in the text (p. 5-297, line 6)) and a "2" in the first digit 

represents an 8-speed. Similarly, a "1" in the second digit represents HEG1 and a "2" in 

the second digit represents HEG2.  

(2016 Draft TAR, p.5-297) 

 

Concern 3: 

The specific technical content of the high-efficiency gearboxes, Level 1 and 2 (HEG1 and 

HEG2), are not clearly defined in the 2016 Draft TAR although the efficiency levels are 

listed in Table 5.80.  
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Concern4: 

Nine and 10-speed transmissions are currently applied in production vehicles and should 

be recognized in the TAR, the CAFE Model Documentation, and the new transmission 

terminology (e.g., TRX31 and TRX32). 

 

 

Recommendations 1- 4: 

Revise the Engine Level Paths (Figure 2) and Transmission Level Paths (Figure 3) to 

include the new engine and transmission technologies and the new transmission 

terminology introduced in the 2016 Draft TAR. 

 
RESPONSE: Model documentation will be updated to reflect all changes to engine 
and transmission paths, and corresponding documentation. 
 

Concern 5: 

Figure 3 shows that the DCT path ends at DCT8 without being able to return to the AT or 

CVT path. However, some current DCT applications are likely to revert to an AT8 or a 

CVT with a future redesign, to resolve drivability issues with the DCT, particularly those 

using dry clutches. 

 

Recommendation 5: 

Revise the Transmission Level Paths (Figure 3) to show that a DCT path, at any point, 

could revert to the AT or CVT path. 

 

RESPONSE: The transmission path reflects an assumption that, having made 
investments to—presumably successfully—replace a given AT with a DCT, the 
manufacturer would be most likely to continue with the DCT technology rather than 
reverting to an AT. Model inputs could be adjusted to force the model to simulate 
other assumptions (e.g., by setting the model to “skip” DCT options for specific 
transmissions). 
 

The technologies that compose the two Platform-Level paths provided by the model are 

displayed in Figure 4 
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Concern 6: 

The 2016 Draft TAR shows the different MR (Mass Reduction) levels and AERO 

(aerodynamic drag reduction) levels for the MY 2015 baseline fleet, as described in 

Tables 4.49 and 4.50 for mass reductions and Table 4.56 for aerodynamic drag reduction 

levels. However, an explanation of how the baseline MR and AERO levels are 

incorporated in the Volpe Model is not provided in this section of the CAFE Model 

Documentation. 

 

Recommendation 6: 

Provide an explanation of how the baseline MR and AERO levels, described in Tables 

4.49 and 4.50 for mass reduction and Table 4.56 for aerodynamic drag reductions, are 

incorporated in the Volpe Model after the discussion of Figure 4. (The MR Levels and 

AERO Levels of the baseline vehicles are required input to Table 9, Vehicles Worksheet). 

Define where/how the mass reduction cost curves are entered for the variety of different 

baseline MR levels shown in Table 4.49. 

 

RESPONSE: As for other inputs, specific input values indicating estimated levels of 
mass reduction and aerodynamic improvement already present on the analysis (aka 
baseline) fleet will be discussed in the Regulatory Impact Analysis. The model 
documentation will remain focused on how inputs are interpreted and applied. 
 

Concern 7: 

The CAFE Model Documentation (p. 17) states that the “user determines which 

technologies are initially present in the input fleet, given the characteristics of each 

vehicle, engine, and transmission” and inputs this information in the “market data input 

file.” However, an explanation of where/how the user inputs this information is not 

provided, but a brief comment on the Vehicles, Engines and Transmissions worksheets 

would be informative in this section of the CAFE Model Documentation. A related 

concern is that Table 11, Transmission Worksheet, uses different and confusing 
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terminology (e.g., AT12 together with AT6 and AT8), rather than the new terminology, 

TRX21, indicating number of gears and HEG level.  

 

RESPONSE: The model documentation will be revised to more clearly explain the 
interpretation and application of model inputs specifying the technologies present on 
specific vehicle model/configurations. 
 

Recommendation 7: 

Provide an explanation of how the technologies existing on the 2015 baseline vehicles are 

provided as input to the Volpe Model is this section of the CAFE Model Documentation 

by referring to the Vehicles, Engines and Transmissions worksheets. Resolve the 

inconsistencies shown in Table 11, Transmission Worksheet, which uses different and 

confusing terminology (e.g., AT12 together with AT6 and AT8), rather than the new 

terminology, TRX21, indicating number of gears and HEG level.  

 
RESPONSE: See response to recommendations 1-4 above.  
 

Concern 8: 

Table 9, Vehicles Worksheet, lists input for fuel economy which is specified as the CAFE 

fuel economy rating of the vehicle, but Footnote 21 indicates that this information is “not 

used by the modeling system.” The comment that this information is “not used by the 

modeling system” is not clear. To be consistent with the adoption of the MY 2015 as the 

baseline for the analysis, the EPA certification data base fuel economy (uncorrected) for 

MY 2015 appears to be the required baseline fuel economy used the Volpe Model for 

adding technologies to provide improvements over the baseline fuel economy to achieve 

CAFE compliance.  

 

Recommendation 8: 

Provide clarification of Footnote 21 in Table 9, Vehicles Worksheet, which indicates that 

the CAFE fuel economy rating of the vehicle is “not used by the modeling system.” To be 

consistent with the adoption of the MY 2015 as the baseline for the analysis, the EPA 

certification data base fuel economy (uncorrected) for MY 2015 appears to be the required 

baseline fuel economy used the Volpe Model for adding technologies to provide 

improvements over the baseline fuel economy to achieve CAFE compliance. 

 
RESPONSE: Model documentation will be revised to update text and footnotes 
regarding the model’s handling of the primary and secondary fuel types and fuel 
economy values. 
 

Prerequisites: 

 

For all pathways, the technologies are evaluated and applied to a vehicle in sequential 

order, as shown, from top to bottom. If the modeling system applies a technology that 

resides later in the pathway, it will “backfill” anything that was previously skipped in 

order to fully account for costs and improvement factors. 
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Required Exclusions: 

 

The thirteen technology pathways present in the model are logically linked for 

incremental technology progression as illustrated in Figure 6. 

 
 

Some of the technology pathways, as defined in the CAFE Model and shown in Figure 6, 

may not be compatible with a vehicle given its state at the time of evaluation. For 

example, a vehicle with a 6-speed automatic transmission will not be able to get 

improvements from a Manual Transmission path. Therefore, the system explicitly disables 

certain paths whenever a constraining technology from another path is applied on a 

vehicle. 

 

Learning Curves: 

 

NHTSA applies estimates of learning curves to the various technologies that will be used 

to meet CAFE standards. Learning curves reflect the impact of experience and volume on 

the cost of production. 

 

Concern 9: 

In contrast to NHTSA’s comment that learning curves reflect experience and volume, 

Table 5.183, Learning Schedules by Model Year Applied to Specific CAFE Technologies, 
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indicates that the learning curves, applied to direct manufacturing costs, are a function 

only of time, and are not a function of production volume.  

 

The 2015 NRC Study recommended that NHTSA and EPA “should assess whether and 

how volume-based learning might be better incorporated into their cost estimates, 

especially for low volume technologies. The agencies should also continue to conduct and 

review empirical evidence for the cost reductions that occur in the automobile industry 

with volume, especially for large-volume technologies that will be relied on to meet the 

CAFE/GHG standards.”  

(NRC, Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-

Duty Vehicles 2015, Finding and Recommendation 7.2, p. 259) 

 

Recommendation 9: 

Provide a discussion on whether and how volume-based learning might be better 

incorporated into cost estimates, especially for low volume technologies. Provide an 

update on empirical evidence of the cost reductions that occur in the automobile industry 

with volume, especially for large-volume technologies that will be relied on to meet the 

CAFE/GHG standards. 

 

RESPONSE: Further research, development, and testing would be required to 
determine whether the model could practicably be revised to dynamically account 
for volume-based learning effects, considering the possible need to iteratively seek 
convergence toward a solution that is stable in a multiyear planning context. The 
Regulatory Impact Analysis will discuss these considerations. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The Volpe Model’s input data, computations, and assumptions appear to be reasonable, 

but could be enhanced, or clarified, by implementing Recommendations 1- 9, above. 

 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-9, above. 

 
RESPONSE: See responses to recommendations 1-9 above. 
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4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1-9 is the suggested approach. 

 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The application and use of technology pathways, prerequisites, required exclusions and 

learning curves in the Volpe Model, together with the implementation of 

Recommendations 1- 9, enhance the overall utility and plausibility of the model’s output. 

 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a rebound 

effect 

4.3. Approach to estimating total emissions of criteria pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 4.1. Dynamic application of technology to each manufacturer’s fleet to 
minimize effective costs based on the CAFE standards for the current model year, defined as the 
difference between the incremental cost of a technology and the value of fuel savings produced by 
the technology over three years of vehicle ownership (iterative process until the most effective 
technology is found) by manufacturer and model year 

Other Review Topic Numbers (if interactive effects are focus of discussions):  

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The model should check compliance of each manufacturer with standards realistically. This 
involves making technology choices based on investment and reward from using a technology 
or technologies, and assembling all the manufacturer’s choices to reach an overall metric, 
mimicking the pathways most likely chosen by the manufacturers. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes. The model adds progressively to the technology of the analysis fleet.  
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
manufacturers’ have choices (e.g., shifting fleet mix) beyond those the CAFE model attempts 
to simulate. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
No model change, but additional application. A high-level concern addresses technology costs 
that affect the technology pathways that are chosen. For example, as considered in the supplied 
material, lower battery costs may swing the fleet in the direction of hybrid electric or all-electric 
technology. This could occur due to future supply changes, but a pathway bifurcation could also 
occur due to even modest overestimation or underestimation of a current technology cost. 
Clearly sensitivity analysis is needed, of the kind that will express the net cost increase when 
one forces some alternate pathways. The overall manufacturer solution might have high 
technology difference for modest cost difference. Stringency of standards will also affect this 
kind of sensitivity analysis. The TAR mentions differences in prior pathway solutions between 
agencies, and so the modelers are aware of this issue. For example, some may ask, “If we were 
to force deeper hybrid vehicle penetration in the fleet, would cost-benefit change much?” 
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RESPONSE: These are good points, and model inputs are capable of being adjusted to explore 
myriad scenarios, including cases that force or otherwise emphasize specific technologies, 
such as hybrid electric vehicles, in order to examine the potential consequences of doing so. 
Such scenarios can be included as part of the sensitivity analysis typically included in the 
Regulatory Impact Analysis accompanying any given CAFE rulemaking. 
 

4. Is there an alternative approach that you would suggest? 
 
No. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
It is the major summary output.  
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the 

output of the model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None. 
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Walter Kreucher 

 

REVIEW TOPIC NUMBER 4.1. DYNAMIC APPLICATION OF TECHNOLOGY TO EACH 
MANUFACTURER’S FLEET TO MINIMIZE EFFECTIVE COSTS BASED ON THE CAFE STANDARDS FOR 
THE CURRENT MODEL YEAR, DEFINED AS THE DIFFERENCE BETWEEN THE INCREMENTAL COST OF 
A TECHNOLOGY AND THE VALUE OF FUEL SAVINGS PRODUCED BY THE TECHNOLOGY OVER THREE 
YEARS OF VEHICLE OWNERSHIP (ITERATIVE PROCESS UNTIL THE MOST EFFECTIVE TECHNOLOGY IS 
FOUND) BY MANUFACTURER AND MODEL YEAR 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
(See above discussion) 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The current method is not reasonable. The model needs to be revised to include additional 
costs beyond those currently considered. 
 
RESPONSE: The model accommodates inputs specifying several different categories of costs, 
such as marked-up direct costs, stranded capital costs, maintenance and repair costs, taxes 
and fees, and insurance. Additional data would be required to make fuller use of all of these 
inputs. If not already able to be represented in one of these categories (e.g., in marking up 
direct costs), some types of costs to manufacturers may require explicit separate accounting 
for fixed and variable costs. Additional research and data is required to determine whether 
separate accounting for fixed and variable costs could be practicably implemented, especially 
without relying extensively on confidential business information that could be difficult to 
obtain and impossible to make public. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.1. Dynamic application of technology to each manufacturer’s fleet to 

minimize effective costs based on the CAFE standards for the current model year, defined as the 

difference between the incremental cost of a technology and the value of fuel savings produced by 

the technology over three years of vehicle ownership (iterative process until the most effective 

technology is found) by manufacturer and model year 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The Volpe Model estimates each manufacturer’s potential year-by-year application of 

fuel-saving technologies to each engine, transmission, and vehicle. Subject to a range of 

engineering and planning-related constraints, the model attempts to apply technology to 

each manufacturer’s fleet in a manner that minimizes “effective costs.” 

 

The effective cost represents the difference between the incremental cost of the 

technologies and the value of fuel savings to a buyer over the first three years of 

ownership. This construction allows the model to choose technologies that both improve a 

manufacturer’s CAFE compliance position and are most likely to be attractive to its 

consumers. 

 

The use of effective cost means that different assumptions about future fuel prices will 

produce different rankings of technologies when the model evaluates available 

technologies for application. For example, in a high fuel price regime, an expensive but 

very efficient technology may look attractive to manufacturers because the value of the 

fuel savings is sufficiently high to both counteract the higher cost of the technology and, 

implicitly, satisfy consumer demand to balance price increases with reductions in 

operating cost. 

(2016 Draft TAR, p. 13-49) 

 

Concern 1: 

Effective cost is calculated using Equation 5 (CAFE Model Documentation, p.25): 

 
The premise that higher fuel prices may make “expensive, but very efficient technology” 

look attractive may not follow from this equation, as explained below: 

 A vehicle will have a specific fuel economy improvement required to achieve a 

specified CAFE target. 
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 One approach to achieving the required fuel economy improvement would be to 

use a group of the lowest cost technologies that, combined, will provide the 

specific fuel economy improvement. 

 Another approach, suggested in the 2016 Draft TAR, is to apply one expensive 

technology (assumed to be more expensive than the group of lowest cost 

technologies) in a high fuel price regime. 

 Subtracting the value of the fuel savings from the technology cost is indicative of 

the effective cost. However, in the high fuel price regime, the group of lowest cost 

technologies will still result in a lower effective cost than with the one expensive 

technology. 

 The disadvantages of using one expensive technology are: 

o The effective cost, based on equation 5, will be higher for the one 

expensive technology since the value of the fuel savings will be the same 

in both cases for a specific fuel price regime. 

o The cost to the manufacturer and to the consumer will be significantly 

greater with the one more expensive technology.  

 The only way that applying one more expensive technology could provide a lower 

effective cost to the consumer would be if the perceived value of the technology 

compensated for the higher cost of the technology, but this appears to be unlikely.  

 

The 2015 NRC report found that “consumers do not fully account for the expected present 

discounted value of fuel-saving technologies when they purchase new vehicles”.  

“Manufacturers perceive that consumers require relatively short payback periods of 1 to 4 

years.” “Consumers’ responses vary from requiring payback in only 2 to 3 years to almost 

full lifetime valuation of fuel savings.”  

(NRC, Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-

Duty Vehicles, 2015, p. 331)   

 

The report commented that “if consumers are myopic when it comes to fuel savings in 

purchasing new or used cars, the more fuel-efficient cars may be perceived as more 

expensive. A new fuel-efficient car that costs even 6 percent more may appear to be less 

affordable than an alternative used car or no vehicle purchase at all…. “ 

(2015 NRC, p. 332) 

 

Recommendation 1-1:  

Consider revising the following comment in the 2016 Draft TAR (p. 13-49), “in a high-

fuel-price regime, an expensive but very efficient technology may look attractive to 

manufacturers because the value of the fuel savings is sufficiently high to both counteract 

the higher cost of the technology and, implicitly, satisfy consumer demand to balance 

price increases with reductions in operating cost,” after consideration of Concern 1. 

 
RESPONSE: Staff will update discussion of the influence of fuel prices on the 
model’s simulation of manufacturers’ technology decisions. 
 

Recommendation 1-2:  

Consider adding to the comment regarding “in a high fuel price regime” (in 

Recommendation 1-1), the following qualification discussed in Concern 1 regarding 

consumers’ valuation of fuel saving technologies: “if consumers are myopic when it 
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comes to fuel savings in purchasing new or used cars, the more fuel-efficient cars may be 

perceived as more expensive. A new fuel-efficient car that costs even 6 percent more may 

appear to be less affordable than an alternative used car or no vehicle purchase at all … .”  

(2015 NRC, p. 332)  

 
RESPONSE: See response to recommendation 1-1 above. 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The computations in the model are reasonable for the assumptions stated. However, the 

assumptions should be qualified, and possibly modified, as indicated by 

Recommendations 1-1 and 1-2. 

 
RESPONSE: See responses to recommendations 1-1 and 1-2 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Incorporate Recommendations 1-1 and 1-2. 

 
RESPONSE: See responses to recommendations 1-1 and 1-2 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Including Recommendations 1-1 and 1-2 is the suggested approach. 

 
RESPONSE: See responses to recommendations 1-1 and 1-2 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Including Recommendations 1-1 and 1-2 will enhance the utility and plausibility of the 

Volpe Model output. 

 
RESPONSE: See responses to recommendations 1-1 and 1-2 above. 
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6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a 

“rebound” effect 

4.3. Approach to estimating total emissions of “criteria” pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

[NO RESPONSE.] 
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Walter Kreucher 

 

REVIEW TOPIC NUMBER 4.2. APPROACH TO ESTIMATING VEHICLE SURVIVAL AND USE i.e., 
VEHICLE MILES TRAVELED), INCLUDING THE MODEL’S APPLICATION OF THE INPUT DEFINING A 
REBOUND EFFECT 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The new approach to vehicle survival and use is appropriate with the exception of ZEVs. The 
survival rate of ZEVs is greater than that of cars and the miles driven4 is also greater than all 
other classes except pickups. There is no discussion in the draft TAR to justify this assumption. 
If the model is to rely on this level of use and survivability, then the maintenance cost of ZEVs 
must be increased substantially to account for replacement batteries. 
 

Tesla provides premium ZEVs warrants the battery for 5 years or 100,000 miles, whichever 
comes first. In a scenario where a ZEV survives 37 years this would require six replacement 
batteries at substantial cost. 
 
RESPONSE: Model inputs underlying the 2016 analysis included structure to incorporate new 
EV-specific estimates based on registration and other data available at that time. However, 
that structure was not used in support of the TAR. The values appearing in those tables for 
ZEVs are merely placeholders. The model’s approach to representing vehicle survival has been 
updated. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The assumptions related to ZEV survivability and miles driven do not appear to be realistic. 
 
RESPONSE: See response to 1 above. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
Revise the input assumptions for HEVs, PHEVs, and BEVs to include several battery 
replacements. 
 
RESPONSE: As for the 2016 analysis, anticipated battery replacement costs can be embedded 
in technology costs. These costs could also be represented as maintenance or repair costs. 
Further research could support expansion of inputs addressing not just battery replacement 
costs, but also maintenance, repair, and replacement costs for other technologies. 

  

4 ZEV miles driven is set at the average of all Class 1 and 2 trucks. 
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4. Is there an alternative approach that you would suggest? 
 
Revise the model to limit the survivability of HEVs, PHEVs, and BEVs to 10 years and 100,000 
miles. 
 
RESPONSE: Further research and data would be required to support technology-specific vehicle 
survival rates. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a “rebound” effect 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Vehicle Survival/Lifetimes: 

 

The number of vehicles of a specific model and model year that remains in service during 

each subsequent calendar year is calculated by multiplying the number originally produced 

by estimates of the proportion expected to remain in service at each age up to an assumed 

maximum lifetime. Separate survival rates by age of vehicle were developed for passenger 

automobiles, light trucks (class 1 and 2a), and medium-duty trucks (class 2b and 3), where 

light trucks are further separated into vans, SUVs, and pickups. Based on analysis of recent 

registration data, the maximum ages of passenger automobiles and light and medium-duty 

trucks are estimated to be 30 years and 37 years, respectively. 

(CAFE Model Documentation, p.32) 

 

Vehicle lifetime survival rates and total vehicle miles traveled (VMT) are provided in 

Tables 10.5 and 10.6, respectively. The updates in these tables were made in order to align 

the 2016 Draft TAR analysis with inputs developed in conjunction with the EPA MOVES 

2014a model, which has integrated new activity and population data sources from R. L. 

Polk, FHWA, and the EIA Annual Energy Outlook.  

(2016 Draft TAR, p. 10-6 to 10-8) 

 

Concern1: 

Table 10.5, Updated Vehicle Survival Rates (from MOVES 2014a), extends to 31 years, 

instead of the maximum 30 years stated for passenger cars, and it does not extend beyond 

31 years to the maximum 37-year lifetime for light- and medium-duty trucks. A similar 

issue exists for Table 10.6, 2011 Mileage Schedule (from MOVES 2014a).  

 

Table 10.6 is labeled as 2011 Mileage Schedule, but the text indicates that total vehicle 

miles traveled were updated after the 2012 FRM (and assumed to be for the 2016 Draft 

TAR). 

 

Recommendation 1: 
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Table 10.5, Updated Vehicle Survival Rate, should be revised to show a maximum 30-year 

lifetime for passenger cars, and a maximum 37-year lifetime for light- and medium-duty 

trucks. 

Table 10.6 should be revised to show the mileage schedules for the same respective 

lifetime years for passenger cars and trucks. Table 10.6 is labeled as 2011 Mileage 

Schedule, but the 2011 date should be updated, according to the text of the 2016 Draft 

TAR. 

 
RESPONSE: The model’s approach to vehicle survival has been updated. 
 

Rebound Effect: 

 

The rebound effect generally refers to the additional energy consumption that may arise 

from the introduction of a more efficient, lower cost energy service which offsets, to some 

degree, the energy savings benefits of the efficiency improvement. 

 

“The elasticities of vehicle use with respect to fuel efficiency or per-mile fuel costs (or fuel 

prices) are given as the percentage increase in vehicle use that results from a doubling of 

fuel efficiency (e.g., 100 percent increase), or a halving of fuel consumption or fuel price. 

For example, a 10 percent rebound effect means that a 20 percent reduction in fuel 

consumption or fuel price (and the corresponding reduction in fuel cost per mile) is 

expected to result in a 2 percent increase in vehicle use.” 

(2016 Draft TAR, p. 10-9) 

 

Concern 2:  

The above description of the rebound effect in the 2016 Draft TAR is confusing. 

Eliminating the reference to “doubling of fuel efficiency (e.g., 100 percent increase)” 

would be helpful since Footnote D (p. 10-9) describes the source of the confusion: “Vehicle 

fuel efficiency is more often measured in terms of fuel consumption (gallons per mile) 

rather than fuel economy (miles per gallon) in rebound estimates.” 

 

Eliminating reference to fuel efficiency would also ensure that the definition of the rebound 

effect is consistent with EPA’s definition that is based on fuel consumption.  

 

The 2016 Draft TAR (p. 10-9) continues with a numerical example that is consistent with 

EPA’s definition: “a 10 percent rebound effect means that a 20 percent reduction in fuel 

consumption or fuel price is expected to result in a 2 percent increase in vehicle use”. 

 

EPA’s definition of the rebound effect is shown below: 

 

Percent difference in VMT =  

rebound effect * (FC reference case – FC policy case)/FC reference case) 

 

EPA provides an example for a 10 percent rebound effect as follows: a 30 percent change 

in fuel costs, multiplied by a 10 percent rebound effect would result in 3 percent additional 

driving. EPA describes this as “an elasticity of annual vehicle use with respect to fuel cost 

per mile driven of -0.10.” 

(EPA, Regulatory Impact Analysis, 2012, p. 4-119, Footnote xxx) 
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Recommendation 2: 

The rebound effect should be defined using EPA’s equation from the 2012 EPA RIA for 

consistency and to avoid confusion resulting from the reference to fuel efficiency, as 

indicated in Footnote D in the 2016 Draft TAR (p.10-9), as discussed in Concern 2.  

 
RESPONSE: Discussion of the rebound effect has been updated. 
 

Rebound Effect Used in the 2016 Draft TAR: 

 

There is a wide range of estimates for both the historical magnitude of the rebound effect 

and its projected future value, and there is some evidence that the magnitude of the rebound 

effect appears to be declining over time. The 10 percent value was not derived from a 

single point estimate from a particular study, but instead represents a reasonable 

compromise between historical estimates of the rebound effect and forecasts of its 

projected future value, based on an updated review of the literature on this topic. (2016 

Draft TAR, p.10-19 to 10-20) 

 

The elasticity of vehicle use (ε), equal to the rebound effect, is used in equation 15 to 

calculate the average number of miles driven by a surviving vehicle model, i, produced in 

model year MY, during calendar year CY  

 
Concern 3: 

The elasticity of vehicle use (ε) in Equation 5 appears to be equivalent to the “rebound 

effect” discussed in Concern 2. 

 

Recommendation 3:  

Provide a brief discussion in the CAFE Model Documentation and/or TAR indicating that 

the elasticity of vehicle use (ε) in Equation 15 appears to be equivalent to the rebound 

effect discussed in Concern 2 according to EPA’s definition of the rebound effect. 

 
RESPONSE: Discussion of the rebound effect has been updated. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The computational methods are reasonable and the assumptions for the rebound effect 

appear to be the best available after NHTSA’s extensive literature review. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-3. 

 
REPONSE: See responses to recommendations 1-3 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementing Recommendations 1-3 addressing VMT and the rebound effect in the 

Volpe Model is the suggested approach.  

 
REPONSE: See responses to recommendations 1-3 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Including Recommendations 1-3 addressing the effects of VMT and the rebound effect in 

the Volpe Model will enhance its overall utility and plausibility. 

 
REPONSE: See responses to recommendations 1-3 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 

 

 

 

 

179



 

CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a 

“rebound” effect 

4.3. Approach to estimating total emissions of “criteria” pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 4.3. Approach to estimating total emissions of criteria pollutants (e.g., 
nitrogen oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. Other Review 
Topic Numbers (if interactive effects are focus of discussions):  

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
Since the model assembles a predicted fleet, it is of interest to predict criteria pollutants and 
GHG pollutants as well as fuel used by the fleet 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes for GHG. Given the fuel used, and fuel carbon content, with assumed high combustion 
efficiency, carbon dioxide tailpipe production can be calculated with good accuracy, as 
described in the model documentation. Methane, the other measureable GHG contributor, 
cannot be calculated readily, because the tailpipe concentrations vary widely, depending on 
engine load and speed, and catalyst efficiency (design and temperature effects). 
 
No, for criteria pollutants - or currently the criteria pollutant models are at best simplistic. The 
model structure is fine, but emissions factors are not constant, and depend on speed, load, 
technology deterioration and more. Although per mile emissions factors have been used in 
CARB and EPA models, those models are either load-based using short time windows, or employ 
speed correction factors (that imply some average load for flat terrain or terrain with undefined 
gradients).  
 
RESPONSE: The CAFE model is intended to provide estimates of national-scale impacts. At this 
scale, average emission factors are necessary and appropriate. Other models can be used to 
estimate highly-localized criteria pollutant emissions. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
No modifications are suggested, since this is not the primary mission of the model. The fleet, of 
known technology and defined activity, could be estimated by EPA MOVES instead. If the 
modelers wish to incorporate criteria pollutant or methane emissions, it will be necessary to 
determine the type of vehicle activity to be considered, or whether CAFE cycle emissions levels 
are to be considered. More rigorous methodologies will then be needed to formulate the 
factors.  
 
RESPONSE: See response to 1 above. The CAFE model accommodates MOVES-based emission 
factors. 
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4. Is there an alternative approach that you would suggest? 
 
Use the Volpe model data to feed a dedicated emissions model. 
 
RESPONSE: While NHTSA and Volpe Center staff consider the CAFE model’s national-scale 
estimation of criteria emissions appropriate for characterizing the impacts of potential CAFE 
standards, CAFE model outputs could likely be used as inputs to a dedicated criteria pollutant 
emissions model. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 
This adds little to the model benefit, but may provide a coarse estimate of emissions as a talking 
point. Vehicle count and activity data could be processed in other ways to yield emissions 
factors. 
 

7. Provide any additional comments that may not have been addressed above. 
 
It should be made very clear to the reader which outputs are based on the precise data from 
the CAFE cycles, and which output data seek to represent real world activity.  
 
RESPONSE: Model documentation will be updated to clarify the nature of the model’s criteria 
pollutant calculations. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 4.3. APPROACH TO ESTIMATING TOTAL EMISSIONS OF CRITERIA 
POLLUTANTS (e.g., NITROGEN OXIDES) AND GREENHOUSE GASES (e.g., METHANE) OTHER THAN 
CARBON DIOXIDE. 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The classic approach used by the model is appropriate until such time as the criteria pollutants 
are revised. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 4.3 – Approach to estimating total emissions of criteria pollutants and 

greenhouse gases other than carbon dioxide 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 
review topic? 

 

 
The methodology for the calculation of emissions of criteria pollutants has been 
satisfactorily justified. I have no major concerns on this review topic.  
 

RESPONSE: NHTSA and Volpe Center agree, appreciate the comment, and note 
that recent model revisions refine the representation of future emission rates for 
upstream processes. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 

 

 
Insufficient information is provided to assess the reasonableness and appropriateness of 
data, computation methods and assumptions – specifically the assumptions and 
methodology for the estimation of emission rates for each pollutant for each vehicle. 
Similarly, the assumptions and methodology for the estimation of fuel 
production/distribution emissions rates are not presented. These are (perhaps the most) 
critical inputs to the calculation of criteria air pollutant emissions; as such, additional 
information should be provided in the Model Documentation with respect to the sources 
and methods used to derive these rates. In addition, a discussion of the differences in real-
world versus rated emission levels should be presented.  
 

RESPONSE: Emission factors and supporting documentation have been updated. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 
topic? 

 

No modifications on the approach for estimating criteria air pollutants are recommended.  
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4. Is there an alternative approach that you would suggest? 

 

 

No alternative approaches for estimating criteria air pollutants are recommended. 

 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. The potential reduction in criteria air pollutants (and greenhouse gas 

emissions) is a fundamental aspect of (and reason for) the implementation of CAFE 

standards.  

 

RESPONSE: In terms of monetized costs and benefits of CAFE standards, inputs applied 

for recent analyses indicate that technology costs and avoided fuel consumption are 

especially important, that the importance of avoided GHG emissions is heavily dependent 

on a comparatively uncertain rate of valuation, and that increases and decreases in criteria 

pollutant emissions are, by comparison, small. 

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.3. Approach to estimating total emissions of “criteria” pollutants (e.g., 

nitrogen oxides) and greenhouse gases (e.g., methane) other than carbon dioxide 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Criteria Pollutants Emitted by Vehicles: 

 

Criteria pollutants that are emitted in significant quantities by motor vehicles include 

carbon monoxide, various hydrocarbon compounds, nitrogen oxides, sulfur dioxide, and 

fine particulate matter. 

 

The Volpe Model calculates emissions of criteria pollutants resulting from vehicle 

operation by multiplying the number of miles driven by vehicles of a model year during 

each year they remain in service by per-mile emission rates for each pollutant, which are 

listed in the parameters input file by model year and vehicle age. These emission rates 

differ among passenger cars, light trucks, and class 2b/3 trucks when operating on 

different fuel types. The CAFE modeling system accepts emission rate tables defined for 

gasoline and diesel fuel types, where the gasoline rates are also used for vehicles 

operating on E85. Additionally, vehicles operating on electricity (PHEVs and EVs), 

hydrogen (FCV), and CNG are assumed to generate no emissions of criteria air pollutants 

during vehicle use. 

(CAFE Model Documentation, p. 44) 

 

Concern 1: 

The above documentation states that the CAFE modeling system accepts emission rate 

tables defined for gasoline and diesel fuel types, but does not define the emission rate 

tables. No reference was given for the emission rate tables, but they appear to refer to 

Table 28, Tailpipe Emissions Worksheets. However, Table 28 does not define the content 

of the emission rate tables.  

 

Recommendation 1: 

Provide clarification of what emission rates are actually used in the CAFE modeling. For 

example: 

 Are the emission rates simply the regulatory standards, or,  

 As Table 28 suggests, are the emissions rates defined as increasing with mileage 

(Table 28 and equation 36 refer to “vehicle age”), finally reaching the actual 
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emission standard, within a specified statistical margin required for compliance, at 

the specific mileage for the emission standard? 

 
RESPONSE: The model documentation explains the interpretation and application 
of different types of model inputs, not specific input values. The model 
documentation will be updated to clarify that inputs choices are explained in 
published analysis, such as in the Regulatory Impact Analysis accompanying any 
given rulemaking. The model documentation will be updated to clarify this point, 
and any RIA will clarify the basis for emission factor input choices. 
 

Total emissions of any given criteria air pollutant, from the use of all surviving vehicle 

models produced during model year MY, during calendar year CY is defined as follows: 

 

 
 

Where: 

MI = the number of miles driven in a year by all surviving vehicles of model i 

produced in model year MY during calendar year CY, 

FS = the percentage share of miles a vehicle model i produced during model year 

MY travels when operating on a specific fuel type FT, 

E = the per-mile rate at which vehicles of model i and model year MY emit a 

given pollutant at age a when operating on a specific fuel type FT, 

 

 

Criteria Pollutants During Production and Distribution of Fuel Types: 

 

Emissions of criteria air pollutants that occur during production and distribution of 

various fuel types are estimated. The model uses aggregate estimates of emissions of 

criteria air pollutants from all stages of fuel production and distribution, which are 

specified in the parameters input file and are weighted by the user-defined fuel import 

assumptions. 

(CAFE Mode Documentation, p. 44-45) 

 

Concern 2:  

The CAFE Model Documentation states that the model uses aggregate estimates of 

emissions of criteria air pollutants from all stages of fuel production and distribution, 

which are specified in the parameter input file (apparently referring to Table 7), but does 

not define the source of the data for the parameter input file (CAFE Mode Documentation, 

p. 44). 

No reference was given for the emission rate tables, but they appear to refer to Table 27, 

Upstream Emissions Worksheets, but Table 27 does not define the source of input for this 

table.  

 

Recommendation 2:  

Provide references for the parameter input file (e.g., Table 7) and for the source of the 

emission rates of criteria air pollutants from all stages of fuel production and distribution 

that are required in Table 27, Upstream Emissions Worksheets. 
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REPONSE: See response to 1 above. 
 

The total emissions of any given criteria air pollutant, from producing and distributing of 

fuel consumed by all surviving vehicle models of model year MY, during calendar year 

CY is: 

 

 
Where: 

E = the total emissions of a specific pollutant resulting from the production and 

distribution of various fuel types is equal to the  

QUADS = the amount of quadrillion BTUs of energy consumed in a year by all 

surviving vehicle models produced in model year MY during calendar year CY, 

for a specific fuel type FT 

EFT = overall emissions of a given pollutant from all stages of feedstock 

production and distribution of fuel type FT 

 

Total emissions of each criteria pollutant over the lifetimes of all vehicles of a model year 

are the sum of emissions that occur as a result of their lifetime use, and emissions from 

producing and distributing the fuel they consume over their lifetimes, 

 

Total lifetime emissions of each criteria air pollutant by all vehicles produced during a 

future model year will differ between the baseline CAFE standard and any alternative 

standard that is specified. The model calculates the effect of imposing a higher CAFE 

standard on emissions of criteria air pollutants by taking the difference between lifetime 

emissions by all vehicle models produced during a model year the new CAFE standard 

takes effect and those vehicles’ emissions under the baseline standard. 

(CAFE Model Documentation, pp. 45-46) 

 

Greenhouse Gases Except Carbon Dioxide: 

 

The most recent U.S. GHG emission inventory includes seven greenhouse gases: carbon 

dioxide (CO2), methane (CH4), nitrous oxide (N2O), perfluorocarbons (PFCs), 

hydrofluorocarbons (HFCs), sulfur hexafluoride (SF6), and nitrogen trifluoride (NF3). 

 

CO2 emissions represent 96 percent of total mobile source GHG emissions. 

(2016 Draft TAR, p. 1-21) 

 

Concern 3: 

Neither the 2016 Draft TAR nor the CAFE Model Documentation provides an explanation 

of how non-CO2 emissions are estimated. 

 

Recommendation 3: 

Provide an explanation of how non-CO2 emissions are estimated and used in the Volpe 

Model. 
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REPONSE: See response to 1 above. Also, model documentation will be updated to 
explain how non-CO2 emissions are calculated. 
 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The computational methods used for calculating total emissions of any given criteria air 

pollutant from vehicles and total emissions of any given criteria air pollutant from 

producing and distributing fuel consumed appear to be reasonable and appropriate. 

 

However, Recommendations 1-3, above, regarding the emission rates actually used in the 

CAFE modeling, estimates of emissions of criteria air pollutants from all stages of fuel 

production and distribution, and how non-CO2 emissions are estimated should be 

implemented. 

 

RESPONSE: See responses to recommendations 1-3 above. 

 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-3, above, are suggested. 

 

RESPONSE: See responses to recommendations 1-3 above. 

 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1-3 is the suggested approach. 

 

RESPONSE: See responses to recommendations 1-3 above. 
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5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementation of Recommendations 1-3, above, regarding the emission rates which are 

actually used in the CAFE modeling, estimates of emissions of criteria air pollutants from 

all stages of fuel production and distribution, and how non-CO2 emissions are estimated 

should be addressed to enhance the overall utility and plausibility of the Volpe Model 

output. 

 

RESPONSE: See responses to recommendations 1-3 above. 

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a 

“rebound” effect 

4.3. Approach to estimating total emissions of criteria pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

[NO RESPONSE.] 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 4.4. MODEL RESULTS FOR INDUSTRY RESPONSE TO CAFE STANDARDS 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
This is a difficult question. No single model can accurately predict the industry response to CAFÉ 
standards. And this model is no exception. 
 
The unintended consequences of any policy are enormous. When the first CAFÉ standards were 
enacted there were five domestic automobile companies. American Motors went out of 
business (only the Jeep brand survived). Navistar (then called International Harvester) 
voluntarily left the light duty business rather than comply with the standards. Chrysler went 
bankrupt not once but twice, and was sold three times (and is currently on the market again as 
it struggles to survive). General Motors went bankrupt once. Of the five domestic companies 
that existed prior to CAFÉ, only Ford has so far managed to keep its head above water. 
 
So the track record of the policy is poor when it comes to the domestic automobile industry. 
 

The primary reason for all this was that the flat standards enacted at the time targeted 
domestic companies. Foreign companies either elected to pay fines (in the case of the European 
companies) or did not have to make any changes (in the case of the Japanese companies). In 
fact, many of the Japanese companies actually decreased their fleet average fuel economy for 
several years while building bigger and more profitable automobiles (and taking market share 
from the domestic companies). 
 

So the simple answer to this question is that the model does not accurately predict the 
industry response to the CAFÉ standards. 
 
This is evident in the 2017MY data set that shows manufacturers not able to achieve the 
CAFÉ standards despite implementing more technology than predicted by the model. 
 
The tables below show the major changes in fuel economy predicted by the model. Those 
highlighted in bold red represent fuel economy increases greater than the manufacturer has 
achieved in any single year since 2001. The red values that are not bolded represent 
differences of greater than a half mile per gallon from that actually achieved by the 
manufacturer. 
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VOLPE Predicted Versus Actual Fuel Economy 
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BMW 0.7 3.1 34.8 34.0 36.3 33.3 34.8 35.5 37.6 37.8 38.0 38.5 40.2 41.1 41.8 42.5 

Daimler 0.7 2.7 34.1 34.4 33.3 33.0 33.9 35.2 36.6 37.7 37.8 40.4 44.0 44.2 45.6 45.6 

FCA 0.2 2.1 33.3 31.6 30.5 32.2 32.2 37.2 38.6 41.2 47.3 49.6 51.3 52.5 52.3 52.2 

Ford 0.5 3.0 35.6 36.0 36.3 34.4 36.7 37.9 38.9 41.9 46.3 49.2 50.0 50.0 50.4 52.9 

General Motors 0.4 1.5 34.8 34.9 34.8 33.0 35.0 38.3 40.6 41.4 44.7 47.9 48.0 49.9 50.6 52.6 

Honda 0.6 2.1 41.2 42.2 42.2 40.4 41.2 41.9 43.3 43.9 44.4 45.3 49.1 51.9 53.6 54.3 

Hyundai Kia 0.4 2.0 35.2 37.3 36.1 34.8 37.1 38.6 39.9 40.8 43.1 45.8 50.3 50.9 51.7 53.1 

JLR 0.8 4.3 27.6 27.3 31.6 26.4 28.5 29.3 29.2 30.7 30.7 31.6 32.0 31.9 32.0 32.0 

Mazda 0.9 4.1 42.0 41.8 39.0 41.5 41.2 41.4 43.9 44.0 48.0 48.0 50.3 53.3 53.7 53.8 

Mitsubishi 1.2 8.2 39.3 36.2 44.4 40.8 43.6 43.1 43.2 43.8 56.9 55.3 56.7 57.2 57.5 57.3 

Nissan 0.7 3.9 41.0 40.9 39.7 40.6 40.5 40.5 42.7 43.7 43.7 48.4 50.1 51.5 54.0 54.3 

Subaru 0.6 5.0    38.0 38.7 43.0 43.8 44.3 44.0 50.4 52.2 54.4 55.1 54.9 

Toyota 0.6 4.2 39.9 39.9 40.9 39.5 40.5 40.6 43.8 44.6 46.2 48.0 49.1 50.5 53.0 54.8 

Volvo 1.1 4.6 35.1 35.3 35.7 34.9 34.9 35.2 35.2 40.9 41.0 41.0 41.0 41.5 41.5 41.9 

VWA 0.3 2.1 36.7 32.9 33.0 35.8 35.5 35.8 38.4 39.4 40.3 41.1 42.5 43.4 44.0 44.7 

 

Note: without AC adjustment 

Max . mpg Y-O-Y Change 2001-

2017 Ave . mpg Y-O-Y Change 

2001-2018 
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VOLPE Predicted Versus Actual Fuel Economy 
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BMW 0.7 2.9 28.5 28.8 30.0 28.9 28.9 29.5 30.4 31.8 32.1 32.5 33.2 33.2 34.9 35.0 

Daimler 0.6 2.8 26.9 27.3 26.5 26.5 29.1 29.1 31.0 31.3 31.3 32.3 32.3 33.1 34.0 34.0 

FCA 0.4 1.2 26.4 26.5 27.1 25.2 25.1 26.9 35.0 35.0 35.8 37.3 38.3 38.3 38.7 39.3 

Ford 0.5 2.0 25.9 25.7 27.7 25.2 26.3 27.0 27.4 28.2 28.2 33.6 33.9 34.6 34.7 35.6 

General Motors 0.3 1.9 23.7 23.8 25.3 24.2 25.8 26.1 27.3 28.5 30.4 31.7 31.7 33.6 34.6 35.4 

Honda 0.4 1.5 31.3 30.9 32.3 31.3 32.7 34.2 34.1 34.3 34.7 37.4 40.0 40.2 40.5 42.5 

Hyundai Kia 0.2 3.4 27.3 26.7 26.7 27.3 29.9 31.6 32.1 36.0 36.0 36.1 37.8 40.9 41.7 42.7 

JLR 0.9 3.2 25.9 24.9 27.8 24.9 24.9 26.5 27.6 28.3 29.5 30.5 30.9 31.3 31.3 33.8 

Mazda 0.9 3.1 31.2 34.3 33.4 31.2 34.7 34.7 37.6 37.6 37.6 38.0 38.1 45.3 45.3 45.3 

Mitsubishi 0.9 3.9 34.1 33.9 34.6 34.6 35.9 35.9 35.9 37.5 43.4 43.4 43.4 43.4 44.4 46.9 

Nissan 0.5 2.7 28.6 30.7 28.7 28.6 29.0 29.8 31.4 35.0 35.1 37.7 38.5 39.4 40.2 41.0 

Subaru 0.8 2.8 36.5 36.4 36.8 36.5 36.5 38.7 38.8 38.8 38.8 45.2 45.6 45.6 46.6 46.7 

Toyota 0.4 2.3 26.4 26.7 29.0 25.7 28.6 28.9 30.8 34.3 37.1 38.5 38.6 39.3 39.6 39.6 

Volvo 1.1 3.5 26.2 29.7 31.0 26.2 26.1 26.1 26.1 32.5 32.5 32.6 32.6 32.6 32.6 32.7 

VWA 0.4 4.3 28.3 27.8 27.1 27.3 28.1 29.4 31.3 31.2 31.4 31.5 32.9 32.9 35.9 35.9 

Note: without AC adjustment 

Max . mpg Y-O-Y Change 2001-

2017 Ave . mpg Y-O-Y Change 

2001-2018 

 
 
The competitive impacts of the model are staggering. When the regulatory costs are assessed 
on a competitive basis there are enormous costs. 
 

For example, based on the augural standards in the 2025 MY, the average Ford vehicle will be at 
a $2,000 competitive disadvantage to the average Toyota (and almost $1,000 versus Honda and 
VW). This large price gap will impact sales due to demand elasticity. There are similar 
disadvantages for General Motors and other manufacturers. Toyota seems to be the big winner 
in the model. This may be due to their leadership in the preferred technology.” Ford and GM 
must add 300,000 to 400,000 SHEVPSs to their fleets in 2025 MY. 
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 Regulation Cost per Vehicle 

Augural Standards 2025 

vs Honda vs Toyota vs VW 

BMW $ 135 $ 1,518 $ (105) 

Daimler $ (50) $ 1,333 $ (289) 

FCA $ (1,204) $ 179 $ (1,443) 

Ford $ 961 $ 2,344 $ 721 

General Motors $ 830 $ 2,213 $ 591 

Honda $ - $ 1,383 $ (240) 

Hyundai Kia $ 690 $ 2,073 $ 451 

JLR $ (111) $ 1,273 $ (350) 

Mazda $ (821) $ 562 $ (1,061) 

Mitsubishi $ 281 $ 1,664 $ 41 

Nissan $ (484) $ 899 $ (724) 

Subaru $ (1,280) $ 103 $ (1,519) 

Tesla $ (3,339) $ (1,956) $ (3,579) 

Toyota $ (1,383) $ - $ (1,623) 

Volvo $ 71 $ 1,454 $ (168) 

VWA $ 240 $ 1,623 $ - 
 

The differential competitive impact is the primary reason why the traditional Big Three routinely 
oppose CAFÉ standards and the Japanese companies support them. The Japanese companies 
use CAFÉ as a predatory tactic. 
 

The total regulatory costs per manufacturer also present an enormous hit to the bottom line of 
the manufacturer. Ford and GM will undergo a four to five BILLION dollar hit to profitability vis 
a vis competition. Not all of this will be recoverable in the marketplace and there will be lost 
sales, lost jobs, and other unintended consequences as we have seen in the past. 
Somehow the model and the standard setting process must assess this impact.5,6 
RESPONSE: The CAFE model has been revised to estimate impacts on industry sales volumes 
and employment. However, the model is not intended as, per se, a predictive model, but 
rather to indicate pathways manufacturers could potentially take in response to standards. 
Therefore, especially when the model is exercised using inputs that can be made available to 
the public, differences between model-estimated outcomes and actual outcomes are 
inevitable. The model is also intended only to estimate potential impacts of standards, not to 
determine at what levels standards should be set.  

5 If VOLPE does not have the expertise to do this kind of update, I suggest you contact Dr. Martin Zimmerman, 
clinical professor emeritus of business economics and public policy, Ross School of Business, University of 
Michigan.  

6 Carley, S., Duncan, D., Esposito, D., Graham, J. D., Siddiki, S., & Zirogiannis. (2016, February). Rethinking auto fuel 
economy policy: Technical and policy suggestions for the 2016-17 midterm reviews. Bloomington, IN: Indiana 
University School of Public and Environmental Affairs. Available at 
https://spea.indiana.edu/doc/research/working-groups/fuel-economy-policy-022016.pdf 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The methods and assumptions are not capable of predicting the industry response. Too few 
factors are considered and the model is limited in predicting how the industry might respond. 
 
The fact that sales are constrained is just one example of an unrealistic assumption. 
RESPONSE: See response to 1 above. 
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3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
Add features that consider the cost and availability of capital, competitive impacts, and changes 
in sales as a result of CAFE. Short of that, I do not see anything that can improve the 
performance of the model in predicting the industry response. 
 
RESPONSE: See response to 1 above. Further research, development, and testing would be 
required before adopting explicit accounting for fixed and variable costs, such as might be 
needed to explicitly address any specific expected limits on the availability of capital. 
 

4. Is there an alternative approach that you would suggest? 
 
Alternative solutions to a complete redo of the model to account for economic factors are not 
modeling solutions but policy ones. NHTSA could abandon CAFÉ (and EPA could abandon GHG 
standards). A much simpler approach would be to increase fuel taxes. This would prompt 
consumers to purchase energy efficient products. A better option would be to move to low or 
zero carbon fuels. 
 
RESPONSE: The purpose of the CAFE model is to provide means to show ways manufacturers 
could potentially respond to CAFE standards, and to estimate various impacts of these 
responses. The reviewer is correct that broader policy solutions are not within the purview of 
Volpe Center staff responsible for building and operating the CAFE model. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.4. Model results for industry response to CAFE standards 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

CAFE Compliance Capability: 

 

Table 13.8 summarizes the actual CAFE requirement for each manufacturer in MY2015; 

the estimated CAFE requirement in MY 2021 through which CAFE standards are final; 

and the estimated CAFE requirement in MY 2030, when NHTSA modeling indicates that 

the Augural Standards would produce a fully stable fleet. The Augural Standards are 

assumed to remain constant at the MY 2025 level through MY 2030. Due to credit carry-

forward, trading between fleets, and product cadence considerations, NHTSA estimates 

that some manufacturers will be taking actions to reach compliance with MY 2025 

standards for several model years thereafter. 

 

Conclusions from Table 13.8 and Figure 13.29 include: 

 Between MY 2015 and MY 2030, manufacturers as a group will be required to 

increase required vehicle fuel economy levels by more than 50 percent for 

passenger cars and 40 percent for light trucks. 

 The analysis assumes an increase in NHTSA’s CAFE non-compliance fine rate 

from $55 per mpg under the required level per vehicle sold to $140 per mpg. As a 

result, the modeling indicates that many fine-paying manufacturers will respond 

more aggressively to CAFE requirements than in previous analyses. 

 A few manufacturers (e.g., JLR, Volvo) could find the option of paying fines 

attractive enough to fall well short of one or both standards by MY 2030.  

 By MY 2030, all manufacturers assumed to be averse to paying CAFE fines (e.g., 

Ford, GM, and FCA) are estimated to be able to reach compliance without the use 

of credits. 

 Total industry average CAFE level and standard are lower using the MY 2015 

fleet in the current analysis than they were using the MY 2010 fleet in the Final 

Rulemaking, largely attributable to the shifts in sales between light trucks and 

passenger cars. 

 The 2016 Draft TAR states “manufacturers achieving CAFE levels close to the 

requirements, albeit generally closer for the passenger cars than the light trucks.  

(2016 Draft TAR, pp.13-57 to 13-60) 

 

200



 

Concern1:  

Regarding Figure 13.29 and the last bullet point, above, some manufacturers (e.g., BMW, 

Daimler) are shown to miss the 2025 CAFE standard by over 5 mpg. An explanation of 

what resulted in under achieving the CAFE standard would be informative. An 

explanation would be particularly helpful since both manufacturers are shown with 

significant numbers of downsized, turbocharged engines and over 60 percent strong 

hybrids in trucks and over 50 percent hybrids in cars. This suggests that there were still 

technologies that these manufacturers could have applied, unless these manufacturers are 

also in the group who find the option of paying fines attractive enough to fall well short of 

one or both standards by MY 2030. 

 

Recommendation 1:  

Add a statement that some manufacturers (e.g., BMW, Daimler) are shown to miss the 

2025 CAFE standard by over 5 mpg and provide an explanation of what resulted in this 

underachievement.  

 

RESPONSE: DOT’s published 2016 analysis used inputs treating BMW and 
Daimler as treating payment of civil penalties as an economic choice, and treated 
most other manufacturers as treating payment of civil penalties as something to be 
avoided at all costs. The draft TAR presented a highly-summarized single-chapter 
summary of the analysis. A fuller Regulatory Impact Analysis will discuss 
manufacturers’ estimated responses to potential new standards. 

 

Concern 2: 

No reference or estimated effective date is provided for the increase in NHTSA’s CAFE 

non-compliance fine rate from $55 per mpg under the required level per vehicle sold to 

$140 per mpg. 

 

Recommendation 2: 

Provide a reference and estimated effective date for the increase in NHTSA’s CAFE non-

compliance fine rate from $55 per mpg under the required level per vehicle sold to $140 

per mpg. 

 

RESPONSE: A new Regulatory Impact Analysis will discuss input values specifying 
projected civil penalty rate. 

 

Technology Penetration Rates: 
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Figure 13.30 through Figure 13.33 show passenger car technology penetration rates for 

engine, transmission, electrification, and load reduction technologies, respectively. Figure 

13.34 through 13.37 present comparable analyses for light trucks. 

(2016 Draft TAR, pp. 13-61 to 13-72) 

 

Concern 3: 

Notably missing from Figures 13.30 and 13.33 are the Atkinson 2-cycle (non-hybrid) and 

Miller cycle engines. This is particularly notable since EPA’s analysis indicates a 44 

percent penetration for Atkinson 2-cycle engines by 2025 (Table 12.45, p. 12-35). 

 

Recommendation 3:  

Add an explanation of 1) why Atkinson 2-cycle engines do not appear in Figures 13.30 

and 13.33, or modify Figures 13.30 and 13.33 appropriately, and 2) the significant 

differences with EPA’s projection of 44 percent penetration of Atkinson 2-cycle engines.  

 

RESPONSE: The 2016 Draft TAR presented a highly-summarized single page 
discussion of DOT’s 2016 analysis, which showed limited application of HCR2 (a.k.a. 
“Akinson 2”) engines. A new Regulatory Impact Analysis will more fully discuss 
input assumptions and model results for specific technologies. 

 

Projected Compliance Costs: 

 

Table 13.9, showing average per vehicle cost for the primary analysis using RPE to mark 

up direct costs, has three columns, the first of which shows costs added with stringency 

increases through 2016. 

(2016 Draft TAR, pp. 13-72 to 13-74) 

 

Concern 4-1:  

The explanation of Table 13.9 is not clear for several reasons.  

The text on p. 13-72 comments that the first column shows the “investments” 

manufacturers would have to make to comply with current standards through 2016. 

However, Table 13.9 is labeled “costs” rather than “investments.” 

 

Recommendation 4-1:  

Since Table 13.9 is believed to show total costs (direct manufacturing costs x RPE), the 

text should be changed from “investment” to “total cost.” 

 

202



RESPONSE: A new Regulatory Impact Analysis will better differentiate between 
investments and costs. 

 

Concern 4-2: 

The first column labeled “Costs added with stringency increases through 2016” needs 

further explanation with respect to the time period. Are these costs that have been added 

for the 2012 through the 2016 time period? 

 

Recommendation 4-2:  

Clarify the first column of Table 13.9 with respect to the time period for the “costs added 

with stringency increases through 2016” (e.g., such as 2012 through 2016).  

 

RESPONSE: A new Regulatory Impact Analysis will more fully explain the modeled 
timing of compliance costs. 

 

Concern 4-3: 

The “Total Costs” shown in the last column labeled “Total Costs” generally appear to 

equal the total of the previous 3 columns for each row. However, this is not always the 

case. For example:  

 The 2017 total is 410 compared to 400 shown in the last column; and 

 The 2019 total is 840 compared to 830 shown in the last column. 

 

Recommendation 4-3:  

An explanation should be added that the “Total costs” shown in the last column are the 

total of the adjacent 3 columns for each row (if this is correct). Appropriate numerical 

corrections should be made to Table 13.9. 

 

RESPONSE: These differences are attributable to rounding in the tabulation of 
costs. A new Regulatory Impact Analysis will present updated results and discuss 
any rounding. 

 

Concern 4-4: 

The text states that, in NHTSA’s modeling, manufacturers begin investing in compliance 

with the Augural Standards as early as 2017, redesigning vehicles that will continue to be 

built in 2022 and beyond. However, it likely that not all of the costs for 2017 – 2021 can 

be assigned to the Augural Standards in the MY 2022 – 2025 time period.  

 

 

203



Recommendation 4-4:  

The text should clarify which costs can be assigned to the Augural Standards. Although 

the  

“Additional costs under MYs 2022-2025 Augural Standards” (Column 3) can be assigned 

to the Augural Standards, an explanation of what part of the costs labeled “Additional 

costs with stringency increases through 2021” (Column 2) can be assigned to the Augural 

Standards should be provided. 

 

RESPONSE:  The third column “Additional Costs under MYs 2022-2025 Augural 
Standards” attempted to do this. A new Regulatory Impact Analysis will present 
updated results, and will explain attribution of costs to different model years’ 
standards. 

 

Concern 4-5 

Figure 13.38 shows the rate at which average regulatory costs increase relative to the 

required and achieved CAFE levels for the industry. The (assumed “cumulative”) cost by 

2030 is shown as $1,250. However, Table 13.9 would suggest that this cost might be the 

sum of $660 (or a part of $660 related to MYs 2022-2025) and $1,240, or $1,900, but this 

cost from Table 13.9 is inconsistent with the $1,250 shown in Figure 13.38. 

 

Recommendation 4-5:  

Add the label “cumulative (if correct) to the right-hand y axis of Figure 13.38. Add an 

explanation of how this “cumulative” cost of $1,250 is related to the costs shown in Table 

13.9 (specifically the sum of $660 (or the part of $660 related to MYs 2022-2025) in 

Column 2 and $1,240 in Column 3, or $1,900). 

 

RESPONSE: The right-hand y axis of Figure 13.38 in the 2016 Draft TAR correctly 
identifies the costs (shown as a dashed line) as being the average additional costs 
beyond those occurring under the “no action alternative.” These are aligned with the 
third column “Additional Costs under MYs 2022-2025 Augural Standards” shown in 
Table 13.9. A new Regulatory Impact Analysis will present updated estimates of 
costs, explaining attribution to the no-action and other regulatory alternatives. 

 

Concern 5: 

Table 13.10, showing average per vehicle cost and production volume in MY 2025, 

provides additional information on the distribution of projected sales and compliance 

costs for each manufacturer. The industry average cost of $2,070, which is assumed to be 

the sum of the previous 3 columns, agrees with Table 13.9 for MY 2025. However, the 3 

previous columns only add to $$2,060, rather than $2,070. 

(2016 Draft TAR, pp.13-75 to 13-76) 
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Recommendation 5:  

Resolve the difference between the industry average of $2,070 and sum of the 3 previous 

columns, which only equals $2,060 (370 + 670 + 1,020) in Table 13.10. 

 

RESPONSE: These differences are attributable to rounding in the tabulation of 
costs. A new Regulatory Impact Analysis will present updated results and discuss 
any rounding. 

 

Concern 6: 

The $$2,480 shown for the 2012 Final Rule in Table 13.10 is significantly different from 

the current analysis showing a cost of $2,070. The following explanation is provided for 

this difference: “Notably, drops in overall costs for compliance through 2016, relative to 

analysis in the 2012 final rule, reflect, among other things, choices that manufacturers 

across the sector have made since 2010 (the model year providing the foundation for 

NHTSA’s 2012 analysis) with respect to applying technology and to achieving 

compliance in the early years.” This explanation is vague, non-quantitative, and unclear. 

 

Recommendation 6:  

Provide a clear explanation, with a quantitative illustration, for the difference between the 

$2,070 total cost for the 2025 standards in the current analysis and the $2,480 cost for the 

2025 standards shown for the 2012 Final Rule in Table 13.10. The difference is 

significantly greater than the difference between 2013$s used for the current analysis and 

2010$s used for the Final Rulemaking. 

 

RESPONSE: These differences are attributable to rounding in the tabulation of 
costs. A new Regulatory Impact Analysis will present updated results and discuss 
any rounding. 

 

Comparison to No-Action Alternative: 

 

Table 13.11 shows estimated model year 2028 CAFE levels under the No-Action 

Alternative and the Augural Standards. On an industry-wide basis, the Augural Standards 

are estimated to improve average fuel consumption by about 14 percent. 

 

 Table 13.12 shows the estimated average additional cost in MY 2028 (compared to the 

No-Action Alternative) of fuel-saving technologies producing these incremental fuel 

consumption improvements under the Augural Standards. On an industry-wide basis, 

these estimated incremental costs for the Augural Standards average $1,175 for the 

combined fleet. 

(2016 Draft TAR, pp. 13-77 to 13.79) 
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Concern 7: 

The difference between the estimated incremental costs of $1,174 for MY 2028 for the 

combined fleet for the Augural Standards shown in Table 13.12 and the $1,250 cost for 

the Augural Standards shown in Table 13.9 is not explained in the 2016 Draft TAR.  

 

Recommendation 7:  

An explanation of the difference between the $1,175 for MY 2028 for the combined fleet 

for the Augural Standards shown in Table 13.12 and the $1,250 shown in Table 13.9 for 

the Augural standards should be provided. Include an explanation of the role of the $660 

(or the part of $660 related to MYs 2022-2025) as related to the $1,250 shown in Table 

13.9 (see Recommendation 4-5). 

 

RESPONSE: In the 2016 Draft TAR, the text preceding Table 13.12 indicates that 
table shows costs that “excluding any estimated civil penalties.” Costs shown in 
Table 13.9 included civil penalties. A new Regulatory Impact Analysis will present 
updated results and discuss the scope of costs presented.  

 

Sensitivity to Key Inputs: 

 

NHTSA examined how alternative assumptions about critical inputs to the simulation 

would change outcomes of interest.  

 

The two bar plots in Figure 13.39 and Figure 13.40, show the percentage change in 

regulatory costs (technology costs plus fines) under the high and low case assumptions for 

a variety of sensitivity assumptions. 

 

Figure 13.40 showing the sensitivity of total regulatory costs (MY2016 - MY2030) to 

alternative assumptions has several key observations: 

 The highest influence on total cost is product cadence, where design cycles 2 

years longer limit manufacturers’ choices and lead to cost increases approaching 

30 percent over the design cycles used in the central analysis. 

 Battery costs are second in importance and total costs decrease 7 percent when 

battery costs are reduced to $100/kWh. 

 Mass reduction is third in importance and total cost could increase by 4 percent if 

the MR1 limit for passenger cars is replaced with no restrictions in mass 

reduction. 

(2016 Draft TAR, p.13-92) 
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Concern 8: 

The explanation of why extending product cadence by 2 years results in cost increases 

approaching 30 percent is not provided. Why does extending the product cadence limit the 

manufacturers’ choices? 

 

Recommendation 8:  

Provide an explanation, with examples, of why extending product cadence by 2 years 

results in cost increases approaching 30 percent. Explain why extending the product 

cadence limits the manufacturers’ choices. 

 

RESPONSE: A new Regulatory Impact Analysis will present an updated sensitivity 
analysis and will more fully discuss cases involving changes to estimated cadence. 

 

RPE vs. ICM: 

 

NHTSA also conducted a sensitivity case analysis using indirect cost multiplier (ICM) in 

place of retail price equivalent (RPE) which was used for the primary analysis. Table 

13.23, showing a comparison of cost estimates using retail price equivalent and indirect 

cost multiplier mark up, show that the average per-vehicle cost in MY 2025 is $2,065 

using RPE and $1,859 using ICM. 

(2016 Draft TAR, pp. 13-90-13-94) 

 

Concern 9: 

In Table 13.23, NHTSA shows that the use of ICM in place of RPE leads to different 

average per-vehicle costs for MY 202. However, the 2016 Draft TAR makes the statement 

that “The ICM estimates used in this draft TAR, (is) consistent with the FRM.” 

(2016 Draft TAR, p. 5-238) 

 

Recommendation 9:  

NHTSA should provide insight into whether the RPE or ICM method will be used for the 

average per-vehicle cost for 2025 MY. This appears to be an important decision since 

EPA and NHTSA were evaluating both methods in the 2016 Draft TAR. 

 

RESPONSE: An updated Regulatory Impact Analysis will discuss how cost input 
values reflect NHTSA’s approach to “marking up” estimated direct costs. 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 

 
 
The data, computational methods and assumptions are likely reasonable and appropriated, 
but Recommendations 1-9 need to be addressed. 
 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 
topic? 

 
 
Implement Recommendations 1-9. 
 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

4. Is there an alternative approach that you would suggest? 
 
 
No. Implementation of Recommendations 1-9 is the suggested approach. 
 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 
the review topic to the overall utility and plausibility of the Volpe Model output?  

 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 
of the model for setting CAFE standards? 

 
 
The output of the Volpe Model is critical in setting the CAFE standards by ensuring that 
they are cost effective to the consumer. Ensuring cost effective CAFE standards increases 
the likelihood that the vehicles will continue to be attractive to the consumers. 
Implementing Recommendations 1- 9 will enhance the utility and plausibility of the 
Volpe Model output. 
 
RESPONSE: See responses to recommendations 1-9 above. 
 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a 

“rebound” effect 

4.3. Approach to estimating total emissions of “criteria” pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

[NO RESPONSE.] 

210



Walter Kreucher 

 

REVIEW TOPIC NUMBER 4.5. ESTIMATION OF CONSUMER IMPACTS FROM CAFE STANDARDS 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The existence of the “Energy Paradox”7 is well documented. It may not be as confounding as the 
proponents of CAFE believe. 
 

Consumers are smarter than CAFE proponents. They look at the totality of costs including “real 
world” fuel economy, maintenance, and depreciation. One of the things that should be 
corrected is the lack of a battery replacement over the useful life for HEVs, PHEVs, and BEVs. 
 

Another item that the model misses is the differential depreciation rates for HEVs, PHEVs, and 
BEVs. 
 

A third item is to update the model to plug in realistic inputs for the gap between test fuel 
economy and real-world fuel economy for HEVs, PHEVs, and BEVs. 
 

 

 

 

 

 

 

 

7 Committee on the Assessment of Technologies for Improving Fuel Economy of Light-Duty Vehicles, Phase 2. 
(2015). Cost, effectiveness, and deployment of fuel economy technologies for light-duty vehicles. Washington, DC: 
National Academies Press. 
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There is considerable evidence that hybrid electric vehicles operate differently on the road 
compared to gasoline vehicles. 
 
RESPONSE: Expectations regarding manufacturers’ apparent judgments regarding buyers’ 
willingness to pay for fuel economy are reflected in the “payback period” values specified 
when running the model. A new Regulatory Impact Analysis will discuss updated values used 
for NHTSA’s analysis Other model inputs can be used to specify differences between 
“laboratory” and “real-world” energy consumption, and to specific different values for 
operation on gasoline and operation on electricity. 
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
OWNERSHIP AND OPERATING COSTS 
 

The ownership and operating cost data used in the report is limited and outdated. Several 
companies, Edmunds, Kelley Blue Book, and others regularly publish these values for every 
vehicle on the market. 
 
Hybrid electric vehicle technology has been on the market for almost two decades. During that 
time a substantial body of data has been collected on the ownership and operating cost of this 
technology compared to conventional gasoline technologies. 

 

 
 

The table above shows a sampling of data from the 15 highest selling HEVs compared with their 
gasoline counterparts.8 The ownership and operating costs are substantially higher for the hybrid 
electric vehicle. This data must be reflected in the technology input files. The higher costs are due 
to the added complexity and cost of a second powertrain. 
 

As a percentage of the MSRP, the values are relatively consistent with the exception of 
depreciation. Hybrid electric vehicles depreciate faster and in most cases the resale vehicles are 
actually below that of the comparable gasoline vehicles in less than 7 years despite the fact that 
the HEV starts out at a price premium. The model must reflect the lower resale value of hybrid 
electric vehicles. 
 

I would point out that the fuel savings in the above table may not be realistic as it reflects the 
EPA label fuel economy information. EPA made the strategic decision almost ten years ago at the 
urging of Honda and a few other hybrid manufacturers to lump hybrids in with conventional 
gasoline vehicles for fuel economy labeling purposes even though EPA had knowledge as far back 
as 19989 that hybrids operated differently on test cycles than they did on the road. (see next item 
for details). 
 

Of the top 25 HEVs on the market in 2017, only 5 have a 5-year cost of ownership that is lower 
than the gasoline counterpart (even assuming the EPA fuel economy value is accurate). In those 
cases where the HEV is cheaper to own it is because the manufacturer made the strategic 
decision to spread the cost of the hybrid technology across the entire platform. 
 

8 I can provide the raw data if you need it but it is all available online. 
9 Evaluation of a Toyota Prius Hybrid System; EPA420-R-98-006; August 1998; Karl Hellman et al. 
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While the strategy of platform pricing works on a limited basis, it is not the foundation of a long-
term business strategy. 
 
RESPONSE: As will be discussed in a new Regulatory Impact Analysis, model input values have 
been updated to reflect a new analysis of hybrid and electric vehicle resale value. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
Update the input files to reflect realistic assumptions for the true cost of ownership. 
 
RESPONSE: See response to 1 and 2 above. 
 
GAP BETWEEN TEST AND ON-ROAD MPG 
 
The Environmental Protection Agency since the beginning of the fuel economy labeling program 
has discounted the test fuel economy. In the years following the introduction of hybrid electric 
vehicles and conventional vehicles with higher fuel economy, the Agency received a substantial 
increase in complaints from consumers indicating that they could not achieve the fuel economy 
that was listed on the Monroney label. 
 
The Agency conducted a substantial investigation into this phenomenon and published a revised 
rule that changed the way fuel economy labels were calculated. In this rule, the Agency changed 
from a “static” adjustment factor to a “dynamic” adjustment factor. The higher the test fuel 
economy the larger the adjustment EPA applied to the fuel economy label. 
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The figure above is a plot of the fuel economy test data from the 2017 EPA database comparing 
the unadjusted combined fuel economy with the EPA adjusted combined fuel economy. The 
data shows two things. First, the gap between test fuel economy and label fuel economy is not 
“static” as EPA had assumed prior to the 2008 model year but is dynamic in that as the test fuel 
economy increases EPA applies a larger adjustment factor to the value. 
 
The adjustment that EPA applies ranges from 18 percent on the low end up to 29 percent at the 
higher fuel economy. 
 
In order to understand how this came about, a bit of history is necessary. 
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In 1998 EPA conducted an evaluation of the Toyota Prius Hybrid System.10 Toyota loaned EPA a 
vehicle certified to the Japanese standards. Based on these tests, EPA concluded: 
 

Because the Prius had regenerative braking on only the front wheels (the wheels used on the 
dynamometer for the official EPA test) the vehicle over charged the battery during official testing 
with the result that fuel economy measured by EPA “may be too high compared to what actually 
happens on the road, and it could be conjectured that the resulting mpg from the chassis 
dynamometer will be inappropriately high (and the vehicle would emit more greenhouse gases 
when driven on the road).” This conjecture was validated with vehicle test data in the report.11 
 

The state of charge impacted vehicle fuel economy and greenhouse gas emissions. This 
may explain in part why HEVs lose fuel economy as the hybrid battery deteriorates over its 
life. 
 

Highway fuel economy was approximately 7 percent different depending on state of charge 
of the battery. Thus a short highway trip may result in lower fuel economy as the engine 
works harder to recharge the battery. 
 
EPA conducted a “Bag 1”12 Federal test procedure (FTP) and noticed significantly higher 
hydrocarbon and oxide of nitrogen emissions and significantly lower fuel economy (25%) 
when the battery was fully discharged. The effect over the entire FTP was an 11 percent 
difference in fuel economy and carbon dioxide. 
 

The Toyota hybrid system shuts off the engine at idle, during decelerations and during low 
speed driving when the air conditioning and cabin heat are in the off position. When the air 
conditioning or cabin heat is in the on position the engine is turned on and fuel economy is 
reduced. 
 

The nature of current hybrid technology – the addition of a battery as a second source of on-
board power, sophisticated control systems, and sometimes a smaller engine – makes a 
hybrid’s fuel economy more sensitive to certain factors, such as colder weather and air 
conditioning use. 
 

Cold temperatures cause the battery to discharge faster. EPA testing shows that the vehicle 
loses 50 percent of its charge in two weeks while stored at 20 °F. This results in lower fuel 
economy and higher greenhouse gas emissions when the vehicle is operated following a 
period of inactivity. 
 

 

  

10 Evaluation of a Toyota Prius Hybrid System; EPA420-R-98-006; August 1998; Karl Hellman et al. 
11 EPA uses a “k” factor developed by Toyota to factor in the state of charge. 
12 Bag 1 is the first third of the EPA standard city test. 
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EPA conducted an additional study in 200613 confirming that HEVs operate substantially 
differently on the road than they do during official testing. Based on a 2006 review of several 
independent studies EPA concluded: 
 

1. Hybrid vehicles showed a slightly greater impact of aggressive driving on fuel 
economy than conventional gasoline vehicles (33% lower fuel economy versus 29% 
lower fuel economy for a conventional vehicle). 

2. Hybrid vehicles tended to show greater sensitivity to air conditioning operation than 
conventional vehicles. The effect of air conditioning operation reduced hybrid fuel 
economy by 31 percent, compared to the 20 percent impact on conventional 
vehicle fuel economy. 

3. Overall, conventional gasoline vehicles averaged a cold temperature effect of about 
11 percent lower fuel economy, while the impact on hybrid vehicles averaged 
about 32 percent lower fuel economy. 

4. The Cold Federal Test Procedure fuel economy with the heater/defroster on was 
significantly lower than that with the heater/defroster off, ranging from 5.8 percent 
lower fuel economy (~1 mile per gallon lower on a non-hybrid vehicle) to 18.4 
percent lower fuel economy (~8 miles per gallon lower on a hybrid vehicle). Note the 
fuel economy tests used by EPA for the original fuel economy labels were conducted 
with the air conditioning, heater and defrosters all switched to the off position. 

 

The Agency promulgated new rules effective in 2008 for fuel economy labels. These new fuel 
economy label requirements recommended that manufacturers conduct testing using a five- 
cycle test sequence (few of the producers of HEVs chose this option). 
 

Manufacturers were given the option to conduct the full test and use the vehicle specific 
data to adjust their fuel economy data or were permitted to use generic fuel economy 
adjustment values. The Agency permitted hybrid vehicles to use the gasoline vehicle 
adjustment equation even though all indications at the time were that hybrid vehicles were 
more sensitive to these real-world driving conditions. 

 
 

13 Draft Technical Support Document; Fuel Economy Labeling of Motor Vehicles: Revisions to Improved 
Calculation of Fuel Economy Estimates; EPA420-D-06-002; January 2006 
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For purposes of this analysis, I combined the data13 from three of the “on road” test cycles 
(SCO3 – AC on Summer, US06 – typical driving, and the Cold CO – Heater on Winter) that 
EPA uses in into a single gap. The values of the gap range from 0 to 19 percent for 
conventional technology and from 3 percent to 33 percent for hybrid electric vehicle 
technology with the gap increasing as the test fuel economy increases. 

 

Based on this, the CAFE model must be revised to reflect a dynamic gap and the gap 
must be technology-specific. 

 

4. Is there an alternative approach that you would suggest? 
 

Add a provision to the model that allows a technology specific gap. This is critical for 
start- stop technologies, HEVs, PHEVs, and BEVs. Start-stop technologies behave in a 
similar manner to HEVs when the air conditioning and/heater are operational. 
 
RESPONSE: Model inputs can be used to specify differences between laboratory and 
real-world energy consumption, and to specific different values for operation on 
gasoline and operation on electricity Inputs to NHTSA’s 2016 analysis reflected 
expectations that this gap would be greater for electricity than for gasoline. Additional 
research and data is required in order to determine whether it would be practicable to 
accommodate technology-specific gaps, especially considering that gaps could vary 
between combinations of technologies. 

 

5. What is your assessment of the utility of the output of the model for setting CAFE standards? 
 

See discussion below. I would recommend that the consumer cost be revised to reflect 
the loss of utility and the loss of value. 
 

 
 

13 The data is contained in the EPA test car data sets. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.5 Estimation of consumer impacts from CAFE standards 

Other Review Topic Numbers (if interactive effects are focus of discussions):_Topic 2.4_____ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 
Although the CAFE model does not currently estimate a potential market response to 

changes in vehicle prices, it does contain data on initial purchase cost (2015 MSRP 

reported by the manufacturer) and final vehicle purchase cost (defined as 2015 MSRP 
plus added technology cost to meet the applicable standard) for each specific vehicle 

model These estimates provide a general indication of the price range of particular 
models, and give some indication of the starting point for manufacturer’s consumer price 

optimization decisions. 
 

By the time the fleet reaches a stable compliance level in MY 2028, both passenger car 
and truck classes of vehicles are projected to incur over $2,000/vehicle in compliance 

costs relative to the MY 2015 vehicle (assuming RPE methodology) Of the $2,000 cost 

increase, NHTSA’s modeling suggests that Augural Standards will increase average 
vehicle technology costs by about $1,000 per vehicle relative to the average price of a new 

vehicle under continuation of the MY 2021 standard. 
 

However, NHTSA cannot predict the extent to which each manufacturer will choose to 
mix price increases, other cost reductions, and reduced margins in the aggregate, or how 

these decisions will be distributed across the vehicles in each manufacturer’s fleet. 

 
To the extent that new vehicle cost increases are passed on to consumers, other consumer 

cost elements that scale with purchase price, including interest on car loans, insurance, 
and some taxes and fees would also increase. NHTSA’s analysis includes estimates of 

some of these types of impacts. 
 

While new car buyers are likely to pay more to purchase, register, and insure their new 
vehicles under the CAFE standards, they will pay less to operate them. Consumers might 

consider the “payback period” for incremental technology, which is defined as the number 

of years of the accumulated dollar value of fuel savings needed to recover the additional 
cost of technology. 

 
The payback period associated with the technology cost increases for new cars and trucks 

for the 2021 baseline standards, the Augural standards and the total 2025 standards, using 

the same projected fuel prices, based on the EIA’s Annual Energy Outlook, are shown in 

Figure 13.41and indicate the following: 
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 Payback periods under all three scenarios are generally longer for cars than for 

trucks. Passenger cars have comparable average per-vehicle costs under the total 

program, but start from higher fuel economy levels Improving the fuel economy 
of the less efficient trucks, which are driven more miles leads to greater savings 

and shorter payback periods. 

 The payback period for the Augural Standards is longer than either the baseline 

standards or the combined total 2025 standards, for much the same reason as 
above. 

 By MY 2030, the payback period for cars is about 4.4 years and for trucks is about 

3.1 years. 

 
NHTSA applies a one-year payback period in its compliance and technology application 

analysis (and assumes manufacturers will recoup all direct and indirect costs and realize 
normal levels of profit). This one-year payback assumption attempts to address the 

possible concerns with assuming either that new car and truck buyers place no value on 

fuel economy or place a sufficiently high value on additional fuel economy to contradict 
historical observations of preferences in the new car market (where trends toward smaller, 

more fuel efficient vehicles under high fuel price scenarios have typically retreated as the 
fuel price fell). 

(2016 Draft TAR, pp. 13-93 to 13-99) 
 

Concern 1: 

The statement on p. 13-99 that “NHTSA applies a 1-year payback period in its 
compliance and technology application analysis” appears to differ from the following 

comments on page 13-10 (2016 Draft TAR): 
“The default assumption in the model is that manufacturers will treat all technologies that 

pay for themselves within the first 3 years of ownership (through reduced expenditures on 
fuel) as if the cost of that technology were negative. This holds true up to the point at 

which the manufacturer achieves compliance with the standard – after which the 
manufacturer treats all technologies that pay for themselves within the first year of 

ownership as having a negative effective cost.” 

 
Recommendation 1:  

The payback periods used in the Volpe Model should be clearly explained, particularly 
with respect to when the three year payback period is used and when the one year payback 

period is used In addition, the comment that “manufacturers will treat all technologies that 
pay for themselves within the first three years of ownership (through reduced expenditures 

on fuel) as if the cost of that technology were negative” needs to be explained. (Is this 

applied only in the technology selection process rather than in the calculation of initial 
cost increases? Are the negative costs calculated using Equation 5 for effective cost [p. 

25])? 
 

RESPONSE: The reference to “negative costs” refers to negative values obtained 
when calculating the “effective cost” by applying the equation 5 from the model 
documentation The model documentation will more fully explain the meaning and 
application of these payback periods, and a new Regulatory Impact Analysis will 
more fully explain corresponding input values applied by NHTSA.  Some 
manufacturers’ comments support applying payback period of 2 to 3 years. 
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Concern 2: 
It is not clear if the payback periods discussed in Concern1 apply to 1) the entire list of 

technologies used to meet the MY 2025 CAFE standard, or 2) the incremental list of 

technologies used to meet the Augural CAFE standards, or 3) to each incrementally added 
technology for any to the CAFE standard scenarios? 

 
Recommendation 2: 

Clarify when the various payback periods (one year, three years) apply. For example, 
explain whether the payback periods apply to: 1) the entire list of technologies applied to 

meet the MY 2025 CAFE standard, or 2) the incremental list of technologies used to meet 

the Augural CAFE standards, or 3) to each incrementally added technology for any to the 

CAFE standard scenarios. 

 

RESPONSE: The payback period is an input that determines the quantity of fuel 
savings to be included when calculating the “effective cost” (shown as equation 5) of 
each potential application of technology See also response to recommendation 1 
above. 
 

Concern 3: 

EPA and NHTSA assumed a short-run demand elasticity of -1 to convert a change in price 
into a change in quantity demanded of vehicles (EPA RIA, 2012) An elasticity of -1 

means that a 1 percent increase in price leads to a 1 percent reduction in quantity sold  
(EPA, Regulatory Impact Analysis: Final Rulemaking for 2017-2025 Light-Duty Vehicle 

Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards, 
August 2012, p. 8-1) 

 

With an average vehicle price of $34,000, the estimated $2,000 increase for the MY 2025 
standards would result in a 5.9 percent increase in vehicle price If the estimated price 

elasticity of demand of -1 is correct, then a 5.9 percent decline in sales might result (1 x 

$2,000/$34,000 x 100).  

 
Recommendation 3: 

Address the impact of the possible 5.9 percent decline in sales on the economy and the 
automotive industry in the TAR and /or other appropriate documentation. 

 

RESPONSE: The model has been revised to estimate impacts on industry sales and 
employment. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The assumptions regarding the application of payback periods are not clear, as explained 

in Concerns 1 and 2, above The impact of the estimated price elasticity of demand of 

around - 1 and the associated impact on the decline in sales, as explained in Concern 3, 

need to be addressed. 
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RESPONSE: See responses to recommendations 1-3 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-3, together with any appropriate modifications to the 

model and the model documentation that may result. 

 
RESPONSE: See responses to recommendations 1-3 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1-3, together with any appropriate 

modifications to the model that may result, is the suggested approach. 

 
RESPONSE: See responses to recommendations 1-3 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementation of Recommendations 1-2 together with any appropriate modifications to 

the model that may result, will enhance the utility and plausibility of the Volpe Model 

output Implementation of Recommendation 3 addressing the impact of the estimated 5.9 

percent decline in sales on the economy and the automotive industry in the TAR and /or 

other appropriate documentation will also enhance the utility and plausibility of the Volpe 

Model output. 

 
RESPONSE: See responses to recommendations 1-3 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a 

“rebound” effect 

4.3. Approach to estimating total emissions of “criteria” pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 4.6. Model results for social, economic and environmental effects of CAFE 
standards (costs, benefits, and quantities) 

Other Review Topic Numbers (if interactive effects are focus of discussions):  

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The CAFE model purpose is supported by reporting the real world fuel economy benefits arising 
from enforcement of the standard. 
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
manufacturers have choices (e.g., adjusting fleet mix) beyond those currently simulated by 
the CAFE model. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The model employs a defensible methodology, but reliable/accurate input data are hard to 
define. Vehicle survival rates vary regionally and by owner type, and hence the miles that they 
are driven are difficult to identify. Driving schedules and terrain play a major role. Older 
vehicles, as one example, will deteriorate in efficiency, often with higher rolling resistance tires 
in place, and poor combustion left uncorrected. It is well known that the CAFE standards 
themselves are not a good indicator. But an approximate number can be projected. 
 
RESPONSE: Consistent with 49 U.S.C. 32902 and 32904, the CAFE model’s compliance 
calculations assume fuel consumption inputs reflect the test procedure used for fuel economy 
certification. The model also accommodates inputs estimating differences between 
laboratory and real-world conditions, and uses these adjustments when estimating impacts 
on national fuel consumption. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None. To increase accuracy would need the addition of a substantial module and new input 
data to the model. 
 

4. Is there an alternative approach that you would suggest? 
 
No. 
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5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 
An approximate quantification of fuel saved, projected by the model, will serve to promote the 
national benefit of the standards. 
 

7. Provide any additional comments that may not have been addressed above. 
 
If these output benefit calculations become a major thrust, they will require additional 
resources to increase their real-world accuracy. 
 
RESPONSE: See response to 1 above. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 4.6. MODEL RESULTS FOR SOCIAL, ECONOMIC AND ENVIRONMENTAL 
EFFECTS OF CAFE STANDARDS (COSTS, BENEFITS, AND QUANTITIES) 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The model does not seem to account for lost jobs or sales transfers. I raise this as an issue 
because in a number of cases the model results in setting standards that demand year-over-year 
changes higher than the manufacturer has ever accomplished. (see 4.4 above) 
 
RESPONSE: The model has been revised to estimate impacts on sales and employment. 
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Jose Mantilla 

Reviewer Name: Jose Mantilla  

Review Topic Number: 4.6 – Model results for social, economic and environmental effects of 

CAFE standards 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The methodologies for the calculation of fuel consumption, greenhouse gas emissions and 

emissions of criteria pollutants are reasonable. However, the fundamental components of 

the estimations have not been properly discussed. In addition, the respective interactions 

between the different factors of relevance to the calculation of fuel consumption, 

greenhouse gas emissions and criteria pollutants are not properly discussed. As such, the 

reader is left with the need to ‘fully trust’ the information presented rather than being able 

to critically evaluate it.  

 
RESPONSE: Sections 3-5 of the model documentation describe the methodologies 
applied in order to calculate fuel consumption, greenhouse gas emissions, and 
criteria pollutant emissions, with the structure of relevant model inputs described in 
Appendix A (Section A.3). Specific values used as inputs are determined when the 
model is exercised, and methods and data involved in developing these inputs are 
explained in the Regulatory Impact Analysis accompanying any given rulemaking. 
Insofar as these inputs are developed using other models (e.g., EPA’s MOVES 
model, Argonne’s GREET model), they are documented by the organization that 
develop and maintain these models. We are not certain what further steps the 
reviewer would deem necessary for a “proper discussion.” 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Insufficient information is provided to assess the reasonableness and appropriateness of 

data, computation methods and assumptions – specifically the assumptions and 

methodology for the estimation of emission rates for each criteria pollutant for each 

vehicle. Similarly, the assumptions and methodology for the estimation of fuel 

production/distribution emissions rates are not presented. These are (perhaps the most) 

critical inputs to the calculation of criteria air pollutant emissions; as such, additional 
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information should be provided in the Model Documentation with respect to the sources 

and methods used to derive these rates. 

 
RESPONSE: See response to 1 above.  
 

A detailed discussion of the differences in real-world versus rated fuel efficiency and 

emission levels should be presented. This should be accompanied by a discussion of the 

effects on overall (by vehicle and fleetwide) estimates.  

 

The information presented in the Draft TAR is potentially technically sound and valid; 

however, it has been presented in a manner that appears unnecessarily confusing and 

could be significantly enhanced and clarified. For example, I make reference to the 

following paragraph on page 13-100: 

 

Of particular note in Figure 13.42 is the magnitude of the difference in emissions 

savings for the conventional tailpipe pollutants (NOx and PM). Since the 2012 

final rule analysis was conducted, additional tailpipe standards have been 

implemented that reduce the long-term emissions of these pollutants, and the 

increase in total VMT relative to the 2012 analysis increases the opportunity to 

reduce emissions. While the additional VMT associated with the rebound effect 

does increase the emissions of conventional pollutants from vehicle tailpipes, the 

reduction in upstream emissions from avoided fuel consumption is significantly 

larger - and produces social benefits. 
 

On first reading, this paragraph implies that an increase in VMT produces social benefits. 

I understand that the document is discussing the relative magnitudes of changes in 

emissions from vehicle use and fuel refining/distribution. However, while an increase in 

fuel efficiency will indeed result in a reduction in upstream emissions on a per mile basis, 

an increase in VMT will necessarily imply more upstream emissions. As such, I deem this 

paragraph to be potentially technically incorrect, poorly written, potentially contradictory 

and/or overwhelmingly confusing.  

 

RESPONSE: This paragraph attempted to communicate four factors influencing 
total future NOx and PM emissions: (a) “organic” VMT growth, (b) reduced fuel 
consumption resulting from increasing fuel economy, (c) additional VMT 
attributable to the rebound effect also resulting from increased fuel economy, and 
(d) tighter tailpipe emissions standards. It also attempted to communicate that total 
future NOx and PM emissions reflect the sum of tailpipe and upstream emissions. 
Since 2016, the model has been revised to provide means to estimate impacts on 
sales, fleet composition, and fleet turnover, all of which impact total emissions. 
Corresponding portions of the Regulatory Impact Analysis will reflect these changes 
and attempt to more clearly explain the several factors that influence calculated total 
emissions. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Pending a satisfactory resolution of the need for a more detailed discussion of the 

rationale for the determination of the fuel consumption and emission factors, and the way 

in which real-world vs rated levels are considered, advice can be provided on potential 

modifications.  

  
RESPONSE: See response to 1 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

Pending a satisfactory resolution of the need for a more detailed discussion of the 

rationale for the determination of the fuel consumption and emission factors, and the way 

in which real-world vs rated levels are considered, advice can be provided on alternative 

approaches.  

 

RESPONSE: See response to 1 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

The review topic is of critical importance to the overall utility and plausibility of the 

Volpe Model output. The potential changes in fuel consumption and emissions are a 

fundamental aspect of (and reason for) the implementation of CAFE standards. The 

methodologies used for estimating fuel consumption and emissions are reasonable but 

would benefit from additional justification and explanation. 

 

RESPONSE: See responses to 1 and 2 above. 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.6. Model results for social, economic and environmental effects of 

CAFE standards (costs, benefits, quantities) 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Criteria Pollutants and Greenhouse Gas Emissions: 

 

In addition to conserving the nation’s energy, two significant benefits of CAFE standards 

are the reduction in criteria pollutants that affect individual health and the reduction in 

greenhouse gas emissions that affect climate change. 

 

Figure 13.42 shows that “the savings in emissions, fuel gallons, and fuel quads of total 

energy consumption are generally larger under the draft TAR analysis than the 2012 

analysis.” The significant reduction in criteria pollutants is primarily the result of 

additional tailpipe standards that have been implemented since the 2012 analysis although 

VMT increased. 

 

Concern 1: 

The 2016 Draft TAR states that, although VMT associated with the rebound effect 

increases the emissions of conventional pollutants from vehicle tailpipes, the reduction in 

upstream emissions from “avoided fuel consumption” is significantly larger - and 

produces social benefits. This observation appears to contradict Figure 13.42 which shows 

that the gallons of fuel saved relative to the 2012 analysis is slightly negative, implying an 

increase in fuel consumption instead of the stated “avoided fuel consumption.” It is not 

clear why the “significant reduction in conventional pollutants” from vehicle tailpipes 

with Tier 3 emission requirements was not large enough to offset the rebound effect of 

increased VMT. 

 

Recommendation 1: 

Review, clarify, and modify as appropriate, the 2016 Draft TAR comments regarding 

Figure 13.42 with particular attention to: 

 The slightly negative savings in gallons of fuel consumed (implying an increase 

in gallons of fuel consumed) and reconcile with the comment regarding “avoided 

fuel consumption” (implying a decrease in fuel consumption). 

 Why the significant reduction in conventional pollutants with Tier 3 requirements 

from vehicle tailpipes was not large enough to offset the rebound effect of 

increased VMT, which was modest. 
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RESPONSE: Since 2016, the model has been revised to provide means to estimate 
impacts on sales, fleet composition, and fleet turnover, all of which impact total fuel 
consumption and emissions. Model documentation has been updated to discuss how 
the model preforms these calculations, and the Regulatory Impact Analysis discusses 
how they interact and combine to produce estimates of total fuel consumption and 
emissions. 
 

Societal Safety: 

 

NHTSA’s analysis indicates that the amount of mass reduction applied to passenger cars 

has been limited to achieve overall neutral societal safety, thus showing a pathway 

manufacturers could use to comply with the Augural Standards that has small net 

reductions in fatalities over the period when considering both mass reduction and 

increased VMT. 

 

Overall Benefits: 

 

Table 13.25 summarizes the costs and benefits associated with the implementation of the 

Augural Standards for MYs 2022 – 2025, relative to the continuation of the MY 2021 

standard over the same period (through MY 2028). Highlights of Table 13.25 are: 

 The primary benefit of CAFE standards accrue as a result of avoided fuel 

expenditures by new car and truck buyers. This single category of benefits is 

sufficient to ensure that the Augural Standards result in net benefits, both to 

society and to buyers of new vehicles. 

 Other significant social benefits are the value of time savings associated with less 

frequent refueling events and the value of additional travel with more efficient 

vehicles. 

 Energy security represents reduction in the economic risk associated with 

dependence on oil and exposure to price shocks. 

 The social cost of carbon emissions represents estimates of the reduction in long-

term economic impact of global climate change. 

 Conventional pollutant category represents the health savings from reducing 

exposure to conventional pollutants. 

(2016 Draft TAR, pp. 13-99 to 13-103) 

 

Concern 2: 

The 2016 Draft TAR concludes that “While the sum of benefits accruing to buyers of new 

cars and trucks significantly exceeds the additional cost of new technology borne by those 

consumers, the benefits associated with ‘social externalities’ (only) do not. This was true 

for the analysis supporting the 2012 final rule CAFE standards as well." The comment 

that “the benefits associated with social externalities (only) do not” exceed the additional 

cost (implied) is not clear, and requires an explanation of the specific social externalities 

that are referred to and the relevant additional costs which are not exceeded. 

(2016 Draft TAR, p. 13-102) 
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Recommendation 2: 

Provide an explanation of the comment in the 2016 Draft TAR (p. 13-102) that “the 

benefits associated with social externalities (only) do not” have benefits that exceed the 

additional costs, and provide an explanation of the specific social externalities that are 

referred to in this comment and the relevant additional costs which are not exceeded. 

 

RESPONSE: The 2016 Draft TAR presented a highly summarized discussion of 
impacts. The Regulatory Impact Analysis accompanying the proposed rule provides 
a fuller description of the various components included in private and social costs 
and benefits. Model documentation has also been updated. 

 

Concern 3: 

The Social Benefits from the Augural CAFE standards are listed in Table 13.25. The 

value of the first benefit, (1) Fuel Savings, can be calculated from the sum of fuel savings 

associated with all the vehicles analyzed. However, the calculations of the economic 

benefits of the other Social Benefits, including: (2) Refueling Time Savings, (3) Energy 

Security, (4) Social Cost of Carbon Emissions, (5) Increased Mobility, and (6) 

Conventional Pollutants) are not apparent and need further explanation.  

 

Brief explanations of how costs are assigned to each of these Social Benefits are provided 

in the CAFE Model Documentation starting on page 49 and are summarized below (where 

the headings from the CAFE Model Documentation are shown in parentheses following 

the headings from Table 13.25): 

 

1) Pre-Tax Fuel Savings (Value of Fuel Savings):  

The economic value of fuel savings to buyers of new vehicle models whose fuel 

economy is improved by applying the forecast (an input to the model) of future 

retail fuel prices to each year’s estimated fuel savings for those models. The total 

annual fuel savings for a model during each year of its lifetime in the vehicle fleet 

is multiplied by the number of those initially sold that are expected to remain in 

use during that year. 

 

2) Refueling Time Savings (Extended Refueling Range): 

The CAFE model calculates the reduction in the annual number of required 

refueling cycles that results from improved fuel economy. 

 

3) Energy Security (Reduced Petroleum Imports): 

The reduction in petroleum imports resulting from higher CAFE standards is 

estimated by assuming that the resulting savings in gasoline use during each future 

year is translated directly into a corresponding reduction in the annual volume of 

U.S. oil imports during that same year. The value to the U.S. economy of reducing 
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petroleum imports – in the form of lower crude oil prices and reduced risks of oil 

supply disruptions – is estimated by applying the sum of the previously reported 

estimates of these benefits to the estimated annual reduction in oil imports. 

 

4) Social Cost of Carbon Emissions: 

The model estimates changes in damage costs caused by carbon dioxide emissions 

by multiplying the magnitude of the change in emissions by the estimated value of 

damages per unit of emissions. 

 

5) Increased Mobility (Additional Driving): 

The benefits from this additional travel exceed the costs drivers and their 

passengers incur in making more frequent or longer trips. The amount by which 

the additional travel exceeds its cost represents the increase in consumer surplus 

associated with additional rebound effect driving. The system estimates the value 

of these benefits using the conventional approximation of one half of the product 

of the decline in fuel cost per mile driven and the resulting increase in the annual 

number of miles driven. 

 

6) Conventional Pollutants (Changes in Environmental Impacts): 

The CAFE modeling system estimates the economic value of the net change in 

emissions of criteria pollutants using estimates of the economic damage costs per 

ton of emissions of each of these pollutants. 

 

Recommendation 3-1:  

Make appropriate revisions to the Social Benefit names so that they are consistent 

between Table 13.25 in the 2016 Draft TAR and the CAFE Model Documentation 

(where the headings from the CAFE Model Documentation are shown in 

parentheses following the headings from Table 13.25 in the above listing of the 

Social Benefits).  

 

RESPONSE: Model documentation will be updated to make nomenclature 
and treatment more consistent with external analysis of model-estimated 
components of private and social costs and benefits. 

 

Recommendation 3-2 (Social Benefit 2):  

Explain how the annual number of required refueling cycles is converted into 

costs shown in Table 13.25. 

 

RESPONSE: Section S7.4 of the model documentation will be revised to more 
fully explain how these costs are calculated. 
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Recommendation 3-3 (Social Benefit 3):  

Explain how “the sum of the previously reported estimates of lower crude oil 

prices and reduced risks of oil supply disruptions” are derived (and converted to 

consistent units of value), and then the sum is applied to the “estimated annual 

reduction in oil imports” to calculate the value of reduced petroleum benefits. 

Explain the sources of the information needed for these calculations. 

 

RESPONSE: Relevant model inputs are listed in Appendix A.3.4 to the model 
documentation. Section S7.6.2 will be updated to more fully explain how 
these inputs are applied. As indicated, these are all applied on a dollar per 
gallon basis. The development of specific values used as model inputs will be 
discussed in the Regulatory Impact Analysis. 

 

 

Recommendation 3-4 (Social Benefit 4):  

Explain how the damage costs caused by carbon dioxide emissions are estimated. 

 

RESPONSE: Section S7.6.3 of the model documentation explains how these 
damage costs are calculated. Specific values used as model inputs will be 
explained in the Regulatory Impact Analysis. 

 

Recommendation 3-5 (Social Benefit 5):  

Explain the source and derivation of the “conventional approximation” of one half 

of the product of the decline in fuel cost per mile driven and the resulting increase 

in the annual number of miles driven for calculating the value of increased 

mobility. 

 

RESPONSE: The Regulatory Impact Analysis will provide a fuller discussion 
of the estimated value of the benefits of additional driving. 

 

Recommendation 3-6 (Social Benefit 6):  

Explain the source and derivation of the estimates of the economic damage costs 

per ton of emissions of each of the criteria pollutants. 

 

RESPONSE: The Regulatory Impact Analysis will provide a fuller discussion 
of these input values. 
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Recommendation 3-7:  

Provide appropriate references for the explanations of the derivations of the cost 

savings associated with each of the Social Benefits discussed above 

(Recommendations 3-2 to 3-6).  

 

RESPONSE: The Regulatory Impact Analysis will provide a fuller discussion 
of these input values. 

 

Concern 4:  

The footnote to “Social Cost of Carbon Emissions” in Table 13.25 states “Social cost of 

carbon to be added.” This is confusing since Table 13.25 already has cost entries for all 

columns associated with “Social Cost of Carbon Emissions.” 

 

Recommendation 4:  

Resolve the concern regarding the footnote to “Social Cost of Carbon Emissions” in Table 

13.25 which states “Social cost of carbon to be added” since the table already has cost 

entries for all columns associated with “Social Cost of Carbon Emissions.” 

 

RESPONSE: The Regulatory Impact Analysis will provide a fuller discussion of the 
various components of estimated private and social costs and benefits. 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Concerns 1-4 above need to be addressed to ensure that the computational methods and 

assumptions are reasonable. 

 
RESPONSE: See responses to recommendations 1-4 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implementation of Recommendations 1-4 is the suggested approach and is expected to 

result in modifications to the Volpe Model documentation. 

 
RESPONSE: See responses to recommendations 1-4 above. 
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4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1- 4 is the suggested approach.  

 
RESPONSE: See responses to recommendations 1-4 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

With the resolution of Concerns 1-4 by the implementation of Recommendations 1-4, the 

utility of the output of the Volpe Model for setting CAFE standards will be enhanced. 

 
RESPONSE: See responses to recommendations 1-4 above. 
 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

4. Model operations 
4.1. Dynamic application of technology to each manufacturer’s fleet to minimize 

effective costs based on the CAFE standards for the current model year, 

defined as the difference between the incremental cost of a technology and 

the value of fuel savings produced by the technology over three years of 

vehicle ownership (iterative process until the most effective technology is 

found) by manufacturer and model year 

4.2. Approach to estimating vehicle survival and use (i.e., vehicle miles 

traveled), including the model’s application of the input defining a 

“rebound” effect 

4.3. Approach to estimating total emissions of “criteria” pollutants (e.g., nitrogen 

oxides) and greenhouse gases (e.g., methane) other than carbon dioxide. 

4.4. Model results for industry response to CAFE Standards 

4.5. Estimation of consumer impacts from CAFE standards 

4.6. Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities) 

4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number 4.7. Sensitivity of augural standards net benefits to high and low value 
assumptions of factors such as fuel price, rebound, etc. 

Other Review Topic Numbers (if interactive effects are focus of discussions):  

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
There is a natural inclination to inquire about the robustness of the model in the face of 
changing external factors. This analysis helps to address that inquiry. 
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
sensitivity analysis using the CAFE model can help to understand the robustness of different 
model results. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
Yes. The model itself is likely to be reasonably reliable. It can be used to determine benefits that 
occur as a variety of factors is changed. Data are credible, although no high battery cost case 
appears in the report.  
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that cost 
inputs can be adjusted to examine alternative estimates. A new Regulatory Impact Analysis 
will discuss cases included in an updated sensitivity analysis. 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
None to the model, but sensitivity analysis by perturbing inputs is valuable. Addition of some 
runs with high and low costs for some technology implementations would also be valuable. Low 
rolling resistance tires tend to lose their relative benefit against baseline tires as both wear. This 
(including tire replacement with regular tires) would be another topic to examine through 
sensitivity.  
 
RESPONSE: The sensitivity analysis included in the Regulatory Impact Analysis accompanying 
the proposed rule explores a wider range of options than the 2016 analysis. The model does 
not currently accommodate inputs that would handle changes in fuel economy over the 
course of the vehicle’s useful life, such as would occur as components wear and/or are 
replaced with components other than those used for vehicle certification, in part because this 
is not a central concern of the CAFE program according to Congress. The model does, 
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however, apply inputs specifying the expected (relative) difference between laboratory and 
real-world (a.k.a. “on road”) fuel economy, and the RIA includes cases exploring the 
sensitivity of results to changes in this input value. 
 

4. Is there an alternative approach that you would suggest? 
 
None offered. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 
 
This is very useful in presenting the model, and discussing its application amidst future 
uncertainty. 
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that 
model inputs can be adjusted to examine sensitivity of results to a wide range of alternative 
estimates and assumptions. 
 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 
 

7. Provide any additional comments that may not have been addressed above. 
 
None. 
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Walter Kreucher 

 

REVIEW TOPIC NUMBER 4.7. SENSITIVITY OF AUGURAL STANDARDS NET BENEFITS TO HIGH AND 
LOW VALUE ASSUMPTIONS OF FACTORS SUCH AS FUEL PRICE, REBOUND, ETC. 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
It strikes me as odd that the sensitivity runs impact manufactures in different directions. 

 

 
It is not clear why the longer product cadence would lower regulatory costs (technology cost 
plus fines) when the standards remain the same. 
 
RESPONSE: Except for cases involving changes only to inputs involving economic externalities, 
all sensitivity analysis cases are likely to impact specific manufacturers in different ways. In 
some cases, these differentiated impacts arise through indirect effects that may be difficult to 
intuit; for example, a case involving higher VMT will change the valuation of avoided fuel 
consumption, which will impact manufacturer-specific estimates of technology choices and 
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degrees of under- or over-compliance. Page 13-104 of the 2016 Draft TAR explains the case 
there presented involving product cadence: 
 

“As we also saw in the discussion of sensitivity to industry outcomes, product 
cadence may play an important role. The figure shows that a longer assumed 
cadence, which has the potential to reduce manufacturers’ opportunities to 
comply with an increase in standards during the year in which it occurs, is likely to 
result in additional technology into products redesigned in earlier model years. 
Similarly, shorter cadence increases the opportunities for manufacturers to 
respond to increasingly stringent standards in the model years where the increases 
occur – forcing more of the technology cost, and fuel savings benefit, into the 
model years covered by the Augural Standards.” 

 
Also, at a manufacturer-specific level, if longer cadence results in less technology being 
applied in early model years, this could result in less technology being carried forward into 
future model years, and inherited by other vehicles on shared platforms and/or sharing 
engines or transmissions. The directions and magnitudes of these incremental effects should 
depend on other inputs, such as those defining the stringency of the standards, the 
manufacturer’s willingness to treat civil penalties as an economic choice, the regulatory rate 
(e.g., $5.5 per 0.1 mpg) of civil penalties, and the payback period. 
 
The Regulatory Impact Analysis will discuss cases included in an updated sensitivity analysis. 
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Jose Mantilla 

[NO RESPONSE.] 
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Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _4.7. Sensitivity of augural standards net benefits to high and low value 

assumptions of factors such as fuel price, rebound, etc. 

Other Review Topic Numbers (if interactive effects are focus of discussions):_Topic 4.5___ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 
 
Figure 13.44 shows the sensitivities of the augural standards net benefits when the 
assumptions are ranked by their degree of influence on an outcome. It illustrates the 
change in net benefits attributable to the Augural Standards that results from using the 
alternative assumptions described in Table 13.22. 
 
Concern 1:  
The x axis of Figure 13.44 is not labeled. The figure caption implies the x axis is “Percent 
Change in Influence on Net Benefits Attributable to Augural Standards.” The 0 percent 
point should be clarified, but is presumed to be the $85 billion net benefits over the 
lifetimes of MYs 2016-2028 vehicles using 3 percent discount rate (in 2013 dollars) as 
shown in Table 13.25. 
 
Recommendation 1:  
Provide a label for the x axis of Figure 13.44 and explain the 0 percent point (presumed to 
the $85 billion net benefits over the lifetimes of MYs 2016-2028 vehicles using 3 percent 
discount rate (in 2013 dollars) as shown in Table 13.25). 
 
RESPONSE: As implied by the figure title, the x axis for this figure is in percentage 
change in net benefits. A new Regulatory Impact Analysis will label axes of included 
graphs.  
 
Highlights from Figure 13.44 are: 

 Assumed Fuel Prices have the largest influence on the net benefits attributable to 
the Augural Standards. The low fuel price case reduces net social benefits by 
nearly 30 percent, while the high fuel price case increases net benefits by over 80 
percent. 

 Assuming no Rebound effect increases net benefits by about 15 percent, and 
assuming a high rebound effect reduces them by 30 percent. 

 Increasing the Demand for Fuel Economy with a payback period of 36 months 
increases the net benefits by about 5 percent, while decreasing the payback period 
to 0 months decreases the net benefits by over 35 percent. 

 A longer assumed cadence by 2 years, which has the potential to reduce 
manufacturers’ opportunities to comply with an increase in standards during the 
year in which it occurs, will likely result in additional technology into products 
redesigned in earlier model years, which decreases net benefits by 12 percent. 
Shorter cadence increases the opportunities for manufacturers to respond to 
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increasingly stringent standards in the model years where the increases occur, 
forcing more of the technology cost, and fuel savings benefit, into the model years 
covered by the Augural Standards (which increases net benefits by 20%). 

 Including up to 20 percent mass reduction for passenger cars reduces net benefits 
by about 20 percent due to the impact on overall societal safety. In contrast, 
allowing no mass reduction on passenger cars results in a 2 percent increase in net 
benefits. 

 Lower battery costs (at $100/kWh) and mass reduction costs (at a fraction of the 
NAS costs) will increase net benefits by about 18 and 14 percent respectively. 

 

Recommendation 2-1:  

Table 13.22, Definition of Sensitivity Cases Considered for Draft TAR, should include the 
range of actual fuel prices for the low and high cases. The range of fuel prices for the 
baseline case should also be clearly described. 

 
RESPONSE: Input files used for each case in the sensitivity analysis were released 
with the 2016 Draft TAR, and will be released with the new Regulatory Impact 
Analysis. The RIA will provide summarized information regarding the fuel prices 
defining the low and high oil price cases. 
 

Recommendation 2-2:  

The baseline case for Demand for Fuel Economy should be clearly described as a specific 
payback period in months, which can be compared to the high 36-month value and low 0 
month value shown in Table 13.22. Concern 1 and Recommendation 1 in the Review of 
Topic 4.5 addresses the payback period assumptions for the baseline case (i.e., Is it 12 
months or 36 months until after compliance with the CAFE standard when it decreases to 
12 months?). 

 

RESPONSE: See responses to cited recommendation under Topic 4.5. The 
Regulatory Impact Analysis discusses updated sensitivity analysis cases involving the 
payback period. 
 

Recommendation 2-3:  

The specific increases or decreases in net benefits for the high and low cases for Product 
Cadence should be provided in the text on p. 13-104 (the specific changes in benefits for 
the high and low cases are provided in the above discussion of highlights of Figure 12.44). 

 

RESPONSE: Compared to 2016 Draft RIA’s single-chapter summary of DOT’s 
modeling results, the Regulatory Impact Analysis will provide a fuller review of all 
results, including cases included in the sensitivity analysis. 
 

 

 

Recommendation 2-4:  
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A consistent description for the low Mass Reduction case should be provided. The text on 
p. 13-105 indicates the low case is “no mass reduction on passenger cars.” However, 
Table 13.22 shows the low case is “All PCs stop at MR1 (unless they already have > 
MR1).” The baseline case should also be provided, as described in Table 4-52 (assuming 
this correctly defines the baseline case). 

  

 

RESPONSE: The Regulatory Impact Analysis will discuss changes to model inputs 
defining estimated initial levels of mass reduction, and defining the availability of 
additional mass reduction included in the reference case and in cases included in the 
sensitivity analysis. 
 

Recommendation 2-5:  

Specify the quantitative value of the “Fraction of the NAS costs” for the low case of Mass 
Reduction costs. 

 

RESPONSE: The Regulatory Impact Analysis will discuss the definition and 
specification of cases included in an updated sensitivity analysis. 
 

Recommendation 2-6:  

Revise Table 13.22 to include a column showing the “baseline case” for all sensitivities 
studied. 

 

RESPONSE: Compared to 2016 draft RIA’s single-chapter summary of DOT’s 
modeling results, the Regulatory Impact Analysis will provide a fuller review of all 
results, including the baseline case included in the sensitivity analysis. 
 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Although the data, computational methods and assumptions are likely reasonable, 

Recommendations 1 and 2-1 to 2-6 should be implemented to ensure that the data and 

assumptions are clearly stated. 

 
RESPONSE: See responses to recommendations 1 and 2-1 to 2-6 above. 
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3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1 and 2-1 to 2-6 to ensure that the data and assumptions are 

clearly stated. 

 
RESPONSE: See responses to recommendations 1 and 2-1 to 2-6 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementing Recommendations 1 and 2-1 to 2-6 is the suggested approach. 

 
RESPONSE: See responses to recommendations 1 and 2-1 to 2-6 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementing Recommendations 1 and 2-1 to 2-6 will enhance the utility and plausibility 

of the Volpe Model output. 

 
RESPONSE: See responses to recommendations 1 and 2-1 to 2-6 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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CAFE Peer Review Responses  
 

REVIEW TOPIC 

5. Overall model assessment 
5.1. The organization, readability, accuracy, and clarity of the model 

documentation. 

5.2. The organization, structure, and clarity of the model input files. 

5.3. The organization, structure, and clarity of the model output files 

5.4. The model’s ease and clarity of operation. 

5.5. Any other comments you may have on the CAFE model. 
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Nigel Clark 

Reviewer Name:_Nigel N. Clark 

Review Topic Number: 5. Overall model assessment 

Other Review Topic Numbers (if interactive effects are focus of discussions):  

Provide an objective assessment of the Volpe Model approach for the review topic:  

 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The model should be defensible, and the accompanying material should be thorough and 
readable. 
 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 
appropriate given the purpose of the model? Why? 
 
The model is impressive in its detail, and in the completeness of the input data that it uses. 
Although the model is complex, the reader is given a clear account of how variables are 
variously divided and combined to yield appropriate granularity and efficiency within the model. 
The model tracks well a simplified version of the real-world and manufacturing/design 
decisions. The progression of technology choices and cost benefit choices is clear and logical. In 
a few cases, the model simply explains a constraint, or a value assigned to a variable, without 
defending the choice of the value or commenting on real-world variability, but these are not 
substantive omissions. The model will lend itself well to future adaptation or addition of 
variables, technologies and pathways. Kudos to the model developers and technical experts 
involved. 
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comments, and note that 
with every release of a new version of the model accompanying a CAFE rulemaking analysis, 
the Notice of Proposed Rulemaking (NPRM) is followed by a comment period that provides 
opportunity for all stakeholders and the public to review and formally comment on the model 
 

3. What modifications do you suggest to the Volpe Model approach related to the review topic? 
 
My version of the model required .xls input files rather than .xlsx - the user instructions 
presented .xlsx - but this was a small issue. The model, and its substantial input files, will be 
readily employed by anyone but a complete novice to the area. 
 
RESPONSE: We thank the reviewer for noting this issue; the model documentation will be 
updated to clarify hardware and software requirements, and file formatting. 
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4. Is there an alternative approach that you would suggest? 
 
No. 
 

5. [SKIP FOR REVIEW TOPICS 4.4 4.6] What is your assessment of the contribution of the review 
topic to the overall utility and plausibility of the Volpe Model output? 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output of the 
model for setting CAFE standards? 

 

7. Provide any additional comments that may not have been addressed above. 
 
None. 
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Walter Kreucher 

 
REVIEW TOPIC NUMBER 5.1. THE ORGANIZATION, READABILITY, ACCURACY, AND CLARITY OF THE 
MODEL DOCUMENTATION. 
 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The documentation is clear and for the most part covers the current version. There are 
anomalies that are likely the result of model changes that do not appear in the current version 
of the documentation. (See issues in the comment section below) 
 

REVIEW TOPIC NUMBER 5.2. THE ORGANIZATION, STRUCTURE, AND CLARITY OF THE MODEL 
INPUT FILES. 

2. What are the most important concerns that should be taken into account related to the review 
topic? 
 
Inputs are logically laid out and clear. 
 
RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that this 
review has identified several opportunities to further clarify the interpretation and 
application of model inputs. 
 

REVIEW TOPIC NUMBER 5.3. THE ORGANIZATION, STRUCTURE, AND CLARITY OF THE MODEL 
OUTPUT FILES 

3. What are the most important concerns that should be taken into account related to the review 
topic? 
 
The “raw” output files are a handful. 
 

There is no clear way to wade through the output files in any expeditious manner that would 
facilitate an easy review by anyone who didn’t build the model. 
 
I suspect that there is a mechanism that VOLPE uses to take the output files and condense them 
into a manageable format for review by the policymakers and management. This element 
should be added to the program for ease of use. 
 
I would recommend adding a file that shows the bottom line in terms of costs and benefits. A 
figure or two would also facilitate the review and understanding the results. 
 
RESPONSE: While Volpe Center staff will continue to explore ways to make output files easier 
to review, much of the output files’ scale and complexity is unavoidable if the model is to 
provide detailed transparency. Past versions of the model produces Excel-formatted output 
files. More recently versions produce text-formatted output files that can be examined in 
Excel, but can also be examined with other analytical software. Excel’s auto-filtering 
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capability is useful for reviewing these files. Volpe Center staff will consider posting other 
“off-model” tools Volpe Center staff have developed to analyze and summarize model output 
files, even though these tools are not intended for wider use. Past versions of the CAFE model 
produced output files that compared aggregated costs to aggregated benefits. More recent 
versions have deemphasized these aggregations, because various monetized impacts could be 
characterized as either costs or, with a change in sign, benefits. A new Regulatory Impact 
Analysis will discuss NHTSA’s approach to treating various monetized impacts as costs or 
benefits. Volpe Center staff will revisit the potential to also include these total values in 
model output files. 
 

 
 

The “Costs” in this figure are the total costs to achieve the fuel economy level (the compliance 
model shows the incremental cost over the baseline). 
I was shocked to see there was so much technology still around in the out years that the model 
predicted manufacturers were willing to add in the absence of additional regulations (over 
seven miles per gallon). 
 
The compliance files also show that the “standard” in 2032 is higher than it is in 2016 even 
though the scenario input file shows no change in the standard and the footprint change (0.6) 
does not account for the large difference in stringency. This does not seem realistic. What is 
driving the increase in standards in the baseline case? 
 
RESPONSE:  Model inputs underlying the published 2016 analysis indicated that, beyond the 
MY 2015-level technology present in the analysis fleet, considerable technology could be 
available through 2032 that would quickly “pay back” and therefore be attractive even absent 
regulation. Different inputs would have shown different results. The baseline scenario 
(specified in the “scen_baseline” worksheet of the “scenarios” input file released in 2016) 
involves standards that continue to increase in stringency through MYH 2021, and then 
continue at 2021 levels through 2032.   
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Looking at the costs and the benefits from the Compliance Report file and the Annual Societal 
Cost Report, the costs are not offset by the benefits. 
 
RESPONSE:  A new Regulatory Impact Analysis will review updated model estimates of the 
various components of estimated costs and benefits, and resultant estimates of net benefits 
for various regulatory alternatives. 

 

REVIEW TOPIC NUMBER 5.4. THE MODEL’S EASE AND CLARITY OF OPERATION. 

1. What are the most important concerns that should be taken into account related to the review 
topic? 
 
(See below) 
 

REVIEW TOPIC NUMBER 5.5. ANY OTHER COMMENTS YOU MAY HAVE ON THE CAFE MODEL. 

1. I see that the “SUM” column in the “upstream emissions” worksheet of the “parameters” file is 
blank for electricity, hydrogen, and compressed natural gas. Does the program pick up these 
parameters from elsewhere in the program or does it ignore these emissions? 
 
RESPONSE: The model’s input structure for upstream emissions has been revised to 
accommodate (and apply) values that change over time. Model documentation will be 
updated accordingly. 
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2. Are the values used based on the latest GREET program? If not they should be updated. 
 
RESPONSE: See response to 1 above. A new Regulatory Impact Analysis will discuss the basis 
for specific input values. 
 

3. In the “Market Data” file, FCA is listed as NOT preferring fines yet the NHTSA data shows they 
routinely pay fines. This parameter should be set to “Y” for the real-world scenarios. 
 
RESPONSE: In fact, FCA has only rarely paid civil penalties for non-compliance over the history 
of the CAFE program, and their relative readiness to pay those penalties represents a more 
recent phenomenon. See NHTSA’s CAFE Compliance website at 
https://onewww.nhtsa.gov/cafe_pic/CAFE_PIC_Home.htm. A new Regulatory Impact 
Analysis will discuss input values specifying manufacturers’ anticipated willingness to treat 
civil penalties as an “economic option” rather than as something to be avoided at all costs. 
 

4. Regulatory Class and Technology Class should be defined. The model works in EPA “space” 
when it looks at carbon dioxide emissions and in NHTSA “space” when dealing with fuel 
economy. The two agencies use different definitions for what constitutes a car and a truck. 
Does the Vehicle Worksheet of the Market Data Workbook use “regulatory class” to refer to the 
categorization for CAFE purposes (NHTSA definitions)? Or for emission purposes (EPA 
definitions)? 
 
RESPONSE: The model documentation discusses the difference between regulatory and 
technology classes, but the corresponding section of the table in the appendix will be revised 
to emphasize this difference. Regulatory classification specifies a given vehicle 
model/configuration’s treatment for regulatory purposes, and technology classification 
directs the model toward the most appropriate set of technology-related inputs. As discussed 
in footnote 9: “Such groups [of vehicles impacted by a specific technology application] can 
span regulatory classes. For example, if the algorithm is evaluating a potential upgrade to a 
given engine, that engine might be used by a station wagon, which is regulated as a 
passenger car, and a minivan, which is regulated as a light truck. If the manufacturer’s 
passenger car fleet complies with the corresponding standard, the algorithm accounts for the 
fact that upgrading this engine will incur costs and realize fuel savings for both of these 
vehicle models, but will only yield reductions of CAFE fines for the light-truck fleet.” The same 
principle applies to technology classes; for example, 2WD and 4WD versions of a given small 
SUV would be classified, respectively, as a passenger car and light truck, even though both 
would be classified as a small SUV for purposes of technology application. 
 

5. The model only recognizes .xls files and not the later version .xlsx. 
 
RESPONSE: Agreed; the model documentation will be updated to clarify hardware and 
software requirements, and file formatting. 
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6. The model should have a failsafe cap on annual spending per manufacturer set at a rate of 2% 
of the US automotive revenue. 
 
RESPONSE: The reviewer has not provided a citation or basis for this specific of a 
recommendation. While past versions of the model provided means to have the model “seek” 
stringency levels that satisfied user-specified criteria, including limits on costs, more recent 
versions of the model simply evaluate specific user-specified scenarios. If the reviewer is 
suggesting that industry should not be required to spend more than 2% of “U.S. automotive 
revenue” to meet CAFE standards, that would be a policy goal rather than an analytical one. 
The determination of what levels of CAFE standards would be maximum feasible is an 
exercise conducted outside the model itself, and involves consideration of all the relevant 
factors, with costs entering into the consideration of economic practicability. 

 

7. When adding SHEVP2 or SHEVPS to a class 2 truck, there should be some loss of utility in terms 
or space available, trailer towing, and payload capacity (i.e., customer valuation?). Also, the 
technology cost seems unrealistic. The technology is shown as less expensive than the cost of 
the technology for a medium size passenger car. A system that would work in a Fusion would 
not be nearly durable enough or powerful enough to work in an F250. The scale is wrong. 
 
RESPONSE: The model has been revised to accommodate inputs for a wider range of 
technology “classes.” Because costs are specified on an incremental basis relative to 
preceding technologies, incremental cost input values for any specific technology may not be 
easily comparable across technology classes. A new Regulatory Impact Analysis will discuss 
inputs specific to towing-capable pickup trucks. 
 

8. Selection of “Leader” vehicle platform seems counter-intuitive. My experience working in 
industry is that CAFE planners will select the “Leader” as the vehicle with the highest CAFE 
leverage. The planner will look at the vehicle (or engine) that is furthest below the standard 
neglecting low volume applications. From this point, the planner will determine what changes 
can be made that will have the greatest impact on fleet fuel economy at the lowest cost. 
 
RESPONSE: The model’s approach to identifying specific vehicle model configurations as 
leaders has been revised, and corresponding model documentation has been updated. 
 

9. If the model assumes a 30-year life for a hybrid electric vehicle, or an electric vehicle then it 
must account for at least one traction battery replacement and probably two replacements 
during the useful life. This also brings up the subject of disposal of the batteries that contain 
hazardous waste. How are these costs factored into the equation? 
 
RESPONSE: The model applies inputs defining expected vehicle survival and mileage 
accumulation as functions of vehicle age. Inputs from 2016, and more recently, reflect a small 
share of vehicles (about 2% of cars and about 10% of light trucks) still in service after 30 years 
of operation. The model also applies any input value for the (differential) consumer value 
attributable to hybrid or electric vehicles (or any other technology); updates to these values 
will be discussed in a new Regulatory Impact Analysis, and the used car value data used to 
develop these inputs likely reflects, among other things, the value implications of battery 
replacement. 
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10. The “USED” technology filter for AERO1 and AERO2 do not reflect the current Cd values for the 
vehicles in the “Market Data” workbook. EPS and other technologies also seem to be out of 
date. 
 
RESPONSE: Model input values indicating estimated initial levels of aerodynamic 
performance, and presence of specific technologies (e.g., EPS) have been updated, as 
discussed in a new Regulatory Impact Analysis. 
 

11. The “USED” technology filter for MR1 should be added across the board as manufacturers have 
already implemented substantial mass reductions just to offset the mass of NHTSA safety 
regulations. An alternative is to increase the cost of the technology. 
 
RESPONSE: Model input values indicating estimated initial levels of mass reduction have been 
updated, as discussed in a new Regulatory Impact Analysis. 
 

12. The report uses the same descriptors to mean two different things. “Consumer Costs” and 
“Societal Costs” have different definitions depending on which output file you are reviewing. 
This can lead to confusion when discussing the output of the report. 
 
RESPONSE: Model documentation will be updated to more clearly differentiate between 
consumer and societal costs. 
 

13. The lost fuel tax revenue from the higher standards must be added to the cost of compliance. 
 
RESPONSE: Fuel taxes are among the costs calculated and reported by the model. Avoided 
fuel taxes are appropriately counted as benefits to consumers, but being transfers, not as 
costs to society. A new preamble and Regulatory Impact Analysis will seek comment on 
implications for the Highway Trust Fund. 
 

14. The model appears to have imbedded in it historical data that appears in some of the output 
files. This should be specified in the documentation. 
 
RESPONSE: This historical data is among the set of information in the input files. 
Documentation of these input values will be included in the input files and, as appropriate, in 
a new Regulatory Impact Analysis.  
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Total Social Cost 
 

Compliance Report 
 

The total social costs accumulated by the manufacturer for a specific model year 

and regulatory class. The social costs are the sum of: discounted technology costs, 

maintenance costs, repair costs, loss of value, and relative loss of value. 
 

Societal Cost Report 
 

Total social costs accumulated by the industry for a specific model year, 

regulatory or vehicle class, and fuel type. The social costs are the sum of: pre-tax 

fuel costs, drive surplus, refueling surplus, market externalities, congestion costs, 

accident costs, noise costs, fatality costs, and emissions damage costs (CO, VOC, 

NOx, SO2, PM, CO2, CH4, and N2O). 

Total Consumer Cost 
 

Compliance Report 
 

The total consumer costs accumulated by the manufacturer for a specific model 

year and regulatory class. The consumer costs are the sum of: discounted 

technology costs, fines, taxes & fees, financing costs, insurance costs, 

maintenance costs, repair costs, loss of value, and relative loss of value. 
 

Societal Cost Report 
 

Total consumer costs accumulated by the industry for a specific model year, 

regulatory or vehicle class, and fuel type. The consumer costs are the sum of: 

retail fuel costs, drive surplus, and refueling surplus. 
 

Note: since the costs to the manufacturer are typically passed on to the 

consumer, the total consumer costs in the societal cost report should also reflect 

technology costs, fines, taxes and fees, financing costs, insurance costs, 

maintenance costs, repair costs, loss of value, and relative loss of value. 

 

RESPONSE: A new Regulatory Impact Analysis will discuss NHTSA’s 

reconsideration of assignment of various types of costs to total consumer 

and/or social, and these will be reflected in future model and documentation 

revisions. 
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OTHER ISSUES/COMMENTS 
 

1. Why do all manufacturers (except Tesla) have FFV credits? 
 
RESPONSE: These model inputs can be specified at any value. The published 2016 analysis 
reflected the assumption that all manufacturers (except Tesla, whose business model does 
not include production of non-EVs) could improve their respective compliance positions by 
earning the maximum available quantity of FFV credit. 
 

2. Pursuant to regulations, credits cannot be carried forward from the 2010MY for use against the 
cross fleet trading program. 
 
RESPONSE: Inputs specifying banked credits from model years prior to 2016 have been 
updated, as discussed in a new Regulatory Impact Analysis. 
 

3. There seems to be some discrepancies in the availability of credits in the input file. They do not 
appear to match those available pursuant to NHTSA reports. 
 
RESPONSE: Inputs specifying banked credits from model years prior to 2016 have been 
updated, as discussed in a new Regulatory Impact Analysis. 
 

4. How is compliance with the minimum Domestic Production requirement handled in the model? 
 
RESPONSE: The model has been updated to account for the requirement that domestic and 
imported car fleets comply separately. Inputs are used to assign each passenger car vehicle 
model/configuration to either the domestic or imported fleet. The model applies these 
values, but does not assign them 
 

5. The fine changed in 2019 not 2014MY 
 
RESPONSE: Inputs specifying the civil penalty rate have been updated, as discussed in a new 
Regulatory Impact Analysis. 
 

6. The models use of rounding is incorrect. The regulations specify the number of decimal places 
for calculating CAFÉ and determining fines. 
 
RESPONSE: The model uses different levels of rounding for different purposes. For “rolling” 
calculations of fuel economy ratings, CAFE levels, and civil penalties, the model uses 
unrounded calculations. For compliance calculations, the model uses rounded values. Model 
documentation will be revised to discuss rounding. 
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7. The volumes are off by a substantial amount (more than ten percent) in a third of the car fleet 
and the majority of the truck fleet. 
 
RESPONSE: The analysis published in 2016 mainly addressed impacts estimated to occur after 
MY 2020.  For the MY 2020 fleet, engineering characteristics and final production volumes will 
not be known until 2022. For the 2016 analysis, model inputs specified an “analysis fleet” that 
was based on the estimated characteristics and production volumes of vehicles in the MY 
2015 fleet. These inputs were developed before final MY 2015 volumes were known. Basing 
these inputs on an older fleet (e.g., 2014) would have omitted technical progress first 
observed in the 2015 fleet (e.g., the redesigned Ford F-150).  In NHTSA’s judgment, the more 
recent fleet provided a better basis for estimating impacts 5 to 15 years into the future. 
 

8. It is not clear how the model is used to determine the level of stringency in the standard. The 
model responds to inputs (including a set of standards), how is the choice of equations made? 
 
RESPONSE: The model is neither intended nor used to determine stringency. The model 
estimates impacts of standards specified as model inputs. Choices about the form and 
stringency of standards are made outside the model. 
 

9. The definitions in the documentation for the Compliance Report say that the “Regulatory Cost” 
is the sum of the “Technology Cost” and “Fines.” When I looked at the file, this did not seem to 
be the case. If the definition is wrong then it must be changed. If the model is wrong it must be 
changes. 
 
RESPONSE: The model distributes civil penalties across the manufacturer’s total production, 
such that penalties incurred by one fleet (e.g., imported cars) may be partially passed along to 
vehicles in other fleets (e.g., light trucks). Model documentation will be updated to clarify the 
model’s approach to allocating penalties and reporting total regulatory costs. 
 

10. It is not clear what the High Cost ICM sensitivity case is representing. The case does not seem to 
be defined. 
 
RESPONSE: Page 13-92 of the 2016 Draft TAR discussed evaluation of a side case applying 
EPA’s “ICM” approach to “marking up” direct costs. A new Regulatory Impacts Analysis will 
discuss calculation of costs, and related cases included in a new sensitivity analysis. 
 

11. The language in some of the output files is imprecise. The consumer costs and societal costs are 
not “accumulated by the manufacturer” rather they are “the total consumer costs accumulated 
are reported on a manufacturer basis for a specific model year and regulatory class.” 
 
RESPONSE: An new Regulatory Impact Analysis will discuss NHTSA’s reconsideration of 
assignment of various types of costs to total consumer and/or social, and these will be 
reflected in future model and documentation revisions. 
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12. Why doesn’t the model record the total value of fuel saved? 
 
RESPONSE: The model calculates changes in fuel costs and taxes, reporting results in the 
“Societal Costs Report.” 

 

13. The footnotes in the Appendix do not seem to be defined. 
 
RESPONSE: Model documentation will be updated to ensure that footnotes are displayed 
correctly after conversion to Adobe Acrobat (PDF) format. 

 

14. The columns in the output tables do not match those in the current version of the 
documentation. 
 
REPONSE: Model documentation will be updated to match output tables. 
 

15. Are the fuel share ratios used in the output reports for primary and secondary fuels the same as 
used in CAFÉ compliance? 

 

REPONSE: The shares of operation on primary and secondary fuels can differ between the 
compliance context and the real-world. In particular, for a manufacturer producing FFVs, 
the adjustment to CAFE levels may reflect levels of E85 use unlikely to occur in the real-
world. Model documentation will be updated to clarify this distinction. 

 

16. The cost of an extra set (or two) of low rolling resistance tires is not included in the lifetime 
repair costs. The report acknowledges they wear out faster than regular tires but there is no 
added cost. Edmunds.com in their true cost to own description states that low rolling resistance 
tires last 10,000 miles less than their conventional counterparts this means one extra set of tires 
over the useful life (more if the model is really using 250,000 miles as the vehicle miles travelled 
see number 18 below). 
 
RESPONSE: Inputs to the 2016 Draft TAR analysis included values reflecting estimated 
increases in costs for replacement tires. For each technology class, these values appear in the 
“Maint. Table” section of the “Technology” input file. 
 

17. The lost highway tax revenue resulting from the higher fuel economy should be added as a 
“cost” of the regulation. 
 
RESPONSE: See response to comment 12 above. Fuel tax revenues are treated as a cost to 
consumers. Calculation of social costs and benefits does not include fuel tax revenues, as 
these revenues are considered economic transfers. 
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18. The model seems to have a computational problem. The fuel costs and the other “benefits” are 
based on the total miles traveled (~250,000 miles). They should be based on the surviving 
vehicle miles traveled (~150,000 miles). 
 
RESPONSE: To calculate fuel costs and driving-related benefits, the model applies estimates of 
vehicle survival and mileage accumulation, including estimates of additional driving 
attributable to the “rebound effect.” A new version of the model also accounts for the 
estimated potential that changes in the prices and fuel economy of new vehicles could impact 
survival and use of older vehicles. 
 

19. Given VWs trouble with diesels, is the technology cost of diesels still viable to meet the current 
emission standards? 
 
RESPONSE: For diesel engines, the 2016 Draft TAR analysis applied model inputs reflecting 
costs that included the cost to comply with future criteria pollutant emissions standards. 
 

20. A number of the VOLPE technologies are not defined.(e.g., how do the modelers define low 
drag brakes?). 
 
RESPONSE: A new Regulatory Impact Analysis will discuss the definition of various modeled 
technologies, and model documentation will be updated accordingly. 
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Jose Mantilla 

5. Overall model assessment 

My review of the CAFE model is intended to provide an independent perspective and technical 
opinion by an expert who is knowledgeable in the subject area and competent with respect to the 
specific nature of the CAFE model. My review is not intended to be a technical critique of the 
validity and robustness of the predictive tools that have been utilized in the model; of the technical 
inputs, data sources/acquisition processes and methodologies used; or of the mathematical 
accuracy of the calculations and results presented. Rather, in accepting the appropriateness of the 
underlying analytics my review focuses on two aspects: 

 The utility of the model for gauging the impacts of proposed CAFE standards for MY 2022-25 

 Ability of the Draft TAR and Model Documentation to appropriately address the necessary 

public information requirements – “…share with the public the initial technical analyses of 

the technical issues relevant to GHG emissions and augural CAFE standards for MY 2022-

25.” 

 
5.1. The organization, readability, accuracy, and clarity of the model documentation. 

The model documentation is well organized and for the most part presented in a logical sequence. 
However, the readability and accuracy of the documentation is variable. In many instances, better 
language could be utilized, the structure of specific topics be made clearer, the identification of key 
assumptions be made more explicit, and explanations of key model components enhanced to 
provide readers with an unequivocal and unambiguous appreciation of the model’s functionalities 
and accomplishments, as well as of the interaction between model components and the application 
of inputs and derivation of outputs.  

In particular, the purpose and application of many model components remains unclear, as they are 
presented using obscure and “difficult-to-understand” principles. Examples include aspects such as 
the approach to model manufacturers’ behavior regarding multi-year planning and CAFE credits, 
the determination of the reference point on which to apply incremental fuel improvements, and 
the calculation of the synergy for fuel economy of technology 7-tuples.  

In practice, readers are left to interpret for themselves much of the meaning of key model 
components. The explanations provided for the various model topics would benefit from explicit 
explanation of their significance, as well as of the approaches used for the ‘calculations’.  

RESPONSE: Model documentation will be revised to better communicate the meaning, purpose, 
and implementation of various model components. The significance of any given component 
typically depends on specified input values (e.g., fuel prices) that are not inherent to the model. A 
new Regulatory Impact Analysis will present an updated sensitivity analysis that illustrates the 
significance of different aspects of the model and inputs. 
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5.2. The organization, structure, and clarity of the model input files. 

The model input files seem to be clearly identified, well organized and logically structured. 

RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that this 
review has identified several opportunities to further clarify the interpretation and application of 
model inputs. 
5.3. The organization, structure, and clarity of the model output files 

The model output files seem to be clearly identified, well organized and logically structured. 

RESPONSE: NHTSA and Volpe Center staff agree, appreciate the comment, and note that this 
review has identified several opportunities to further clarify the interpretation and application of 
model outputs. 
 

5.4. The model’s ease and clarity of operation. 

Model operation is not easy and requires significant effort and an understanding of complex 
technical matters and advanced mathematical techniques. The information presented in many 
sections assumes a high level of technical proficiency and knowledge of a wide range of technology, 
economics, and environmental matters. In many of these instances, succinct and simple 
explanations may suffice to reduce the level of ‘assumed knowledge’ and enhance readability and 
interpretation of the model’s operation.  

RESPONSE: As practicable as possible without detracting from its “operational” aspects, model 
documentation will be revised to expand the explanation of underlying concepts, many of which 
are discussed at greater length in Regulatory Impact Analyses. 

 

5.5. Any other comments you may have on the CAFE model. 

I note that there are a lot of new components and capabilities embedded in the CAFE Model that 
were not previously available in “older” versions. This provides a more robust and comprehensive 
modelling framework. However, the rationale for those improvements, the assumptions underlying 
the updates and the manner in which they have been incorporated would benefit from additional 
explanation.  

The CAFE model documentation (included in the draft TAR and Model Documentation) provides a 
significant body of detailed information and analysis with respect to the key topics associated with 
the model. It is my view that the CAFE model is generally suitable to gauge the impacts of proposed 
CAFE standards for MY 2022-2025, subject to some clarification and refinement as outlined in my 
detailed review of topics 1 and 2 (and my preliminary comments on topic 4). 

RESPONSE: To date, model documentation has emphasized “what the model does,” “how the 
model does it,” and “how to use the model,” with much of the discussion of “why the model does 
these things” appearing in Regulatory Impact Analyses. Volpe Center staff will explore and pursue 
opportunities to include more of the “why” in the model documentation without detracting from 
the “what” and “how.” 

 

266



Wallace Wade 

Reviewer Name:_Wallace R. Wade 

Review Topic Number: _5.1. The organization, readability, accuracy, and clarity of the model 

documentation 

Other Review Topic Numbers (if interactive effects are focus of discussions):_Topics 2.4, 3.3, 4.6 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Compliance simulation in the Volpe Model begins with a detailed initial forecast, 

provided by the user, of the vehicle models offered for sale during the simulation period. 

The compliance simulation then attempts to bring each manufacturer into compliance with 

CAFE standards defined in an input file developed by the user; for example, CAFE 

standards that increase in stringency by 4 percent per year for 5 consecutive years, and so 

forth. The model sequentially applies various technologies to different vehicle models in 

each manufacturer’s product line in order to simulate how a manufacturer might make 

progress toward compliance with CAFE standards. Subject to a variety of user-controlled 

constraints, the model applies technologies based on their relative cost-effectiveness, as 

determined by several input assumptions regarding the cost and effectiveness of each 

technology, the cost of CAFE-related civil penalties, and the value of avoided fuel 

expenses. 

(CAFE Model Documentation, p.3)  

 

The CAFE Model Documentation is well developed and provides clear and accurate 

information on the important content in the model and operation of the model. Brief 

explanations on how the model handles some of the more complex issues are provided, 

but additional details are suggested in the Recommendations, below, to enhance the 

understanding of how the model handles these complex issues. 

 

Concern 1: 

The “detailed initial forecast, provided by the user, of the vehicle models offered for sale 

during the simulation period” is not clearly explained. The 2016 Draft TAR states, “To 

support the Draft TAR, NHTSA purchased a commercial forecast from IHS/Polk that 

necessarily includes their assumptions about decisions manufacturers will have to make in 

order to comply with standards through MY 2021, as does the AEO 2015, which also 

informed the production volumes used in this analysis.” 

(CAFE Model Documentation, p. 3) (2016 Draft TAR, p. 13-75) 

 

“…such an analysis fleet… may not reflect…manufacturers’ plans to change product 

offerings by introducing some vehicles and brands and discontinuing other vehicles and 

brands.” 
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(2016 Draft TAR, p. 4-54) 

 

Recommendation 1: 

An explanation of the detailed forecast should be provided. Although it appears to start 

with the actual MY 2015 sales of vehicle models, additional explanations would be 

helpful in the following areas: 

1. How was the forecast developed for each future MY?  

2. What kind of assumptions about decisions manufacturers will have to make in 

order to comply with standards through MY 2021are included in the forecast? 

3. How was the IHS/Polk forecast used in conjunction with the AEO (Annual 

Energy Outlook) 2015 forecast? 

4. AEO should be defined in the Abbreviations section (p. viii) of the CAFE Model 

Documentation.  

5. How did the forecast handle vehicle models that are discontinued and new vehicle 

models that are introduced in the years after MY 2015 (such as the retirement of 

the Lincoln MKS or the introduction of the Ford EcoSport, Ford Ranger and 

Bronco)? Explain if and how these types of actions are included in the forecast, or 

the resulting errors by not including these actions. 

 

RESPONSE: Model documentation will be revised to include “AEO” in the list of 
abbreviations. Model documentation will also be expanded to discuss recent 
revisions to the model’s approach to “extrapolating” from the analysis fleet defined 
in model inputs. The development of these inputs will be discussed in a new 
Regulatory Impact Analysis. 

 

Concern 2: 

The CAFE Model Documentation describes “CAFE standards that increase in stringency 

by 4 percent per year for 5 consecutive years.” In contrast to this statement, the CAFE 

standards are defined by CAFE target curves versus vehicle footprint for each model year. 

(CAFE Model Documentation, p. 3) 

 

Recommendation 2: 

Provide an explanation of what target each vehicle is required to achieve in the Volpe 

model. Clarify whether the (rounded) target percentages, as mentioned in the CAFE 

Model 

Documentation, or the actual footprint target curves are used for achieving compliance on 

a year by year basis. Include an explanation of how changes in wheelbase for a specific 

vehicle line are handled. 

 

RESPONSE: Because Corporate Average Fuel Economy (CAFE) compliance is 
determined at the level of total production for sale in the United States, no vehicle 
need actually meet its specific fuel economy target. Model documentation will be 
revised to emphasize this point. A new Regulatory Impact Analysis will discuss 
development of inputs specifying each standard in each model year. 
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Concern 3: 

The CAFE Model Documentation (p. 3) states, “the model applies technologies based on 

their relative cost-effectiveness.” Is “relative cost-effectiveness” assessed based on the 

“effective cost” which is defined by Equation 5 (p. 25)? 

 

Recommendation 3:  

Provide a footnote on page 3 of the documentation to clarify that “relative cost-

effectiveness” is assessed based on “effective cost” which is defined by Equation 5 (p. 25) 

(if this is the correct assumption). 

  
RESPONSE: Model documentation will be revised to clarify the definition of the 
“effective cost” metric used by the model to weigh options. 
 

Concern 4: 

The CAFE Model Documentation does not appear to describe whether a certain model 

can be allowed to under achieve its CAFE standard while another model can compensate 

by over achieving its CAFE standard. 

 

Recommendation 4: 

Provide an explanation of whether a certain model can be allowed to under achieve its 

CAFE standard while another model can compensate by over achieving its CAFE 

standard. 

 
RESPONSE: See response to recommendation 2 above. 
 

At the conclusion of the compliance simulation for a given model year, the system 

contains a new fleet of vehicles with new prices, fuel types, fuel economy values, and 

curb weights that have been updated to reflect the application of technologies in response 

to CAFE requirements. For each vehicle model in this fleet, the system then estimates the 

following: lifetime travel, fuel consumption, and carbon dioxide and criteria pollutant 

emissions. After aggregating model-specific results, the system estimates the magnitude 

of various economic externalities related to vehicular travel (e.g., noise) and energy 

consumption (e.g., the economic costs of short-term increases in petroleum prices). 

(CAFE Model Documentation, p.3) 

 

Initial State of the Fleet: 

 

Concern 5: 

Figure 1shows the basic structure of the input file defining the fleet’s initial state. 

However, the example is restricted to one engine /transmission per vehicle model. 

 

Recommendation 5: 

Figure 1 should be revised to depict the more complex case where, for example, Vehicle 3 

would have two different engines and /or transmissions. 
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RESPONSE: Model documentation will be expanded to provide figures that 
illustrate cases involving vehicle models offered with multiple engines and/or 
transmissions. 
 

Vehicle Technology Application: 

 

Concern 6: 

Table 1, which shows CAFE Model Technologies, does not include Atkinson 2-cycle 

(non-hybrid) or Miller cycle engines. 

 

Recommendation 6:  

Revise Table 1 to include Atkinson 2-cycle (non-hybrid) or Miller cycle engines as 

candidate technologies. 

 

RESPONSE: Model documentation will be updated such that figures illustrating 
technology pathways reflect all modeled technologies. 
 

Concern 7: 

Table 2, which shows CAFE Model Technologies, does not include 9- and 10-speed 

Automatic Transmissions or High Efficiency Gearboxes (HEG1 and HEG2). 

 

Recommendation 7: 

Revise Table 2 to include 9- and 10-speed Automatic Transmissions and High Efficiency 

Gearboxes (HEG1 and HEG2) as candidate technologies. 

 

RESPONSE: See response to recommendation 6 above. 
 

Technology Classes: 

 

In 2014 the system was adapted and expanded to perform analysis in support of the 

medium duty rulemaking. As such, a new regulatory class, covering class 2b and class 3 

pickups and vans, was introduced into the modeling system. In 2016 the modeling system 

was further refined to allow simultaneous analysis of light-duty and medium-duty fleets, 

accounting for potential interaction between shared platforms, engines, and transmissions. 

 

Concern 8 (Adapted Extracts from Topic 3.3, Concern 1): 

Table 3, which shows Vehicle Technology Classes, includes Class 2b and 3 trucks and 

vans. 

(CAFE Model Documentation, p. 10).  

 

Several issues exist regarding the Vehicle Technology Classes listed in Table 3 that may 

be confusing and need to be clarified: 

 The 2017 and Later Model Year Light-Duty Vehicle CAFE standards apply to (1) 

Passenger Cars, (2) Light-Duty Trucks, and (3) Medium-Duty Passenger 

Vehicles. 

(EPA/NHTSA, 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas 

Emissions and Corporate Average Fuel Economy Standards, October 15, 2012) 
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 The light duty CAFE standards do not apply to the Class 2b/3 Trucks and Vans, 

although the Volpe Model runs the analysis of these classes to evaluate their 

compliance with the Medium- and Heavy-Duty Fuel Efficiency Standards.  

(EPA/NHTSA, “Greenhouse Gas Emissions and Fuel Efficiency Standards for 

Medium- and Heavy-Duty Engines and Vehicles – Phase 2,” August 2016 

o Allowing simultaneous analysis of light duty and medium duty fleets 

accounts for potential interaction between shared platforms, engines, and 

transmissions. 

(CAFE Model Documentation, pp. 1-2) 

Recommendation 8: 

Provide an explanation of how the light-duty CAFE model interacts with the medium-

duty fleet analysis in order to allow “simultaneous analysis of light-duty and medium-duty 

fleets.” Explain that both fleets are required to be analyzed simultaneously to account for 

the potential interaction, but this simultaneous analysis significantly increases the 

complexity of analyzing the light-duty CAFE fleet. 

 

RESPONSE: Model documentation will be updated to clarify interactions between 
different regulated fleets based on specified model inputs. 
 

Technology Pathways: 

 

Concern 9: 

Figure 3, which shows the Transmission-Level Paths, does not include a 10-speed 

automatic transmission. It also does not show a possible path from a 6-speed or 8-speed 

DCT to an 8-speed automatic transmission (possibly due to drivability concerns with the 

DCT). 

 

Recommendation 9:  

Add a 10-speed automatic transmission to Figure 3. Add a possible path from a 6-speed or 

8-speed DCT to an 8-speed or 10-speed automatic transmission, and explain how such a 

path is handled in the Volpe Model. 

 

RESPONSE: See response to recommendation 6 above. The model does not simulate 
the potential that, having invested to apply DCTs—presumably successfully—to a 
specific vehicle model, a manufacturer would revert to applying ATs. A new 
Regulatory Impact Analysis will invite comment on whether and, if so, the model 
should be revised to accommodate reversion to prior transmission types. 
 

Synergies: 

 

For some technologies, the modeling system may convert a vehicle or a vehicle’s engine 

from operating on one type of fuel to another. For example, application of Advanced 

Diesel (ADSL) technology converts a vehicle from gasoline operation to diesel operation. 

In such a case, the Equations (1) and (2) still apply, however, in each case, the FE new 

value is assigned to the vehicle’s new fuel type, while the fuel economy on the original 

fuel is discarded. 

(CAFE Model Documentation, p. 20) 
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Concern 10: 

The above description of process for changing from a gasoline engine to a diesel engine is 

not clear. Figure 2, showing Engine-Level Paths, indicates that the Diesel Engine Path is 

an independent path from the Basic Engine Path. This appears to be a significant change 

from the 2012 FRIA where the Diesel Engine was in the last branch of the Engine 

Technology Decision Tree, shown in Figure V-29 (2012 FRIA). The comment that “the 

FE new value is assigned to the vehicle’s new fuel type, while the fuel economy on the 

original fuel is discarded” needs to be explained.  

 

For example, will the fuel consumption reduction of the diesel now be referenced to the 

null gasoline vehicle (where the diesel provides 28.4 to 30.5 percent reduction in fuel 

consumption (2012 TSD), rather than to the end of the gasoline engine pathway (where 

Table V-126 of the 2012 FRIA shows the diesel provides 5.53 percent reduction in fuel 

consumption relative to the last step in the gasoline engine pathway)?  

(NHTSA, “Final Regulatory Impact Analysis Corporate Average Fuel Economy for MY 

2017-MY 2025 Passenger Cars and Light Trucks,” 2012) 

(EPA/NHTSA, “Joint Technical Support Document: Final Rulemaking for 2017-2025 

Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel 

Economy Standards,” August 2012) 

 

Recommendation 10: 

Provide a clear description of the process and impact of the change from a gasoline engine 

to a diesel engine on page 20 of the CAFE Model Documentation. Provide an explanation 

of the reference point for diesel engine fuel consumption reduction, and contrast this with 

the reference point used in the 2012 FRIA. Extend the explanation to non-liquid fuel 

types, such as CNG, electricity, and hydrogen. 

 

RESPONSE: Model documentation will be revised to clarify updated procedures for 
calculating changes in fuel consumption, including those involved with switching 
from gasoline to other fuels. 
 

Technology Cost Tables: 

 

The modeling system also incorporates cost adjustment factors to provide accounting 

corrections for technology costs. Since the Basic Engine path converges from SOHC, 

DOHC, and OHV technologies, and since the base input costs are defined for the DOHC 

path, adjustments are needed to offset the costs of some basic engine technologies used on 

the SOHC and OHV engines.  

 

Concerns 11, 12, and 13: 

The “cost adjustment factors,” “Maintenance Cost Table and Repair Cost Table, and 

“Stranded Capital Table” should have additional explanations together with references. 

 

Recommendation 11: Provide an explanation of how the cost adjustment factors to offset 

the cost of some basic technologies used on the SOHC and OHV engines are derived and 

where they can be found. Describe what are “some basic technologies” (CAFE Model 
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Documentation, p. 21). Explain whether the cost adjustment factors are actually factors 

(multiplicative) or incremental costs (additive or subtractive). 

 

RESPONSE: Model documentation will be updated to clarify how these adjustment 
factors are applied, and a new Regulatory Impact Analysis will discuss the basis for 
specific input values. 
 

Recommendation 12: Provide an explanation of the source of the “Maintenance Cost 

Table and the Repair Cost Table.” 

(CAFE Model Documentation, p. 21) 

 

RESPONSE: A new Regulatory Impact Analysis will discuss the basis for specific 
input values for maintenance and repair costs. 
 

Recommendation 13: Provide a reference for the derivation of the “Stranded Capital 

Table.”  

Explain how the “Stranded Capital Table” includes the effects of previously invested 

capital that is terminated prior to full useful life and how the “stranded” part of this capital 

is appropriated across future vehicle production, on a per vehicle coast basis. 

(CAFE Model Documentation, p. 21) 

 

RESPONSE: A new Regulatory Impact Analysis will discuss the basis for specific 
input values for stranded capital costs. 
 

Compliance Simulation Loop: 

 

The algorithm first finds the best next applicable technology in each of the technology 

pathways, and then selects the best among these. 

 

The effective cost, defined by Equation 5, is used for evaluating the relative attractiveness 

of different technology applications. 

 

 
 

(CAFE Model Documentation, p. 23- 25) 

 

Concern 14 (Same as Concern 1, Topic 2.4):  

The units of COSTeff and the definition of TECHCOSTi,j provided below Equation 5 in 

the CAFE Model Documentation are not clear.  

 The units of COSTeff are presumed to be “total cost ( dollars) per affected 

vehicle,” since the equation is divided by total sales of the applicable vehicles.  

 The definition of TECHCOSTi,j is presumed to equal the total cost (direct 

manufacturing cost x RPE or (1+ICM)) of the technology per applicable vehicle. 

 The summation at the beginning of the equation is presumed to indicate a 

summation of all the costs per vehicle within the following parenthesis over all of 
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the affected vehicles. This appears to be required so that COSTeff has units of 

“total cost ( dollars) per affected vehicle.” 

 

Recommendation 14 (Same as Recommendation 1, Topic 2.4): 

Provide the suggested clarifications of Equation 5 identified in Concern 14 regarding: 1) 

the units of COSTeff, 2) the definition of TECHCOSTi,j, and 3) the meaning of the first 

summation of all of the costs within the following parenthesis. 

 

RESPONSE: Model documentation will be updated to clarify the definition and 
units of the “effective cost” metric. 
 

Concern 15 (Same as Concern 3, Topic 2.4):  

Equation 5 is strongly dependent on VALUEFUEL defined by Equation 6. A critically 

important parameter in Equation 6 is PB, which is the “payback period,” or number of 

years in the future the consumer is assumed to take into account when considering fuel 

savings.  

 

Recommendation 15 (Same as Recommendation 3, Topic 2.4):  

Provide an explanation of how the appropriate value for PB, the payback period, is 

determined for the Volpe Model. Explain if PB is 3 years (“the value of fuel savings to a 

potential buyer over the first three years of ownership” or 1 year (““payback period,” 

assumed to be 1 year for all manufacturers in this analysis”), since both payback periods 

are mentioned in the same paragraph on p. 13-49 of the 2016 Draft TAR.  

 

RESPONSE: The strength of this dependence depends on several inputs. In addition 
to the payback period, other inputs—notably fuel prices—can strongly influence the 
calculated value of the reduction in fuel consumption. A new Regulatory Impact 
Analysis will discuss input values specifying payback periods (and other inputs), and 
will present an updated sensitivity analysis considering other possible values for 
these inputs (e.g., shorter or longer payback periods, lower or higher fuel prices).  
 

Concern 16: 

Figure 8, Determination of "Best Next" Technology Application, suggests that only 

technologies that can be considered are those which are cost effective (i.e., effective cost 

< 0, where effective cost represents the difference between the incremental cost and the 

value of fuel savings to a potential buyer over the first three years of ownership). 

 

Recommendation 16:  

Explain whether Figure 8 implies that only groups of technologies (i.e., “Tech Solution”) 

that are cost effective can be considered, or does it imply that individual technologies 

which are not cost effective cannot be considered.  

 

RESPONSE: In Figure 8, “solution” refers to the application of a specific technology 
to a specific set of vehicles that would be affected by a single application of the 
technology (e.g., changes to a single engine could simultaneously impact a range of 
specific vehicle models). Model documentation will be updated to clarify this point. 
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Vehicle Use and Total Lifetime Mileage: 

 

The average number of miles driven by a surviving vehicle model i produced in model 

year MY, and belonging to VMT category C, during calendar year CY is given by 

Equation 15, where “ε” is defined as the elasticity of annual vehicle use with respect to 

fuel cost per mile. 

However, an explanation of how “ε” is determined is not available. 

 

Recommendation 17: 

Provide an explanation of how “ε,” defined as the elasticity of annual vehicle use with 

respect to fuel cost per mile, is determined. Provide a reference for this explanation. 

 

RESPONSE: Model documentation will be updated to more clearly relate this 
elasticity with the rebound effect input listed in appendix A. A new Regulatory 
Impact Analysis will discuss specific values for the rebound effect. 
 

Vehicle Safety Effects: 

 

Total fatalities attributed to vehicle use for vehicles of model year MY, belonging to 

safety class SC and weight threshold T are computed using Equation 42. Key parameters 

in Equation 42 include:  

BASESC, T: the measure of base fatalities per billion miles for vehicles within a 

safety class SC and weight threshold T. 

FMVSSSC,T: an adjustment for new Federal Motor Vehicle Safety Standards 

(FMVSS) for vehicles within a safety class SC and weight threshold T. 

 

Concern 18:  

The source of the vehicle safety effects data for BASESC,T and EFFECTSC,T in Equation 42 

should be explained with references provided. 

 

Recommendation 18: 

Explain the source of the vehicle safety effects data for BASESC,T and EFFECTSC,T used in 

Equation 42 to calculate total fatalities attributed to vehicle use for vehicles of model year 

MY, belonging to safety class SC and weight threshold T. 

(CAFE Model Documentation, p. 47) 

 

RESPONSE: Model procedures and inputs for calculating safety effects have been 
revised to account for a wider range of underlying factors. Model documentation will 
be updated to reflect these new procedures, and a new Regulatory Impact Analysis 
will discuss specified input values 
 

Private versus Social Costs and Benefits: 

 

See Topic 4.6, Model results for social, economic and environmental effects of CAFE 

standards (costs, benefits, and quantities).  
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2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

Implementation of Recommendations 1- 18 will ensure that the data, computational 

methods and assumptions are reasonable and appropriate. 

 
RESPONSE: See responses to recommendations 1-18 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement recommendations 1- 18. 

 
RESPONSE: See responses to recommendations 1-18 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementation of Recommendations 1- 18 is the suggested approach. 

 
RESPONSE: See responses to recommendations 1-18 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementation of Recommendations 1- 18 will enhance the overall utility and 

plausibility of the Volpe Model output. 

 
RESPONSE: See responses to recommendations 1-18 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Reviewer Name:_Wallace R. Wade 

Review Topic Number: _5.2. The organization, structure, and clarity of the model input files 

Other Review Topic Numbers (if interactive effects are focus of discussions):_Topic 2.3___ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Manufacturers Worksheet (Table 8): 

 

Concern 1: 

The Manufacturers Worksheet (Table 8) requires input of the manufacturer’s discount rate 

and payback period. Although these parameters are required in the Manufacturers 

Worksheet, they appear to refer to the manufacturer’s assumption of the consumer’s 

discount rate and payback period. 

 

Recommendation 1:  

Specify that the Manufacturers Worksheet (Table 8) refers to the manufacturer’s 

assumption of the consumer’s discount rate and payback period (if this is the correct 

interpretation). 

 

RESPONSE: Model documentation will be revised to clarify that inputs specifying 
payback periods and discount rates represent estimates of manufacturers’ apparent 
expectations regarding buyers’ willingness to pay for fuel economy improvements. 
 

Concern 2: 

This worksheet requires percentage of manufacturer's ZEV credits assumed to be 

generated in California and S177 states. Table 24, ZEV Credit Values Worksheet, also 

requires similar input. 

 

The handling of the ZEV mandate needs to be explained in the CAFE Model 

Documentation and in the TAR. The following questions should be addressed: 

 Table 8 requires “The percentage of manufacturer's ZEV credits assumed to be 

generated in California and S177 states” while Table 24 requires the “Minimum 

and Maximum percentage of zero emission vehicle (ZEV) credits that a 

manufacturer must generate in order to meet the ZEV requirement in each 

specified model year.” An explanation of these two tables (similarities and 

differences) with respect to ZEV credits would be helpful. How are the ZEV 

credits related to the minimum and maximum ZEV credits? 

 Do the percentages of manufacturer's ZEV credits assumed to be generated in 

California and S177 states refer to the MY 2015 baseline or to each of the years 

through 2025? 
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 What assumptions are made regarding ZEV credits (e.g., Are the mandates met 

each year in California and S177 states without regard for effective cost and other 

constraints (such as caps) applied for modeling CAFE compliance?) 

 Are the costs of meeting the ZEV mandates included in the overall costs reported 

by NHTSA for the 2025 CAFE standards, or have they been subtracted out of the 

costs?  

 Is NHTSA’s approach consistent with EPA’s analysis for the ZEV mandate, 

which is stated on p. ES-10, Footnote 3 of the 2016 Draft TAR as follows: “In 

EPA’s modeling, the California Zero Emission Vehicles (ZEV) program is 

considered in the reference case fleet; therefore, 3.5 percent of the fleet is 

projected to be full EV or PHEV in the 2022-2025 timeframe due to the ZEV 

program and the adoption of that program by nine additional states”? 

 

Recommendation 2: 

Provide an explanation of how the ZEV mandate is handled in the CAFE Model. Include 

responses to the five questions listed in Concern 2. An explanation of how the ZEV 

mandate is handled should be included in the TAR. 

 

RESPONSE: The 2016 Draft TAR analysis did not apply the model’s ability to 
simulate compliance with states’ “Zero Emission Vehicle” mandates. These model 
capabilities and inputs will be documented if applied toward any published analysis. 
 

Vehicles Worksheet (Table 9): 

 

Recommendation 3: 

The input for the CAFE fuel economy rating of the vehicle for each fuel type should 

specify the uncorrected 2-cycle fuel economy from EPA certification test data. 

 

Recommendation 4: 

Explain the source of the input for “Employment Hours per Vehicle” and explain how this 

input is used. 

 

RESPONSE: Model procedures for calculating employment impacts have been 
updated, as discussed in updated model documentation. Corresponding updated 
inputs will be discussed in a new Regulatory Impact Analysis. 
 

Engines Worksheet (Table 10): 

 

Recommendation 5: 

Explain the purpose and source of the input of minimum and maximum compression ratio 

of an engine. Are these intended to be 3 or 6 sigma manufacturing tolerances for 

compression ratio? 

 

RESPONSE: These inputs were added with a view toward providing for explicit 
representation of engines with variable compression ratio. Model documentation will 
be updated to clarify accommodation of these ranges. 
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Recommendation 6: 

Add Atkinson 2-cycle and Miller Cycle engines to the Technology Applicability list.  

 

RESPONSE: Model input files will be updated such that worksheets reflect all 
modeled technologies. 
 

Worksheet (Table 11): 

 

Recommendation 7: 

Add 10-speed Automatic and 10-speed DCT Transmissions, using the new TRX11 

format, and HEG1 and HEG2 High Efficiency Gearboxes to the Technology Applicability 

list. 

 

RESPONSE: See response to recommendation 6 above. 
 

Technology Definitions (Table 12): 

 

Recommendation 8: 

For Table 12, Technology Definitions, explain the input for ZEV Credits, defined as the 

“Amount of ZEV credits a vehicle will generate upon application of the technology.” Are 

these the overall ZEV Regulation Credit Requirements shown in Table 4.34 or are these 

the individual credits generate by different vehicle types (plug-in hybrid electric vehicles 

(PHEV with 10 mile electric range – 0.4 credits), battery electric vehicle (BEV with 350 

mile range – 4.0 credits), and fuel cell electric vehicles (FCEV with 350 mile range – 4.0 

credits) as defined on p. 4-43? 

 

RESPONSE: See response to recommendation 2 above. 
 

Technology Assumptions (Table 13): 

 

Recommendation 9: 

Explain the input for Consumer Valuation, defined as the consumer welfare loss (or gain) 

associated with application of the technology. An appropriate reference should also be 

provided. 

 

RESPONSE: Model documentation will be updated to clarify the interpretation and 
application of the “Consumer Valuation” inputs. A new Regulatory Impact Analysis 
will discuss updated input values. 
 

Technology Synergies (Table 15): 

 

Concern 10: 

It is not clear how the extensive Argonne National Laboratory’s simulation data is applied 

to the input for Table 15, Technology Synergies. 

 The 2016 Draft TAR describes the process of accounting for synergies using the 

ANL simulations as follows: 
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A technology group is defined in terms of: engine cam configuration 

(CONFIG), engine technologies (ENG), transmission technologies 

(TRANS), electrification (ELEC), mass reduction levels (MR), 

aerodynamic improvements (AERO), and rolling resistance (ROLL). The 

combination of technology levels along each of these paths define a 

unique technology combination that corresponds to a single point in the 

database for each technology class. 

 

Once a vehicle is assigned a technology state defined as: 

CONFIG;ENG;TRANS;ELEC;MR;AERO;ROLL), adding a new 

technology to the vehicle simply represents progress from one technology 

state to another. The vehicle’s fuel consumption is defined as follows: 

 

𝐹𝐶𝑖=𝐹𝐶0∙(1−𝐹𝐶𝐼𝑖)∙𝑆𝑘/𝑆0 

 

(2016 Draft TAR, pp. 13-35 to 13-36) 

 

 The CAFE Model Documentation describes the process of accounting for 

synergies using Equation 2, as follows: 

 

 Instead of showing two different formulations for applying synergy factors in two 

different documents, only one formulation should be used for clarity. 

 According to Equation 2, Soirg and Snew, appear to be uniquely related to 

application of the 0-th to n-th technologies, which are expected to be different for 

each level of CAFE compliance and each combination of vehicle classes and 

technology cost classes listed in Table 15. The draft TAR (p.13-35) states that 

there are tens of thousands of unique 7-tuples, defined as, 

CONFIG;ENG;TRANS;ELEC;MR;AERO;ROLL), which were used to develop 

values for 𝑆𝑘, synergy factor for technology combination k. What is the format 

for compiling this extensive array of synergy factors in Table 15? Providing an 

example of the array of synergy factors would be informative.  

 Is the “Fuel consumption multiplier” identified in Table 15 equal to the following 

ratio used in Equation 2? If so, then the “Fuel consumption multiplier” should be 

defined using this ratio in Table 15. 

Soirg/ Snew 

 The “amount by which to offset the technology cost” using “a separate synergy 

value specified for each technology cost class” is not clearly defined in the 2016 

Draft TAR or the CAFE Model Documentation. However, this offset appears to 

be the “cost adjustment factor” discussed below. 

 “Cost adjustment factors” provide accounting corrections for technology costs. 

Since the Basic Engine path (Figure 2) converges from SOHC, DOHC, and OHV 

technologies, and since the base input costs are defined for the DOHC path, the 

system necessitates the use of these adjustments in order to offset the costs of 

some basic engine technologies used on the SOHC and OHV engines.  
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(CAFE Model Documentation, p. 21) 

The source and/or derivation of cost adjustment factors should be explained. 

 The “Cost Class” section of Table 15 appears to be the same as “Engine 

Technology Classes” shown in Table 13.6. If this is correct, then a common 

terminology should be used for both tables. 

 

Recommendation 10: 

Address the issues identified in Concern 10 regarding the Technology Synergies (Table 

15) with appropriate explanations, revisions and additions.  

 

RESPONSE: The model has been updated to calculate fuel economy using model 
inputs and methods that should be more clearly relatable to results of underlying full 
vehicle simulations for different combinations of technologies as applied to different 
types of vehicles. Updated model documentation will discuss these changes, and a 
new Regulatory Impact Analysis will discuss specific input values. Model 
documentation will also be revised to clarify the interpretation and application of 
inputs specifying different cost factors, and a new Regulatory Impact Analysis will 
discuss specific input values. 

 

Fuel Economy Data (Table 18): 

 

Concern 11: 

Table 18 requires “historic and projected (forecast by model year) fuel economy levels for 

passenger cars, light trucks, and class 2b/3 trucks, for each fuel type (gasoline, diesel, 

ethanol-85, electricity, and hydrogen).” Concerns with these requirements are:  

 What is the source of the historic data fuel economy levels? 

 What is the source of the forecast fuel economy levels? Why aren’t the forecast 

fuel economy levels an output from the CAFE Model? 

 

Recommendation 11: 

Address the two items under Concern 11 regarding the source of the historic and forecast 

fuel economy levels, which are not specified in Table 18, Fuel Economy Data, with 

appropriate revisions and/or additions. Explain why the forecast fuel economy levels are 

not the output from the CAFE Model? 

 

RESPONSE: Model documentation will be updated to clarify the interpretation and 
application of these inputs, and their relationship to endogenously-estimated fuel 
economy levels. A new Regulatory Impact Analysis will discuss specific input values 
not discussed in the model documentation. 

 

Economic Values (Table 19): 
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Concern 12: 

 What is the source for the Resale Value as a percentage, which is defined as the 

average percentage of the vehicle's final MSRP the consumer recoups after selling 

the vehicle? 

 How is resale value used in the CAFE Model? 

 Resale value is highly dependent on the years since purchase of the new vehicle, 

but this does not appear to be required in Table 19. 

 

Recommendation 12: 

Address the three items under Concern 12 which are not clear in Table 19 with 

appropriate revisions and/or additions.  

 

RESPONSE: Model documentation will be revised to clarify the interpretation and 
application of the model input specifying resale value. A new Regulatory Impact 
Analysis will discuss specific input values. 

 

Safety Values (Table 22): 

 

Concern 13: 

 The vehicle classes that require input of weight thresholds listed in Table 22 (PC, 

LT/SUV, CUV/Minivan) differ from the vehicle classes shown in Table 8.2 

(Lighter Passenger Cars, Heavier Passenger Cars, Lighter LTVs, Heavier LTVs)  

(2016 Draft TAR). 

 The source of the” FMVSS adjustment for new FMVSS below the weight 

threshold,” which is required for Table 22, is not clear. The new FMVSS “may 

influence the historical relationship between mass and safety.” Although Table 

8.10 lists additional safety requirements post 2010 (FMVSS, IIHS) (2016 Draft 

TAR), the table does not identify the weight effects of these requirements, and it is 

unclear if Table 8.2 includes the weight effects of the new FMVSS. 

 

Recommendation 13: 

Make appropriate modifications to ensure that: 1) the vehicle classes that require input of 

weight thresholds listed in Table 22 are aligned with the vehicle classes shown in Table 

8.2 (2016 Draft TAR), and 2) the source of input for the “FMVSS adjustment for new 

FMVSS below the weight threshold” is clearly defined. 

 

RESPONSE: Model documentation will be revised to clarify that safety calculations 
are implemented on a vehicle-by-vehicle basis, such that each vehicle can be assigned 
to the correct “safety class.” A new Regulatory Impact Analysis will discuss specific 
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updated estimates of the coefficients defining the dependence of safety on vehicle 
mass, and will also discuss estimated impacts of future FMVSS on vehicle mass. 
 

Credit Trading Values (Table 23): 

 

Concern 14: 

There are three entries in Table 23 that are labeled “This option is not supported in this 

version of the model.” 

 

Recommendation 14: 

In addition to the label, “This option is not supported in this version of the model” for 

three entries in Table 23, comments on whether the option is expected in future versions 

of the model would be informative. 

 

RESPONSE: The 2016 Draft TAR analysis did not apply the model’s ability to 
simulate compliance with states’ “Zero Emission Vehicle” mandates. These model 
capabilities and inputs will be documented if applied toward any published analysis. 
 

ZEV Credit Values Worksheet (Table 24)/(DFS Model Values worksheet): 

 

Concern 15: 

The DFS model, identified in Table 24, is not mentioned or described in the CAFE Model 

Documentation or the 2016 Draft TAR. 

 

Recommendation 15: 

Provide a reference for the DFS model and a brief explanation of this model. 

 

RESPONSE: The model has been revised to apply new methods for dynamically 
calculating the relative shares of passenger cars and light trucks in the new vehicle 
fleet. Model documentation has been revised to reflect these changes, and a new 
Regulatory Impact Analysis will discuss corresponding specific input values. 

 

Fuel Properties and Emission Costs (Tables 25 and 26): 

 

Concern 16: 

 For CAFE compliance purposes, a fuel economy equation, which has been used 

since 1988, is applied in order to determine what the fuel economy would be if the 

1975 baseline fuel was used (NRC, “Cost, Effectiveness, and Deployment of Fuel 
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Economy Technologies for Light-Duty Vehicles,” 2015). The application of this 

equation is not referenced in Tables 25, or discussed in the 2016 Draft Tar and 

CAFE Model Documentation. 

 The sources for the “Economic costs arising from criteria pollutants and GHG 

emission damage” are not defined. 

 

Recommendation 16-1: 

Provide an explanation of where the fuel economy equation, used to determine what the 

fuel economy would be if the 1975 baseline fuel was used, is applied in the process of 

determining CAFE compliance. 

 

RESPONSE: Model documentation will be updated to clarify that model inputs 
require each vehicle’s initial fuel economy rating (for CAFE compliance purposes) to 
be specified. For any given vehicle that remains physically unchanged, the model 
assumes that fuel economy rating would continue unchanged.  

 

Recommendation 16-2: 

Provide an explanation of the sources for the input of “Economic costs arising from 

criteria pollutants damage and GHG emission damage.” 

 

RESPONSE: A new Regulatory Impact Analysis will discuss sources of specific 
values quantifying damage costs for criteria pollutants and greenhouse gases. 

 

Tailpipe Emissions (Table 28): 

 

Concern 17: 

Table 28 does not define the content of the emission rate tables.  

 

RESPONSE: Model documentation will be expanded to list specific pollutants for 
which emission rates can be specified. 

 

Recommendation 17: 

Provide clarification of what emission rates are actually used in the CAFE modeling. For 

example: 

 Are the emission rates simply the regulatory standards, or  

 Are the emissions rates defined as increasing with mileage (Table 28 and Equation 36 

refer to “vehicle age”), finally reaching the actual emission standard, within a 

specified statistical margin, at the specific mileage for the emission standard? 
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RESPONSE: Model documentation will be revised to more fully discuss the 
interpretation and application emission rates contained in model inputs. A new 
Regulatory Impact Analysis will discuss sources of specific input values. 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

A complete assessment of the data and assumptions used for the Input to the CAFE Model 

Documentation can only be determined after Recommendations 1-17 are implemented to 

resolve the concerns identified above. 

 

RESPONSE: See responses to recommendations 1-17 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-17 concerning the Input to the Volpe Model 

Documentation. 

 

RESPONSE: See responses to recommendations 1-17 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implement Recommendations 1-17 is the suggested approach. 

 

RESPONSE: See responses to recommendations 1-17 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementation of Recommendations 1-17 will enhance the overall utility and plausibility 

of the Volpe Model output. 

 

RESPONSE: See responses to recommendations 1-17 above. 
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6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Reviewer Name:_Wallace R. Wade 

Review Topic Number: _5.3. The organization, structure, and clarity of the model output files 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The system produces seven output files listed in Table 31, which shows the available 

output types and their contents. 

 

Technology Utilization Report (Table 32): 

 

The Technology Utilization Report (Table 32) contains manufacturer-level and industry-

wide technology application and penetration rates for each technology. 

 

Comment:  

The output in the Technology Utilization Report (Table 32) is clearly defined and 

specified in adequate detail. 

 

Compliance Report (Table 33): 

 

The Compliance Report contains manufacturer-level and industry-wide summary of 

compliance model results for each model year and scenario analyzed. 

 

Concern 1: 

How are the “Employment hours associated with the production of vehicle models,” 

shown in Table 33, used in the analysis of the CAFE requirements? Are employment 

hours due to the CAFE standards separated from the overall employment hours? 

 

Recommendation 1: 

Provide an explanation of how the “Employment hours associated with the production of 

vehicle models are used in the analysis of the CAFE requirements. Explain if and how the 

employment hours due to the CAFE standards are separated from the overall employment 

hours. 

 

RESPONSE: The model’s procedures for calculating employment impacts have been 
updated, and model documentation will be updated accordingly. A new Regulatory 
Impact Analysis will discuss corresponding input values and results. 
 

Concern 2: 

The "alternative minimum CAFE standard,” shown in Table 33, does not appear to be 

“outlined in the scenarios input section,” which is assumed to refer to Table 30, Scenarios 
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Worksheet. The "alternative minimum CAFE standard" does not appear to be mentioned 

in the 2016 Draft TAR. 

 

Recommendation 2: Regarding Table 33, provide the proper reference for the "alternative 

minimum CAFE standard,” which currently appears to refer to Table 30, Scenarios 

Worksheet, but the "alternative minimum CAFE standard" is not mentioned in this table. 

Provide a reference document for the "alternative minimum CAFE standard.” 

 

RESPONSE: Model documentation will be updated to clarify that the alternative 
minimum CAFE standard refers to the requirement that domestic passenger car 
fleets meet a minimum CAFE standard, as well as the level required by applying the 
footprint-based targets only to the manufacturer’s own domestic car fleet. These 
inputs are included in the “scenarios” input file. 
 

Concern 3: 

The definition of “The value of the required CAFE standard” is not clear. Is it the fleet 

“CAFE standard” based on the footprint based fuel economy targets and the sales volume 

of each vehicle in the fleet? 

 

RESPONSE: Model documentation will be updated to clarify that the required 
CAFE level refers to the CAFE level the manufacturer is required to meet for the 
indicated fleet, accounting for the attribute-based targets and the manufacturers’ 
production mix. 
 

Recommendation 3: 

Provide the definition of “The value of the required CAFE standard” listed in Table 33. 

 

Concern 4: 

The “CAFE (2-cycle) mpg” is defined in Table 33 as the value of the achieved CAFE 

standard, using a 2-bag test cycle, not including the adjustment for improvements in air 

conditioning or off-cycle credits. CAFE fuel economy values are calculated on the basis 

of FTP and HWFET testing, which involve more than 2 bags in the testing process. 

 

Recommendation 4: 

Clarify that CAFE compliance fuel economy values shown in Table 33 are based on FTP 

and HWFET testing (2-cycle test procedure), rather than a 2-bag test cycle. 

 
RESPONSE: Model documentation will be revised to clarify the presumed basis for 
fuel economy values specified in the model input file containing the analysis fleet. 
 

Concern 5: 

 How are the outputs for “CO2 Required and CO2 Achieved” used, since EPA uses the 

OMEGA model for these calculations? 

 This raises a more significant concern regarding why EPA could not use the extensive 

and highly detailed Volpe Model for their analysis of the GHG emission standards. 
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Recommendation 5:  

Provide an explanation of how the outputs for “CO2 Required and CO2 Achieved” in 

Table 33 are used. Consider opportunities for EPA to use the output from the Volpe 

Model in place of their OMEGA Model output. 

 

RESPONSE: The model has been revised to provide for direct simulation of 
compliance with greenhouse gas emissions standards. Model documentation has 
been accordingly updated, and a new Regulatory Impact Analysis discusses 
corresponding specific input values. 

 

Concern 6: 

Regarding the “ZEV Target” and “ZEV Credit” lines in Table 33, does the Volpe Model 

attempt to comply with the ZEV Targets, within the constrains set in the model? Are any 

constraints modified or eliminated, such as the requirement for Effective Cost to be < 0 or 

caps on technology implementation? 

 

Recommendation 6: 

Clarify if the Volpe Model attempts to comply with the ZEV Targets shown in Table 33, 

and explain if any constraints are modified or eliminated in the model for ZEV 

compliance. 

 

RESPONSE: The 2016 Draft TAR analysis did not apply the model’s ability to 
simulate compliance with states’ “Zero Emission Vehicle” mandates. These model 
capabilities and inputs will be documented if applied toward any published analysis. 
 

Concern 7: 

Table 33 lists the total technology costs accrued by all vehicles for a specific model year, 

manufacturer, and regulatory class. Are the ZEV technologies included in the total 

technology costs, even though the ZEV requirements are not part of the CAFE program? 

 

RESPONSE: See response to recommendation 6 above. 

 

Recommendation 7: 

Provide an explanation of whether the ZEV technologies are included in the total 

technology costs, and comment on the rationale, considering that the ZEV requirements 

are not part of the CAFE program. 

 

RESPONSE: See response to recommendation 6 above. 
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Concern 8: 

How are the “Loss in value to the consumer due to decreased range of pure electric 

vehicles” and the “Total relative loss in value to the consumer due to decreased operating 

life of pure electric vehicles,” shown in Table 33, determined? 

 

Recommendation 8: 

Provide an explanation of how the “Loss in value to the consumer due to decreased range 

of pure electric vehicles” and the “Total relative loss in value to the consumer due to 

decreased operating life of pure electric vehicles,” shown in Table 33, are determined. 

 

RESPONSE: Model documentation will be revise to clarify the interpretation and 
application of and specified “Consumer Valuation” inputs for specific technology. A 
new Regulatory Impact Analysis will discuss updated estimates for HEVs, PHEVs, 
and EVs. 

 

Concern 9: 

Footnote 2 on p. 75 in the CAFE Model Documentation identifies significantly different 

formats for defining credits accumulated by the manufacturer for a specific model year 

and regulatory class.  

 For medium duty vehicles (class-2a shown, but should be identified as class-2b 

light duty trucks), one credit equates to one gallon per 10k miles. This converts to 

0.00001 gal/mi and is apparently handled similar to off-cycle credits which can be 

added or subtracted from an overall fleet gal/mi. 

 For light duty vehicles (passenger cars, class-1 light duty trucks, and class-2a light 

duty trucks), one credit equates to one mile per 10 gallons. How can this format 

for credit be converted to a value that can be added or subtracted from an overall 

fleet gal/mi? 

 

A possible explanation might be as follows: 

Baseline vehicle = 35 mpg 

Credit = 1 mi/10 gal = 0.1 mi/gal 

Improved vehicle = 35mpg + 0.1 mpg = 35.1 

Credit = 1/35 – 1/35.1 = 0.02857 – 0.02849 = 0.00008 gal/mi 

 

Note: The 2012 TSD used fuel economy credits expressed in gal/mi units, as 

shown in Table 5-12 for Efficiency-Improving A/C Technologies and Credits and 

Table 5-37 for Initial Off-Cycle Credit Estimates. These units can be easily added 

or subtracted from an overall fleet gal/mi. 
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(EPA/NHTSA, Joint Technical Support Document: Final Rulemaking for 2017 – 

2025 Light-Duty Vehicle Greenhouse Gas and Corporate Average Fuel Economy 

Standards,” August, 2012)  

 

Recommendation 9: 

Add clarifications to Footnote 2 on p. 75 in the CAFE Model Documentation to address 

Concern 9 regarding the different formats used to define credits for light duty vehicles 

compared to medium duty vehicles, where the credits appear to require that they be in a 

format which can be added or subtracted from an overall fleet gal/mi. 

Also correct “medium duty vehicles “(class-2a)” to read “(class-2b)” in the Footnote on p. 

75. 

 

RESPONSE: Model procedures, inputs, and outputs relating to CAFE credits (and, 
newly, GHG credits) have been updated. Model documentation will be revised 
accordingly, and a new Regulatory Impact Analysis will discuss specific input values. 

 

Societal Effects Report and Societal Costs Report: 

  

Societal Effects Report (Table 34): 

 

Concern 10: 

The Societal Effects Report contains an industry-wide summary of energy and emissions 

effects. 

 “The modeling system generates two versions of each report, where in one, the 

results are reported by vehicle class (LDV, LDT12a, LDT2b3), while in the other, 

the results are reported by regulatory class (PC, LT, LT2b3)” (CAFE Model 

Documentation, p. 76). However, these groups of vehicle classes do not appear to 

relate to CAFE requirements. The light duty CAFE requirements are for 1) 

passenger cars, 2) light-duty trucks, and 3) medium-duty passenger vehicles 

(MDPV) described on p. 1-5 of the 2016 Draft TAR. LT2b3 are included in the 

Medium- and Heavy-Duty GHG and Fuel Efficiency Standards.  

 Table 34, Societal Effects report, notes that the “Rated FE” levels reported is not 

comparable to the value of achieved CAFE standard shown in the compliance 

report. The value contained in the Societal Effects Report is computed as total 

VMT divided by total gallons (with the effect of the on-road gap backed out), and 

does not incorporate some of the compliance credits. 

 An explanation of the derivation of the average on-road fuel economy rating of 

vehicles is not provided. Since the Volpe Model primarily calculates CAFE 

compliance fuel economy levels, provide an explanation of the “Rated FE” 

including why the “on-road gap” is backed out from total gallons. 
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Recommendation 10-1: 

Review the groups of vehicle classes shown on p. 76 of the CAFE Model Documentation 

described in Concern 10. Explain why they do not correspond to vehicle classes included 

in the light Duty CAFE Standards or the Medium- and Heavy-Duty Fuel Efficiency 

Standards. Revise as appropriate. 

 

RESPONSE: As discussed above regarding comments on (CAFE) regulatory class 
versus technology class, any given vehicle model/configuration may—necessarily—
be classified differently for different model calculations. Likewise, vehicle 
classification for purposes of specifying criteria pollutant emission factors is not 
always the same as classification for (CAFE) regulatory purposes. Because of these 
difference, model inputs allow classification to be specified separately for each of 
these purposes (and, as well, safety). Model documentation has been revised to 
clarify the differences between classification for CAFE compliance and classification 
for criteria pollutant emissions calculations. 

 

Recommendation 10-2: 

Provide an explanation why the “Rated FE” levels reported are not comparable to the 

value of achieved CAFE standard shown in the compliance report, as described in 

Concern 10. 

 

RESPONSE: Model documentation has been revised to further explain differences 
between average fuel economy levels as determined for CAFE compliance and as 
estimated to be implied by future aggregate mileage accumulation and fuel 
consumption. 

 

Recommendation 10-3: 

Provide an explanation that the average “on-road gap” is 23 percent and include the 

reference to p. 10-1 of the 2016 Draft TAR. Explain why the “on-road gap” is backed out 

from total gallons for the Societal Effects Report. 

 

RESPONSE: Model documentation has been revised to clarify the application of 
inputs specifying the “on road gap,” and how these inputs affect aggregate estimated 
fuel consumption. 

 

Concern 11: 

Are “on-road gaps” applied to the criteria pollutants similar to the “on-road” gap used for 

calculating “Real-world” CO2 and fuel economy levels? 

(2016 Draft TAR, p. 10-1)  
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Recommendation 11: 

Explain whether “on-road gaps” are applied to the criteria pollutants to be compatible 

with “Rated FE.” 

 

RESPONSE: See response to recommendation 10-3 above. Model documentation has 
been revised to explain that these gaps affect projected fuel consumption, which 
affect projected upstream criteria pollutant emissions. 

 

Societal Costs Report (Table 35): 

 

The Societal Costs Report contains monetized consumer and social costs including fuel 

expenditures, travel and refueling value, economic and external costs arising from 

additional vehicle use, as well as owner and societal costs associated with emissions 

damage. 

 

Concern 12: 

For the “Fuel Tax Cost” output, does this calculation include the individual state fuel 

taxes, so that vehicle sales and forecasts need to be known by state? 

 

Recommendation 12: 

Provide an explanation regarding whether the “Fuel Tax Cost” output calculation includes 

the individual state fuel taxes according to the vehicle sales and forecasts by state. 

 

RESPONSE: Model documentation will be updated to clarify that the model does 
not accommodate inputs of state-specific fuel taxation rates, and instead uses 
national-scale averages of combined federal- and state-level rates. 

 

Annual Societal Effects Report and Annual Societal Costs Report (Tables 36 and 37): 

The Annual Societal Effects Report and the Annual Societal Costs Report contain similar 

results as the Societal Effects Report and the Societal Costs Report, except these outputs 

further disaggregate the results by calendar year. 

 

Therefore, the Recommendations 10-12 also apply to Tables 36 and 37. 

 

Vehicles Report (Table 38): 

 

The Vehicles Report (Table 38) contains disaggregate vehicle-level summary of 

compliance model results, providing a detailed view of the final state of each vehicle 
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examined by the model, for each model year and scenario analyzed. The report includes 

basic vehicle characteristics (such as vehicle code, manufacturer, engine and transmission 

used, curb weight, footprint, and sales volumes), fuel economy information (before and 

after the analysis), final technology utilization, and cost metrics associated with 

application of additional technology. 

 

Comment: 

The Vehicles report (Table 38) is comprehensive and well organized. A few concerns 

were identified and are discussed below.  

 

Concern 13: 

Page 84 of the CAFE Model Documentation states “For flex-fuel vehicles (those that 

operate on gasoline and ethanol-85), only the gasoline fuel economy rating is considered 

for compliance.” Why is only the gasoline fuel economy rating used, since page 352 

(NRC, “Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-

Duty Vehicles,” 2015) shows the formula for the CAFE mpg for an FFV that includes the 

fuel economy operating when on the alternative fuel (i.e., E85). 

 

Recommendation 13: 

Provide an explanation of why, for flex-fuel vehicles, only the gasoline fuel economy 

rating is considered for compliance when the formula for the CAFE mpg for an FFV 

includes the fuel economy when operating on the alternative fuel (E85). 

 

RESPONSE: Model documentation will be updated to clarify reporting of fuel 
economy ratings for FFVs. 

 

Concern 14: 

For the Powertrain column in Table 38, does “Conventional” include spark ignition and 

diesel engines? 

 

Recommendation 14: 

Specify that, for the Powertrain row in Table 38, “Conventional” includes spark ignition 

and diesel engines (if this is the correct assumption). 

 

RESPONSE: Model documentation will be updated to clarify that “conventional” 
refers to gasoline and diesel engines. 
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Concern 15: 

The Vehicle Power column in Table 38 contains the “Final power rating of a vehicle.” 

Does this include the combined gasoline engine and electric motor power for hybrid 

vehicles? If this is correct, how is the combined power for hybrid vehicles calculated? For 

current power split hybrid vehicles, the combined power is not equal to the sum of the 

gasoline engine and electric motor power, but is less than this sum. The manufacturer 

generally provides the combined power for current vehicles, but an explanation of the 

source of this information should be provided in the TAR and /or CAFE Model 

Documentation. 

 

Recommendation 15: 

Provide an explanation that the “Final power rating of a vehicle” for the “Vehicle Power” 

row in Table 38 contains the combined gasoline engine and electric motor power for 

hybrid vehicles (if this is a correct assumption). Provide an explanation of the source of 

this combined power rating for hybrid vehicles in the TAR and /or CAFE Model 

Documentation to address Concern 15. 

 

RESPONSE: Model documentation will be updated to clarify reporting of vehicle 
power levels. 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

A complete assessment of the data, computational methods, and assumptions used for the 

Output to the CAFE Model Documentation can only be determined after 

Recommendations 1-15 are implemented to resolve the concerns noted above. 

 
RESPONSE: See responses to recommendations 1-15 above. 
 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Implement Recommendations 1-15 concerning the Output to the Volpe Model 

Documentation. 

 
RESPONSE: See responses to recommendations 1-15 above. 
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4. Is there an alternative approach that you would suggest? 

 

 

No. Implement Recommendations 1-15 is the suggested approach. 

 
RESPONSE: See responses to recommendations 1-15 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementation of Recommendations 1-15 will enhance the overall utility and plausibility 

of the Volpe Model output. 

 
RESPONSE: See responses to recommendations 1-15 above. 
 

 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Reviewer Name:_Wallace R. Wade 

Review Topic Number: _5.4. The model’s ease and clarity of operation 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

Appendix C - CAFE Model Software Manual: 

 

This Appendix in the CAFE Model Documentation provides step by step instructions for 

using the CAFE Model, including screen shots to illustrate its use. 

 

The model GUI is operated using a simple, easy to use file-menu (Figure 11), with most 

commonly used shortcuts also available on the model toolbar (Figure 12). For user 

convenience, most of the menu entries may also be controlled using keyboard shortcuts. 

 

The modeling system automatically generates the seven output files (in CSV format) 

described in the Output section of the CAFE Model Documentation section. 

 

The model requires the input files (Market-Data, Technology, Parameters, Scenarios) 

described in the Input section of the CAFE Model Documentation section. 

 

Concern 1: 

Figure 19 shows the selection of input files. However, a major section of the CAFE Model 

Software Manual appears to have been omitted since no explanation of the format for the 

input files is provided. These input files are critical for ensuring reliable outputs from the 

Volpe Model. 

 

Recommendation 1:  

Add a section to the CAFE Model Software Manual that provides an explanation of the 

format for the input files. 

 

REPONSE: While model documentation will be updated to more clearly explain the 
structure of the input files, it would not be practical to reproduce the entire structure 
of these input files in the model documentation. The model documentation will be 
expanded to explain the importance of having actual input files available for 
examination when reviewing corresponding sections of the documentation. 
 

Concern 2: 

Figure 25 (and also Figure 26) shows entries for PC, LT and 2b3, but additional 

explanations are needed. 
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 Explanations are not provided for the three headings: pSTND, STND, CAFE 

(where STND appears to be the CAFE standard, CAFE appears to be the 

calculated achieved compliance against the standard, but pSTND is not defined).  

 Page ix states that STD is for the “value of the CAFE standard.” The use of STND 

in Figures 25 and 26 appears to be inconsistent with the “Abbreviations” provided 

in the CAFE Model Documentation on pp. viii and ix. 

 Does CAFE refer to the CAFE standard for all medium/heavy duty trucks in the 

2b3 classes? This appears to be the case since, for a typical work factor of about 

5000, the 2023 gasoline CAFE target is 5.81 gal/100 mi, or 17.2 mpg, as shown in 

Figure 25 (Figure VI-6, EPA/NHTSA, “Greenhouse Gas Emissions and Fuel 

Efficiency Standards for Medium- and Heavy-Duty Engines and Vehicles—Phase 

2,” Federal Register, October 25, 2016). 

o If this is the case, then where are the class 2b3, Medium Duty Passenger 

Vehicles that are included in the light-duty CAFE standards, accounted 

for? Are Medium Duty Passenger Vehicles included in the “LT” group? 

 The units for credits are not defined. Are these the credits defined in footnote 2 on 

page 75 (For passenger cars and light duty trucks: one credit equates to one mile 

per 10 gallons. For medium duty vehicles (class-2b3): one credit equates to one 

gallon per 10k miles.)? 

 

Recommendation 2-1: 

Provide the clarifications identified for the first two issues in Concern 2 regarding Figures 

25 and 26 of the CAFE Model Documentation. 

 

RESPONSE: The model’s reporting of required and achieved CAFE levels (and, 
newly, GHG levels) and credits has been revised, and model documentation will be 
updated accordingly. Regarding MDPVs regulated as light-duty vehicles, average 
required and achieved CAFE levels reflect this regulatory treatment. 

 

Recommendation 2-2: 

Provide an explanation, requested for the third issue in Concern 2, regarding where the 

class 2b3, medium duty passenger vehicles are included in the light-duty CAFE 

requirements, as shown in Figures 25 and 26.  Clearly show that the Medium Duty 

Passenger Vehicles are part of the output for the Light Duty vehicle CAFE standard, 

which should be distinguished from the output for Class 2b3 trucks, which are part of the 

Medium- and Heavy-Duty Vehicle Fuel Efficiency standard. 

 

RESPONSE: As long as model inputs correctly identify any MDPVs regulated as 
light-duty vehicles, the model includes these vehicles in manufacturers’ light-duty 
vehicle fleets that are subject to CAFE standards. These vehicles are clearly 
identifiable as such in the model’s vehicle-level output file. 
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Recommendation 2-3: 

Define the units for credits listed in Figures 25 and 26, possibly by reference to Footnotes 

1 and 2 on page 75. 

 

RESPONSE: Model documentation will be revised to indicate units in which various 
credits are denominated. 

 

 

 

2. Are the data, computational methods, and assumptions (as applicable) reasonable and 

appropriate given the purpose of the model? Why? 

 

 

The CAFE Model Software Manual provides clear step by step instructions for using the 

CAFE Model, including screen shots to illustrate its use. 

 

 

3. What modifications do you suggest to the Volpe Model approach related to the review 

topic? 

 

 

Modifications identified in Recommendations 1 and 2 are suggested. 

 
RESPONSE: See responses to recommendations 1-2 above. 
 

 

4. Is there an alternative approach that you would suggest? 

 

 

No. Implementing the modifications requested in Recommendations 1 and 2 is the 

approach suggested. 

  
RESPONSE: See responses to recommendations 1-2 above. 
 

 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of 

the review topic to the overall utility and plausibility of the Volpe Model output?  

 

 

Implementing the modifications requested in Recommendations 1 and 2 will enhance the 

overall utility and plausibility of the Volpe Model output. 

 
RESPONSE: See responses to recommendations 1-2 above. 
 

299



 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output 

of the model for setting CAFE standards? 

 

 

 

7. Provide any additional comments that may not have been addressed above. 
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Reviewer Name:_Wallace R. Wade 

Review Topic Number: _5.5. Any other comments you may have on the CAFE Model 

Other Review Topic Numbers (if interactive effects are focus of discussions):____________ 

 

Provide an objective assessment of the Volpe Model approach for the review topic: [Enter response 

in the text boxes, which will expand as more text is entered.] 

 

1. What are the most important concerns that should be taken into account related to the 

review topic? 

 

 

The CAFE model is a very detailed and well thought out model for estimating the effects, 

costs, and benefits of the CAFE standards. The most significant recommendations from 

this review of the model and its documentation are as follows: 

 

Recommendation 1 – Topic 1.3 

The Volpe Model should develop a means to recognize and incorporate new vehicle 

models as well as discontinued models. The workload of new vehicle models needs to be 

recognized together with the impact on current vehicle redesigns (possibly lengthening the 

period between redesigns) and the estimates of production volumes for the new as well as 

current vehicle models. 

 

RESPONSE: The CAFE model is already capable of incorporating new vehicle 
models and dropping discontinued models, but the composition of the fleet 
constitutes a set of inputs to the model, and is not inherent in the model itself.  Prior 
to 2010, CAFE rulemaking analyses using the model applied inputs that were 
informed significantly by manufacturers’ forward-looking product plans, including 
plans to introduce new products and discontinue other products. However, 
manufacturers’ forward-looking product plans being considered confidential 
business information (CBI), neither these detailed inputs nor the correspondingly 
detailed inputs could be made publicly available. Starting in 2010, CAFE rulemaking 
analyses have applied market inputs informed by sources (e.g., CAFE compliance 
data) that can be made public, but that are not informed by manufacturers’ plans to 
change product offerings. A new Regulatory Impact Analysis will discuss these 
tradeoffs, and will discuss NHTSA’s approach to developing analysis fleet inputs for 
the model. 
 

Comment – Topic 2.1 

The improvements in the current Volpe Model using simulations from ANL’s Autonomie 

model in place of the pairwise synergy factor approach are reasonable and are expected to 

improve the capability of the Volpe Model to reflect the synergy effects of applying a new 

technology to vehicles already having a variety of fuel consumption reduction 

technologies. 
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Recommendations to Ensure MY 2015 Baseline Fleet Technologies and CAFE Fuel 

Economy Ratings are Correctly Defined and Compatible 

Recommendation 1 - Topic 3.1  

The 2016 Draft TAR should be modified to address Concern 1 (Topic 3.1) 

regarding the need for significantly more information about the specific types and 

levels of technologies applied to each vehicle type in the MY 2015 (baseline) fleet 

than illustrated in Tables 4.43and 4.44. 

 

RESPONSE: Compared to the highly-summarized single-chapter discussion 
of results in the 2016 Draft TAR, a new Regulatory Impact Analysis will 
present fuller information regarding types and levels of technologies in the 
analysis fleet and under different modeled regulatory alternatives. 

 

Recommendation 3 - Topic 5.2 

The input for the CAFE fuel economy rating of the vehicle (for the MY 2015 

baseline fleet) for each fuel type should specify the uncorrected 2-cycle fuel 

economy from EPA certification test data. 

 

RESPONSE: Model inputs defining the analysis fleet reflect fuel economy 
levels expected to apply for purposes of CAFE compliance. Model 
documentation will be updated to clarify this point, and a new Regulatory 
Impact Analysis will discuss updated inputs defining the analysis fleet. 

 

Comment – Topic 3.1   

The mass reduction starting point for the baseline fleet has been an ongoing concern since 

the publication of the 2012 TSD, as discussed in Finding 6.8 (p. 242) of the 2015 NRC 

Report (NRC, “Cost, Effectiveness, and Deployment of Fuel Economy Technologies for 

Light-Duty Vehicles, 2015). NHTSA’s technique for determining the mass reduction level 

starting points for the MY 2015 baseline fleet is a good beginning for resolving this 

concern. However, the several issues with NHTSA’s technique will need to be addressed 

to arrive at a satisfactory resolution for determining the mass reduction starting point for 

the baseline fleet. A suggested requirement to recognize material usage in the baseline 

fleet vehicles is consistent with the 2015 NRC Study’s Recommendation 6.3 for a 

“materials based approach…to better define opportunities…for implementing 

lightweighting techniques.” 

Recommendation 1 - Topic 3.2 

Because of the impact of an economic behavioral model on demand for vehicles of 

different sizes and market segments, NHTSA should continue to develop, resolve 

previous issues, and validate an economic behavioral model for eventual incorporation in 

the Volpe Model. The price that the consumer evaluates in their purchase decision, such 

as MSRP, monthly payment, and/or monthly lease fee, will need to be determined for a 

successful economic behavioral model. 

302



 

RESPONSE: The model has been revised to include procedures to dynamically 
estimate industry-wide sales of passenger cars and light trucks, and to dynamically 
estimate the survival of older vehicles in the fleet. Model documentation will be 
revised to document these model revisions, and a new Regulatory Impact Analysis 
will document the development of corresponding model inputs. These procedures do 
not constitute a fully detailed vehicle choice model; further research would be 
required to determine whether such a model can be practicably and realistically 
integrated in the CAFE model, and to determine how to address vehicle pricing. 
DOT has been sponsoring and conducting research and testing in this challenging 
area since the early 2000s (including demonstrating the potential to integrate such 
models into the CAFE model) and plans to continue doing so. 
 

Recommendation 2 – Topic 3.3 

The Volpe Model does not appear to analyze the Passenger Car Standards as they apply 

individually to the Import and Domestic Passenger Car fleets. Assess the need to analyze 

the Passenger Car Standards as they apply individually to the Import and Domestic 

Passenger Car fleets, and if necessary, implement the capability to include the analysis of 

Import and Domestic Passenger Car fleets. 

 

RESPONSE: The model has been revised to account for the statutory requirement 
that compliance be determined separately for fleets of domestic and imported cars. 
Model documentation has been correspondingly updated, and a new Regulatory 
Impact Analysis discusses results on this basis. 
 

Recommendations 1- 4 – Topic 3.4 

Revise the Engine Level Paths (Figure 2) and Transmission Level Paths (Figure 3) to 

include the new engine and transmission technologies and the new transmission 

terminology  introduced in the 2016 Draft TAR, including: 

- Non-HEVAtkinson 2-cycle engines (ATK2) and Miller cycle engines (MILLER) 

- The new transmission terminology, TRX11, TRX12, TRX21, TRX22 

- Nine and 10-speed transmissions 

- HEG1 and HEG2 High Efficiency Gearboxes 

 

RESPONSE: Model documentation will be updated such that relevant text, tables, 
and figures reflect the updated set of technologies accommodated by the model. A 
new Regulatory Impact Analysis will discuss the basis for corresponding inputs to 
the model. 
 

Recommendation 9 – Topic 3.4 

Provide a discussion on whether and how volume-based learning might be better 

incorporated into cost estimates, especially for low volume technologies. Provide an 

update on empirical evidence of the cost reductions that occur in the automobile industry 

with volume, especially for large-volume technologies that will be relied on to meet the 

CAFE/GHG standards. 
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RESPONSE: A new Regulatory Impact Analysis will discuss updates to learning 
assumptions as reflected in updated cost inputs to the model. Further research would 
be required to determine whether and, if so, how volume-based learning could be 
simulated endogenously in the model, considering the potential need for these effects 
to “feed back” with technology application. 
 

Recommendation 1-1 - Topic 4.1  

Consider revising the following comment in the 2016 Draft TAR, “in a high fuel price 

regime, an expensive but very efficient technology may look attractive to manufacturers 

because the value of the fuel savings is sufficiently high to both counteract the higher cost 

of the technology and, implicitly, satisfy consumer demand to balance price increases with 

reductions in operating cost” after consideration of the following comment. Subtracting 

the value of the fuel savings from the technology cost is indicative of the effective cost. 

However, in the high fuel price regime, the group of lowest cost technologies will still 

result in a lower effective cost than with the one expensive technology. 

 

RESPONSE: A new Regulatory Impact Analysis will clarify the influence of fuel 
price inputs on the model’s estimate of “effective cost.” 
 

Recommendation 1 – Topic 4.5  

The payback periods used in the Volpe Model should be clearly explained, particularly 

with respect to when the three year period is used and when the 1 year period is used. In 

addition, the comment that “manufacturers will treat all technologies that pay for 

themselves within the first three years of ownership (through reduced expenditures on 

fuel) as if the cost of that technology were negative” needs to be explained.  

 

RESPONSE: A new Regulatory Impact Analysis will clarify the interpretation, 
specification, and updated inputs specifying payback periods. 

 

Recommendation 3 – Topic 4.5 

With an average vehicle price of $34,000, the estimated $2,000 increase for the MY 2025 

standards would result in a 5.9 percent increase in vehicle price. If the estimated price 

elasticity of demand of -1 is correct, then a 5.9 percent decline in sales might result. 

Address the impact of the 5.9 percent decline in sales on the economy and the automotive 

industry in the TAR and /or other appropriate documentation. 

 

RESPONSE: The model has been updated to including procedures to estimate 
impacts on new vehicle sales, and on older vehicle scrappage. Model documentation 
will be revised to document these new methods, and a new Regulatory Impact 
Analysis will discuss the development of corresponding model inputs. 
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Recommendation 8 – Topic 5.1 

Provide an explanation of how the light-duty CAFE model interacts with the medium-

duty fleet analysis in order to allow “simultaneous analysis of light-duty and medium-duty 

fleets.” Explain that both fleets are required to be analyzed simultaneously to account for 

the potential interaction, but this simultaneous analysis significantly increases the 

complexity of analyzing the light-duty CAFE fleet. 

 

RESPONSE: Model documentation will be updated to elaborate on how these 
interactions are accounted for, on the role of model inputs in determining the nature 
of any such interactions. 
 

Recommendation 2 – Topic 5.2 

Provide an explanation of how the ZEV mandate is handled in the CAFE Model.  Include 

responses to the five questions listed in Concern 2, Topic 5.2. An explanation of how the 

ZEV mandate is handled should be included in the TAR. 

 

RESPONSE: Documentation will be updated to address the model’s handling of the 
ZEV mandate if this capability is actually exercised for CAFE rulemaking analysis. 

 

Recommendation - Topic 5.3  

Provide an explanation of how the outputs for “CO2 Required and CO2 Achieved” in 

Table 33 are used. Consider opportunities for EPA to use the output from the Volpe 

Model in place of their OMEGA Model output. 

RESPONSE: The model has been updated to provide for explicit simulation of 
compliance with greenhouse gas emissions standards. Documentation will be 
updated to reflect these changes, and a new Regulatory Impact Analysis will discuss 
corresponding model inputs. 

Recommendation 2-2 – Topic 5.4 

Provide the explanation regarding how the class 2b3, medium duty passenger vehicles that 

are included in the light-duty CAFE requirements, are handled in Figures 25 and 26 in the 

CAFE Model Documentation. Clearly show output for Medium Duty Passenger Vehicles 

as part of the output for the Light Duty vehicle CAFE standard, which should be 

distinguished from the output for Class 2b3 trucks, which are part of the Medium- and 

Heavy-Duty Vehicle Fuel Efficiency Standard. 

 

RESPONSE: Model documentation will be updated to explain that as long as model 
inputs appropriately assign specific MDPVs to manufacturers’ light-duty vehicle 
fleets, these vehicles will be counted toward compliance with CAFE standards rather 
than toward standards applicable to heavy-duty pickups and vans. 

 

 

305



2. Are the data, computational methods, and assumptions (as applicable) reasonable and
appropriate given the purpose of the model? Why?

The data, computational methods, and assumptions are likely reasonable and appropriate, 
but the above summary of key Recommendations should be followed to ensure or enhance 
the Volpe Model, its documentation and the TAR. 

RESPONSE: See responses to above recommendations. 

3. What modifications do you suggest to the Volpe Model approach related to the review
topic?

Implementing the above Recommendations is the suggested approach. 

RESPONSE: See responses to above recommendations. 

4. Is there an alternative approach that you would suggest?

No. Implementing the above Recommendations is the suggested approach. 

RESPONSE: See responses to above recommendations. 

5. [SKIP FOR REVIEW TOPICS 4.4 - 4.6] What is your assessment of the contribution of
the review topic to the overall utility and plausibility of the Volpe Model output?

Implementing the above Recommendations will enhance the overall utility and 
plausibility of the Volpe Model output. 

RESPONSE: See responses to above recommendations. 

6. [REVIEW TOPICS 4.4 - 4.6 ONLY] What is your assessment of the utility of the output
of the model for setting CAFE standards?

7. Provide any additional comments that may not have been addressed above.
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 Fall 1994, Senior Design, MAE 183, Enrollment: 16 
 Spring 1995, Senior Design, MAE 184, Enrollment: 15 
 Spring 1995, Internal Combustion Engines, MAE 262, Enrollment: 42 
 Fall 1995, Senior Design, MAE 183, Enrollment: 16 
 Spring 1996, Senior Design, MAE 184, Enrollment: 16 
 Fall 1996, Internal Combustion Engines, MAE 262, Enrollment: 48 
 Fall 1996, Senior Design, MAE 183, Enrollment: 11 
 Spring 1997, Senior Design, MAE 184, Enrollment: 11 
 Fall 1997, Senior Design, MAE 183, Enrollment: 12 
 Fall 1997, Internal Combustion Engines, MAE 262, Enrollment: 40 
 Spring 1998, Senior Design, MAE 184, Enrollment: 10 
 Fall 1998, Internal Combustion Engines, MAE 262, Enrollment: 23 
 Spring 1999, Strength of Materials, MAE 43, Enrollment: 12 
 Fall 1999, Internal Combustion Engines, MAE 262, Enrollment: 32 
 Fall 1999, Advanced Vehicle Propulsion (team taught with C. Atkinson), MAE 394C, Enrollment: 8 
 Spring 2000, Mobile Source Powerplants, MAE 394E, Enrolment 12 
 Fall 2000, Internal Combustion Engines, MAE 262, Enrollment: 25 
 Fall 2000, WVU Advanced Vehicle Propulsion, MAE 394C, Enrollment: 10 
 Fall 2000, WVU Senior Design – FutureTruck, MAE 183, Enrollment: 8 

 Spring 2001, WVU Senior Design – FutureTruck, MAE 184, Enrollment: 8 
 Spring 2001, Mobile Source Powerplants, MAE 394E, Enrollment: 15 
 Fall 2001, Internal Combustion Engines, MAE 425 (new number system), Enrollment: 36 
 Fall 2001, Advanced Vehicle Propulsion, MAE 693 & 593 (new number system), Enrollment: 16 
 Fall 2001, Senior Design – FutureTruck, MAE 471, Enrollment: 7 
 Spring 2002, Senior Design – FutureTruck, MAE 472, Enrollment: 7 
 Spring 2002, Vehicle Propulsion, MAE 693C, Enrollment: 10 
 Fall 2002, Senior Design – FutureTruck, MAE 471, Enrollment: 27 
 Fall 2002, Internal Combustion Engines, MAE 425, Enrollment: 55 
 Spring 2003, Senior Design – FutureTruck, MAE 472, Enrollment: 25 
 Fall 2003, Internal Combustion Engines, MAE 425, Enrollment: 68 
 Fall 2003, Senior Design – FutureTruck, MAE 471, Enrollment: 25 
 Spring 2004, Senior Design – FutureTruck, MAE 472, Enrollment: 23 
 Fall 2004, Internal Combustion Engines, MAE 425, Enrollment: 65 
 Fall 2004, Senior Design – FutureTruck, MAE 471, Enrollment: 20 
 Spring 2005, Senior Design – FutureTruck, MAE 472, Enrollment: 18 
 Fall 2005, Internal Combustion Engines, MAE 425, Enrollment: 55 
 Fall 2005, Senior Design – FutureTruck, MAE 471, Enrollment: 20 

 Spring 2006, Senior Design – FutureTruck, MAE 472, Enrollment: 14 
 Fall 2006, Internal Combustion Engines, MAE 425, Enrollment: 64 
 Fall 2006, Senior Design – FutureTruck, MAE 471, Enrollment: 30 
 Fall 2007, Internal Combustion Engines, MAE 425, Enrollment: 51 
 Spring 2008, Heat Transfer, MAE 423, Enrollment: 51 
 Fall 2008, Machine Design & Manufacturing, MAE 454, Enrollment: 98 

 Spring 2009, Internal Combustion Engines, MAE 425, Enrollment: 62 

 Spring 2010, Internal Combustion Engines, MAE 425, Enrollment: 41 
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G R A D U A T E  S U P E R V I S I O N  A S  A  M A J O R  A D V I S O R  ( 1 9 9 5  -  P R E S E N T )  
 

DOCTOR OF PHILOSOPHY 
 
Weidong Liu, Data Interpretation Techniques for Inferring Bubble Size and Distribution (December 1995).  
 
Kristine K. Craven, Thermodynamic Model of a Three Chamber Engine (May 1997).  
 
W. Scott Wayne, A Parametric Study of Knock Control Strategies for a Bi-Fuel Engine (May 1997).  
 
Christopher J. Tennant, Application of Automotive Engine Control Technology to General Aviation Aircraft 
Powerplants (December 1997). 
 
Ali Ihsan Karamavruc, Interpretation of Data From a Horizontal Heat Transfer Tube in a Bubbling Fluidized Bed 
(May 1995).  
 
Ehab F. Shoukry, Numerical Simulation for Parametric Study of a Two-Stroke Compression Ignition Direct 
Injection Linear Engine (Aug. 2003).  
 
Csaba Toth-Nagy, Linear Engine Development for Series Hybrid Electric Vehicles (December 2004).  
 
Prakash Gajendran, Development of a Heavy Duty Diesel Vehicle Emissions Inventory Prediction Model (August 
2005).  
 
Madhava Madireddy, Methods for Reconstruction of Transient Emissions from Heavy-Duty Vehicles (July 2008). 
 
ABM S. Khan, Route and Grade Sensitive Modeling of Fuel Efficiency and Emissions for Diesel Buses (August 
2009). 
 
Clinton Bedick, Optimization of a Retrofit Urea-SCR System (November 2009). 
 
Yuebin Wu, Laboratory and Real-World Measurement of Diesel Particulate Matter (October 2010). 
 
Francisco Posada Sanchez, Enabling HCCI Combustion of n-Heptane through Thermo-Chemical Recuperation 
(October 2010). 
 
Derek Johnson, Implementation of Wet Scrubbing Technologies to Marine Diesel Engines for the Reduction of 
NOx Emissions (May 2012) 
 
Lijuan Wang, Heavy-duty vehicles models and factors impacting fuel consumption, (December 2011) 
 
Feng Zhen, Optimization Tool for Transit Bus Fleet Management (December 2012) 
 
Ahmed Al-Samari, Impact of Intelligent Transportation Systems on Parallel Hybrid Electric Heavy Duty Vehicles, 
(Fall 2014) 
 
Bharadwaj Sathiamoorthy, Spatial and Temporal Investigation of Real World Crosswind Effects on Transient 
Aerodynamic Drag Losses in Heavy Duty Truck Trailers in the US (Spring 2015) 
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Matthew Robinson, Analysis and Optimization of a Dual Free Piston, Spring Assisted, Linear Engine Generator 
(Fall 2015) 
 
Mohammad Alrbai, Modeling and Simulation of a Free-Piston Engine with Electrical Generator Using HCCI 
Combustion (Summer 2016) 
 
April Covington, Current Student 

 
MASTER OF SCIENCE 
 
Suresh Sunderesan, Measurement of Local Instantaneous Heat Transfer Coefficients and Pressure Fluctuations 
in a Gas Fluidized Bed (May 1995). 
 
Christopher Tennant, Experimental Investigation of a Bi-Fuel Engine (December 1994).  
 
Steve McConnell, The Design of a Medium Duty Transportable Chassis Dynamometer (December 1995).  
 
J. Todd Messer, Measurement Delays and Modal Analysis for Two Heavy Duty Transportable Emissions Testing 
Laboratories and a Stationary Engine Emissions Testing Laboratory (December 1995).  
 
Ralph Nine, Volatile and Semi-Volatile Hydrocarbon Speciation of a Current Low Emission Medium Duty Diesel 
Engine (December 1995).  
 
Franklin Miller, Transient Engine Testing Torque and Speed Compliance (August 1995).  
 
Brian McGrath, Wide-Open Throttle Performance of an Internal Combustion Engine Fueled with M85 (December 
1996).  
 
Sumit Bhargava, advised by Dr. Nigel Clark: Exhaust Gas Recirculation in a Lean-Burn Natural Gas Engine (May 
1998).  
 
Clarence Gadapati, Fluidized Beds as Automotive Catalytic Converters (May 1998). 
 
Jennifer A. Hoppie, Defining Drivetrain Losses in Developing a Cycle for Engine and Chassis Dynamometer Test 
Compliance and Uncertainty Analysis of Emissions Test Facilities (December 1997).  
 
James J. Daley, Development of a Heavy Duty Vehicle Chassis Dynamometer Test Route (December 1998). 
 
Subhash Nandkumar, Two-Stroke Linear Engine (December 1998).  
 
Talus Park, Dual Fuel Conversion of a Direct Injection Diesel Engine (May 1999). 
 
Ravishankar Ramamurthy, Heavy Duty Emissions Inventory and Prediction (May 1999).  
 
David Houdyschell, advised by Dr. Nigel Clark: A Diesel-Two-Stroke Linear Engine (May 2000).  
 
Brian E. Mace, Emissions Testing of Two Recreational Marine Engines with Water Contact in the Exhaust Stream 
(May 2000). 
 
Justin M. Kern, Inventory and Prediction of Heavy-Duty Diesel Vehicle Emissions (May 2000). 
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Eric Corrigan, Measuring Heavy-Duty Diesel Emissions With a Split Exhaust Configuration (May 2001).  
 
Andrew D. Fuller, A Flow Rate Measurement System for a Mobile Emissions Monitoring System (May 2001).  
 
Ronald P. Jarrett, Evaluation of Opacity, Particulate Matter, and Carbon Monoxide from Heavy-Duty Diesel 
Transient Chassis Tests (December 2000).  
 
Eric Meyer, Evaluation of Flowrate Measurement Techniques for an On-Road Emissions Monitoring System (May 
2001).  
 
Paul Andrei, Real World Heavy-Duty Vehicle Emissions Modeling (August 2001).  
 
Akunor Azu, A Comparison of Real Use Performance of Diesel Fueled Trucks and Hybrid Electric Buses to the 
Federal Testing Procedure (December 2001). 
 
Bradley R. Bane, A Comparison of Steady State and Transient Emissions from a Heavy-Duty Diesel Engine (May 
2002). 
 
Anjali Nennelli, Simulation of Heavy Duty Hybrid Electric Vehicles (December 2001).  
 
Paidamoyo A. Nyika, An Analysis of a Reformulated Emission Control Diesel Effects on Heavy Duty Diesel Exhaust 
Emissions (December 2001). 
 
Jonathan Smith, Optimum Hybrid Vehicle Configurations for Heavy Duty Applications (August 2001).  
 
Jason Conley, A Rational Understanding of Energy and Power Demands for Hybrid Vehicles (August 2002). 
 
Marcus Gilbert, Investigation into the Use of a Tapered Element Oscillating Microbalance for Real-Time 
Particulate Measurement (December 2002).  
 
Azadeh Tehranian, Effects of Artificial Neural Networks Characterization on Prediction of Diesel Engine 
Emissions (May 2003). 
 
Aparna Aravelli, Real-time Measurement of Oxides of Nitrogen from Heavy-Duty Diesel Engines (Dec. 2003).  
 
Thomas Buffamonte, Evaluation of Regulated Emissions from Heavy-Duty Diesel Vehicles in the South Coast Air 
Basin (Aug. 2003).  
 
J. Axel Radermacher, Repeatability of On-Road Routes and a Comparison of On-Road Routes to the Federal Test 
Procedure (May 2004). 
 
Nastaran Hashemi, Effects of Artificial Neural Network Speed-Based Inputs on Heavy-Duty Vehicle Emissions 
Prediction (Aug. 2004). 
 
Ramprabhu Vellaisamy, Assessment of NOx Destruction in Heavy-Duty Diesel Engines by Injecting Nitric Oxide 
into the Intake (May 2005).  
 
Matthew Swartz, Nitric Oxide Conversion in a Spark Ignited Natural Gas Engine (May 2005).  
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ABM Siddique Rahman Khan, Evaluating Real-World Idle Emissions from Heavy-Duty Diesel Vehicles (August 
2005). 
 
Kuntal Vora (MSAE), Cycles and Weight Effects on Emissions and Development of Predictive Emissions Models 
for Heavy Duty Trucks (August 2006) 
 
Corey Strimer, Quantifying Effects of Vehicle Weight and Terrain on Emissions, Fuel Economy, and Engine 
Behavior (November 2006). 
 
Russell King, Design of a Selective Catalytic Reduction System to Reduce NOx Emissions of the 2003 West Virginia 
University FutureTruck (April 2007). 
 
Derek Johnson, Design and Testing of an Independently Controlled Urea-SCR System for Marine Diesel 
Applications (July 2008). 
 
Howard Mearns, Design and Testing of the WVU Challenge X Competition Hybrid Diesel Electric Vehicle (May 
2009). 
 
Neil Buzzard, Investigation into Pedestrian Exposure to Near-Tailpipe Exhaust Emissions (July 2009). 
 
Idowu Olatunji, Emissions Characterization and Particle Size Distribution from a DPF-Equipped Diesel Truck 
Fueled with Biodiesel Blends (December 2010). 
 
Sean Lockard, MS, Problem Report 
 
Louise Ayre, MS Design and Evaluation of a Marine Scrubber System (December 2012) 
 
Mehar Ramanjeneya Bade, Current MS Student 
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A D M I N I S T R A T I V E  A N D  S E R V I C E  A C T I V I T I E S  
 

MEMBERSHIP OF ENGINEERING INSTITUTIONS 
 
 American Society of Mechanical Engineers (Present Member) 

 Society of Automotive Engineers (Present Member, Fellow grade of membership) 

 Tau Beta Pi 

 

CONFERENCE ORGANIZATION 
 
 Session Chair, 1986 Powder and Bulk Solids Conference 

 Session Chair and member of the Organizing Committee, 1986 Fine Particle Society Annual Meeting 

 Session Chair and member of the Organizing Committee, 1987 Fine Particle Society Annual Meeting 

 Session Co-chair, 1987 American Society of Civil Engineers Meeting, Buffalo, NY 

 Co-Organizer, Society of Automotive Engineers Pittsburgh Chapter Meeting, Morgantown, October 1988 

 Session Chair, Society of Automotive Engineers Congress, Detroit, February 1989 

 Co-Organizer of Multiphase Flow Symposium, Fine Particle Society Meeting, Boston, 1989 

 Chair of 2 sessions, Co-chairman of 1 session, Fine Particle Society Meeting, Boston, 1989 

 Co-Organizer of Multiphase Flow Symposium, Fine Particle Society Meeting, San Diego, 1990 

 Chair of 1 session, Fine Particle Society Meeting, San Diego, 1990 

 Chair of 1 session, Society of Automotive Engineers Congress, Detroit 1992 

 Chair of 1 session, Society of Automotive Engineers Congress, Detroit, 1993 

 Chair of 1 session, Society of Automotive Engineers Congress, Detroit, 1994 

 Chair - 1 session, Co-chair - 1 session, Society of Automotive Engineers Congress, Detroit, 1995 

 Chair of 1 session, Society of Automotive Engineers Congress, Detroit, 1996 

 Session Organizer, SAE Spring Fuels & Lubricants Meeting, Paris 2000 

 Chair of 1 session, Society of Automotive Engineers Fall Fuels & Lubricants Meeting, Baltimore, 2000 

 Session Organizer, SAE Fall Fuels & Lubricants Meeting, 2001 

 Session Organizer, SAE Spring Fuels & Lubricants Meeting, 2003 

 Session Organizer & Chair, 14th Asia-Pacific Automotive Engineering Conference, 2007 

 Session Organizer, SAE Fuels & Lubricants Meeting, 2007 

 

SERVICE TO THE DEPARTMENT 
 
 Construction of Undergraduate Thermodynamics and Fluids Laboratory for MAE 145, a new laboratory 

course. This involved the renovation, or the design and construction, of apparatus for seven different 

laboratory experiments. (1987-88) 

 A.S.M.E. Student Chapter Advisor, 1987, 1988, 1989, 1990. Involved plant tours, section meetings, social 

events, annual student regional meeting. 

 

JOURNALS, AGENCY AND CONFERENCE REVIEWS (PRIOR TO 1994)  
 
 Powder Technology 
 Canadian Journal of Chemical Engineering 
 International Journal of Mineral Processing 
 A.I.Ch.E. Journal 
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 Journal of Powder and Bulk Solids Technology 
 Particulate Science and Technology 
 International Journal of Multiphase Flow 
 ASME Journal of Fluids Engineering 
 Society of Automotive Engineers Transactions 
 Chemical Engineering Communications 
 AIME (Mining Engineering) 
 Chemical Engineering Science 
 International Journal of Vehicle Design 
 Industrial and Engineering Chemistry Research 
 ASME Fluids Engineering Division Conference Papers 
 SAE Congress Conference Papers 
 Fine Particle Society Conference Papers 
 Proceedings of Institution of Mechanical Engineers (London) 
 Reviewer for National Science Foundation Proposals 
 Reviewer for Department of Energy Proposals 
 

JOURNAL, PROPOSAL AND CONFERENCE PAPER REVIEWS (1995 -  PRESENT) 
 
 Proceedings of Institute of Mechanical Engineers (2/95) 

 Canadian Journal of Chemical Engineering (2/95) 

 ASME Fluids Eng. Division Conf. Paper (3/95) 

 Institution of Chemical Engineers (4/95) 

 Powder Technology (USA) (5/95) 

 Powder Technology (UK) (5/95) 

 A.I.Ch.E. Journal (8/95) 

 National Science Foundation (10/95) 

 A.I.Ch.E. Journal (10/95) 

 A.I.Ch.E. Journal (2nd review of paper) (10/95) 

 SAE Congress (3 papers) (10/95) 

 SAE Congress (1 paper) (12/95) 

 Canadian Journal of Chemical Engineering (11/95) 

 SAE Fuels & Lubricants Meeting (1 paper) (1/96) 

 Int. Jour. of Multiphase Flow (4/96) 

 Powder Technology (4/96) 

 A.I.Ch.E. Journal (6/96) 

 Industrial and Engineering Chemistry Research (8/96) 

 National Science Foundation (10/96) 

 Powder Technology (UK) (2/97) 

 SAE Conference Papers (2papers) (5/97) 

 Int. Jour. of Multiphase Flow (6/97) 

 Powder Technology (USA) (6/97) 

 SAE Conference Papers (5 papers) (10/97) 

 Int. Jour. Multiphase Flow (11/97) 

 Proc. Inst. Chem. Engrs. (London) (11/97) 

 A.I.Ch.E. Journal (3/98) 
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 Environmental Science & Technology (3/98) 

 Journal of Aerospace Eng. (Proc. Inst. Mech. Engrs.) (4/98) 

 Journal of the Air & Waste Management Assoc. (4/98) 

 Powder Technology (USA) (5/98) 

 Industrial & Engineering Chemistry Research (5/98) 

 Chemical Engineering Communications (6/98) 

 Society of Automotive Engineers F&L Meeting (4 papers) (6/98) 

 Society of Automotive Engineers Congress (10/98) 

 Society of Automotive Engineers (Special Manuscript Review) (10/98) 

 Powder Technology (London) (10/98) 

 ASAE Transactions (10/98) 

 ASME ICE paper (11/98) 

 Journal of Automobile Eng., Proc. I. Mech. E. (11/98) 

 Heat and Fluid Flow (11/98) 

 Chemical Engineering Communications (1/99) 

 Environmental Science & Technology (7/99) 

 ASME ICE Division Conference Paper (7/99) 

 Journal of Aerospace Engineering (7/99) 

 SAE Fuels & Lubricants Meeting (2 papers) (7/99) 

 Environmental Science & Technology (9/99) 

 Transportation Research Board Conf. Paper (9/99) 

 Powder Technology (London) (10/99) 

 Environmental Science & Technology (11/99) 

 Journal of Automobile Engineering (11/99) 

 Society of Automotive Engineers Conf. Papers (two) (12/99) 

 I.Mech. E. Jour. Aerospace Eng. (2nd review) (1/00) 

 I.Mech. E. Jour. Automobile Eng. (2nd. review) (1/00) 

 A.I.Ch.E. Journal (1/00) 

 Powder Technology (London) (1/00) 

 Am. Soc. Agric. Engrs. Jour. (3/00) 

 Advances in Environmental Research (4/00) 

 Am. Soc. Agric. Engrs. Jour. (4/00) 

 SAE Fuels & Lubricants Conf. (2 papers) (4/00) 

 Environmental Science & Technology (6/00) 

 SAE Fuels & Lubricants Conf. (6/00) 

 Proc. I. Mech. Eng., Mech. Eng. Sci. (6/00) 

 A.I.Ch.E. Jour. (8/00) 

 Proc. I. Mech. Eng., Mech. Eng. Sci. (8/00)  

 Environmental Science & Technology (8/00) 

 SAE Truck & Bus Meeting Paper (8/00) 

 A.I.Ch.E. Jour. (11/00) 

 Coordinating Research Council – Proposal Review (11/00) 

 IEEE Proceedings (UK) (12/00) 

 Chemical Engineering Journal (12/00) 

 Advances in Environmental Research (2nd. review) (1/01) 
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 Society of Automotive Engineers Conf. Paper (2/01) 

 Powder Technology (7/01) 

 Journal of the Air & Waste Management Assoc. (8/01) 

 Environmental Science & Technology (8/01) 

 Environmental Science & Technology (10/01) 

 ASME Journal of Fluids Engineering (10/01) 

 AIChE Journal (10/01) 

 Chemical Engineering Communications (re-review) (11/01) 

 Chemical Engineering Science (1/02) 

 Chemical Engineering Communications (1/02)  

 Chemical Engineering Research & Design (1/02) 

 Energy (2/02) 

 Jour. Of the Air & Waste Management Assoc. (7/02) 

 A.I.Ch.E. Journal (2nd Review of paper) (7/02) 

 Energy & Fuels (7/02) 

 SAE Congress papers (two) (11/02) 

 Energy & Fuels (1/03) 

 International Journal of Thermal Sciences (3/03) 

 Energy & Fuels (2nd Review) (6/03) 

 Jour. of Automobile Engineering (6/03) 

 Jour. of Engine Research (6/03) 

 Soc. of Automotive Engineers Powertrain Conf. Paper (7/03) 

 Jour. of Automobile Engineering (11/03) 

 Soc. of Automotive Engineers Conf. Papers (two) (11/03) 

 ASME Transactions: Jour. of Eng. For Gas Turbines & Power (11/03)  

 A.I.Ch.E. Journal (12/03) 

 Jour. of Environmental Management (12/03) 

 Chemical Engineering Communications (12/03) 

 Journal of Automobile Engineering (4/04) 

 Journal of the Air & Waste Management Assoc. (6/04) 

 Environmental Science & Technology (8/04) 

 Journal of Automobile Engineering (8/04) 

 Journal of Automobile Engineering (Second Review) (8/04) 

 Journal of Automobile Engineering (Second Review) (12/04) 

 Environmental Science & Technology (3/05) 

 Atmospheric Environment (5/05) 

 Journal of Environmental Monitoring (5/05) 

 ICE2005 Conference, Italy (7/05) 

 Review of Scientific Instruments (9/05) 

 Journal of the Air & Waste Management Assoc. (9/05) 

 Transportation Research Board (Conference Paper) (10/05) 

 Mech. Eng. Jour. of Aerospace Eng. (10/05) 

 Soc. of Automotive Engineers Congress Paper (11/05) 

 Review of Scientific Instruments (second review) (11/05) 

 Journal of Automobile Engineering (1/06) 
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 ASME Internal Combustion Engine Division Conference Paper (1/06) 

 Environmental Science & Technology (5/06) 

 Environmental Science & Technology (6/06) 

 Jour. of Automobile Engineering (7/06) 

 Transportation Research Board Paper (9/06) 

 ASME Internal Combustion Engines Division Conference Paper (9/06) 

 Transportation Research Board Paper (9/06) 

 Transportation Research Board Paper (9/06) 

 Society of Automotive Engineers Fuels & Lubricants Meeting (10/06) 

 Jour. of the Air & Waste Management Assoc. (10/06) 

 Society of Automotive Engineers Congress (2 papers) (11/06) 

 Journal of Automobile Engineering (second review) (11/06) 

 Transportation Research Board Paper (second review) (11/06) 

 Society of Automotive Engineers Congress (11/06) 

 International Journal of Sustainable Transportation (1/07) 

 Powder Technology (3/07) 

 Energy & Fuels (3/07) 

 Society of Automotive Engineers 8th Int. Conf. on Engines for Automobiles (6/07) 

 Asia-Pacific Automotive Engineering Conference (2 papers) (6/07) 

 Journal of Automobile Engineering (6/07) 

 Environmental Science & Technology (7/07) 

 Transportation Research Board Paper (8/07) 

 Transportation Research Board Paper (8/07) 

 Transportation Research Board Paper (9/07) 

 Society of Automotive Engineers Congress (11/07) 

 Journal of Automobile Engineering (12/07) 

 Environmental Science & Technology (12/07) 

 Society of Automotive Engineers Conference Paper (12/07) 

 International Journal of Engine Research (1/08) 

 Journal of Automobile Engineering (1/08) 

 Environmental Health (1/08) 

 Energy & Fuels (5/08) 

 Transportation Research Board conference paper (9/08) 

 Chemical Engineering Science (9/08) 

 Applied Energy (12/08) 

 Heat Transfer Engineering (2/09) 

 ASME Internal Combustion Engines division paper (2/09) 

 SAE Conference Paper (6/09) 

 Journal of the Air & Waste Management Association (7/10) 

 Environmental Science & Technology (10/10) 

 International Journal of Engine Research (11/10) 

 Combustion Science and Technology (2/11) 

 Experimental Thermal & Fluid Science (3/11) 

 Environmental Science & Technology (4/11) 

 International Journal of Hydrogen Energy (5/11) 
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 Combustion Science and Technology (5/11) (2nd review) 

 International Journal of Sustainable Transportation (2/12) 

 Fuel Processing Technology (3/12) 

 Energy & Fuels (6/12) 

 Society of Automotive Engineers – Conference Paper (7/12) 

 International Journal of Hydrogen Energy (7/13) 

 Society of Automotive Engineers – Conference Paper (12/13) 

 Environmental Science and Pollution Research (1/14) 

 Emission Control Science and Technology (10/14) 

 Mathematical Problems in Engineering (1/15) 

 Atmospheric Environment (2/15) 

 Fuel (5/15) 

 

ADMINISTRATIVE AND COMMITTEE SERVICE 
 
 Society of Automotive Engineers Subcommittee Member, 1988-1990 

 Undergraduate Advisor for Department, 1987-1996 

 Co-Advisor for Society of Automotive Engineers Formula Car Design Team, 1988‑89, 1989-1990 

 Advisor for the WVU Methanol Car Conversion Team, 1988‑1989, 1989‑1990 

 Member, WVU Water Research Institute Committee, 1987-1992 

 Member of Executive Committee of Fine Particle Society, 1987-1991 

 Vice Chairman, ASME Mountaineer Group, 1990-1992 

 Member ASME Fluids Engineering Multiphase Flow Committee, 1989 - Present 

 Advisor for SAE Formula Car Design Team, 1990-Present 

 Member, Department Undergraduate Curriculum Committee, 1990-1995 

 Member, Department Laboratory Committee, 1990-1991 

 Member, Department Promotion and Tenure Committee, 1991-92 

 Member of College of Engineering Planning Leadership group, and Chairman of College Strategic Planning 

Research Committee, 1993 

 Chairman, ASME Mountaineer Group, 1992-93 

 Vehicle Design Associate of the International Journal of Vehicle Design, 1993-Present 

 Member of College Research Committee, 1993-94 

 Member of College Initiative Committee on management operations, 1993-94 

 Participant, College Retreat on Centers, 1993 

 West Virginia University Faculty Senator, 1994-2001 

 Diesel Engine Technology Workshop/Presentation for Hercules Aerospace Staff, July, 1994 

 Participant, Southern Oxidants Study Work Group, July, 1994 

 Advisor to Jennifer Hoppie: “GE Faculty of the Future Undergraduate Research Grant Program”, 1994 

 Member of Committee to Unify Colleges of Engineering and of Mineral and Energy Resources, 1995 

 West Virginia University Faculty Senate Executive Committee Member, 1995-96, 1996-97, 1997-98 

 West Virginia University Expert Business Office Task Force on Procurement - Member, 1995 

 West Virginia University Senate Committee on Research, Research Grants & Publications - Member, 1995 - 

96, Chair Nominee, 1996, Chair, 1997 & 1998 

 Senate Representative to University Graduate Council, 1995 - 1996 

 West Virginia University Research Advisory Committee, 1995  

 West Virginia University Research Task Force: Team Leader for 1/3 of the Task Force, 1996 
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 West Virginia University Research Task Force Implementation Committee on Funding Strategy, 1996 - 1997 

 Review Team for Ph.D. in Chemistry, Member, 1996 

 Select Committee on Faculty Rewards (to revise Promotion & Tenure Guidelines), Member, 1996 

 College of Engineering and Mineral Resources Promotion and Tenure Committee, 1996-1997 

 University Faculty Hearing Panel, 1997-1998 

 Advisor to Talus Park, EG&G Byrd Scholar, 1996-1997 

 Search Committee for Assoc. Dean of Arts & Sciences, 1997 

 WVU Research Corporation Board, 1997 - 2000 

 Search Committee for WVU Assoc. Provost for Research, 1998 

 Member, Advisory Council to the Assoc. Provost for Research, 1998-2000 

 Benedum Award Committee, 1998-1999 

 WVU Senate Committee on Committees, Chair-Elect, 1999-2000 

 WVU Representative to the Advisory Council of Faculty (State Level, 1999-2000 

 WVU Task Force on Salary Policy, 1999-2000 

 Committee to select four Eberly Professorships (Arts & Sciences), 1999-2000 

 CEMR Dean’s Review Committee, 1999-2000 

 WVU Faculty Senate Executive Committee (ex-officio member), 1999-2000 

 West Virginia University Press Advisory Board, 2000-2002 

 Chair, State advisory Council of Faculty, 2000-2001 

 CEMR Dean Search Committee, 2000 

 Search Committee for Assoc. Director, WVU Research Corporation, 2000 

 Faculty Representative for establishment of WVU Compact, 2000-2001 

 Search Committee Chair for hiring for two research positions in Petroleum & Natural Gas Engineering, WVU, 

2000-2001 

 Search Committee for Endowed Professorship in Mathematics, 2001 

 Committee to revise statewide Series 36 policy, 2001 

 Director, Graduate Automotive Technology Education program (US DOE funded) at WVU, 2000-2001 

 Advisor, WVU FutureTruck Student Team, 2000-2001, 2001-2002 

 Committee to select Endowed Chairs in College of Law, 2001 

 Served on EPA Technical Qualifications Board (Personnel Review), 2002 

 Chaired Professors Review Committee, CEMR, 2001/2002 

 Committee to select Eberly Professor in Teaching, College of Arts & Sciences, 2002 

 Environmental Protection Agency Small Business Innovative Research Review Panel, Washington, DC, June 

2002 

 Participant, Heavy Duty Vehicle Emissions Modeling Group, California Air Resources Board, 2002 

 MAE Dept. Promotion and Tenure Committee, 2002-2003 

 MAE Mechanical Engineering Undergraduate Curriculum Committee, 2002 

 Reviewed a Faculty Member for Promotion, University of California system, 2002 

 Reviewed a Faculty Member for promotion, Wayne State University, 2002 

 Chaired a Topic Area for MAE Ph.D. Qualifying Examination Committee (Written & Oral), 2002 

 Participated in Argonne National Laboratories, Center for Transportation Research, PM Measurement 

Forum, Jan. 2003 

 Participated in World Bank “Diesel Days” Workshop (Washington, DC), Jan. 2003 

 Participated in Energy Frontiers International Workshop (Charleston, SC), Feb. 2003 

 WVU Faculty Senator, 2003-2006 
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 Member, Ph.D. Qualifying Examination Committee, Spring 2003

 Participant in Federal Highway Administration Air Toxics Workshop, Chicago May 2003

 Guest Speaker at AAA Auto Skills Competition dinner, May 2003

 Faculty Advisor, Ford Motor Co./DOE FutureTruck Competition, June 2003

 Participant, US Dept. of Energy Invitational Workshop for Advanced Combustion and Fuels, Argonne, IL, June

2003 

 Reviewer, as a consultant, for a World Bank handbook, 2003

 Proposal Reviewer, NASEO State Technologies Advancement Collaborative, Nov. 2003

 Participant, HEI-CRC ACES Workshop, Denver, Colorado, Nov. 2003

 Participant, DOE Advanced Reciprocating Engine Systems Workshop, Washington DC, Nov. 2003

 Committee to name two endowed chairs, College of Law, Nov 2003

 Staten Island Ferry Advisory Group (Emissions Reduction), 2003 –2004

 Committee to select the Jackson Family Professor of English Literature, 2003-2004

 Chair-Elect, WVU Curriculum Committee, 2003-2004

 Student Evaluation of Instruction Committee, 2003-2004

 Search Committee for the Associate Provost for Research, 2003-2004

 Committee to select K-Mart Professor of Marketing, 2004

 Committee to select Associate Vice-President for Research, 2004

 Reviewer for WVU Research Corporation PSCoR Proposal, 2004

 Faculty Mentor to Tony Huang, National McNair Scholar, 2004-2005

 Promotion Evaluation for Argonne National Laboratory, 2004

 WVU Benedum Awards Committee, Science & Technology Chair, 2004-2005

 Advisor to Tony Huang for Undergraduate Research Day at the WV Capitol, 2004-2005

 Reviewed proposal for Connecticut Cooperative Highway Research Program, Jan. 2005

 Reviewed two PSCoR proposals for WVU Research Corporation, February 2005

 Research Subcommittee, West Virginia Strategic Planning Initiative, 2005

 Presenter & Participant, US Dept. of Energy Fuels Technology Program Merit Review, March 2005

 Speaker, TRC Workshop on Ultra-Low Sulfur Diesel, Milwaukee, Aug. 2005

 Honors Thesis Advisor to Ryan Starn, 2005

 Member, CRC Fuels for Advanced Combustion Engines Committee, 2005-2006

 Participant, WV Automotive R&D Assessment Team Meeting, 2006

 Faculty Senator, 2006-2009 term

 Faculty Senate Executive Committee Member, 2006-2007

 Member of President’s Task Force on Administrative Infrastructure, 2006

 Member, Byrd Professorship Committee, 2006

 Member, Committee on Student Rights & Responsibilities, 2006-2007

 Member of DOE proposal review team, 2006

 Benedum Distinguished Scholars Award Committee, 2006-2007

 Faculty Senate Ad Hoc Committee on Curriculum Committee’s Procedures, 2006-2007

 Chair, Search Committee for tenure track faculty hire in MAE, 2005-2006

 Member, Search Committee for research faculty hire in MAE, 2006

 Member, Search Committee for tenure track faculty hire in MAE, 2006-2007

 Supervisor of Drs. Ben Shade, Mohan Krishnamurthy and Andrew Nix (Research Assistant Professors), 2006-

2008 

 Chair of two sessions, SAE Fuels & Lubricants meeting, January 2007
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 Participant & Poster Presenter, FTA Electric Drive Bus Technology Meeting, Nashville, May 2007 

 Chair, CEMR Promotion & Tenure Committee, 2006-2007 

 Member, Ad Hoc Senate Committee on Curriculum Committees' Procedures, 2007 

 Dissertation Opponent, KTH (Royal Institute), Stockholm, Sweden, September 2007 

 Member, CEMR Promotion & Tenure Committee, 2007-2008 

 Chair, Faculty Search Committee (MAE-TEM), October 2007 – January 2008 

 Participant, Electric Drive Strategic Plan Group (Federal Transit Administration) 2007-2008 

 Reviewer, US Dept. of Energy OVT-Graduate Automotive Technology Education program, February 2008 

 Member, Faculty Senate Executive Committee, 2007-2010 

 Chair-elect, WVU Faculty Senate, 2008-2009 

 Member, WVU Marketing & Advancement Faculty Advisory Committee for University Communications, 

2008 

 Member, WVU Parking & Transportation Advisory Committee, 2008-2010 

 Reviewer, The Consortium for Plant Biotechnology Research, 2008 

 Member, Committee to Assess Fuel Economy Technologies for Medium- and Heavy-Duty Vehicles; National 

Research Council; Transportation Research Board, 2008-2010 

 Member, Search Committee for WVU Associate Provost for Academic Programs, 2009 

 Member, Search Committee for WVU Provost, 2009 

 Member, Search Committee for WVU Chief Information Officer, 2009 

 Chair, WVU Faculty Senate, 2009-2010 

 Member, Search Committee for WVU Chief Information Officer, 2009 

 Chair, Committee to Rescind Asinine Procedures, WVU, 2009 

 Presenter: Energy & Transportation issues to Senior 4H Conference, Jackson’s Mill, WV, June 22, 2009 

 Member, WVU Board of Governors, 2009-2011 

 Member, WVU Board of Governors Strategic Plans, Initiatives and Accreditations Committee, 2009-2011 

 Member, WVU Board of Governors Divisional Campus Committee, 2009-2011 

 Reviewer, DOE Vehicle Technologies Merit Review, June 2010 

 Chair, WVU Strategic Planning Council (10 year institutional plan), 2010 

 Speaker, Induction Convocation for National Society Of Collegiate Scholars, WVU, September 2010 

 Ex-Officio Faculty Senate Representative, West Virginia University Graduate Council, 2010-2011 

 Search Committee, Dual Career Coordinator, West Virginia University, 2010 

 Member, West Virginia University Honorary Degree Committee, 2010 

 Member, West Virginia University Promotion & Tenure Committee, 2009-2010 

 Member, West Virginia University Retention to Graduation Council, 2010-2011 

 Member, ASME Soichiro Honda Medal Committee, 2011-2013 

 Member, National Academy of Sciences (NAS) Medium- and Heavy-Duty Vehicle Fuel Economy Committee, 

2009-2011 

 Keynote Address Presenter, 2011 SUN Conference, Ann Arbor, MI, September 2011 

 Reviewer for external faculty promotion & tenure case, 2011 

 Liaison to WVU Research Roundtable, 2011 

 Liaison to WVU Global Engagement Roundtable, 2011 

 Member, WVU Parking & Transportation Committee, 2011 

 Member, University Planning Committee, 2011 
 Invited Speaker, International Commission on Occupational Health, Cancun, Mexico, March 2012 
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 Reviewer, Health Effects institute document “Ambient Ultrafine Particles: An HEI Perspective,” September 

2012 

 Member WV Governor’s Task Force on Natural Gas Vehicles, 2012-2013 

 Member, National Academies Committee on Medium- and Heavy-Duty Vehicle Fuel Consumption, Part 2, 

2013 

 Panel Moderator, “Natural Gas as the Bridge to Sustainability and Economic Growth,” Morgantown, WV, 

April 2013 

 Promotion and Tenure Reference for Mississippi State University, 2013 

 Attendee, University Economic Development Association Meeting, Pittsburgh, PA, 2013 

 Promotion and Tenure Reference for Wayne State University, 2013 

 Attendee, American Public & Land Grant Universities Annual Meeting, Washington, DC, 2013 

 Reviewer, WVU Senate Research Grant, 2013 

 Chair, Search Committee for Chief Academic Officer, WVU Institute of Technology, 2013-2014 

 Proposal Evaluator, TransTech Energy Business Development Conference, 2014 

 Chair, ASME Sochioro Honda Medal Award Committee, 2014-2015 

 Attendee, American Public & Land Grant Universities Annual Meeting, Orlando, FL, 2014 

 Judge for two Business Pitch Sessions, TransTech Energy Business Development Conference, 2014 

 Presenter at WVU New Faculty Orientation, 2015 

 Member, Higher Education Policy Commission Academic Administrators Advisory Committee, 2015 

 Member, WVU Global Engagement Committee, 2016 
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248-682-6160 home 3241 Erie Drive 
 248-563-4635 mobile 

Orchard Lake, MI 48324 walt@kreucher.net 

Walter M. Kreucher 

Area of Over thirty years of experience in regulatory and legislative issues related to fuel 

Expertise economy, fuel quality, and alternative fuels 

Ran a major inter-industry research project and dealt directly with the Chief Executive 
Officers of the largest automotive and petroleum companies in the world. 

Current Retired from Ford Motor Company April 2004 
 

Environmental Consultants of Michigan, LLC. 

Providing consulting services to groups and organizations outside the automobile 
industry on fuel economy and fuel related regulatory and legislative matters, 
management issues, and other business matters.  
 

Experience 1973 – 2004 Ford Motor Company Dearborn, MI 

Vehicle Energy Planning Manager  

o Managed CAFE compliance, fuel quality and alternative fuel regulatory efforts. 

o Negotiated CAFE regulatory and legislative matters. 

― Developed and implemented strategy that resulted in the CAFE reform 
movement.  

― Developed position papers and background material in support of 
Congressional debates 

― Developed Hybrid Electric Vehicle Tax Credit 

o Provided technical support on fuel economy and fuel quality matters. 

― Key negotiator in the first ever gasoline quality standards (California and 
Federal) 

o Co-Chairman of primary technical committee for the Auto/Oil Air Quality  
Improvement Research Program; a $40 million joint research program that developed 
data demonstrating that gasoline quality improvements could reduce vehicle 
emissions and improve air quality.  

― Worked with the CEO’s of fourteen oil companies and the big three 
automobile companies.  

o Developed responses to various vehicle related regulations 

o Monitored vehicle certification testing 

o Helped develop the first CAFE reporting procedures for Ford.  

Education 1969 Detroit Catholic Central High School  Detroit, MI 

1973 University of Michigan    Ann Arbor, MI 

o B.S.E., Materials Engineering 

1984 University of Detroit Detroit, MI 

o M.B.A., with a major in Finance 

o Member Beta Gamma Sigma, National Honor Society of top 
Business School Graduates 
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Jo

Director, movendo

Employment History

Career History

Current

Senior Environmental Engineer and Transport Planner, United States Department of 
Transportation John A. Volpe National Transportation Systems Center

Jose has 20 years of international experience in government and consulting in Australia, 
the United States, Latin America, Asia and the Middle East. After completing his post-
graduate studies at the Massachusetts Institute of Technology, he worked for 10 years at 
the national research centre of the United States Department of Transportation, where 
he provided strategic and policy advice to all transport government agencies and the 
United States Secretary of Transportation on a variety of transport planning, 
policy, strategy and investment decision-making issues. 

During his tenure at the USDOT, he managed a broad range of high pro�le transport projects, 
including a number of national public transport initiatives such as the magnetic levitation 
(Maglev) deployment program. He also managed the regulatory, feasibility and 
environmental assessments for a number of nationally significant initiatives in the 
United States such as the implementation of policies to reduce emissions from transport 
activities across all modes, the development of safety standards for commercial 
vehicles, the design and implementation of energy efficiency performance metrics, 
and the national rulemaking program for fuel economy standards for passenger 
vehicles.  In more recent times, he has assisted government and private sector clients 
on a variety of transport planning and sustainable transport initiatives, including 
several integrated transport strategies, sustainable transport systems for 
masterplanning projects, and evaluation of transport emissions and energy 
efficiency. He has also evaluated economic, policy, technology and infrastructure 
solutions to enhance the long-term sustainability of the transport sector across 
multiple dimensions, such as emissions and climate change, safety and health. 

José has played a key role in the delivery of numerous studies internationally, including 
the Tanggu Beitang community in Tianjin (China), Monterrey urban regeneration plan 
(Mexico) and Nakheel’s Tall Tower development in Dubai. He is a co-author of presentations 
delivered at two workshops in Kuwait sponsored by the United Nations Development 
Programme and the government of Kuwait as part of the National Traffic and Transport 
Sector Strategy for Kuwait 2010-2020. 

He is an effective oral and written communicator, able to successfully interact with a 
diverse and multicultural audience of stakeholders and clients, as demonstrated by his 
ability to secure positive outcomes for several contentious projects. 

1999 . 2008

Associate Director, AECOM 2008 . 2011

Research Assistant, Massachusetts Institute of Technology1996 . 1999

José Mant
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Qualifications

Project Experience

While at AECOM, José developed the sustainable transport strategy and plan for the Tanggu 
Beitang Community, a 10 square kilometer site in Tianjin.  He worked collaboratively as part 
of an interdisciplinary team of architects, urban designers and planners, transport planners, 
water engineers, and building e�ciency experts.  José developed the sustainable transport 
strategy and functional design of the internal transport system and links to regional road and 
public transit networks.  He also analyzed accessibility and mobility under alternative land 
use and transport scenarios.  As part of this project, he evaluated the bene�ts of technology 
and operational initiatives and calculated changes in energy consumption, greenhouse gas 
emissions, land take, and transport infrastructure requirements and costs.

Massachusetts Institute of Technology
Master of Science in Environmental Engineering

1999

Ponti�cia Universidad Javeriana, Bogotá, Colombia
Bachelor of Industrial Engineering and Operations Research

1995

Transport planning 
for the Tanggu 
Beitang community 
master plan

client City of Tianjin location Tianjin, China year 2009

While at AECOM, José participated in this project as technical leader – focused on the 
assessment of transport emissions and environmental bene�ts.  This multi-disciplinary study 
included the design/delivery of SPS surveys to ultimately derive/update VOT, VOC, and value 
of statistical life parameters.  The study also reviewed and recommended a methodology for 
assessing wider economics and environmental bene�ts associated with infrastructure 
investment in Singapore.

Update of Singapore 
economic evaluation 
parameters

client Land Transport Authority location Singapore year 2008-2009

During the last �ve years, Jose has been directly involved in a leading capacity on a number 
of transport projects for the City of Melbourne, including:

- Low impact freight analysis
- Pedestrianisation of little streets and laneways
- Evaluation of 44 laneways for shared zone designation
- Parking studies
- Motorcycle strategy
- Pedestrian and bicycle strategies
- Transport system review for City North and Arden Macaulay
- Transport e�ciency study for the CBD’s north edge
- Sustainable transport strategy for Southbank Structure Plan
- Tra�c and parking studies for the Southbank Arts Precinct
- Tra�c and parking analyses in support of Council’s Urban Forest Strategy

Transport Studies for 
the City of Melbourne

client City of Melbourne  location Melbourne year 2011-2015

Travelsmart 
Greenhouse Gas 
Abatement Program 
(GGAP) assessment

While at AECOM, José reviewed the current Greenhouse Gas Abatement Program 
methodology to calculate emission reductions from the TravelSmart project.  He investigated 
the projects funded across Australia and the respective abatement methodologies and 
assessments.  Based on that review, José developed a greenhouse gas assessment model to 
derive consistent/standardized emissions abatement results, and evaluated the success of 
the Program in achieving State/national greenhouse gas reduction goals.

client Australian Government Department of the Environment, Water, 

Heritage and the Arts location Canberra year 2008-2009
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While at the U.S. Department of Transportation, José analyzed the potential environmental, 
economic, and technological impacts associated with a government vehicle tax credit 
proposal for hybrid-electric and other high-e�ciency vehicles.  Collaborated with Energy 
Information Administration (EIA) and Oak Ridge National Laboratories. He adapted the 
Transportation Module of the EIA National Energy Modeling System (NEMS) to analyze the 
impacts of the tax credit proposal.  As part of this work, José simulated the potential response 
to the tax credits, in terms of market penetration and change in vehicle �eet mix, and 
calculated the changes in government tax revenue, fuel consumption, and criteria pollutant 
and greenhouse gas emissions. 

Tax credits for 
advanced technology 
vehicles

client Secretary of Transportation, U.S. Department of Transportation  

location Washington, D.C year 1999-2000

While at AECOM, José contributed to the transport planning for Tall Tower project in Dubai 
including examination of travel demand management and parking policy aspects necessary 
to promote urban sustainability by reducing travel demand, enhancing accessibility, 
providing travel alternatives, and promoting low-emitting transport modes.  José work 
helped to inform overall land use and transport planning for the site and focus development 
around the public transport system.  He also analyzed in detail a number of innovative 
initiatives for the development site, including personal rapid transit and mobility on demand. 
On this project, José was also involved in the estimation of reductions in vehicle travel and 
associated emissions and energy consumption, as well as the changes in public transport 
ridership, overall trips and distances travelled, and modal split.

client Nakheel location Dubai, United Arab Emirates.C

year 2008-2009

While at the Massachusetts Institute of Technology, José analyzed the environmental, 
economic, and technological implications of the use of coal as a primary transportation fuel 
for automobiles in China. He researched the economics of the Chinese and Asian coal 
markets, fuel production technologies and re�ning processes, and the performance and 
environmental characteristics of conventional and alternative fuel vehicle technologies.  José 
participated in the development of an engineering and environmental life-cycle model for 
the analysis of the costs, resource consumption, technology adoption, emissions, and 
environmental impacts of coal-based alternative-fuel vehicles in China. 

While at the U.S. Department of Transportation, José researched analytical approaches and 
developed methodologies to evaluate/estimate the potential impacts of CMV accidents.  He 
applied queuing theory to analyze congestion delay, travel time, and travel speed based on 
the changes in tra�c patterns resulting from CMV accidents.  He modeled shipping cost 
changes, fuel consumption, criteria pollutants, greenhouse gas emissions – based on driving 
behavior and vehicle �eet mix.

client Federal Motor Carrier Safety Administration, U.S. Department of 

location Washington, D.C. year 2004-2005Transportation

client Ford Motor Company, Massachusetts Institute of Technology and 

location Dearborn, MichiganTsinghua University year 1996-1997

Alternative fuel 
vehicles in China

José worked as part of an interdisciplinary team of scientists, engineers, economists and 
policy makers from academia, industry and government, including internationally 
recognized experts in the aviation, engine, fuel and emissions �elds.  Investigated the 
advantages and limitations of di�erent fuel consumption and emissions metrics for 
measuring and tracking aviation e�ciency and intensity.  Evaluated the environmental 
e�ects and costs associated with policy initiatives, operational strategies and technological 
developments.  

client Federal Aviation Administration location Washington, D.C. year 2008

Travel demand 
management for the 
Tall Tower

Analysis of economic, 
safety and 
environmental 
impacts of 
Commercial Motor 
Vehicle (CMV) safety 
regulations

Aviation fuel 
consumption and 
emissions metrics
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While at the U.S. Department of Transportation, José directed the environmental assessment 
process for the evaluation of revised national fuel economy standards.  He collaborated with 
an interdisciplinary team of engineers, scientists, policy-makers, and economists.  As part of 
this work, he analyzed the economic, environmental, and technological impacts of fuel 
economy standards for light trucks.  He participated in the development of a U.S. passenger 
vehicle �eet model and estimated the changes in industry costs, criteria pollutant and 
greenhouse gas emissions, and energy consumption (fuel production / distribution / use) 
from implementation of the proposed fuel economy standards.  

United States Department of Transportation
Excellence Recognition Award
Honor awarded to employees in recognition of their “pursuit for excellence, willingness to 
take risks, and their unique ability to provide a highly positive example for others.”

Corporate average 
fuel economy 
standards

Awards
December 2003

United States Department of Transportation
Award for Partnering for Excellence
Second highest honor in the U.S. Department of Transportation, and highest honor for a 
team project.  Awarded as team member of the Corporate Average Fuel Economy Standards 
for Light Trucks project.

October 2003

United States National Science Foundation
National Science Foundation Graduate Research Fellowship

September 1996-
August 1999

‘Transporte Sostenible: Integración de Planeación Urbana y Transporte’ in REvive Monterrey 
Fórum 2010:
Innovative Transportation Solutions, Monterrey, México

‘Sustainable Transport: Integration of Land Use and Transport’ at the 2010 Australasian Centre 
for the Governance and Management of Urban Transport (GAMUT) Conference on 
Sustainable Transport:
Varied Contexts – Common Aims, University of Melbourne, Australia

‘Transit-Oriented Development: Land Use and Transportation Planning in the Context of 
Climate Change’ in Climate Design: Design and Planning for the Age of Climate Change, P. 
Droege (editor)

‘Sustainable Transport: Integration of Land Use and Transport’ in World Metro Rail Summit, 
Shanghai, China

client National Highway Tra�c Safety Administration, U.S. Department 

location Washington, D.C.of Transportation year 2000-2006

June 2010

June 2010

November 2009

May 2010

Selected Publications and Presentations

In 2011-2012, José contributed to the preparation of the Transport Plan and Transport Model 
for Docklands.  The study involved an extensive survey program with thousands of online and 
on-the-ground surveys undertaken with workers, residents, visitors and those attending 
events at Etihad Stadium, to understand travelling habits of people moving to and from 
Docklands.  The work included development of a Transport Model, which takes into account 
existing and future development and infrastructure proposals in and around Docklands to 
provide tra�c predictions, forecasts of public transport usage and an analysis of pedestrian 
and cycling patterns at key stages of Docklands development.  The Model was used to test 
and de�ne the preferred land use, transport infrastructure and travel behaviour outcomes for 
Docklands.  The Transport Plan used Model outputs and other sources to examine the key 
issues and in�uences on access and mobility at Docklands, and identify the priority transport 
projects and initiatives required in Docklands over the next ten years and beyond, to ensure 
Docklands is well placed to cope with the substantial growth still to occur.

client Places Victoria location Melbourne year 2011-2012Docklands transport 
plan and model
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Wallace R. Wade, P.E. 
50786 Drakes Bay Dr. 

Novi, MI 48374 
Phone: 248-449-4549  

Email: wrwade1@gmail.com 

1. Academic Background

MSME University of Michigan, Ann Arbor  Mechanical Engineering 
BME Rensselaer Polytechnic Institute  Mechanical Engineering 

2. Professional Licenses/Certification

Registered Professional Engineer, State of Michigan 

3. Relevant Professional Experience

Areas of Expertise: 
- Engine research and development 
- Emission control systems 
- Powertrain electronic control systems 
- Powertrain calibration 
- Systems engineering 

1994 – 2004  Chief Engineer and Technical Fellow  
(Retired Oct 2004) Powertrain Systems Technology and Processes 
(32+ years service) Ford Motor Company, Dearborn, MI 

Responsible for development, application and certification of emission and powertrain 
control system technologies for all Ford Motor Company’s North American vehicles. 
- Developed technologies for emission control systems, powertrain control 

systems, OBD II (On-Board Diagnostic) systems and powertrain calibration 
procedures. Achieved U.S. EPA (Environmental Protection Agency) and CARB 
(California Air Resources Board) certifications for all 1993-2005 model year North 
American vehicles. 

- Developed and implemented, in production, new technology catalyst systems for 
increasingly stringent emission standards with significant reductions in precious 
metal usage.  

- Developed technologies for California LEV II (Low Emission Vehicle – 2nd 
Generation) and EPA SFTP (Supplemental Federal Test Procedure) regulations. 

- Developed key low emission technologies for the engine, powertrain control 
system, exhaust emission and vapor emission control systems in the 2003 
California SULEV (Super Ultra Low Emission Vehicle) Ford Focus, which was the 
first domestic production vehicle complying with the most stringent emission 
levels required by the California Air Resources Board. 
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- Developed the first analytical and laboratory based (engine and vehicle) 
automated powertrain calibration process with objective measures of driveability 
to replace the traditional on-the-road calibration process resulting in significant 
reductions in test vehicles and significant improvements in efficiency. 

- Initiated production implementation of the first domestic application of a diesel 
particulate filter (DPF) with active regeneration. 

 
Co-Chairman of the Ford Corporate Technical Specialist Committee which provided 
corporate overview in promoting deep technical expertise through the selection and 
appointment of technical specialists. 
 
1992-1994  Assistant Chief Engineer 
   Powertrain Systems Engineering 
   Ford Motor Company, Dearborn, MI 
 
Responsible for the development and certification of emission and powertrain control 
systems for all Ford Motor Company’s North American vehicles. 
- Developed and implemented, in production, the California LEV (Low Emission 

Vehicle) requirements featuring palladium-only catalysts and coordinated 
strategy for starting with reduced emissions (CSSRE).  

- Developed and implemented OBD II, which was phased-in on all North American 
vehicles over the 1994-1996 model years. 

- Developed and phased in the advanced EEC V electronic engine control system 
on all production vehicles over the 1994-1996 model years.   

- Led the development and implementation of enhanced evaporative emission and 
running loss controls that were phased-in over the 1995-1999 model years. 

- Led the establishment of systems engineering in the development of powertrain 
systems. Design specifications were developed for all powertrain sub-systems. 

 
1990-1992  Executive Engineer/Manager 
   Powertrain Electronics (Containing 4 Departments) 
   Ford Motor Company, Dearborn, MI 
 
Responsible for the development and production implementation of powertrain 
electronic control systems (hardware and software) for all of Ford Motor Company’s 
North American vehicles. 
- Developed production powertrain electronic control systems for all North 

American vehicles.  
- Developed the technology for OBD II and the advanced EEC V electronic engine 

control system.  
- Led the Powertrain Electronics Control Cooperation (PECC) program resulting in 

the application of Ford EEC V systems on 30% of Mazda vehicle lines by the 
2000 model year. 

- Initiated the development of Ford’s next generation 32-bit powertrain electronic 
control system (PTEC) (implemented in the 1999 model year). 
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1987-1990  Manager 
   Advanced Powertrain Control Systems Department 
   Ford Motor Company, Dearborn, MI 
 
Responsible for the development of powertrain control system technology for future 
applications.  
- Developed the first Ford California ULEV (Ultra Low Emission Vehicle) emission 

control system. Major improvements in air/fuel ratio control were achieved using 
a UEGO (universal exhaust gas oxygen) sensor and a proportional control 
algorithm. 

- Developed enhanced evaporative and running loss emission control concepts.  
- Developed the first Ford traction control system using engine torque modulation 

combined with brake modulation. 
- Developed the first Ford electronic throttle control (drive-by-wire) system for 

improved driveability (implemented in production for the 2003 model year).  
- Developed engine torque modulation during shifting for imperceptible automatic 

transmission shifts. 
- Initiated the requirements specification for a new 32-bit powertrain electronic 

control system (PTEC).  
 
1978-1987  Manager 
   Engine Research Department 
   Research Staff 
   Ford Motor Company, Dearborn, MI 
 
Responsible for the creation, identification and feasibility prove-out of advanced engine 
concepts for next generation vehicle applications. 
- Developed the first Ford passenger car, direct-injection diesel that met current 

emission requirements and provided 10-15% fuel economy improvement vs. 
indirect injection diesel. 

- Developed light-duty diesel electronic control systems that achieved significant 
reductions in emissions. 

- Developed the first Ford adiabatic diesel engine with a ringless ceramic piston 
operating in a ceramic cylinder. 

- Developed the concept and demonstrated the first Ford diesel particulate filter 
(DPF) with active regeneration that provided over 90 percent reduction in 
particulate emissions (scheduled for production in a Ford vehicle in 2007). 

 
1974-1978  Supervisor, Development Section 
   Diesel Engine and Stratified Charge Engine Department 
   Ford Motor Company 
 
Responsible for the research and development of low emission, fuel-efficient stratified 
charge engines (PROCO stratified charge, 3 valve CVCC (Compound Vortex Controlled 
Combustion), spark ignited-direct injection) and diesel engines.   
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1972-1974  Supervisor/Senior Research Engineer 
   Turbine Controls and Combustion Section 
   Ford Motor Company 
 
Responsible for the research and development of low emission combustion systems for 
a high temperature, ceramic gas turbine engine. 
- Developed the first successful premixed, pre-vaporized, variable geometry gas 

turbine combustion system that met the most stringent emission standards in the 
1970’s. 

 
1967-1972  Research Engineer 
   General Motors Research Laboratory, Warren, MI 
 
Responsible for the research and development of low emission combustion systems for 
gas turbine, Stirling and steam engines for potential automotive applications. 
 
4. Consulting 
 
2007-2008  Expert Witness for Orrick, Herrington and Sutcliffe, LLP 
 
Expert witness for the plaintiff in a trade secret case involving diesel emission control 
systems (represented by Orrick, Herrington and Sutcliffe, LLP). Case was successfully 
settled after expert testimony. (May 2007 – December 2008) 
 
2009   U.S. Environmental Protection Agency/ICF Consulting Group, Inc. 
  
Evaluated the U.S. EPA’s methodology for analyzing the manufacturing costs of vehicle 
powertrain and propulsion system technologies with low greenhouse gas emissions. 
 

2009-Present Technical Advisory Board, Achates Power, Inc. 
 
Technical advisor to Achates Power, Inc. for the development of unique technologies for 
new, fuel efficient, high power density engines. 
 
2010   Expert Witness for Scott L. Baker, A Professional Law Corp. 
 
Expert witness for the plaintiff in a case involving retrofit emission control systems 
(represented by Scott L. Baker). Case was successfully settled after expert testimony. 
(October – November 2010)  
 
2011   Kelso and Company 
 
Provided technology for automotive catalytic converter support mount systems. 
 
2011   U.S. Environmental Protection Agency/ICF Consulting Group, Inc. 
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Evaluated the U.S EPA’s computer simulation of light-duty vehicle technologies for 
greenhouse gas emission and fuel consumption reduction developed by Ricardo, Inc. 
 
 
2015   U.S. Environmental Protection Agency/RTI International  
 
Peer Review of EPA’s Draft Report, dated November 23, 2015: “Diesel Cost Analysis,” 
Draft Report FEV-P311732-02, dated September 9, 2015. 
 
Peer Review of EPA’s Draft Report, dated November 23, 2015: “2013 Chevrolet Malibu 
ECO with eAssist BAS Technology Study,” Draft Report FEV- P311264, dated January 
31, 2014. 
 
Peer Review of EPA’s Study, dated November 23, 2015: “48V BAS Mild Hybrid System 
Cost Estimation,” Draft Report prepared by SoDuk Lee, PhD. Light-Duty On-Road 
Center, ASD, EPA, Ann Arbor. 
 
5. Associated Experience 
 
1965-1966  1st and 2nd Lieutenant 
   U.S. Army 
 
- 1965 Frankford Arsenal – Responsible for developing improvements in the save 

capability of high-speed aircraft emergency ejection seats using propellant 
actuated devices. 

- 1966 Cam Ranh Bay, Vietnam – Assistant Adjutant, U.S. Army Depot 
 
1967-1991  Lt. Col. and prior ranks 
   U.S. Army Reserve 
 
Annual Training (Mobilization Designation Training) – Deputy Chief of Staff for 
Research, Development and Acquisition (DCSRDA), Department of the Army, 
Washington, DC 
- Responsible for technical analysis of critical powerplant programs for the Army’s 

mobility equipment 
 
6. Professional Affiliations 
 
National Academy of Engineering (NAE) – Member (Elected in 2011) 
Society of Automotive Engineers (SAE) – Fellow Member 
American Society of Mechanical Engineers (ASME) – Fellow Member 
Engineering Society of Detroit (ESD) – Member 
 
7. Patents 
 
Issued 29 U.S. patents and numerous foreign patents in the following areas: 
- Low emission combustion systems 
- Diesel particulate filters 
- Adiabatic engine design 
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- Engine control systems 
- OBD II monitor systems 
- Traction control 
 
 
8. Publications 
 
Published 25 technical papers on powertrain research and development in SAE, 
IMechE, FISITA, ASME, API, NPRA (National Petroleum Refiners Association) and 
CRC. 
 
9. Significant Awards 
 
- Elected a member of the National Academy of Engineering (NAE), which is 

among the highest professional distinctions accorded to an engineer – For 
outstanding contributions in the implementation of low-emission technologies in 
the automotive industry (2011). 

- Recognized as an innovator in the automotive industry by being appointed as 
one of the first Henry Ford Technical Fellows (1994) (technical ladder position 
equivalent to Engineering Director in Ford Motor Company). 

- ASME Soichiro Honda Medal for technical achievements and leadership in every 
phase of automotive engineering, including 26 patents related to both gasoline 
and diesel engines (2007). 

- SAE Edward N. Cole Award for Automotive Engineering Innovation – For 
outstanding creativity and achievement in the field of automotive engineering 
(2006). 

- Honored by being invited to present the 2003 Soichiro Honda Lecture at the 
ASME Internal Combustion Engine Division Meeting (September 2003). The 
lecture provided a comprehensive description of the technology incorporated in 
the first domestic SULEV vehicle. 

- Honored by the Inventors Hall of Fame as a Distinguished Corporate Inventor 
(1997). 

- Elected by ASME to Fellow Member Grade in recognition of outstanding 
accomplishments in engine combustion, efficiency and emissions research and 
development (2010). 

- Elected by SAE to Fellow Member Grade in recognition of major technical 
contributions in the area of diesel engine research (1985). 

- Honored with 5 SAE Arch T. Colwell Merit Awards for SAE technical publications. 
- Selected as SAE Teetor Industrial Lecturer (1985-86 and 1986-87) and invited to 

present lecture at multiple universities. 
- Received the prestigious Henry Ford Technology Award for development of 

regenerative diesel particulate filter systems (1986). 
- Honored with the SAE Vincent Bendix Automotive Electronics Engineering Award 

(1983). 
 
10. Professional Service 
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- Member of the National Research Council Committee on the Assessment of 
Technologies for Improving Fuel Economy of Light-Duty Vehicles, Phase 2 
(2012-2015) 

- Member of the 21st Century Truck Partnership-Phase 2 Study Committee of the 
National Research Council (2010 – 2011) 

- Member of the 21st Century Truck Partnership Study Committee of the National 
Research Council (2007-2008) 

- Member of the Low Heat Rejection Engines Study Committee of the National 
Research Council (1985-1986) 

- Participant in Workshop for the National Research Council’s Study on 
“Automotive Fuel Economy – How Far Should We Go?” (1991) 

- Chair, ASME Soichiro Honda Medal Committee (2008-2014) 
- Past member of the SAE Forum on Sustainable Development in Transportation 

to provide a technical response to President Clinton’s initiative on future 
technology and the environment. 

- Past member and chairman of the SAE Teetor Educational Awards Committee  
- Past member of SAE ABET Relations Committee 
- Past member of SAE Transaction Selection Committee for Advanced 

Powerplants and Emissions  
- Past member of SAE Gas Turbine Committee (early 1970’s) 
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NHTSA Phase 2 CAFE Model Review Compilation 
 

Introduction 
 

Three modules were added to the Corporate Average Fuel Economy model as part of the analysis 

supporting the Preliminary Regulatory Impact Analysis (PRIA) of the proposed CAFE rule 

announced August 2018, as follows. 

 

 Sales Response Model 

 Scrappage Model 

 Labor Utilization Calculations 

Four independent experts were asked to review the new modules for the appropriateness of their 

specifications and to suggest any modifications or enhancements that might improve the reliability of 

the estimated market responses to proposed regulatory actions. The four reviewers are: 

 

 Dr. Alicia Birky, Energetics, Inc.; 

 Dr. John Graham, Indiana University; 

 Dr. Howard Gruenspecht, Massachusetts Institute of Technology; and 

 Dr. James Sallee, University of California, – Berkeley.  

This document summarizes their reviews. For each topic a brief introduction indicates the particular 

themes that emerged as generally consistent among the reviewers’ responses. Also, although the 

reviewers address three or four questions related to each topic, some of the reviewers’ comments and 

suggestions applied to both the sales and scrappage models. 

 

Note that the digests of the individual reviewer’s comments are paraphrased. The peer reviewers’ 

full, as-received responses are appended to this summary. 
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Sales Model 
Question 
Number Question Topic Description 

1 Sales Model 

1a Please comment on the appropriateness of including a sales response model in the 

CAFE model as a means to estimate differential sales impacts across regulatory 

alternatives. 

1b Please comment on the sales model’s specification using an autoregressive distributive 

lag (ARDL) model time series approach, and comment specifically on the endogeneity 

of average transaction price. 

1c Please comment on the sales model’s integration in the CAFE model, including 

interactions with the simulation of multiyear product planning, in combination with the 

dynamic fleet share model used to allocate total new vehicle sales to the passenger car 

or light truck market segments. 

1d Please comment on the sales model’s specification as independent of vehicle 

scrappage, and on the resultant calculation of vehicle miles traveled (VMT). 

 

Summary 
 

The reviewers agree that including sales response and scrappage models is appropriate; however, 

their analysis raises fundamental issues regarding the model’s specification and implementation. 

Reviewers suggest that a discrete choice model might be more appropriate in describing the sales 

response and might have a more solid grounding in economic theory than the aggregate 

sales/scrappage responses validated on historical data that frames the sales and scrappage models 

embedded in the CAFE model. 

 

The CAFE model reviewers also note that the automobile ownership profile of consumers appears to 

be changing and those changes may be quite significant by the end of the period addressed by the 

model. These changes call into question the assumption that predictions built on past data can predict 

future consumer response. 

 

A related issue raised by the reviewers is the calculation of VMT based on the vehicle’s vintage. The 

reviewers suggest that VMT attributable to an additional vehicle in a household may be dependent on 

the number of vehicles already in the household and may not be only dependent on the vehicle’s 

vintage as implied by the inputs to the CAFE model. The reviewers indicate that these issues could 

be better addressed by a household transportation modal choice model.  

 

Reviewers also note that regardless of the model’s formulation, the new and used car markets should 

be integrated. In other words, the reviewers suggest that more reliable estimates could be generated 

by integrating the sales and scrappage models and by including the used car market in the 

specification. If the alternative integrated model is a modal choice model, as suggested above, then a 

caveat is that vehicle purchase and scrappage decisions are rarely made by the same households. 

Other specification issues warranting further examination or explication include: the extent to which 

manufacturers pass-through technology development and manufacturing costs to the consumer; the 

omission of consequential variables, such as disposable income, that are causally related to the 

dependent variable; and the method used to determine the distribution of sales across vehicle types. 
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Reviewers point to the implausibility of the fleet size results where the relaxation of the fuel 

economy standards of the “preferred alternative” leads to a smaller fleet of cheaper vehicles than the 

size of the “baseline alternative’s” fleet of more expensive vehicles. Along with the independent 

specifications of sales and scrappage, the reviewers observe that the high degree of simultaneity and 

endogeneity in the models might lead to the questionable result and call into question the reliability 

of the models’ estimates. 

 

One unanimous reviewer recommendation is to apply sensitivity analyses to test more fully the 

robustness of the estimates, especially regarding the estimated price elasticity of demand which may 

be outside the range found in the literature. A further suggestion is to run alternative model 

specifications and compare resulting estimates. Sensitivity analyses and alternative model 

specifications may also be used to test for the effects of potential exogenous shocks to the system, 

such as policy changes not present in the historical data. 

 

Birky 
1a. 

 Fundamental issue: The PRIA indicates that the model goals are to address consumer and 

manufacturer behavior, but the sales model is not specified as a choice model. 

 The complexity of specifying a model with a high degree of endogeneity requires additional 

validation and sensitivity analyses. 

1b. 

 Because the rationale for using ARDL is not explicit, the reviewer assumption is that partial 

adjustment is the rationale. 

 The expectation is that labor force participation (LFP) is positively associated with sales; 

however, the coefficient of lagged LFP is large and negative, which is counterintuitive and casts 

doubt on the entire model specification. One missing variable may be disposable income. 

 Endogeneity does create difficulties which can only be solved with complex modeling 

approaches. 

1c. 

 The specific approach to estimating fleet share of the two vehicle types by determining car 

share independently of truck share is inappropriate since decisions to purchase are made using 

a joint determination of the properties of cars and trucks. A possible approach is a single 

equation for car (or truck) share that includes attributes of both cars and trucks. 

 Recommendation: Use a logit model that includes at least three (cars, pickups, and vans/cross-

overs/ SUVs) or possibly four vehicle types. 

1d. 

 With the caveat that the decisions to purchase a new vehicle and to scrap an existing vehicle are 

rarely made by the same household, the model objectives would be better served by a 

household choice model that includes the used car market. Acknowledges that no existing 

demand model captures this joint decision. 

 Vintaged VMT schedules taken from R. L. Polk & Company are influenced by many trends that 

may not be valid in the future, including for example ownership rates (which are not reported as 

part of model results). 
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o Recommendation: predict national VMT demand based on economic indicators, 

demographic changes, and characteristics of vehicles, and scale the VMT schedules to 

determine VMT by age. Scaling has the potential to obscure a shift in VMT between 

older and newer vehicles that accompanies changes in vehicle stock or fuel prices. 

 
Graham 
1a 

 The sales response model is appropriate. The high cost/impact of regulations requires analysis 

even more so than in previous instances of emissions, safety, and fuel economy standards. 

 An engineering approach to the problem is not sufficient; a model must also consider consumer 

responses to policy changes. 

1b 

 The pass-through assumption is reasonable, but the explication should offer more justification 

as to why that is the case: 

o Recommendation: Add references to the extensive literature on pass-through in the 

automobile industry. 

o Pass-through pricing is more germane in the long run than in the short run, which is 

critical given the time span of the model. 

o The footprint adjustments to the regulations, which affect the entire industry rather 

than only a subset of manufacturers, will lead to a higher degree of pass-through.  

o Pass-through pricing is a feature of competitive markets; today’s automobile market 

exhibits a higher degree of competitiveness than in the late 20th century. 

 One aspect of the model specification is the omission of indicators of consumer access to credit 

(e.g., average interest rates). Also missing is used car pricing. Recommendation: Add these two 

omitted variables. 

 A related result is that variables measuring fuel economy do not increase the explanatory power 

of the model. Recommendation: Use a net-price approach, similar to that used in past RIAs, to 

estimating the future impacts of fuel-economy regulation with the assumption that the net price 

includes just 2.5 years of consumer valuation of future fuel savings. This is consistent with the 

model’s treatment of how manufacturers choose which fuel savings technologies to develop. 

Sensitivity analyses using 1 and 4 years should be performed. 

 Recommendation: Rewrite Section 8.3, “Consumer Valuation of Improved Fuel Economy,” to 

highlight the literature documenting consumer undervaluation of fuel economy when 

purchasing vehicles. 

 Endogeneity can be addressed in the write-up by a qualitative discussion of bias that considers 

the direction of the bias. This discussion will relate to the reasonableness of the value of the 

coefficient indicating the price elasticity of demand. The model may be used to control for 

reverse causation. (Although high prices may decrease sales volume, high sales volume may 

increase average prices.) 

 Recommendation: Use a literature-based coefficient of the long-term impact of vehicle price on 

demand and then use the model to apportion the total effect across the years in the time frame. 
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1c 

 The model does not account for the economic and environmental effects of the preferred 

alternative’s elimination of the State-level zero-emission vehicle (ZEV) standards.  

 Recommendation: Include the elimination of the ZEV standards in the sales-response model. 

 Recommendation: Include the cost savings from elimination of the State-level ZEV 

requirements 

1d - No response 

 
Gruenspecht 
The reviewer performed a close analysis of model output of both the CAFE and CAFE_ss runs. The 

latter set of runs incorporate statutory constraints on possible compliance responses. 

1a. 

 The overall light-duty vehicle (LDV) sales response reported in the model is plausible. 

 However, sales outcomes of the Baseline (B) and Preferred (P) Alternatives do not diverge until 

MY2022 despite the difference in prices between the two cases. Why is there a lag? 

 In addition, the CAFE and CAFE_ss runs, which use different price paths, produce the same sales 

differences between the B and P cases for MY2022 through MY 2032. This implies that other 

factors are driving sales outcomes other than pricing. What are these additional factors? 

 The price elasticity of sales in the model run is markedly below the -0.2 - -0.3 range documented 

in the accompanying analyses, which itself is below the range of estimated price elasticities 

most often cited in the literature.  

o Recommendation: Perform a sensitivity analysis to test the sales response at higher 

price elasticities. 

 The passenger car/light truck (PC/LT) sales distribution model results is consistent with other 

results showing that sales by vehicle type responds to different fuel economy standards by 

vehicle type and fuel prices. However, if standards are fully phased in by MY2025 in the 

Baseline, why does the difference in LT share of sales continue to grow between the B and P 

cases? 

 The addition of sales response makes the CAFE model more “thorough and up-to-date.” 

However, given the issues indicated above, especially those with regard to price elasticity, the 

wrong sales response model could lead to less accurate estimates than a model totally excluding 

sales response. 

1b. - No response 

1c. 

 The reviewer could not assess the multi-year planning feature of the model and its interaction 

with the market effects questioned in 1a. 

 Model validation based on historical data may reduce the ability of the model to distinguish the 

results of different policy options (which by definition are not reflected in the historical record). 

The effects of the policy options could be overwhelmed by underlying factors that are present in 

the history. 

 Modeling of product planning at the manufacturer’s level could present a risk of 

mischaracterizing the aggregate picture. 
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1d. 

 Sales response and scrappage response are not independent processes. 

 The CAFE_ss model results in a fleet that is markedly larger in the Baseline condition by 2037 

than in the Preferred alternative. This is an unexpected result that may be a result of sales and 

scrappage being analyzed independently rather than in a comprehensive transportation mode 

choice model. 

 The current sales model framework does not consider the demand side of the used car market, 

which will directly affect scrappage decisions.  

o Recommendation: Hold the total number of vehicles constant in both the B and P cases. 

 The model posits that VMT per year drops as vehicles age with a rapid decline between ages 6 

and 11. No justification is given for the assumption that a consumer’s VMT will change given the 

age of a newly acquired vehicle. The model also accounts for the rebound effect where more 

efficient vehicles induce additional trips. Examining the CAFE_ss_NOREBOUND runs, the 

reviewer finds that the percent differences in VMT over the simulated years is much smaller 

than runs that include the rebound effect.  

o Recommendation: Increase the VMTs assigned to older vehicles in the B case versus the 

P case such that total non-rebound VMT would remain constant between the two cases.  

 There are significant advantages to integrating scrappage and sales models, including a 

reconsideration of how VMTs are accumulated in the modeling. 

 
Sallee 
1a. 

 The sales response parameter is highly uncertain and difficult to estimate; therefore, it should 

be subject to sensitivity analyses. 

 Possible approaches to improving the estimate include using varying scenarios of the sales 

response rather estimating than a suspect (due to endogeneity) single-regression coefficient. 

 The CAFE model analysis does not isolate exogenous cost increases which contributes to the 

difficulty of estimating the parameter; an additional difficulty is that the cost increase affects the 

entire market. 

 Recommendation: Present an ensemble of results using different values for the magnitude of 

new car sales response rather than the current approach. 

 Discrete choice models are bounded by the choice of an “outside good” (e.g., not buying a car); 

what are the estimates of these bounds and how might they affect overall fleet size? However, a 

caveat is that the literature reports the results from static models of short-term effects. 

 The pass-through reported in the CAFE model likely overstates the effects of technology 

deployment costs on new car sales. Economic theory indicates that only true marginal costs of 

technology would be reflected in the price. Fixed costs are properly included in the cost-benefit 

analysis, but they distort the sales response model. 

 A microeconomic choice model of the vehicle purchasing decision takes into account price net 

the benefits to the consumer. Using gross prices is misleading. However, producing better (and 

presumably more expensive) cars could provide a net benefit to consumers and nevertheless 

expand sales. However, the effect of CAFE standards on overall market size is ambiguous. 
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 The reviewer distinguishes “steeply sloped” footprint rules from relatively flat regulatory regime 

schedules. In the flatter case the market size analysis may be misleading. 

 The reviewer notes that the ownership model is changing due to new transportation options 

such as ride share and vehicle subscriptions. 

1b 

 There is no clear “identification strategy” behind the model specification, so it is difficult to 

interpret the coefficients. 

 Use the econometric model presented to inform alternative scenarios rather than treat it as a 

conclusive estimate. 

 Price endogeneity leads to a biased estimate of the parameter. Prices and quantities are 

positively correlated in the raw data. Price also is related in the data to changes in the 

composition of the fleet. The dearth of macro variables in the specification, e.g., interest rates 

or exchange rates, that affect the automobile market likely leads to bias. 

 The model’s goodness of fit with historical data is not enough to indicate an unbiased causal 

relationship. In addition, the length of the time series lessens the likelihood that the price 

coefficient is stable over time. 

 The model documentation indicates that price changes affect the level of sales, which the 

reviewer finds to be “peculiar.” 

 Recommendation: Apply the Newey-West correction to HAC in the standard errors. 

 Recommendation: Use a vector autoregression rather than ARDL. 

 Quarterly data may not be an improvement on annual data given the possibility that seasonal 

effects are biasing the results. 

1c 

 New and used car markets interact, but the model does not integrate them. 

 The model produces counterintuitive results for the net impacts on fleet size. 

 The reviewer has no issues (in contrast to Birky) of estimating total fleet size in one step and the 

light truck share in a second step. 

1d 

 New and used car markets should be integrated. 

 VMT likely scales less proportionately with fleet size. 

 Adding more vehicles to the fleet should cause age-specific VMT to decline. 

 Recommendation: Start with a fundamental classic economic choice model where the input to 

utility is VMT to determine the effect of adding an additional vehicle to a household on VMT. 
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Scrappage Model 
2 Scrappage Model 
2a Please comment on the appropriateness of including a scrappage model in the CAFE 

model as a means to estimate the potential impact of CAFE standards on used vehicle 

retention. 

2b Please comment on the scrappage model’s specification using a form common in the 

relevant literature. Are there better approaches that allow for both projection (as is 

necessary in this context) and a focus on new vehicle prices (exclusively)? 

2c Please comment on the scrappage model’s integration in the CAFE model, addressing 

the vehicles affected by the scrappage model, and the extent to which changes in 

expected vehicle lifetimes are consistent with other assumptions. 

 

Summary 
The reviewers pose a related and analogous set of questions and issues for the scrappage model as the 

sales response model, including issues related to counterintuitive results, endogeneity, missing 

variables, and the use of a reduced form predictive model rather than a structural causal model. 

While inclusion of a scrappage model is deemed appropriate, the reviewers note that specifying the 

two models independently and without direct inclusion of used car prices results in coefficients and 

aggregate fleet size effects that may not represent causal relationships. 

 

Reviewers point out that the scrappage model does not account for consumer preference for 

performance, the relationship of performance to fuel consumption, nor the resulting total price of fuel 

to the consumer. In addition, the model omits repair and maintenance in scrappage decisions. One 

reviewer notes that the use of scrap metal prices is not completely representative of the markets for 

scrapped vehicles since used cars also have value in the export market, as well as scrap metal. 

 

Birky 
2a 

 Scrappage has been neglected in the literature and “a realistic representation of scrappage is an 

excellent contribution.” Adds the caveat that an ideal model would be responsive to 

demographic variables, as well as existing and new vehicle attributes. 

2b 

 Fuel consumption is associated with performance variables that consumers value. Inconsistent 

estimates of the fuel price coefficients in the model may be due to omitting vehicle 

performance-related variables from the specification. 

 Recommendation: Use additional statistics to select variables that might add more predictive 

power to the model, i.e., determining whether to use average price per vehicle or the aggregate 

price of a manufacturer’s vehicles. 

 Recommendation: Consider export value, which is captured by National Automobile Dealers 

Association (NADA) residual values and auction prices rather than the value of scrap metal. 

 Recommendation: Consider other income variables as alternative to gross domestic product 

(GDP) to increase the explanatory power of the model since income gains have has been less 

than GDP growth.  

 Incremental fleet size is unintuitive; worries about total VMT. 
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o Recommendation: Consider some measure of accumulated VMT within the scrappage 

model. 

2c 

 Recommendation: Perform sensitivity analyses of the impact of the scrappage model on 

expected lifetime vehicle mileage. 

 Recommendation: Explore the counter-intuitive finding of fleet-size decrease with the reduction 

of CAFE stringency. The decrease may result from the independence of the scrappage and sales 

models in the CAFE model specification. 

 

Graham 
2a 

 Scrappage model is appropriate and supports existence of “Gruenspecht Effect.” Suggests 

several papers as basis for how this should be modelled. 

2b, 2c 

 Appreciated the effort to describe relative magnitudes of sales and scrappage responses, and 

does not expect them to be equal. Not surprised by differing fleet sizes across alternatives. 

 Would have expected the scrappage effect to be largest for oldest vehicles. 

o Recommendation: Perform sensitivity analysis on the vintage in which the scrappage 

rates are most affected by the regulations. 

 The fuel economy regulations should not affect household demand for travel so the VMT effect 

could be zero. 

o Recommendation: Hold VMT constant, but vary share of VMT allocated to differently 

aged vehicles. 

 Thinks that is important to consider impact of potential vehicle upsizing due to footprint based 

standards. 

o Recommendation: Add a qualitative discussion of consumer upsizing to SUVs and 

provide a quantitative assessment of whether the upsizing results from the current 

regulations. 

 

Gruenspecht 
2a 

 Scrappage behavior is important to consider for safety, emissions and fuel consumption 

outcomes. 

 Historical data show scrappage rates are related to fuel prices and fuel economy; there would 

be a reduction of scrappage rates in augural standards compared to preferred alternative, as 

shown in the NPRM and PRIA. 

 The scrappage model does not account for maintenance and repair costs, which are a part of 

the scrappage decision. 

 Although the model uses new vehicle prices, they do not directly affect scrappage.  
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 The Baseline fleet size increase over the preferred alternative is due to a larger scrappage 

response than sales response; this is implausible as all vehicles are more expensive and fleet size 

should shrink. 

 Further, scrappage rates respond to new vehicle price differences in the augural and preferred 

alternative 2 years earlier than new light-duty vehicle sales response. 

 The assumption that repair events related to VMT accumulation do not affect the scrappage 

decision seems “extreme,” and may partially account for the large scrappage response as new 

car prices increase. 

 

2b, c – No response 

 

Sallee 
2a 

 The scrappage model warranted; however, the scrappage model as implemented may not 

increase the accuracy of the model. 

 Misidentification of the causal chain omits the intermediate effect of new car prices on used car 

prices which then affects scrappage rates. 

 Model specification is exposed to simultaneity and omitted variable biases; however, this is a 

difficult problem to address. 

o Recommendation: Use existing evidence to estimate the new vehicle sales response 

which is then linked to scrappage by an equilibrium choice model. 

 The choice in model specification should be based on economic theory, not goodness of fit, to 

produce a causal model rather than a predictive one. 

 Price should be net of changes in quality. 

 Use of ad hoc adjustment on future survival rates is problematic. 

 Sallee would prefer the use of a data-informed equilibrium model based on theory. 

 The presentation of model results does not provide enough information about the estimates for 

the reader to judge their robustness. 

The sales response model does include a discussion of stationarity (e.g., are the estimators 

stable over the time period of the model?), but there is not enough discussion of the time series 

properties of the measures included in the scrappage model. Further, there is insufficient 

discussion of the use of 3-year lags and why this was thought to be optimal. 

 Fleet size results are problematic; are cars Giffen goods as implied by the model? 

 Thinks that durability is important to consider, but that the scrappage model may not have 

captured how new vehicle prices cause changes in scrappage rates. 

o Recommendation: Separate the analysis of future trends in the longevity of vehicles 

from the determination of the price coefficients. 
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2b 

 Used vehicles are an intermediate causal step, which the model needs to incorporate directly 

into its specification. 

o Recommendation: Specify a consumer choice model following economic principles that 

recognizes the flow of once new cars into the used car market over time. The model 

needs to include the “outside good” – i.e., not owning a car. 

 Starting with new cars prices cascade through the vintages, which does not comport with the 

PRIA’s suggestion that there will be a larger scrappage effect on middle-aged used vehicles than 

on those older or younger. 

2c 

 VMT schedule is related to fleet size. More vehicles in the fleet leads to lower VMT per vehicle. 

Current methodology likely overestimates VMT per vehicle. 

 The heterogeneity of the Gruenspecht effect across fuel economy levels within a model year 

probably matters for VMT and fuel leakage, and should be better considered. 

 Recommendation: in specifying the model, consider that better technology leads to more 

turnover of the fleet. 
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Labor Utilization Calculations 
3 Labor Utilization Calculations 
3a Please comment on the inclusion of each source of employment related to automobile 

production and sales. 

3b Please comment on assumptions regarding labor hours, production location 

(domestic/foreign), and supplier impacts. 

3c Please comment on methods used to calculate changes across alternatives. 

 

Summary 
 

The reviewers provided a smaller volume of responses regarding labor utilization. The comments 

note that the model takes a piecemeal approach to specifying the labor utilization model and omits 

downstream effects on labor of changes in the fleet due to fuel economy regulations. The 

downstream effects would include, for example, labor related to repair and maintenance. Another 

suggestion for the model is the incorporation of the effects of State-level ZEV requirements on 

employment. A further proposal is to change the entire modeling approach and use a macroeconomic 

input-output model to better track changes in employment through all labor market sectors. 

 
Birky 
3a 

 Downstream employment for maintenance and repair is not included. 

3b 

 The impact of CAFE on labor hours and costs may not be constant over time as is assumed by 

the model. 

3c - No response 

 

Graham 
3a, b, c 

 Recommendation: Consider the macroanalysis by Carley, Duncan, Graham, Siddiki, and 

Zirogiannis (2017). 

 The PRIA omits the positive and negative impacts of State-level ZEV requirements. 

 

Gruenspecht 
3a, b, c - No response 

 

Sallee 
3a 

 Model takes a piecemeal approach and only considers some of the pieces of automobile-related 

economic activity 

 Alternatives to CAFE model approach include and reviewer discusses each approach in more 

detail and salience for the current modeling effort 

o Omit labor from the model altogether 
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o Use a standard input-output model of economic impact to capture multiplier effects 

throughout the economy 

o Capture a different set of “pieces” using the current approach 

o Calculate the net real income effect of the policy and apply a generic macro multiplier 

 Recommends contrasting the current approach with a more general economic impact multiplier 

approach 

3b 

 Recommendation: Perform sensitivity analyses, so as not to imply a point estimate. 

 Sallee likes the location-specific approach used in the model. 

 The following are observations and suggestions: 

o Include more discussion of the use of average rather marginal labor hours to calculate 

the impact on jobs of changes in sales; however, the use of average labor hours seems 

appropriate. 

o Use natural experiments to estimate job inputs because of the lumpiness and 

localization of labor adjustments in the automobile industry. 

o Study long-term trends in labor hours per unit produced. 

o Note that revenue per worker for technology costs is problematic; it is likely that 

revenues will rise less than costs, thus lowering revenue per worker. 

o Check whether analysis double counts some workers in the production value chain 

when calculating revenue per worker. 

o Provide additional discussion about the location of the production of advanced 

technologies; the assumption that the location of the work is fixed (i.e., not affected by 

the CAFE regulations) is warranted.  

o Consider that it is misleading to separate analysis from the employment rate context. 

3c 

 The model’s general approach for estimating differentials seems reasonable. 
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Peer Review Charge 

 “CAFE Model” 

 
Introduction 

 
The 1975 Energy Policy Conservation Act (EPCA) requires that the Secretary of the Department of 

Transportation set Corporate Average Fuel Economy (CAFE) standards for passenger cars, light 

trucks and medium-duty passenger vehicles at the maximum feasible levels and enforce compliance 

with these standards. The Secretary has delegated these responsibilities to the National Highway 

Traffic Safety Administration, an agency of the U.S. Department of Transportation. Another DOT 

organization, the Volpe National Transportation Systems Center, provides related analytical support. 

 

In 2002 the Volpe Center and NHTSA staff collaborated to develop a modeling system—referred to 

here as the “CAFE model”—to analyze how manufacturers could comply with potential standards, 

and estimate the impacts of regulatory alternatives to inform rulemaking actions that establish CAFE 

standards. Since that time, DOT staff have collaborated to significantly expand, refine, and update 

the CAFE model, using the model to inform major rules in 2003, 2006, 2009, 2010, 2012, and 2016. 

To inform the proposed rule announced August 2018, DOT staff introduced significant new elements 

to the model, including methods to estimate changes in vehicles sales volumes, vehicle scrappage, 

and automotive sector labor usage. 

 

Each of these regulatory actions involved consideration of and response to significant public 

comment on model results, as well as comments on the model itself. In addition to DOT staff’s own 

observations, these comments led DOT staff to make a range of improvements to the model. Insofar 

as a formal peer review could identify additional potential opportunities to improve the model, DOT 

sponsored a review of the entire model in 2017. At this time, DOT seeks review of some of the 

significant new elements added to the model after that review. 

 

Overview of Task 

 
The peer review charge is to identify potential opportunities to improve specific capabilities recently 

added to the CAFE model. Past comments have sometimes conflated the model with inputs to the 

model. The peer review charge is limited to the model itself; in particular, rather than addressing 

specific model inputs which are provided by DOT staff to facilitate review of the model, peer 

reviewers should address only the model’s application of and response to those inputs. However, an 

evaluation of new relationships within the model is expected to require evaluation of the model’s 

characterization of those relationships – through statistical model coefficients, for example. While 

those enter the model as “inputs” that can be modified by the user, they are a critical component of 

the relationships within the model. Thus, it is appropriate to evaluate those coefficients – as they 

relate to the sales response, scrappage response, and employment response on which this review is 

focused – as part of this review.  
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Additional Background 

 
CAFE standards determine the minimum average fuel economy levels required of each 

manufacturer’s fleets of vehicles produced for sale in the United States in each model year. The 2007 

Energy Independence and Security Act (EISA) amended EPCA such that these standards must be 

expressed as mathematical functions of one or more vehicle attributes related to fuel economy. DOT 

must set CAFE standards separately for passenger cars and light trucks, and must set each standard at 

the maximum feasible level separately for each model year. Compliance is determined separately for 

fleets of domestic and imported passenger cars, and domestic passenger car fleets are also subject to 

a minimum standard based on the projected characteristics of the overall passenger car fleet. A fleet 

that exceeds the applicable standard in a model year earns CAFE “credits,” and subject to a range of 

conditions, manufacturers can use these credits to offset other model years’ and fleets’ (including 

other manufacturers’ fleets) CAFE “shortfalls.” If a fleet does not meet a requirement, and the 

manufacturer does not obtain and apply enough credit to cover the shortfall, the manufacturer is 

required to pay civil penalties. 

 

The purpose of the CAFE model is to estimate the potential impact of new CAFE standards specified 

in an input file that can contain a range of potential regulatory alternatives to be evaluated. The 

process involves estimating ways each manufacture could (not “should” or “is projected to”) respond 

to standards, and then estimating the range of impacts that could result from those responses. A 

detailed representation of the current new vehicle market, specified in another input file, describes 

that current state of fuel economy technology among all new vehicles offered for sale in the model 

year (the most recent model year characterized in this way is MY2016). A third file houses a range of 

inputs defining key characteristics of the range of fuel-saving technologies to be considered—

characteristics such as the applicability to specific types of vehicles and costs. The fuel economy 

improvement associated with a given combination of fuel economy technologies (when applied to a 

particular class of vehicle) is now contained within the CAFE model itself. While it can be viewed, 

and even modified, by the user, it is not required as an input to the model. A fourth file contains a 

wide range of economic and other inputs, such as vehicle survival and mileage accumulation rates 

(by vehicle age), projected future fuel prices, fuel properties (e.g., carbon content), air pollutant 

emission factors, coefficients defining potential impact of mass reduction on highway safety, and the 

social value of various externalities (e.g., petroleum market factors, criteria pollutant and greenhouse 

gas emissions, fatalities). Considering each manufacturers’ projected production, the CAFE standards 

under consideration, the projected characteristics of the included fuel-saving technologies, and 

several other input assumptions (e.g., fuel prices and buyers’ effective willingness to pay for fuel 

economy), the model iteratively applies increasing amounts of fuel-saving technology in response to 

these inputs, and then calculates impacts such as costs to vehicle purchasers, fuel savings, avoided 

emissions, and monetized costs and benefits to society. 

 

Several elements that appear in the input files reflect earlier versions of the CAFE model, which 

relied more heavily on static inputs rather than the endogenous relationships present in the current 

version. In particular, the input files contain remnants from the now-outdated implementation of both 

sales and scrappage.  

 

While the market data file still contains a static sales “forecast,” it is merely a continuation of 

MY2016 volumes and is used only computationally (and mostly for testing). Rather, the current 

model defines sales in a given model year based on a function in the code (and described in the 

suggested documentation). This model relies on a set of exogenous economic factors (GDP growth 

rate and labor force participation – in both the current and previous periods) to estimate the total unit 
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sales of new light duty vehicles in a given model year. That total is then apportioned to body-style 

groups based on a “dynamic fleet share” model – essentially a series of difference equations that is 

also present in EIA’s National Energy Modeling System (NEMS), though which we apply slightly 

differently. Once the share of each vehicle style, either car-style or truck-style, is determined, new 

sales are apportioned to each group and then distributed to each vehicle model based on their relative 

share of each style in the 2016 new vehicle market. It is worth noting that this does not necessarily 

preserve the market share of each of NHTSA’s regulatory classes because many vehicle models 

(over 20% of the current market) have both “car” and “light truck” versions for regulatory purposes. 

We choose to preserve the market definitions rather than the regulatory definitions in assigning sales. 

 

Similarly, the “parameters” input file contains a set of vehicle survival rates that are also vestigial. 

Vehicle survival is now determined endogenously within the model run in a way that is responsive to 

changes in new vehicle prices, cost per mile of travel, and a set of exogenous economic factors. As 

the model calculates the lifetime mileage accumulation, fuel consumption, fuel expenditures, and 

various emissions values, it does so using these dynamically defined scrappage rates. 

 

Finally, the employment calculations produced in the CAFE model are not only new in the current 

version, they are unlike the other two components in this review in that they do not contribute to the 

benefit cost calculations performed by the model (or subsequently by NHTSA based on changes in 

employment). The employment calculations are a function of new vehicle sales, as one would expect, 

but also on technology expenditures by manufacturers that influence upstream employment in the 

supplier network. 

Charge Questions 
 

In your written comments, please provide a detailed response to all of the following questions that 

are within your area of expertise. Reviewers will be expected to identify additional topics or depart 

from these examples as necessary to best apply their particular areas of expertise. Comments shall be 

sufficiently clear and detailed to allow readers to thoroughly understand their relevance to the CAFE 

model. 
 

1 Sales Model 

1a Please comment on the appropriateness of including a sales response model in the CAFE 

model as a means to estimate differential sales impacts across regulatory alternatives. 

e1b Please comment on the sales model’s specification using an ADRL model time series 

approach, and comment specifically on the endogeneity of average transaction price. 

1c Please comment on the sales model’s integration in the CAFE model, including 

interactions with the simulation of multiyear product planning, in combination with the 

dynamic fleet share model used to allocate total new vehicle sales to the passenger car or 

light truck market segments. 

1d Please comment on the sales model’s specification as independent of vehicle scrappage, 

and on the resultant calculation of VMT. 

2 Scrappage Model 
2a Please comment on the appropriateness of including a scrappage model in the CAFE model 

as a means to estimate the potential impact of CAFE standards on used vehicle retention. 

2b Please comment on the scrappage model’s specification using a form common in the 

relevant literature. Are there better approaches that allow for both projection (as is 

necessary in this context) and a focus on new vehicle prices (exclusively). 
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2c Please comment on the scrappage model’s integration in the CAFE model, addressing the 

vehicles affected by the scrappage model, and the extent to which changes in expected 

vehicle lifetimes are consistent with other assumptions. 

3 Labor Utilization Calculations 
3a Please comment on the inclusion of each source of employment related to automobile 

production and sales. 

3b Please comment on assumptions regarding labor hours, production location 

(domestic/foreign), and supplier impacts. 

3c Please comment on methods used to calculate changes across alternatives. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 1a 

 
Review Question Topic Description:  Sales Model 

 

1a Please comment on the appropriateness of including a sales response model in the CAFE 

model as a means to estimate differential sales impacts across regulatory alternatives. 
 

Ideally, regulatory impact would be considered in a systems framework in order to capture important 

feedbacks. Therefore, including response of vehicles sales to both increased vehicle price and 

decreased fuel economy is highly appropriate. However, it seems that the analysts are tackling issues 

that are outside the original intent of the model and that current needs may be better met with 

alternative modeling methodologies and structures. In particular, the PRIA clearly states that the 

goals of the model changes are to address manufacturer and consumer behavior, yet the model 

components and system are not choice models. For further details, see answer to question 1d. 

At the same time, when increasing the realism and complexity of models, analysts must always 

weigh the increased power of the model against increased uncertainty and error. These issues can and 

should be explored with validation and sensitivity analyses. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 1b 

 
Review Question Topic Description:  Sales Model 

 

1b Please comment on the sales model’s specification using an autoregressive distributive lag 

(ARDL) model time series approach, and comment specifically on the endogeneity of average 

transaction price. 

 

The rationale for the ARDL approach is not described in the model documentation or the PRIA. Here 

I assume the rationale is an assumption of partial adjustment. 

 

Since the equation estimates total sales (rather than change in sales) in response to a change in 

vehicle price and a change in GDP growth rate (per the PRIA), the impacts of these changes are 

temporary if the sum of the coefficients on lagged sales is less than one (as it is in table 8-1). 

However, the labor force participation enters the equation as a value, rather than a change in value. 

Therefore, a change in one year (followed by a constant value) leads to a permanently different level 

of sales. This seems theoretically supportable.  

 

However, based on the resulting coefficients shown in table 8-1, it appears there may be an issue 

with the specification of the model. I would expect the net impact of labor force participation to be 

positive – an increase in participation should increase sales. While the coefficient on LFP is positive 

as expected, the coefficient on lagged LFP is negative and an order of magnitude larger, indicating a 

net inverse relationship for a sustained change in LFP. This calls into question the results of the other 

coefficients and indicates possible misspecification. One possible missing variable is disposable 

income which may not track with changes in GDP or LFP. 

 

Regarding the simultaneity of average vehicle transaction price and sales: Sales prices of individual 

models or vehicle body styles and sales volumes are definitely jointly determined, with 

manufacturers and dealers adjusting price incentives as volumes fluctuate. This does create 

difficulties that can only be accounted for with complex modeling approaches. In competitive 

markets and in the long run, I would expect market average prices to track changes in manufacturing 

costs fairly closely.  
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 1c 

 
Review Question Topic Description:  Sales Model 

 

1c Please comment on the sales model’s integration in the CAFE model, including interactions 

with the simulation of multiyear product planning, in combination with the dynamic fleet share model 

used to allocate total new vehicle sales to the passenger car or light truck market segments. 

 

Using a dynamic fleet share model is highly appropriate since the light truck share in both the short 

and long run has historically been responsive to fuel price and theoretically should be responsive to 

cost of driving and vehicle price. However, the specific fleet share approach -- determining the car 

share independently of truck share, then renormalizing -- seems inappropriate. Clearly these are joint 

determinations and the properties of both cars and trucks influence the decision to purchase one 

versus the other. A single model should be used to determine both. An alternative that would be 

similar to the approach currently in use would be to use a single equation for car (or truck) share but 

alter it to include both car and truck attributes to capture the cross elasticities of demand.  

 

A more ideal approach would be a logit formulation that includes all modeled body styles. 

Unfortunately, a large amount of choice among body styles does not relate to economics but rather is 

more hedonic and subject to transients in consumer tastes. Given the fluid definition of some body 

styles as either cars or light trucks (i.e., cross-overs and car-based SUVs) as well as shifts in 

consumer tastes, a logit that uses three – cars, pickups, and vans/cross-overs/SUVs – or perhaps four 

body styles may prove more tractable. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 1d 

 
Review Question Topic Description:  Sales Model 

 

1d Please comment on the sales model’s specification as independent of vehicle scrappage, and 

on the resultant calculation of VMT. 
 

The PRIA states that regulatory impact assessments should “reflect how alternative regulations are 

anticipated to change the behavior of producers and consumers.” Yet at the same time, it also states 

that neither the dynamic scrappage model nor revised sales response model “are consumer choice 

models.” VMT demand, the decision to purchase a new vehicle, which vehicle to purchase, and 

whether to use the purchase to replace an existing vehicle, are joint consumer decisions made at the 

household level. Therefore, the feedbacks of interest likely are better addressed in a household choice 

model that includes a market for used vehicles. That said, the decision to scrap a vehicle (remove it 

from the national in-use fleet) and the decision to purchase a new vehicle often are not made by the 

same household. No national-level transportation demand models (that this reviewer is aware of) 

tackle the issue with this level of complexity.  

 

However, the vehicle-focused method used to calculate total VMT -- using historically derived, 

vintage specific, per-vehicle VMT – neglects important determinants of demand that are central to 

the issues this update is attempting to address. The IHS/Polk data used to derive the vintaged VMT 

schedules include an array of economic and demographic trends that may or may not be 

representative of future VMT demand, including ownership rates. The independent sales and 

scrappage functions determine ownership rates, but this result is not reported nor compared to 

historical trends, so it is not possible to assess how consistent the model is with these trends or with 

trends in VMT per household or per capita. For example, in response to a decrease in vehicle price, a 

household could decide to purchase a new vehicle that they otherwise would not, yet keep all 

currently owned vehicles. The additional vehicle could spur additional household VMT as some 

multiple occupant trips are now taken independently or as some foregone trips are now possible. 

However, it is unlikely that the total household VMT would increase by the total annual VMT of a 

new vehicle. 

 

In the absence of a household-choice model, an alternative approach would be to calculate national 

VMT demand as a function of economic and demographic variables, including ownership rates, as 

well as vehicle fleet attributes. The vintaged VMT schedules could be scaled accordingly to achieve 

the calculated total VMT. Unfortunately, this approach does not address the potential shift of VMT 

between older and newer vehicles that could occur with changes in the vehicle stock composition and 

with changes in fuel prices. This latter effect is important in short run responses to fuel price changes, 

where multi-vehicle households are able to choose which vehicle is used or to adjust overall vehicle 

usage based on per-mile costs. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 2a 

 
Review Question Topic Description:  Scrappage Model 

 

2a Please comment on the appropriateness of including a scrappage model in the CAFE model 

as a means to estimate the potential impact of CAFE standards on used vehicle retention. 
 

Ideally, regulatory impact would be considered in a systems framework in order to capture important 

feedbacks. The VMT “rebound” effect has been fairly well covered in the literature, but other 

feedbacks, both positive and negative, have received less attention. Response of scrappage rates and 

vehicle turnover are important and often neglected components of the impact of fuel economy 

standards on in-use fleet fuel consumption. Therefore, a realistic representation of scrappage is an 

excellent contribution. Ideally, scrappage should be responsive to existing and new vehicle attributes 

as well as demographic variables.  
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 2b 

 
Review Question Topic Description:  Scrappage Model 

 

2b Please comment on the scrappage model’s specification using a form common in the relevant 

literature. Are there better approaches that allow for both projection (as is necessary in this context) 

and a focus on new vehicle prices (exclusively)? 

 

While the focus is on the impact of new vehicle price on scrappage at each vintage, other factors are 

appropriately included. However, I believe there are some issues with the specification (model used 

to derive coefficients as described in PRIA section 8.10).  

 

While the intent is to measure the impact of a vehicle price increase that arises from an increase in 

CAFE, it is important to control for other vehicle attributes that also relate to vehicle price and fuel 

cost per mile. While the model controls for new vehicle fuel cost per mile, there are other attributes 

valued by customers that are correlated with fuel consumption (e.g. horsepower, weight, acceleration 

time, torque, etc.). By not controlling for these other vehicle attributes, the price and cost per mile 

metrics are capturing these other feature differences that are positively valued and that could 

influence the scrappage rate of used vehicles in different directions. Where increases in performance 

are correlated with higher fuel consumption, an increase in new vehicle fuel cost/mile could increase 

rather than decrease scrappage (and vice versa), particularly of any vintages that may be deemed 

“under-performing.” I believe the inconsistent and sometimes counter-intuitive behavior of the fuel 

price coefficients among the vehicle classes is likely due to this oversight. 

 

The interpretations of the coefficients on fuel cost and lagged fuel cost seem somewhat confused in 

the PRIA discussion. The mechanism of impact on scrappage generally relates to the comparison of 

fuel cost between the vintage vehicle and the new vehicle. However, the model includes these 2 

measures separately and the interpretation is complex. In the case of the vintage vehicle (same) fuel 

cost per mile coefficients, the sum of the two coefficients is the scrappage response in the situation 

where fuel price does not change. All else being equal, I would expect higher scrappage to be related 

to higher cost per mile, i.e., positive coefficients. However, the sum of the coefficients is negative for 

all body styles, though only weakly so for cars. I believe the counter-intuitive behavior likely relates 

to the issue discussed above. 

 

The model documentation indicates that other vehicle attributes are included in the scrappage model 

values worksheet but it was not clear (given the scope of this review) how they figure into the model. 

 

A few additional comments: 

 The model uses average new vehicle prices as a measure of general price trends, partly due to data 
availability. However, the PRIA states that aggregate prices may be most appropriate because “it is 
likely manufacturers will cross-subsidize costs.” I agree that the cross-subsidization problem is an 
issue and aggregate price could therefore be more appropriate than model- or even body-specific 
data. However, I wonder if additional statistics might provide additional predictive power, such as 
indicators of variation/spread. 
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 I agree that future models should definitely consider incorporating separate price series by body 
style (cars, SUVs, and vans, and pickups; PRIA, p. 1009) since these trends are not necessarily the 
same and manufacturers may “subsidize” across body styles. 

 Transaction prices do not include trade-in values which clearly are very important. In addition, only 
the value of scrap metal is discussed in conjunction with scrappage decisions. However, many older 
used vehicles are scrapped from the U.S. vehicle stock but are exported to other countries. For 
many vintages, the export value would be a better indicator of this decision point. Possible 
measures to consider that capture trends in resale and scrappage values include NADA residual 
values and auction prices. 

 GDP growth and unemployment rates were explored as indicators of economic activity, with only 
GDP used in the final models. Given that salaries have not kept pace with economic growth, other 
income variables might improve explanatory power. 

 Scrappage decisions also depend on accumulated VMT while annual VMT will respond to scrappage 
(lower scrappage due to higher cost could lead higher annual VMT in older vehicles). It doesn’t 
appear that the impact of changes in VMT are considered in the scrappage. This effect is likely to be 
significant for system changes that could arise if ride-hailing services and automated vehicles 
become commonplace. On the other hand, this effect may be small in aggregate for the purposes 
and use of this model. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 2c 

 
Review Question Topic Description:  Scrappage Model 

 

2c Please comment on the scrappage model’s integration in the CAFE model, addressing the 

vehicles affected by the scrappage model, and the extent to which changes in expected vehicle 

lifetimes are consistent with other assumptions. 

 

The dynamic scrappage model affects scrappage at all vehicle ages but is formulated to allow 

differential response to new vehicle price depending on age, with increasing impact on older 

vehicles. Over the scenarios analyzed, the impact of the dynamic scrappage model on expected 

vehicle lifetime mileage is small. Given the relatively small changes in vehicle price and fuel 

economy, small changes are within expectations. To fully comment on the model implementation, it 

would be necessary to see the results of sensitivity analyses over a larger variation in inputs. 

Examining the modeling differences (PRIA, section 8.10.10), the impact on expected lifetime 

mileage is within the realm of expectations as well. 

 

The decrease in the size of the in-use vehicle fleet as a result of reducing the CAFE stringency is not 

an intuitive finding and is worth additional exploration. This may solely be the result of scrappage 

and sales models that were derived and operate independently. This counter-intuitive finding is even 

more important since total VMT is determined using age-specific VMT curves rather than a demand 

function. The impact of the change in vehicle stock (both total number and average age) on total 

VMT should be vetted against expected trends in VMT demand. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 3a 

 
Review Question Topic Description:  Labor Utilization Calculations 

 

3a Please comment on the inclusion of each source of employment related to automobile 

production and sales. 
 

Labor economics is outside my area of expertise so my comments here are very limited. 

 

The PRIA indicates that only direct employment changes were included while vehicle maintenance 

and repair was not, though it recognizes that used vehicle sales, parts, and maintenance and repair are 

the major revenue source for dealerships. It seems like changes to the parts, maintenance, and repair 

labor, revenue, and profitability could be significant. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 3b 

 
Review Question Topic Description:  Labor Utilization Calculations 

 

3b Please comment on assumptions regarding labor hours, production location 

(domestic/foreign), and supplier impacts. 
 

Labor economics is outside my area of expertise so my comments here are very limited. 

 

A number of assumptions are made regarding values that are held constant at 2016 values but the 

validity of some of these assumptions is not substantiated. In particular, assembly labor hours per 

unit for vehicles, engines, and transmissions; and the factor between direct assembly labor and parts 

production jobs are held constant. These assumptions may not hold for two reasons: 

  
1) As CAFE standards become ever more stringent, the technologies used to meet them will 

increase powertrain complexity (at an increasing rate). This will likely have different impacts on 
product design, fabrication, and assembly.  

2) The cost of new technologies is expected to decrease over time as a function of learning, 
typically in fabrication and assembly. Reduction of these costs likely includes reduction in labor 
hours and learning may reduce some labor components more than others. 
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Reviewer Name: Alicia K Birky 

 
Review Question Number: 3c 

 
Review Question Topic Description:  Labor Utilization Calculations 

 

3c Please comment on methods used to calculate changes across alternatives. 

 

This topic is outside of my expertise. 
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Peer Review Comments on CAFE Model by John D. Graham, Ph.D. (October 10, 2018) 

 

1. Sales Model. 

a. Appropriateness of a sales-response model in the CAFE model. 

It is entirely appropriate – indeed necessary – for DOT/EPA to include a sales-response model in the 

CAFE model. Without a sales-response model, it is not feasible to perform a valid benefit-cost 

analysis of this regulation, or to make valid projections of this regulation’s potential impacts on 

gasoline consumption, oil consumption, greenhouse gas emissions, and emissions of other pollutants 

related to smog and soot. Since the energy and environmental outcomes relate directly to the 

statutory goals of the regulatory programs in question, it is apparent that the potential impacts of 

regulations on vehicle sales must be addressed analytically by DOT/EPA.  

 

If the 2021-2025 CAFE/GHG standards were projected to have only a slight impact on vehicle 

production costs and vehicle prices, then it might be defensible for DOT/EPA to perform only a 

qualitative analysis of the impacts on vehicle sales, and proceed with an engineering-oriented 

estimate of the energy and environmental outcomes of interest. In this rulemaking, however, 

DOT/EPA are projecting a cumulative cost/price impact of almost $2,000 per vehicle in 2025 

compared to vehicle costs/prices associated with a freeze of the 2020 Federal standards. 

 

By way of comparison, there is no previous rulemaking in the history of DOT or EPA that has been 

predicted to have a cost/price impact in the range of $2,000 per vehicle. In fact, I recently prepared a 

report for the University of Pennsylvania where I catalogued the estimated vehicle cost/price impacts 

of every significant DOT and EPA standard covering vehicle emissions, safety, and fuel economy 

since the 1960s (N = 39). (I can share this report, which will soon appear in a book to be published 

by the Brookings Institution). The average cost/price impacts were never in excess of $1,000 per 

vehicle except for the 2011-2016 CAFE/GHG standards, where the cost/price impact exceeded 

$1,000 when adjustments were made to express the monetary impact in 2016 dollars. (In that 

rulemaking, DOT/EPA did include a quantitative analysis of sales response, though it was more 

simplified than the analysis included in this PRIA). There were only 4 rulemakings of the 39 where 

the cost/price impact was greater than $500 per vehicle, and the median cost/price impact per vehicle 

for the 39 rulemakings was about $100 per vehicle. Thus, a sales-response model is much more 

crucial in this rulemaking than it has been in previous EPA and DOT rulemakings on vehicle 

emissions, safety, and fuel economy standards. 

 

A $2,000 vehicle price increase is more than a 5 percent rise in the average transactions price for a 

new passenger vehicle in the U.S. market (currently the average transactions price is about $35,000 

per new vehicle). A 5 percent rise in new vehicle price will not influence the sales decisions of all, 

most, or a majority of consumers but it could certainly impact the purchasing decisions of a 

significant number of consumers in the market. The issue here is not whether the price increment 

would cause a household to go from owning a car to not owning a car. The issue is whether the price 

increase on new vehicles might cause some households to delay their purchase of a new car, hold on 

to their existing car longer, consider a used car instead of a new car, or own one fewer car than they 

would otherwise own. (Another possibility that DOT/EPA do not address quantitatively – but does 

mention on p. 950 -- is that the consumer might downgrade the quality of new car that they purchase, 

due to the affordability issue).  

An engineering approach to this regulation is simply insufficient. Behavioral changes by consumers 

can have important impacts on how fast the DOT/EPA regulations achieve their statutory objectives 

(since new vehicles are generally cleaner and more fuel efficient than old vehicles), and the 
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behavioral choices by consumers can have potentially perverse consequences for safety and other 

important public and private outcomes.  

 

Moreover, there is a stream of academic literature, beginning with Gruenspecht (1982) and extending 

to Jacobsen and van Bentham (2015), demonstrating the importance of considering sales response in 

economic models of CAFE and GHG standards. The PRIA on p. 922 (footnote 480) appropriately 

cites those two classic papers as academic foundation for the modeling that has been performed.  

 

Thus, without question, a sales-response model should be incorporated into the CAFE model, 

especially for this relatively high-cost rulemaking.  

 
b. Time-series model. 

In order to establish the impact of changes in vehicle price on volume of vehicle sales, DOT and EPA 

presume that regulation-induced increases in the costs of vehicle production will be reflected in 

average new vehicle prices, and that those changes in new vehicles prices will have impacts on new 

vehicle sales that are equivalent to what time-series modeling suggests has occurred in the 1979-2015 

period. There are some important assumptions here that need to be teased out, discussed, and 

justified by DOT/EPA. 

 

Are Changes in Vehicle Production Costs Fully Reflected in New Vehicle Prices? 

 

First, there is the question as to whether regulation-induced costs will be reflected in average new 

vehicle prices. The time-series analysis assumes this relationship rather than establishing this 

relationship. As far as I can tell, the PRIA addresses this matter only once and only very briefly. On 

p. 929, the PRIA states that “manufacturers will attempt to recover these additional costs by raising 

selling prices for those or other models that they offer.” The PRIA does not present any evidence that 

auto manufacturers will be successful in raising prices in response to regulatory cost impositions. The 

alternative possibilities are the manufacturers finance these costs by reducing labor compensation 

and/or reducing returns to owners/investors or squeezing dealers or suppliers. 

 

There is a strong theoretical foundation, explained in OMB Circular A-4, for the assumption that 

regulatory costs will be passed through to consumers in the form of higher prices when markets are 

competitive (meaning lots of producers and lots of consumers, and good market information and so 

forth). However, the academic literature on the U.S. automotive industry has not historically treated 

this industry as classically competitive. Indeed, most of early modeling of the U.S. auto sector used 

oligopolistic assumptions rather than perfectly competitive assumptions (see Bresnahan, 1981; Berry 

et al., 1995; Goldberg, 1995 and 1998; and Kleit, 2004). The dominant theories of oligopoly pricing 

do not lead to a strong prediction on price impacts due to regulation, and it has been established that 

this issue needs to be addressed empirically on a case-by-case basis rather than be resolved by 

reference to theory alone (Davis & Knittel, 2016). 

A substantial economics literature addresses how manufacturing companies handle changes in their 

costs of inputs. Dornbusch (1987) theorized that firms operating in a competitive setting increase the 

amount of “pass-through” as the proportion of the market that is exposed to the cost increase grows. 

If only one of many firms experiences the cost increase, pass-through pricing may not occur. 

Ashenfelter, Ashmore, Baker, and McKernan. (1998) confirmed the theoretical prediction in their 

study of the office supply retail sector. A large stream of literature has confirmed the “pass-through” 

hypothesis as it relates to the auto industry (Knetter, 1989 and 1993; Feenstra, 1989; Gagnon & 

Knetter, 1994; Goldberg, 1995; Feenstra, Gagnon, & Knetter, 1996; Goldberg, 1997and 1998; Gron 
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& Swenson, 2000; Kleit, 1990). I recommend that the final PRIA include appropriate references to 

this literature. 

 

In a classic study Gron and Swenson (2000) examined list prices of automobiles at the model level in 

the United States from 1984 to 1994, coupled with data on production, vehicle characteristics, 

foreign versus domestic firm ownership, wages of employees, exchange rates, imported parts 

content, tariffs, and other variables. Although their work rejects the hypothesis of 100 percent pass-

through of cost to consumer price, they find higher rates of pass-through than previous studies, and 

much of the incomplete pass-through occurs when cost increases impact only a few models or firms. 

Confirming earlier studies, they show that U.S. auto manufacturers engage in more aggressive pass-

through pricing than Asian and European manufacturers (greater than 100% in some specifications), 

possibly due to the eagerness of importers to enlarge market share in lieu of recovering regulatory 

costs, at least in the short run (see Dinopolous & Kreinin, 1988; Froot, 1989). This study helps 

explain why pass-through pricing is a more viable hypothesis in the long run than in the short run. 

  

The original design of the CAFE program is a contrasting case where pass-through pricing was 

difficult for some automakers. All auto makers, regardless of their product mix, were subject to the 

same fleet-wide average CAFE standard, such as 27.5 miles per gallon for cars in 1990. In practice, 

those standards impacted only three high-volume companies (General Motors, Ford, and Chrysler) 

because the Big Three produced a higher proportion of large and performance-oriented vehicles than 

did Japanese companies. As a result, Toyota and Honda consistently surpassed the Federal fleet-wide 

standard for cars without any regulatory cost (i.e., partly due to their smaller product mix). In the 

1975-2007 period, the Big Three were not able to pass on all of their compliance costs to consumers 

and thus experienced some declines in profitability due to CAFE (Kleit, 1990 and 2004; Jacobsen, 

2013a). 

  

When the CAFE program was reformed for light trucks in 2008 (and for cars in 2011) on the basis of 

vehicle size (the so-called “footprint” adjustments to CAFE stringency), the technology costs of 

CAFE standards were spread more evenly among automakers, although the overall societal 

efficiency of the regulation diminished (due to the removal of downsizing as a compliance option) 

(see Ito & Sallee, 2018). Given that the size-based CAFE/GHG programs are not concentrating the 

costs of compliance on one or two automakers, it is reasonable to predict a fairly high degree of pass-

through pricing for the 2021-2025 CAFE /GHG standards. In a related literature on manufacturer 

pricing responses to a national carbon tax, Bento and Jacobsen (2007) and Bento (2013) report high 

rates of pass-through pricing (on the order of 85%). Carbon taxes are more efficient than footprint-

based CAFE standards but both instruments are likely to impact a wide range of companies in the 

auto sector and result in a high degree of pass-through pricing by impacted companies.  

 

It should also be noted that the U.S. automotive industry is much more competitive today than it was 

in the 1970-2000 period. The market share of General Motors, once the dominant, majority producer 

in the U.S. market, has declined dramatically, and a variety of Japanese and Korean companies have 

captured market share. Moreover, the rise of startups (e.g., Tesla and other electric vehicle start-ups) 

and ride-sharing services (e.g., Uber) are adding a new, competitive dimension in the U.S. industry. 

As a result some of the most recent auto regulatory studies have given more emphasis to analytic 

results based on competitive models than oligopolistic models (e.g., Davis & Knittel, 2016). Thus, 

the assumptions being made in the PRIA about pass-through pricing are defensible but they do need 

to be defended. Hopefully this discussion, and the related references, have helped in this regard. 
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Are Consumers Likely to React the Same to CAFE-Induced Price Increases as They Do to the 

General Price Increases Observed in a National Time Series Model From 1979 to 2016? 

 

The big issue here is how to address price increases caused by the addition of fuel-saving 

technologies induced by regulation, as it is reasonable to believe that consumers will value the 

enhanced fuel economy to some degree. In contrast, a consumer does not necessarily value the 

additional costs of wages paid to executives or workers, or the additional prices for raw materials that 

impact the cost of vehicle production. The typical consumer might value an extra 5 miles per gallon 

of fuel economy, since that will translate into lower operating costs for the vehicle when the vehicle 

is used by the consumer.  

 

In previous RIAs where DOT/EPA analysts have quantified sales impacts of CAFE /GHG standards, 

a price elasticity of demand of -1.0 has been applied to the net vehicle price increase, where net 

vehicle price is equal to the gross average technology cost per vehicle minus the present value of fuel 

savings for the consumer who purchases the vehicle. (Actually, the present value of fuel savings is 

computed for the original ownership period and then a standard resale value is added for the rest of 

the vehicle life). As far as I know, the -1.0 elasticity figure does not have a solid grounding in 

economic evidence and was used simply for illustrative purposes. Moreover, previous RIAs did not 

present evidence to support the assumption that resale value for fuel-economy technology is similar 

to resale value for the vehicle as a whole. Thus, DOT/EPA are well justified in taking new 

evidenced-based approaches to the price elasticity, consumer valuation, and resale questions. 

 

The PRIA contains a new autoregressive distributed-lag (ARDL) model that relates lagged national 

values of vehicle sales to changes in average vehicle price, changes in GDP growth, and measures of 

consumer confidence. Aggregate quarterly data is used for the 1979-2015 period. The model fits the 

data reasonably well, the explanatory variables behave as expected based on theory and prior 

evidence, and statistical analysis revealed little evidence of autocorrelation or other statistical 

problems. Based on the model, a $1,000 increase in average new vehicle price is associated with a 

loss of 170,000 units of sales in year 1, followed by an additional 600,000 losses in vehicle sales over 

the next 10 years – in effect, the adverse effect of the $1,000 price increase tapers with time. The 

PRIA characterizes this response as a price elasticity of demand in the range of -0.2 to -0.3.  

 

A weakness in the model is that it does not include important variables concerning consumer access 

to credit such as average interest rates on car loans. A focus on subprime buyers might be appropriate 

since they are likely to be the marginal consumer (as they are the most credit constrained). It also 

does not address movements in used car prices, a surprising omission given that used cars are a 

prominent potential substitute for new cars.  

 

Both of these variables (interest rates on car loans and used car prices) have been shown to be 

significant in recent national time-series modeling – interest rates on car loans are negatively 

associated with new vehicle demand and used car prices are positively associated with new vehicle 

demand (McAlinden, Chen, Schultz, & Andrea, 2016). Since both of these variables are well known 

to affect new vehicle sales, the sales-response model would be more credible if these two variables 

were included and if their estimated coefficients exhibited the theoretically expected behavior. 

 

The omission of used vehicle prices is particularly concerning since the linkage between consumer 

demand for new versus used vehicles is a key theme of the PRIA and the preamble’s case for less 

stringent standards. DOT/EPA should explore adding these variables and report what they learn. 
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While these variables may also be endogenous (like new vehicle prices may be endogenous), that is 

not an argument for ignoring them. They should be analyzed and discussed.  

A paradox of the national time-series modeling is that inclusion of fuel-economy variables did not 

improve the explanatory power of the model. This analytic outcome is troubling because DOT/EPA 

analysts also review (pp. 938-939) several recent large-sample vehicle transactions-price studies that 

find that that consumers value highly the fuel-economy of vehicles, as fuel economy is capitalized 

(reflected) in the prices of used and new vehicles (Busse, Knittel, & Zettelmeyer, 2013; Allcott, 

Mullainathan, & Taubinsky, 2014; and Sallee, West, & Fan, 2016). While it is encouraging that 

DOT/EPA analysts explored several variants of fuel-economy variables, it is concerning that none of 

these variables improved the time-series model statistically. Thus, the time-series findings that are 

reported and discussed in the PRIA on p. 949 (Table 8-1) – and subsequent outcomes from the CAFE 

model -- do not account for the potential effects of changes in average fuel economy on new vehicle 

demand. This omission leaves the sales-response model vulnerable to the allegation that it overstates 

the adverse effect of fuel-economy regulation on new vehicle demand, since it incorporates only 

gross technology costs and ignores consumer interest in fuel economy.  

 

I recommend that the paradox be resolved in the following way in the final RIA. The national time 

series model should be used by DOT/EPA as one approach to estimating the price-elasticity of 

demand but the future impacts of fuel-economy regulation on new vehicle sales should be based on a 

net-price concept rather than the gross costs of technology. This approach is similar to the net-price 

concept that DOT/EPA have used in the past in previous RIAs except, in this and future rulemakings, 

the net vehicle price should assume substantial consumer undervaluation of fuel economy. 

Specifically, the net price should assume 2.5 years of consumer valuation (not full valuation) of 

future fuel savings (since the date of original purchase), the same limited valuation period that the 

CAFE model is already using to establish which fuel-saving technologies will be adopted voluntarily 

in the market, without any regulatory pressure. This net-price recommendation will account for 

limited consumer demand for fuel economy while also bringing analytic consistency to what 

DOT/EPA are assuming in another module of the CAFE model. 

 

The PRIA exposes itself to this paradox by giving inappropriate emphasis to the recent econometric 

studies showing high consumer valuation of fuel economy. It is already well known throughout the 

industry that consumers do not fully value fuel-saving technologies offered on new or old vehicles 

(see National Research Council, 2015, and Carley et al., 2017). The 2015 National Academies study 

undertook a survey of industry experience with fuel saving technologies. The authors concluded with 

the observation that the industry experts believe that consumers behave as if they value only 1 to 4 

years of fuel economy (i.e., serious undervaluation of fuel economy) when purchasing new vehicles. 

Since 2.5 years is the middle of this range, I recommend that 2.5 years be used in computing the net 

per-vehicle price of regulation and in projecting impacts on vehicle sales. Sensitivity analyses should 

be performed using 1 and 4 years. 

  

The full-valuation results reported by Busse, Knittel, and Zettelmeyer (2013) and Sallee et al. (2016) 

are based on changes in fuel prices, not changes in fuel-economy technology. (The results reported 

by Allcott, Mullainathan, & Taubinsky, 2014, again based on changes in fuel prices, do not support 

full valuation). The CAFE /GHG standards operate by changing vehicle characteristics, not by 

changing fuel prices. The two mechanisms of change can have equivalent effects in a rational-choice 

model but may not be viewed the same way in a behavioral assessment of consumer choice. 

Consumers may be more cautious about changes in technology than changes in fuel price, even when 

the two mechanisms have the same present-value financial impact on the consumer.  
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A recent study by Leard, Linn, and Zhou (2017), using data and methods similar to Busse, Knittel, 

and Zettelmeyer (2013) and Sallee et al. (2016), does not find full consumer valuation of fuel 

economy. Importantly, this study focuses on changes in technology as well as changes in fuel price. 

Moreover, our group at IU recently completed a study of HEVs – using a paired-comparison method 

with gasoline vehicles -- where we found that several HEV models have had very little consumer 

uptake even though they are financially attractive from a total cost of ownership perspective. The 

poor uptake of affordable HEVs cannot be fully explained by shortfalls in other vehicle attributes 

such as performance and fuel economy. Thus some of the real-world experience with HEVs also 

suggests consumer undervaluation of fuel economy.  

 

I recommend that section 8.3, “Consumer Valuation of Improved Fuel Economy” (pp. 934-940), be 

reconsidered and rewritten to reflect the decades of industry marketing experience with fuel economy 

technology, as reviewed by the National Research Council (2015), the stated preference studies that 

address directly the limited extent of consumer interest in fuel-economy technology (see the citations 

in Carley et al., 2017), the fact that Busse, Knittel, and Zettelmeyer. (2013) and Sallee et al. (2016) 

address consumer response to fuel price changes rather than technology changes, the fact that Allcott, 

Mullainathan, and Taubinsky (2014) did not find full consumer valuation (even when studying fuel 

price changes), the fact that Leard et al. (2017) find consumer undervaluation with technology 

changes, and the fact that HEVs have very limited consumer uptake, even when they are financially 

attractive from a total cost-of-ownership perspective (Duncan et al., 2019).  

The inability of the national time-serious model to find a significant impact of fuel economy on 

vehicle sales is not difficult to understand if the average consumer is assumed to undervalue fuel 

economy to a substantial degree. The “signal” provided by the quarterly differences in vehicle fuel 

economy, when dampened by consumer undervaluation, may simply be too small to find a fuel-

economy effect, given the quarter-to-quarter “noise” (random movement) in national vehicle sales. 

On the other hand, the lack of a significant fuel-economy effect in the national time series model 

does not mean that the effect is zero. We already have plenty of evidence from better research 

designs that the effect is nonzero, though consumer demand is substantially less than full valuation as 

defined by rational-choice theory. 

  

With respect to the endogeneity issue, I think the national time series model is vulnerable to the 

criticism that average vehicle transactions prices and average volumes of new vehicle sales are 

determined simultaneously in the market. When sales are low (e.g., in recessionary periods), 

transactions prices likely fall (e.g., due to dealer and manufacturer discounts); when sales volumes 

are high, discounts off list prices may diminish, keeping transactions prices relatively high (see 

PRIA, p. 947, paragraph 2, sentence #2). Transactions prices surely do have a negative causative 

effect on vehicles sales, but this causative relationship could be mis-estimated in the national time 

series model due to a failure to control for the reverse causation -- the positive causative effect of 

sales volume on average transactions price. This omission may help explain why the estimated 

coefficient on vehicle price in Table 8-1 is so modestly sized and close to zero.  

 

It is doubtful that the endogeneity concern can be addressed convincingly within the national time-

series modeling framework. I recommend instead that DOT/EPA analyze the likely direction of the 

bias, and discuss this limitation qualitatively in the final RIA. In addition, DOT/EPA should not rely 

entirely on the national time series model to estimate the price-elasticity of demand for use in the 

CAFE model. Instead, DOT/NHTSA should also explore the price-elasticity studies published in the 

literature and reviewed by McAlinden et al. (2016), Appendix II, 63-64. I believe that this literature, 

with a proper focus on long-term price elasticity of demand, provides support for a price elasticity of 

demand that is well below -1.0 (in absolute value) but probably a bit higher than -0.2. This literature-
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based estimate can provide an alternative estimate for use in the sales response module of the CAFE 

model. I recognize, as explained on p. 952 of the PRIA, that the CAFE model requires dynamic 

projections of vehicle sales and a point estimate of long-term price elasticity of demand from the 

literature does not provide the desired dynamic property. However, it might be feasible to use a 

literature-based estimate to define the total long-term impact of vehicle price on new vehicle demand, 

and then use the national time-series model to allocate the total effect to different years within the 

ten-year time horizon. In this way, the national time-series model is being used in a more limited way 

than it is currently used.  

 

c. Integration of sales-response model in the CAFE model. 

The sales-response model is generally integrated into the CAFE model in a logical fashion. An 

exception may be that the regulatory alternatives discussed in the preamble are not reflected 

accurately in either the sales-response model or the CAFE model. As I understand the preamble and 

the regulatory alternatives under consideration, DOT/EPA’s preferred option is to freeze the Federal 

standards at 2020 levels and preempt separate State-level GHG and ZEV standards.  

 

If instead the status quo policy is maintained, it should be assumed that the 2021-2025 Federal 

standards would be supplemented by the California ZEV standards in States representing 

approximately 30 percent of the new vehicle population in the United States. The California GHG 

standards would have no incremental economic or environmental effects since compliance with the 

Federal standards is recognized as per se evidence of compliance with the California GHG standards.  

 

The preferred regulatory proposal would then alter the status quo by freezing the Federal standards at 

2020 levels and eliminating the State-level ZEV standards. As currently designed, the sales-response 

and CAFE models are well designed to address the Federal freeze but they ignore the economic and 

environmental impacts of removing the State-level ZEV requirements. Removing the State-level 

ZEV requirements can certainly be expected to have national ramifications since the State-level ZEV 

requirements cover approximately 30 percent of the national market for new vehicles and since the 

ZEV requirements are a de facto electric-vehicle requirement of 5 percent to 20 percent of an 

automaker’s State-specific new vehicle fleet in 2025. Technically, the ZEV requirements are not a 

market-share requirement; they are a compliance credit requirement but both CARB and the 

stakeholder community view the credit requirements as a tool to boost the commercialization of 

electric vehicles.  

 

The final RIA needs to incorporate the proposed elimination of the ZEV program into both the sales-

response model and the CAFE model. The analytic complications for the RIA are less complex on 

the benefit side of the ledger than on the cost side of the ledger. 

 

On the benefit side of the ledger, it is unlikely that the ZEV program contributes any significant 

GHG and energy security benefits, since national GHG emissions and oil-consumption levels are not 

influenced by a State-level policy nested within a binding Federal performance standard. Insofar as 

the electric vehicles produced and sold in response to the State-level ZEV requirements are counted 

by vehicle manufacturers in Federal compliance statistics, the practical effect of the ZEV 

requirements is to ease the compliance burdens of the Federal standards, allowing vehicle 

manufacturers to sell gasoline-powered vehicles nationally with a somewhat higher level of GHG 

emissions and gasoline consumption than would occur if the State-level ZEV requirements did not 

exist. 
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It is possible but doubtful that ZEV States will accomplish some incremental control of smog and 

soot pollution from the ZEV requirements. For sure, the ZEV program was launched in 1990 by 

CARB with an eye toward helping California cities (especially Los Angeles) come into compliance 

with EPA’s national ambient air quality standards for criteria air pollutants. However, the EPA LEV 

II and LEV III standards (and the sister standards adopted by CARB) for gasoline vehicles adopted 

since 1990 reduce dramatically the amount of pollution from new passenger vehicles that contributes 

to smog and soot. Those standards, which operate in conjunction with low-sulfur gasoline 

requirements on refiners/blenders, increase the longevity of catalysts and ensure that vehicles did not 

contribute significantly to smog or soot for 150,000 miles of vehicle lifetime. Since 2008-9, CARB 

has recognized that GHG control may be a more compelling rationale for the ZEV program than is 

control of residual pollution related to smog and soot. For sure, Los Angeles and some other 

communities in ZEV States will not comply with EPA’s health-based air quality standards for the 

forseeable future. However, this noncompliance is related not to conventional emissions (e.g., NOx) 

from new passenger vehicles (which are quite small) but from the large volume of older, dirtier 

passenger vehicles in the fleet as well as the large volume of heavy trucks, construction/agricultural 

vehicles, and stationary sources that are not covered by the ZEV program.  

 

Some analysts in California and other ZEV States may see the ZEV program not as a short-term 

effort to control GHG emissions but as a long-term technology-forcing policy to stimulate 

technological innovation and commercialization in the auto sector. However, ZEV requirements are 

not necessary to stimulate technological innovation and commercialization of electric vehicles. 

California can make greater progress in this regard by taking the same steps that Norway has already 

taken:  Subsidize consumer demand for electric vehicles to the point where 30 percent of new 

passenger vehicles in Norway are electric in their propulsion system. Norway has launched this 

policy without adopting a ZEV requirement and without shifting the costs of the policy to consumers 

in other countries in Europe.  

 

On the cost side of the ledger, the State-level ZEV requirements can be predicted to cause a 

distortion in the pricing of new passenger vehicles in the United States. In order to sell an adequate 

number of ZEVs in California and other States that require ZEVs, auto makers cannot price an 

electric vehicle at its incremental cost of production (roughly $10,000 per vehicle in 2025 according 

to EPA/DOT, assuming driving range of 200+ miles). Instead, CARB and EPA generally assume that 

automakers will treat the costs of the ZEV program as an R&D expense, and spread those costs 

across all of the new vehicles that automakers sell in the U.S. market. The pass-through effect of the 

ZEV requirements on new vehicle prices in the United States has not been estimated in the PRIA, 

even though the preamble to the proposed rule asserts Federal preemption of the ZEV requirements. 

  

With regard to the average cost of producing a new vehicle, the presence of the State-level ZEV 

requirements have offsetting effects on automakers. The incremental cost of the Federal programs 

will be smaller in the presence of State-level ZEV requirements than without the State-level ZEV 

requirements, since the electric vehicles produced to comply with the State-level ZEV requirements 

count toward an automaker’s Federal compliance statistics. However, the combined cost of the 

Federal and State-level requirements will be greater than the Federal requirements alone, since most 

automakers would not produce costly electric vehicles in the absence of State-level ZEV 

requirements. In a recent study of the interaction of the Federal CAFE /GHG and State-level ZEV 

requirements, we found that the net effect of the addition of the State-level ZEV requirements to the 

Federal regulations was to increase the average cost of vehicle production (nationwide) by $400 to 

$700 per vehicle. Those extra costs are large enough to have a significant impact on the results of the 

sales-response model, the fleet-turnover model and the CAFE model as a whole. Thus, I recommend 
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that DOT/EPA include the cost savings from the elimination of the State-level ZEV requirements in 

the final RIA for this rulemaking. 

  

1d. Sales-model’s specification as independent of vehicle scrappage and impacts on VMT. 

 

No comment. 

 

2. Scrappage Model 

a. Appropriateness of including a scrappage model in the CAFE model. 

As explained above, the transportation sector’s impact on national GHG emissions and national 

petroleum consumption is triggered by the use of both used and new vehicles. Vehicle use is 

operationalized in the PRIA through the metric of vehicle miles of travel (VMT). Thus, 

DOT/EPA need to know how long a vehicle will be driven (before it is scrapped), and the 

expected number of VMT for each anticipated year of the vehicle’s lifetime. Those mileage 

schedules may change subtly yet significantly under different CAFE /GHG standards. 

  

In order to appreciate why a scrappage model is needed for the CAFE model, consider how 

CAFE /GHG standards are likely to impact the average prices of new and used vehicles. If the 

national volume of new vehicle sales rises due to costly CAFE /GHG regulations, then it 

should be expected that the demand for new passenger vehicles will decline while the demand 

for used vehicles will rise (other factors held constant). Unless there is a supply response in the 

market for used vehicles, the greater demand for used vehicles will bid up prices for used 

vehicles (Gruenspect, 1982). The opposing effects occur because a used (old) vehicle is a 

potential substitute for a new vehicle. Ultimately, more VMT will occur in used vehicles 

relative to new vehicles compared to what would have occurred without stricter CAFE /GHG 

regulation. Likewise, a freeze on Federal CAFE /GHG standards will tend to allocate more 

VMT to new vehicles than to old vehicles. 

 

The market dynamics do not end here because there is also a supply response in the used 

vehicle market due to a rise in average prices of used vehicles. The supply response operates 

through the scrappage rates on older vehicles. 

 

Consider the recurring decision problem faced by the owner of an old vehicle (Jacobsen & van 

Bentham, 2015). Each time a vehicle breaks down, the owner must decide whether to repair 

and keep the vehicle, repair and sell the vehicle, or scrap the vehicle. Rational choice theory 

predicts that he/she will choose to scrap it if and only if the prevailing price in the used-car 

market falls below the repair cost plus any residual value. As the prices of used vehicles rise, 

scrapping an old vehicle becomes less attractive. Thus, a supply response to higher used car 

prices operates through a tapering in the rate at which owners of old vehicles scrap their 

vehicles. 

 

Scrap rates, which are usually expressed on an annual basis, follow familiar patterns. They 

increase with vehicle age from about 1-2 percent for 2 year-old vehicles to almost 15 percent 

for 20-year old vehicles. The adjustments to scrappage rates due to CAFE /GHG standards will 

tend to be marginal changes to the age-specific scrappage rates mentioned here. Without 

knowing the change in scrappage rates, it is not feasible for DOT/EPA analysts to figure out 

how many total vehicles will be used or the age distribution of those vehicles.  
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Fortunately, there is a useful recent literature in economics that provides intellectual guidance 

on how DOT/EPA should analyze scrappage rate changes and the associated changes in the 

age-distribution of the vehicle fleet (e.g., see Jacobsen, 2013b; Jacobsen & van Bentham, 2015; 

Davis & Knittel, 2016). It is appropriate and important for the final RIA to include a scrappage 

model, since it helps quantify accurately the impacts of the CAFE /GHG standards on GHG 

emissions, oil consumption, and safety outcomes.  
  

b and c. Specification of the scrappage model and integration into the CAFE model. 

 

The key issue in the specification of the scrappage model is how to allocate changes in scrappage 

rates due to regulatory policy to vehicles of different ages. The draft PRIA makes a plausible 

argument that the changes in scrappage rates are likely to be larger for vehicles in the middle of the 

average lifespan (6 to 14 years old) than for vehicles early in the lifespan (1 to 5 years old) and very 

old vehicles (15 or more years old). Before reading the PRIA, I would have thought the effect might 

be greatest for the oldest vehicles. It might be useful, in the final RIA, to report some sensitivity 

analysis on this assumption. 

  

In assessing the plausibility and implications of the scrappage effect, I appreciated the PRIA’s effort 

on pp. 1056-1059 to compare the relative size of the sales-response and scrappage effects. For each 

additional new model that is sold due to tighter CAFE /GHG standards, somewhere between 2 and 4 

used vehicles are removed from the fleet. I did not expect the ratio to be 1 to 1 (in part for the reasons 

explained on p. 1057 of the PRIA) and thus was not expecting a constantly-sized vehicle population 

under different regulatory alternatives. It is also useful to remember, as explained on p. 1058, that 

average VMT per year is much larger for new vehicles than for old vehicles, and retained used 

vehicles will have few years remaining compared to a new vehicle. It is reassuring that the overall 

impact on national VMT, ignoring the rebound effect, of the various regulatory alternatives is quite 

small (0.4% larger in the baseline 2025 standards than in the preferred “freeze” proposal) but I might 

have predicted that any overall change to VMT would be effectively zero, since the regulatory 

alternatives don’t have much obvious impact on the average household’s demand for travel. It might 

make sense to consider a scenario analysis where total VMT is fixed with and without the regulatory 

alternatives but the share of VMT allocated to vehicles of different ages is allowed to vary. Leakage 

in GHG control (or gasoline consumption) that is attributable to shifting the shares of VMT by 

vehicle ages strikes me as more plausible than leakage in GHG control (or gasoline consumption) 

that is generated by changes in overall VMT in the country. Nonetheless, my impressions here are 

more intuitive than they are based on hard analysis.  

 

I conclude with a technical comment that does not fit neatly into the structure of the questions but 

seems highly relevant to the CAFE model. There is a small but growing body of literature suggesting 

that the current structure of CAFE standards, coupled with rapidly growing stringency within 

footprint categories, is causing a phenomenon that is sometimes called “vehicle upsizing.” A simple 

form of upsizing is a shift from passenger cars to light trucks; a more complicated form is a shift 

upward in average footprint within the categories of cars and trucks. The upsizing phenomenon is 

seen as negative from a societal perspective because it creates leakage in energy and GHG savings, 

and because it may have adverse safety consequences due to aggressivity. 

 

If upsizing is actually occurring to a significant extent due to the current schedule of CAFE /GHG 

standards, it would seem that a CAFE freeze (or any attenuation of the planned hikes in regulatory 

stringency) would have the qualitative effect of moderating the extent of upsizing in the U.S. market. 
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As I read the PRIA, it does not consider this unintended but potentially beneficial side effects of 

reducing the rate at which CAFE /GHG standards become more stringent. I recommend that the final 

RIA include at least a qualitative discussion of this matter, and possibly a scenario analysis that gives 

some quantitative weight to the upsizing story.  

One could argue that the perverse effects of upsizing, if they are large and important, might be best 

addressed – not by reductions in regulatory stringency but – by another redesign of the CAFE /GHG 

standards to discourage upsizing. That strikes me as an entirely different rulemaking. But there may 

be merit in pointing out that perverse effects of upsizing are attenuated with less stringent standards, 

such as those considered in this rulemaking.  

 
3. Labor Utilization Calculations 

The best way for me to comment on this section of the PRIA is to simply urge DOT/EPA to consider 

the macroeconomic analysis produced by Carley et al. (2017). This analysis is much broader and 

richer than the analysis presented in the PRIA, and it shows that the employment impacts of causal 

mechanisms not considered in the PRIA (e.g., gasoline savings) are potentially much larger than the 

employment impacts considered in the PRIA. It is encouraging that the PRIA considers the 

employment stimulus in the supply chain; it is concerning that that the PRIA does not consider the 

positive and negative employment impacts of the State-level ZEV requirements, especially since 

much of the supply chain for electric vehicles is likely to be located outside the United States for the 

foreseeable future. 

 

a. Sources of employment related to auto production and sales. 

b. Assumptions about labor hours, location, supplier impacts. 

c. Calculating changes across alternatives. 
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Reviewer Name: Howard Gruenspecht 
 
Review Question Number: 1a  
 
Review Question Topic Description:  Please comment on the appropriateness of including a sales 

response model in the CAFE model as a means to estimate differential sales impacts across regulatory 

alternatives. 

 

Response:  

Inclusion of a well-specified sales response model to consider differential sales impact across 

regulatory alternatives is useful. Extensive research referenced in the documents that are the subject 

of this review (the NPRM, the PRIA, and the draft model documentation) cite significant evidence 

that, holding other factors constant, the overall level of motor vehicle sales is inversely related to the 

level of new vehicle prices. Consumers are free to adjust both the quantity and composition of their 

new vehicle purchases in response to fuel economy policies that affect the price and other 

characteristics of new vehicle offerings.1 A well-specified sales response model will improve the 

ability of the CAFE model to reflect the implications of regulatory alternatives on vehicle purchase 

decisions and the resulting implications for fuel consumption, emissions of CO2 and other pollutants, 

and safety.  

 

Following a discussion of relevant literature, the documents provided for review estimate a 

regression model for new light-duty vehicle (LDV) sales. According to the documents, the price 

elasticity of new vehicle sales implied by the estimated regression is in the range of -0.2 to -0.3. The 

discussion of the literature also indicates that some research suggests a higher sensitivity of sales to 

prices, which is consistent with my understanding. One issue here is that higher prices arising from 

manufacturers’ application of fuel economy technologies to comply with CAFE standards also 

provide savings in consumer fuel costs, which as discussed elsewhere in the documents has private 

value to consumers. The documents discuss a range of views in the literature regarding the extent to 

which vehicle buyers consider potential fuel savings that may soften the effect of higher prices on 

sales. Because of this, price changes associated with increased use of fuel saving technologies may 

have a different effect on sales than price changes of equal magnitude that are driven by labor and 

materials costs or by other policies, such as regulations to limit conventional pollutants that address 

externalities but do not provide private savings directly to vehicle owners.    

 

In reviewing the model results, I compared the baseline (B) case incorporating the augural standards 

and the preferred alternative (P) case that freezes CAFE standards at the model year 2020 level. As 

discussed in the documents, consumer price increases between these cases are equal to the sum of 

average incremental technology costs and civil penalties per vehicle (compare, for example, tables 

12-75 and 9-56 in the PRIA). However, those numbers do not match the results in the Excel run 

reports for the central analysis “CAFE” runs. I raised this with the technical lead for the review, who 

explained that the results used in the rulemaking documents were from the “CAFE_ss” runs, which 

                                                   
1 There is also ample empirical evidence that changes in fuel prices also affect the perceived value of fuel efficiency 

in relation to other vehicle characteristics.  
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take account of statutory constraints that preclude consideration of some possible real-world 

compliance strategies. Thereafter, I refocused my review on the “CAFE_ss” cases.  

 

(a) Overall light duty vehicle (LDV) sales response 

 

The overall sales responses in the model runs are qualitatively plausible. First, the difference in sales 

between the B and P cases over time is consistent with the growing difference in vehicle prices as the 

difference across the cases in fuel economy standards grows over the 2022-25 period. Specifically, as 

fuel economy standards and their effect on vehicle prices grow over 2022-25, there are a larger 

number of LDV sales in the P case where vehicle prices are lower. Over 2022-32, overall LDV sales 

in the P case exceed those in the B case by about 1.18 million vehicles (0.6%).  

 

While the new vehicle sales response patterns are broadly plausible, there are some issues that merit 

further attention or explanation.  

 

 Table 12-75 and the output files show a significant difference in LDV prices between the B and P 
cases, with LDVs being more expensive in the in the B case where fuel economy standards continue 
to increase after model year (MY) 2020. The price difference start at low levels in MY 2017 and grow 
over time, reaching $1,350 in MY 2021, the first year when the applicable fuel economy standards 
differ between the B and P cases. Despite the discrepancy in prices, and statements in the 
documents that each $1,000 increase in the average new vehicle price causes approximately 
170,000 lost units in the first year, followed by a reduction of another 600,000 units over the next 
ten years as the initial sales decrease propagates over time through the lagged variables and their 
coefficients. The output files show identical sales outcomes in the B and P cases for LDVs through 
MY 2021.  
 

 Differences in sales between the P and B cases do not begin until MY2022 even though the reported 
price differences start in MY 2017. Unless I have misread the output files, it would be useful to 
explain why differences in price levels do not affect sales prior to MY2022 or, if the model code is 
faulty, to update it to address this problem. 

 

 Another concern arises from comparisons between the CAFE and CAFE_ss  versions of the model 
runs. Although there are differences between the price paths between these two runs, representing 
different interpretations of limitations on manufacturers’ CAFE compliance strategies, the reported 
sales differences between the B and P cases for MY2022 through MY2032 are identical in the CAFE 
and CAFE_ss output reports for total LDVs, passenger cars (PCs), and light trucks (LTs) in each year. 
This outcome suggests that something other than the difference in new LDV prices is driving sales 
differences across cases representing the B and P policy alternatives. Unless I have misread the 
model results, it would be useful to understand why the difference in prices between these two 
cases does not lead to corresponding differences in LDV sales results.  
 

 A third observation is that the price elasticity of sales in the model run results appears to fall well 
below the -0.2 to -0.3 range discussed in the documents. The average price impact reported over 
MY2022 through MY2028 for all LDVs averages over $1,800 per vehicle, more than 5 percent of the 
average new vehicle price which is roughly $35,000. Annual vehicle sales in the runs over this period 
are about 17.9 million. Based on the percentage change in vehicle prices, the elasticity range of -0.2 
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to -0.3 translates into a range of annual sales impacts from 184,000 on the low end to 276,000 on 
the high end. In looking at the run results, however, sales impacts over MY2023-2028 average only 
118,000 and even in their peak year, MY2027, are only 173,000, below the range implied by the low 
end of the cited elasticity range. The bottom line is that the run results seem to imply price 
elasticities in the range of -0.1 to -0.2, well below the -0.2 to -0.3 range mentioned in the 
documentation. As noted in the documents, even the cited range is below many other published 
estimates. It might be useful to look into this and provide a sensitivity analysis to consider the 
implications of a sales response at the high end, or even above, -0.2 to -0.3 range.  

  
(b)  New LDV sales mix response 

 

Another relevant aspect of the new vehicle sales response is the effect of CAFE standards on the 

sales mix. The run results show that freezing standards at their MY2020 level in the P case raises 

overall sales above those in the B case, increasing PC sales by more than it reduces LT sales. Over 

2022-2032, lower LT sales (-2.11 million vehicles, -2.3%) in the P case compared to the B case are 

more than offset by higher PC sales (+3.28 million vehicles, +3.1%). Such an outcome is consistent 

with the notion that higher fuel economy standards in the B case serve to push the new vehicle 

market mix towards a higher sales share for LTs as a part of the consumer behavioral response.  

 

The PC/LT sales mix response in the model runs is consistent with other evidence that the sales mix 

responds to differential fuel economy standards across vehicle classes as well as fuel prices. The 

share of light trucks in sales data as reported by the Commerce Department’s Bureau of Economic 

Analysis was generally below 25 percent through the mid-1980s. When oil prices fell sharply in the 

mid-1980s, new vehicle buyers shied away from passenger cars whose size and performance was 

constrained by CAFE standards. The sales share of light trucks grew dramatically as consumers 

adopted minivans and then sport utility vehicles, which were subject to less stringent fuel economy 

requirements. By the early 2000s, light trucks regularly accounted for more than half of all light duty 

vehicle sales. From the mid-2000s through 2014, the light truck share of sales moved in a relatively 

narrow band influenced by both economic and oil price developments. From mid-2014 on however, 

the light truck sales share has again risen during a time of falling oil prices and increasingly stringent 

CAFE standards. It is worth noting that BEA and NHTSA use a different approach to categorizing 

cars and light trucks – for example, BEA counts all crossover utility vehicles (CUVs) as light trucks, 

while NHTSA counts some as cars and others as light trucks (Stone & Hamilton, 2017). However, 

whether the NHTSA or BEA categorization scheme is considered, the relationship identified above 

generally holds.  

 

The model run results show a relatively modest reduction in the LT share of sales in the P case 

relative to the B case, with the LT share of sales in MY 2026 about 1 percentage point lower in the P 

case, where fuel economy standards are frozen at the MY 2020 level, than in the B case, where they 

continue to increase (45.4% in P versus 46.5% in B). This seems qualitatively reasonable. However, 

given that the standards are fully phased in by MY2025 in the B case, it would be helpful to explain 

why the difference in the LT share of sales between the B and P cases continues to grow, reaching 

nearly 2.5 percentage points by MY 2032.  
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(c)  Additional  comments relevant to review question 1a 

 

The prior version of the CAFE model assumed that both the overall level of sales and the sales mix 

was invariant across the regulatory alternatives being evaluated. The treatment of the literature 

related to sales response in the model documentation and the PRIA seems to be more thorough and 

more up to date than that in that presented in documents supporting earlier analyses of this matter.  

 

Given the weight of evidence in the literature on the price elasticity of new car demand and consumer 

valuation of fuel economy, it is definitely worthwhile to take account of sales response in modeling 

and analysis supporting CAFE rulemaking. However, one cannot arrive at a categorical conclusion 

that ANY sales response model is better than none. For example, a model that significantly 

overstated the responsiveness of the level and mix of new LDV sales to changes in the cost and 

pricing of new vehicles could conceivably lead to estimates that are less accurate than a model that 

entirely ignores the sales response.  

 

My reading of the literature, including both recent work and earlier studies of the price elasticity of 

new care demand is that the -0.2 to -0.3 range cited in the model and rulemaking documents is likely 

to be a more reasonable view of sales response than the zero response assumption used in the prior 

version of the CAFE model. As noted above, the results of the CAFE_ss model runs appear to be 

consistent with a price elasticity below that range, suggesting the need to consider sensitivity runs 

using alternative parameter values that raise the modeled sales elasticity into, or even slightly above, 

the identified range.     
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Reviewer Name: Howard Gruenspecht 
 
Review Question Number: 1c  
 
Review Question Topic Description:  Please comment on the sales model’s integration in the CAFE 

model, including interactions with the simulation of multiyear product planning, in combination with 

the dynamic fleet share model used to allocate total new vehicle sales to the passenger car or light 

truck market segments. 

 

Response: 
 

The integration of the sales model into the CAFE model is important. The reduction in the LT share 

of total LDV sales in the P case compared to the B case has an effect on fuel consumption outcomes 

that would not be considered if the effect of alternative regulatory choices on the sales mix is 

ignored. Similarly, the shift towards accumulation of more VMT by older vehicles that on average 

are less fuel efficient and also less safe than newer models, would also be missed absent 

consideration of the sales response.  

 

I could not assess the multiyear product planning aspect of the model. It is possible that the planning 

mechanism is at least partially responsible for some of the apparent lags and attenuation of market 

responses identified in some of my other responses to this review request.  

 

Two additional observations may also be relevant. First, modelers understandably have an interest in 

developing code that can replicate historical data, as the ability of a model to replicate history, 

especially out-of-sample historical data, can help to validate models and increase confidence in 

model projections. Inevitably, however, both the past and future evolution of the market will be 

heavily influenced by factors other than the policy paths under evaluation. Given that the primary 

purpose of the present model is to compare the implications of alternative policy paths, the accuracy 

of estimated projection levels over the historical data period, particularly when the full historical data 

set is used to estimate the model, could weaken the model’s ability to reflect differences across 

prospective policy cases.  

 

Second, there can also be a tradeoff between the amount of detail that a model seeks to provide and 

the risk of mischaracterizing the big picture. In the present context, some of the modeling of product 

planning at the individual manufacturer level may present this risk, although it may be necessary to 

the extent that certain details must be considered given the statute that governs the rulemaking 

process.  

.  
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Reviewer Name: Howard Gruenspecht 
 
Review Question Number: 1d  
 
Review Question Topic Description:  Please comment on the sales model’s specification as 

independent of vehicle scrappage, and on the resultant calculation of vehicle miles traveled (VMT). 

 

Response: 
 

It is important to take account of both sales and scrappage changes, since existing vehicles and new 

vehicles are substitutes. Personally-owned vehicles (POVs), whether new or used, also compete with 

other less-similar transportation modes, including public transportation and ride-sharing options, 

although for many purposes and locations alternatives to POVs may be very limited. The literature 

on transportation mode choice, stemming from seminal work by Daniel McFadden and others, 

suggests a nested structure. Decisions about where to live, where to work, mode choice for non-

discretionary travel, and the amount and mode of discretionary travel are at the top level. Conditional 

on choices made regarding location of residence and work locations, which in many cases are 

unlikely to be significantly affected by CAFE policies, transportation mode choices then consider 

options such as POVs, ride sharing, public transit (where available), biking, and walking. Within the 

set of POVs, the next level of the decision problem involves choices among vehicles of different 

makes, model, and age. Generally, one would expect different POVs (for example a new car and a 

used car within that is a few years older) to be closer substitutes for each other than a POV and 

another mode of transit.   

 

Within this standard framework, the consideration of sales responses and scrappage responses as 

independent processes is problematic, because it fails to use important information regarding the total 

demand to operate POVs, which has implications for projections of the fleet size.  

 

The sales response model takes the reasonable view that the technology costs of CAFE compliance 

serve to raise new car prices. Notwithstanding savings in fuel costs from higher vehicle efficiency, 

which several recent articles suggest are mostly or fully factored into vehicle purchase decisions, 

consumers respond by reducing their new LDV purchases. This is supported by the literature and 

also by the observation that even in the absence of higher fuel efficiency standards manufacturers 

retain the option to incorporate fuel efficient technology at higher cost (and price) and increase their 

sales volume if customers actually preferred to purchase more expensive high-efficiency vehicles to 

lower-price, lower-efficiency options. Past experience shows that consumers have moved in this 

direction during past periods of high gasoline prices, but available data suggest that today’s fuel 

economy standards, let alone the further increases through MY 2025 under the augural standards, are 

already binding under current market conditions.  

 

While some reduction in new LDV sales under increasingly stringent standards could be reflected in 

decisions to entirely forego the use of POVs, it difficult to envision that higher new vehicle prices 

associated with more stringent standards would induce consumers to hold a larger total fleet of 

POVs. Despite this, the CAFE_ss model run results report a “many for one” replacement. By 2030, 

the fleet is nearly 5.9 million vehicles (1.9%) larger in the baseline (B) case with the augural 

standards than in the preferred alternative (P) case where new care fuel economy standards and new 

car prices are lower, a difference that grows to 7.1 million vehicles (2.2%) by 2037. This outcome 

occurs notwithstanding important costs, including registration fees and required insurance for each 

vehicle held as discussed in the documents, as well as time-consuming and costly safety and 
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emissions inspection requirements in many jurisdictions that make it extremely awkward and costly 

to substitute several existing vehicles for a new purchase that is foregone. This unexpected and 

unlikely result seems directly tied to the use of empirical sales and scrappage models that are 

independently derived rather than jointly developed within the context of a transportation mode 

choice model.  

 

What appears to be missing in the current model is a framework to determine how many existing 

vehicles consumers wish to hold. While new car prices can be used as an explanatory variable in a 

scrappage model, it is used car prices that directly enter into economic scrappage decisions that are 

made following the incidence of an event that requires repairs to be made to restore a vehicle to 

operable condition   The price of used cars is definitely influenced by new car prices, but ultimately 

depends on the balance between supply and demand for used vehicles. The independent scrappage 

model used in the CAFE model, however, does not consider the demand side of the market for used 

cars. In particular, it is difficult to understand why an increase in the price of new cars in the B case – 

accompanied by some increase in the price of used cars as consumers substitute towards them and 

used car prices rise to reduce the scrappage rate – would lead to a situation in which consumers want 

to hold more cars than they do in the P case. A useful case to consider would hold the total number of 

vehicles is held constant across the P and B cases. Such as case could still slightly overstate the 

reduction in scrappage, since there could be some shifting to other modes, or away from 

transportation services entirely, as new car prices rise between in moving from the P case to the B 

case.  

 

The topic question also refers to the calculation of VMT. It appears that the present CAFE model, 

like prior versions, holds the distribution of VMT accumulation by age and vintage fixed over time 

other than its consideration of the rebound effect. As shown by figure 8-6 of the PRIA, there is a 

substantial reduction in average VMT accumulation with age, with an increasingly steep drop off 

beginning at age 6. For example, new passenger cars average nearly 16,000 VMT per year, 

decreasing to about 12,000 VMT per year by age 6, followed by a more rapid decline to an average 

near 5,000 VMT per year by age 11, with continued declines thereafter. This model feature causes a 

significant disconnect in the relationship between the overall fleet size change and aggregate VMT 

traveled across the B and P cases. By 2030, the fleet size is nearly 5.9 million vehicles (1.9%) higher 

in the B case than in the P case, a difference that grows to 7.1 million vehicles (2.2%) by 2037. In the 

CAFE_ss results, total VMT in the B case is also significantly higher than in the P case – with a 

difference of 2.6 percent in 2030 and 3.4 percent by 2037. However, this difference in VMT is 

mainly driven by the rebound effect, as the shift to more efficient vehicles in the B case encourages 

additional marginal trips by lowering incremental fuel cost per mile traveled. The rebound effect is 

extensively discussed in the document, but is beyond the scope of this review question.  

 

One can separate the effect of the rebound from that associated with substituting existing vehicles for 

new ones by looking at the CAFE _ss_NOREBOUND cases that assume the absence of any rebound 

effect. Percentage differences in aggregate VMT between the “no rebound” versions of B and P cases 

are much smaller – only 0.5 percent in 2030 and 0.7 percent difference in 2037.  

 

While it does seem plausible that higher new car prices will lead consumers to substitute existing 

vehicles for some new car purchases, it does not seem plausible that decisions to reduce new car 

purchases, accompanied by delays in the trade-in of existing vehicles with further impacts among 

users who might have purchased a relatively young used vehicle that was traded in to replace an 

older existing vehicle, there is little apparent justification for the model’s implicit assumption that 

when a consumer substitutes an older vehicle for a newer one, he or she is making a simultaneous 
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decision to reduce annual VMT based on the average VMT schedule for each age of vehicle. A 

useful case for VMT, which could be combined with the case holding the total number of vehicles in 

use constant across the P and B cases recommended above, would be to adjust the distribution of 

VMT accumulation by age to increase the VMT accumulation of older vehicles in the B case relative 

to that in the P case in a manner that would hold total non-rebound VMT constant across the two 

cases. Much of the mechanics to implement this case could be carried out using an approach similar 

to that that is already used to incorporate the rebound effect – see discussion in section 8.9.2 of the 

PRIA. The constant non-rebound aggregate travel case could slightly overstate non-rebound VMT, 

but is likely to be closer to reality than the present modeling approach, which assumes that 

consumers’ annual travel changes dramatically when an older car is substituted for a newer one even 

without the consideration of any rebound from more fuel-efficient new vehicles.  

 

Note that the lack of an adjustment to account for increase in average VMT/year for existing vehicles 

to reflect their increased use in applications that would be served by additional new vehicle sales in 

the P case, where lower new LDV prices would result in higher sales of new LDVs, largely, but not 

completely, offsets the effects of “the many for one” substitution of existing vehicles for new ones.  

      

In sum, there could be significant advantages in more closely integrating the analysis of scrappage 

and new vehicle sales in the CAFE model. Moreover, this integration could be further extended to 

specifically consider VMT. 
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Reviewer Name: Howard Gruenspecht 
 
Review Question Number: 2a  
 
Review Question Topic Description:  Please comment on the appropriateness of including a 

scrappage model in the CAFE model as a means to estimate the potential impact of CAFE standards 

on used vehicle retention. 

 

Response: 
 

If CAFE standards affect the level of new vehicle sales, adjustment to scrappage of existing vehicles 

can be an important part of the overall behavioral response to CAFE standards. Given differences in 

fuel economy, emissions, and safety performance across vehicle vintages, consideration of scrappage 

can have important implications for safety, emissions, and fuel consumption outcomes.  

 

As discussed in the documents, there have been significant changes in scrappage patterns over time. 

There are two distinct challenges: characterizing absolute scrappage behavior and properly 

representing differences in scrapping decisions across alternative policies. Both are important, but the 

latter is most important in the present context. For example, some of the literature cited in the 

documents shows that both historical and prospective scrappage patterns for existing vehicles are 

sensitive to fuel prices, as the market value of existing vehicles with lower/higher fuel economy are 

differentially impacted by realized fuel price outcomes. Absent an ability to accurately project the 

trends and volatility in fuel prices, it is extremely difficult to accurately project scrappage levels, 

although one could still be confident that for any fuel price scenario, there would be a reduction in 

overall scrappage in the case with the augural standards relative to the preferred alternative that 

freezes fuel economy standards at their MY2020 level as discussed in the NPRM and the PRIA.  

 

Scrappage decisions are driven by the economics of vehicle repair decisions. A vehicle is typically 

scrapped when the cost of repairing it, which can range from trivial (replacement of a bulb, wiper, or 

gas cap) to expensive (engine or transmission replacement) exceeds the difference between the post-

repair and scrappage value of the vehicle. While the incidence and severity of breakdowns for 

existing vehicles is not influenced by the cost of regulatory compliance for new vehicles, the ability 

to substitute existing vehicles for new ones suggests that higher new vehicle prices will be reflected 

in higher used vehicle prices, resulting in reduced scrappage.  

 

The scrappage equation estimated in the CAFE model uses new vehicle prices as an explanatory 

variable. Although new vehicle prices do affect used vehicle prices, they do not enter directly into 

scrappage decisions. Presumably, when new vehicle prices are lower, used vehicle prices are also 

lower. Therefore, given incidence of repair for existing vehicles in a given vintage/age bucket, lower 

new vehicle prices should lead to an INCREASE in scrappage in the P case relative to the B case, 

with less retention of existing vehicles. However, it appears from the reported results that this effect 

appears to be much larger than the effect on new car sales, with the result that there is significant 

shrinkage in the overall fleet associated with lower new car prices. This seems implausible, in that 

LDVs are now less expensive from the consumer perspective.  
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In reviewing the analysis, I compared results for cases representing the augural standards (baseline) 

and the proposed alternative, referred to as B and P cases respectively. As discussed in my response 

for review question number 1a (RQN 1a), I focused on the CAFE_ss runs, which match the results 

reported in the documents. According to the technical monitor for the review, this set of runs reflect 

statutory constraints that preclude certain compliance strategies.  

 

As noted in my response to RQN1a, there is a very significant difference in the vehicle fleet size in 

the baseline and proposed cases, with the baseline fleet being noticeably larger than the proposed 

fleet, with the gap growing to 5.9 million vehicles by 2030 (B:306.0 million, P:300.1 million). At the 

same time, cumulative new vehicle sales from 2018 to 2030 are 984,000 less in the B case than in the 

P case (B:230.24 million, P:231.23 million). Starting from the 2017 fleet that is reported as 234 

million vehicles for both cases, the difference in implied cumulative scrappage over 2018-30 is 7.45 

million vehicles (B:158.20 million, P: 165.65 million), nearly 4.5 percent. On its face, this result is 

puzzling.  

 

Endogenous scrapping reflects the notion that consumers respond to the higher price of new vehicles 

in the B scenario by reducing new vehicle purchases and increasing the retention of existing vehicles 

to provide personal mobility. If higher new vehicle prices in the B case do not result in lower sales of 

new LDVs than would occur in the P case, there is no reason for the B case to have higher retention 

of existing vehicles than the P case, and markets for used vehicles should balance at the same used 

vehicle price level in both cases, leading to identical scrappage behavior. However, contrary to this 

observation, the reported results for scrappage generated by the model are not actually synchronized. 

While differences in new LDV prices between the B and P cases do not cause the affect new LDV 

sales until 2022, scrappage starts to be affected by new vehicle price differences starting in 2018. As 

a result, with no change in new vehicle sales, the in-use fleet reported is already 1.18 million vehicles 

larger in the B case than in the P case.  

 

While substitution between new and existing vehicles in providing services is well established in the 

literature, the notion that one new LDV would be replaced with multiple existing ones, as suggested 

by comparison of the B and P case fleet sizes, seems implausible, as discussed above and in my 

response to RQN1d.  

    

The basic economic model of scrappage outlined above generally applies without regard to the cause 

of a repair event, which may arise due to an accident, wear/failure related to age, wear/failure related 

to VMT accumulation, or wear/failure related to the extent and quality of prior maintenance activity. 

To the extent that wear/failure linked to VMT accumulation plays a significant role, the comment in 

my response to RQN1d regarding the likely increase in average annual VMT accumulation for 

existing vehicles as they are increasingly used in place of new vehicles would, holding other factors 

constant, would tend to partially offset the decrease in scrappage resulting from higher used vehicle 

prices.  

 

As previously noted, the model includes code to adjust VMT resulting from the rebound effect. 

However, there appears to be no difference in comparing scrappage outcomes between the B case 

that incorporates rebound (CAFE_ss) and the alternative version with no rebound effect 

(CAFE_ss_NOREBOUND). Thus, even when the code that adjusts VMT for rebound is used to 
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reflect rebound itself or, as recommended in a previous response, to reflect the repurposing of 

existing vehicles for more intensive use, scrappage schedules by age appear to be unaffected. The 

implicit assumption that wear/failure related to VMT accumulation does not play a role in shifting 

the distribution of required repairs for vehicles within a given vintage/age bucket seems extreme, and 

could provide a partial explanation for why the scrappage equation may be showing too large a 

scrappage response to higher new car prices. 

 

Reference 

Stone, D., & Hamilton, M. (2017, May 24). Crossover utility vehicles blur distinction between 

passenger cars and light trucks (Web page in "Today in Energy" series). Washington, DC: 

Energy Information Administration. Available at 

www.eia.gov/todayinenergy/detail.php?id=31352 
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Reviewer Name: James Sallee 

 

Review Question Number: 1a 

 

Review Question Topic Description:  Please comment on the appropriateness of including a sales 

response model in the CAFE model as a means to estimate differential sales impacts across 

regulatory alternatives. 

 

In brief, it is conceptually correct to include a sales response. It is important for the analysis to 

demonstrate how changes in new vehicle sales can impact the analysis, in particular allowing this to 

affect fleet VMT and alter the used vehicle market. 

 

In practice, however, the merits of including this margin are unclear. The econometric estimates used 

are not credible by modern academic standards. Thus presenting results based only on the sales 

response coefficients estimated is potentially misleading. A number of factors (specified below) 

suggest that the sales response coefficient is likely overstated, though bias in the coefficient could go 

either way. 

 

The central parameter (how new vehicle sales will change when new vehicle prices are increased) is 

difficult to estimate reliably. As a result, it is critical to conduct (and exhibit) sensitivity analysis. My 

opinion is that it would be better to present an ensemble of results using different scenarios about the 

magnitude of the new car sales response, rather than the current approach, which relies on a 

problematic coefficient from a single regression. 

 

Challenges for estimating the necessary parameter: Conceptually, the parameter of interest is the 

slope of aggregate demand for new automobile: that is, by how much will sales change under a long-

run exogenous cost increase that impacts the entire automobile market.  

 

The econometric analysis does not have a strategy for isolating exogenous cost increases, but instead 

measures the correlation between endogenous price changes and new vehicle quantities. This 

endogenous variation in price embodies changes in fleet composition and other attributes, and it 

represents equilibrium outcomes influenced by both supply and demand factors. I say more about this 

fundamental limitation in my response to review question 1b. Here I mention the inherent difficulty 

in estimating this parameter, as well as concerns about how CAFE is assumed to influence cost, and 

finally how cost changes translate into price. 

 

The effect of a cost shock on new vehicle sales is unknown: Unfortunately, I am not aware of any 

credible estimates of the causal effect of an aggregate (i.e., market wide) cost (or price) shock in the 

new vehicle market on new vehicle sales. In principle, one could look to tax policies, exchange rate 

fluctuations, wage rates or commodity price shocks. For example, U.S. States often have specific 

sales tax rates that apply to vehicle purchases—changes in those rates (if they exist) could be used in 

a difference-in-differences analysis to test for sales impacts. 

 

But even in these situations, much of what is more credibly estimable is likely to represent shorter-

run responses, and many sources of variation will have other issues of interpretation. For example, 

one might argue that sales tax rates are not salient and so an analysis of State tax rates will yield a too 

conservative estimate. 
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In discrete choice models of the automobile market, the choice of the “outside good” represents the 

same conceptual margin (the decision not to buy a car). Thus another approach to grounding the fleet 

size effects is to study the outside good margin estimates from that literature. This margin, however, 

tends to be sensitive to modeler choices, and much of the literature relies on static models that 

capture only one year. 

 

Thus, the point of this comment is not to be critical of the model chosen in the current PRIA per se, 

but instead to reaffirm the idea that this parameter is highly uncertain and should be added into a 

model only in way that allows for sensitivity analysis. 

 

Pass-through is uncertain: The technology component of the CAFE model outputs cost changes. 

These need to be translated into price changes in order to be multiplied through the coefficients from 

the sales regression. 

 

The modeled approach assumes that all cost increases are passed through into consumer prices—i.e., 

the CAFE model takes projected cost changes and multiplies them by the price coefficient from the 

regression in Table 8-1. For welfare analysis with a fixed fleet size (i.e., no sales response), this is 

palatable because in terms of economic welfare, whether consumers or producers bear the burden is 

not material for the overall cost-benefit ratio (though it of course matters for any distributional 

analysis). 

 

The pass-through assumption matters, however, for estimating the sales quantity response. It is likely 

that some of the burden of additional technology deployment will be borne by producers in the form 

of lost profits (especially any fixed costs, as discussed below), suggesting that the sales response 

model likely overstates the size of any effects on the new car market. 

 

There is a literature on cost pass-through, which is focused largely on exchange rates and trade, in the 

automobile industry. That literature tends to find incomplete pass-through. See Gron and Swenson, 

(2000) for relevant estimates and a discussion of the prior literature.  

 

Are fixed (indirect) costs contaminating the analysis? The technology cost estimates described in 

Chapter 9 of the PRIA imply that the CAFE model passes indirect costs (e.g., research and 

development) into prices. Economic theory would predict that only true marginal costs (i.e., costs 

that scale directly with each new unit sold) would impact strategic pricing. The automobile market is 

typically understood as a market with imperfect competition, in which firms exercise pricing power. 

As a result, true fixed costs (costs that do not scale with the number of units sold) will be irrelevant to 

a firm’s strategic pricing considerations, except as it ultimately impacts entry and exit. Instead, fixed 

costs will simply reduce manufacturer profits without passing through into prices, and therefore will 

not impact sales quantities in equilibrium. Again, indirect costs that are induced by the regulation 

belong in the cost-benefit analysis—they are a cost to society—but assuming they are passed fully 

into prices likely leads to an exaggeration of the magnitude of impacts on new vehicle sales. 

 

The relevant price effect for the analysis is the technology cost net of the perceived benefits of any 
improved attributes (including fuel economy): Any conventional microeconomic choice model of the 

new vehicle purchasing decision would take into account not only the retail price of an automobile, 

but also its attributes and its expected operating costs. If CAFE makes cars more expensive, but also 

better, then the net impact on demand will be the difference between the two. Driving sales estimates 

from the gross price changes, as the PRIA does, is misleading. 
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Theory predicts that a tighter regulation has a net negative impact on vehicles because, assuming that 

the standard is binding, it forces the market away from the bundle of price-fuel economy-

performance attributes that the consumer most wanted. As such, a view of how regulation should 

affect sales can be well grounded in theory. For a discussion of how a binding standard can be 

understood as raising the net price of vehicles, taking into account changes in attributes, see Fullerton 

and Ta (2019).  

 

(There are two caveats to this related to constant technology and imperfect competition. The 

Fullerton and Ta analysis is a perfect competition model. See Fischer (2010) for a discussion of how 

automakers may not provide the optimal bundle in order to exercise price discrimination. Second, 

this reasoning assumes a constant technology space available. If regulation accelerates technological 

progress, then it is possible cars are made better faster as a result of the policy, which could expand 

sales.) 

 

Performance standards have uncertain impacts on market size: The academic literature has 

considered how fleet average performance standards such as CAFE affect the overall size of a 

market. Such standards act as implicit subsidies to products that exceed the standard and implicit 

taxes on products that are below it. This has a net ambiguous sign on the size of the market, such that 

tighter standards can actually increase market size, rather than shrink it (see Holland, Hughes, & 

Knittel, 2009). 

 

The CAFE model deployed in the current PRIA takes a different view, which is to minimize the “mix 

shifting” implications and model the automaker compliance response to a tighter CAFE standard as 

being entirely of the form of technology deployment. This view assumes that all models are being 

made more expensive, in which case it is clear the total car market would shrink as the standard 

tightened. This might be a reasonable approach if the CAFE standard is very tight, and if the standard 

is attribute-based (e.g., footprint based). 

 

If the standard is not especially tight, however, or if the standard is flat (not attribute based), then 

there will be a substantial number of products that are above the standard in the baseline scenario, so 

that those products are implicitly subsidized by CAFE. This makes the overall market size impacts 

ambiguous. This points to two concerns. 

 

First, NHTSA’s CAFE model seems to minimize mix shifting channels as a compliance strategy, 

which implies that it is likely to overstate the market size quantity affects by overstating the 

technology costs that are deployed and passed through into prices in equilibrium. Second, while the 

most important cases for the regulatory analysis are of steeply sloped footprint rules, the CAFE 

model is designed to run on alternative flat schedules as well. When used to consider flatter 

schedules, the market size analysis can be quite misleading if it assumes all vehicles have price 

increases. 

 

Changing ownership model for vehicles: Finally, as something of a tangent, I would note that this 

industry is poised for significant change in the near future as the ownership model of vehicles 

undergoes experimentation. Automakers are introducing vehicle subscriptions, and ride-sharing is 

growing exponentially (though from a small base as a share of all travel). It is not clear how this 

would be modeled because it is not clear how this would impact the difference between two 

regulatory scenarios, but it may become a relevant consideration moving forward. 
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Reviewer Name: James Sallee 

 

Review Question Number: 1b 

 

Review Question Topic Description:  Please comment on the sales model’s specification using an 

autoregressive distributive lag (ARDL) model time series approach, and comment specifically on the 

endogeneity of average transaction price. 

 

The regression approach is described throughout section 8.6, and the estimates are included in a 

single Table 8-1. Some information is not included that limits my ability to assess the details of the 

estimation (more on this below), but a high level assessment is possible. 

 

Most importantly, the regression estimated in the PRIA lacks an “identification strategy”; that is, 

there is no attempt to isolate plausibly exogenous variation in prices that can nail down the desired 

interpretation of a movement along a long-run demand curve. This muddles the interpretation of the 

coefficient, and implies that it should be used with extreme caution (if at all). 

 

At the same time, as mentioned in my response to review item 1a, I do not know of a truly reliable 

way to estimate the new vehicle sales quantity impacts of exogenous aggregate price changes. I think 

that the model estimated is useful in establishing plausible magnitudes of the new vehicle sales 

effects, but should be presented as a guiding heuristic and used to inform several alternative 

scenarios, rather than treated as a precise, conclusive estimate.  

 

Price is endogenous, leading to likely bias in the estimated parameter: The regression results 

reported in Table 8-1 regress quantity on price. This is literally the textbook example of simultaneity 

bias presented in most econometrics texts. To identify the slope of the demand curve accurately, one 

needs an instrumental variable or a natural experiment that shifts supply. 

 

As the PRIA notes (p. 947), in the raw data, prices and quantities correlate positively. This is exactly 

what happens when price and quantity data are due more to shifts in demand than supply—

movements of the demand curve along a (relatively) constant supply curve yield a positive 

correlation between prices and quantities in the observed data. The fact that the specification reported 

in Table 8-1 happens to find a negative effect of prices on sales in no way alleviates the broader 

concern about causal identification. 

 

(The article by Busse, Knittel, & Zettelmeyer [2013], which cited elsewhere in the PRIA for its 

results on fuel economy valuation, is perhaps instructive. That paper shows that gasoline price shocks 

that shift demand lead to larger changes in price than quantities in new vehicle transactions. Prices 

and quantities move together, but it is predominantly a change in prices that restores equilibrium.) 

 

Price also changes in the data due to compositional changes. For example, the PRIA notes (p. 947) 

that prices were highest from 1996-2006. This is the time period in the auto market when SUV sales 

peaked. The higher prices in that era are likely due in no small measure to this composition effect. 

The regression takes no steps to control for composition, which muddles the interpretation of the 

coefficient further. 

 

Finally, garden variety omitted variable bias is likely present in some degree. The specification 

includes a very sparse number of macroeconomic controls, not taking into account, for example, 

interest rates or exchange rates, both of which have important effects on the automobile market. 
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For all of these reasons, the basic approach of using a time series regression over a long history is 

subject to biases. (Note that all of the same problems exist for the econometric analysis that relates 

new vehicle prices to scrap rates, and many of my comments here echo my comments on the scrap 

response estimation.) 

 

The goal here is causal inference, not prediction: In assessing the model, the PRIA refers only to its 

time series properties and goodness of fit (see p. 949 for the latter). The goal of this regression, 

however, is to identify the causal effect of prices on sales, not to achieve forecast accuracy. The 

critical concern should be whether the coefficient is consistently estimated. Perfect prediction in 

sample is not evidence of unbiased (consistent) causal identification. 

 

Time trends in the effect size: Economic theory says that it is likely (though not certain) that as 

people get wealthier, they would be less price sensitive. This suggests that there might logically be a 

time trend in the price coefficient. This could again dampen the sales price effects of CAFE projected 

in future vintages. (This is similar to the way that the rebound effect is modeled in the Small and Van 

Dender (2006), as well as others, and is related to the fact that most discrete choice models of car 

purchasing use price divided by income as a regressor.) More generally, the time series covers a very 

long history, and there is little reason to believe that the price coefficient is stable over that time. This 

can be tested within the data. 

 

Challenges in evaluating the ARDL regression approach: Some essential information is not 

displayed, which means that it is impossible to fully assess the model. In particular, the dependent 

variable is not defined. Is this regression estimated in first differences? The right hand side regressors 

are also not labeled clearly. Are the sales lags differenced as well, or are they in levels? Basically 

none of the regressors are labeled clearly enough to be sure of how the regression was run based on 

the PRIA. 

 

The CAFE model documentation offers an additional representation of the same model on p. 77 

which seems to indicate that all of the variables are in levels, except for price, which is run in first 

differences. This then suggests a model where price changes are supposed to have an effect on the 

level of sales. This seems to be a peculiar specification. If one starts with an equation in which level 

sales are influenced by level prices (as is standard), then it is logical to take first differences and 

regress changes of quantities on changes of prices. Lagging the dependent variable but differencing 

the independent variable is unusual. 

 

Building on this last point, only a single specification is reported. It matters a great deal for 

assessment of the model whether the price coefficient is fairly robust to alternative modeling choices 

and specifications, such as changes in lag length and inclusion of alternative controls. 

 

The table also does not include the number of observations, or explain how standard errors were 

adjusted. The standard errors reported imply implausibly precise coefficient estimates. Likely this is 

due to not adjusting the standard errors for autocorrelation. The PRIA does not mention any 

correction to the standard errors. Newey-West corrections should be used. 

 

A vector autogression might be better than the ARDL for attempting to deal with the supply and 

demand simultaneity. But note that such an approach does not fully overcome the threats to causal 

inference noted above. 
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The PRIA states that a variety of alternative approaches were considered, but none “offered a 

significant improvement” (p. 948). But, it is not stated how an improvement is defined. Perhaps it 

was based on prediction accuracy, but as noted above, the overriding concern here is causal 

identification, not prediction. 

 

Quarterly data: It is not at all obvious that quarterly data represent an improvement over annual data, 

especially if the autocorrelation in the data is not being accounted for in the standard errors. The first-

difference regression in quarterly time risks conflating short-term intertemporal fluctuations in 

quantity with the desired long-run demand response, i.e., seasonal effects (which are large for 

automobiles) could be biasing the regression. 
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Reviewer Name: James Sallee 

 

Review Question Number: 1c 

 

Review Question Topic Description:  Please comment on the sales model’s integration in the 

CAFE model, including interactions with the simulation of multiyear product planning, in 

combination with the dynamic fleet share model used to allocate total new vehicle sales to the 

passenger car or light truck market segments. 

 

In reality, new and used vehicle markets interact. Economic theory predicts that the price of used cars 

influences the demand for new cars, and vice versa. The CAFE model does not integrate these two 

markets, however, but instead estimates reduced form regressions that determine the relationship 

between new vehicle prices and new sales, and separately new vehicle prices impact on scrappage. 

 

This is potentially problematic because any errors in the two analyses could compound, rather than 

counteract each other, yielding net impacts on the size of the fleet that are at odds with economic 

theory. This appears to have happened in the PRIA, where less expensive new vehicles are projected 

to shrink the car market, implying that consumers, faced with cheaper cars, choose to substitute away 

from cars towards other forms of transportation. 

 

I discuss this further in my review items 2a and 2b regarding the scrap model, as well as in item 1d. 

Here I mention briefly the specific points of integration raised in the question. 

 

Regarding multiyear product planning: I was unable to find discussion in the PRIA or CAFE model 

documentation about how the sales results impacted the multiyear product planning schedules, or 

vice versa. I speculate that the concern was whether or not sales volume fluctuations should be 

assumed to influence the planning schedule, whereas in the current model they are not connected. I 

suspect that this is not a critical concern: the sales volume changes, while important, are probably not 

so large as to cause major changes to the product refresh/redesign cycle for most vehicles. 

 

Regarding the fleet share: I have no objection to the separate estimation of the total fleet size in one 

step and the share of the fleet projected to be a light truck in a second step. 
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Reviewer Name: James Sallee 

 

Review Question Number: 1d 

 

Review Question Topic Description:  Please comment on the sales model’s specification as 

independent of vehicle scrappage, and on the resultant calculation of VMT. 

 

As stated in my response to review questions 1c, 2a and 2b, it is important that the new and used 

markets interact within the CAFE model. If the CAFE model wishes to fully incorporate fleet size 

effects into the cost-benefit analysis, it needs to do so in a way that is internally consistent with 

economic theory. This will require some theoretical equilibrium bridge between the markets, rather 

than two parallel reduced form econometric exercises. 

 

Even so, one could argue that the new vehicle cost shocks are the initial shock to the market, and that 

the effect of this shock can be taken in isolation. It does make sense to think that some consumers 

may be driven primarily by economic fundamentals—like income growth, fuel prices and interest 

rates—when deciding whether or not to buy a new vehicle. But, the equilibrium price of used 

vehicles will matter to others. Think for instance of how consumers coming off lease will make a 

decision of whether to purchase the leased vehicle or return it and lease (or buy) a new model. The 

residual value is central to this decision. 

 

New vehicle sales will influence the VMT schedule: Much of the final cost-benefit analysis depends 

on the total VMT in the fleet. This depends on the fleet size (and its age distribution, because the 

VMT schedule is age dependent) and the VMT per vehicle schedule. 

 

The current model assumes that the fleet VMT schedule is independent of fleet size. This is unlikely. 

All else equal, adding more and more vehicles to the fleet will surely cause the age-specific VMT per 

vehicle schedule to decline. That is, the marginal driver induced to own a car (or to divest) likely 

drives far less than the average. Put differently, total VMT likely scales less than proportionately 

with the fleet size.  

 

(Note that this is a claim about the marginal person who in equilibrium owns a vehicle under one 

CAFE scenario but would not under another, who in the end is likely someone owning an 

inexpensive used car. The marginal person who buys a new car likely moves from a young new car 

to a new car, with ownership impacts cascading through the markets.) 

 

It seems entirely possible to start with a more fundamental economic choice model where the key 

input to utility is VMT. The cost of VMT depends on the number of vehicles available, as well as the 

cost per mile of those vehicles and other attributes that determine vehicle quality. Data could be used 

to calibrate such a model. At the household level, it is certainly possible to imagine identifying the 

causal impact of adding an additional vehicle to the household’s total travel. Panel data from 

emissions control systems that include odometer readings could likely be used to detect some of 

these relationships. This has significant conceptual appeal as a “top down” model that recognizes the 

interactions between fleet size and the variable that ultimately matters, which is aggregate VMT. 

 

I make related observations in my response to review question 2c. 
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Reviewer Name: James Sallee 

 

Review Question Number: 2a 

 

Review Question Topic Description:  Please comment on the appropriateness of including a 

scrappage model in the CAFE model as a means to estimate the potential impact of CAFE standards 

on used vehicle retention. 

 

The PRIA is certainly right in stating that the interaction of the new and used vehicle fleets is an 

important margin and can have a significant impact on the cost-benefit analysis of fuel economy 

regulations. As such, including a scrap model is a great idea and could improve the regulatory 

analysis substantially. 

 

As with any modeling consideration, however, it is important that the addition of a feature to a model 

makes the model’s output more accurate towards its purpose. This may not be the case for the scrap 

model, given the limitations on how it is derived and integrated. 

 

My concern is based on three issues: (1) the reduced form method employed; (2) the risk of 

unreliable coefficient estimates central to the exercise; and (3) the fact that the model produces 

outcomes that seem to be at odds with economic theory. Additional comments are organized by these 

three issues. 

 

1. The reduced form model exposes the model to a risk of illogical outcomes: The CAFE model uses 

shocks to new vehicle prices in two separate analyses, one of which determines scrappage, and the 

other of which determines the new vehicle sales response. As the PRIA itself notes, in reality, these 

two processes are inherently linked—the causal chain is that new vehicle cost shocks impact new 

vehicle sales, which changes used vehicle prices, which changes used vehicle scrap rates. In other 

words, the new vehicle sales outcome is an intermediate step in the chain affecting scrappage. 

 

The model skips over this causal chain, letting new vehicle cost shocks act on scrap directly. This 

means that misspecification, or even just uncertainty around the coefficients, can lead to logically 

inconsistent results on total fleet size. For example, suppose that the estimated effect of new vehicle 

prices on new vehicle sales is lower than the truth, and the estimated effect of new vehicle prices on 

scrap rates is greater than the truth. This can create a compounding error, where the net fleet size 

effects are grossly wrong. 

 

I offer more detailed comments on this issue in my response to question 2b. Briefly, a model that 

explicitly that imposes equilibrium conditions and directly links the new sales and scrap decisions 

would protect against some of the most significant possible errors. There is some precedent in the 

literature for this which points to a better approach. 

 

2. The estimation of the causal effect of new vehicle prices on scrap rates is subject to biases: The 

PRIA shows time series (panel) regressions that relate scrappage rates to new vehicle prices. Put 

simply, this regression lacks an “identification strategy”—that is, the PRIA does not make a positive 

case as to why this regression ought to be expected to deliver a consistent coefficient estimate. Given 

that prices are clearly an endogenous variable, the regression is exposed to garden variety 

simultaneity and omitted variable biases. This regression would not pass muster in an academic 

research article. 
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To be clear, this comment is not meant to be overly critical of the panel analysis in the PRIA. The 

regressions run are sensible and the results are interesting. The point is that this is a difficult problem 

to solve reliably. 

 

As a result, it is all too easy for both of these analyses to contain substantial errors that compound 

each other. Thus, instead of relying on these coefficients per se, I would prefer an approach that uses 

whatever evidence is available to estimate new vehicle sales responses and then links them to scrap 

rates via an equilibrium choice model, rather than attempting two decoupled reduced form 

estimations. 

 

The model requires a causal effect of prices on scrappage: The counterfactual policies are modeled 

as producing a shock to prices, ceteris paribus. Thus, conceptually, the CAFE model requires an 

estimate of the causal effect of permanent increases (changes) in the average new vehicle price on the 

longevity of the used fleet.  

 

Many of the features of the regression are discussed as if the goal is prediction rather than causal 

inference. The key here is not prediction. Specifications should be chosen based on economic theory 

and a concern over eliminating biases, rather than on goodness of fit. The former issue is essentially 

not discussed in the PRIA, and nearly all specification decisions are described as driven entirely by 

goodness of fit statistics. 

 

Price is endogenous: At the most basic level, new vehicle prices are an equilibrium outcome. A 

regression of quantity on price is literally the textbook example for simultaneity bias in nearly every 

econometrics textbook. There is just no reason to believe that this regression delivers unbiased 

(consistent) estimates of the causal relationship. 

 

New vehicle price variation in the time series reflects lots of things—shifts in demand, changes in 

vehicle attributes, changing composition of vehicles across classes, etc.  

 

Price should be net of quality changes: The PRIA uses estimates of price that do not account for 

changes in vehicle quality, including fuel economy. This seems to me deeply problematic, as the 

right conceptual idea is to ask how a change in the desirability of vehicles, taking price and attributes 

into consideration, changes ownership. The PRIA argues that the ideal specification ignores quality 

changes, but I do not understand or agree with the arguments made. For example, on p. 1010, the 

PRIA argues that the purpose of the analysis is to test whether consumers fully value attributes 

(namely fuel economy) so it is improper to assume valuation and adjust for it. But I see no way in 

which the regressions run test this question, nor do I see how that is being tested anywhere else in the 

CAFE model. 

 

Price data is lacking: The scrappage data assembled for this estimation seem quite appropriate, and I 

know of no better data. The new vehicle price data, however, are coarse. At least in recent years, 

much more granular price series exist (the best are from J. D. Power or NADA) that could account 

for price trends in different vehicle classes and that can account for attribute differences. 

 

Out of sample projections of trends are central to the analysis: By necessity, the model must make 

predictions far into the future, but this is nearly always puts an economic model uncomfortably out 

on a limb. In this case, a really impactful parameter is the projection of a trend in vehicle durability. 
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The model produces such implausible survival rates in future cohorts that the modelers chose to add 

an ad hoc adjustment (the exponential function patch for survival after age 20) to force all vehicles 

into a (subjectively defined) reasonable scrap pattern. If such an adjustment is required to the 

regression coefficient outputs, it begs the question of whether the coefficients should be put used in 

lieu of a reasonable approximation in the first place. 

 

Some signs of concern: A few variables of interest perform strangely in at least some of the vehicle 

classes—namely the maintenance cost variable and interest rates. These anomalies could just be due 

to poor data, but they do point to the possibility that the regressions are simply not reliable causal 

estimators. 

 

There are some alternatives: In contrast, note that the heavily referenced study by Jacobsen and van 

Benthem (2015), as well as some other studies of scrappage, are based on using gasoline price shocks 

or other identification strategies. Thus, there are ways of disciplining a model with data, i.e., using 

econometric analysis to inform the parameters of an equilibrium model based on theory. 

 

There are some challenges in evaluating the econometric estimation: There were some modeling 

choices that I simply could not evaluate with the given information. 

 

As a minor (but important) point, the main estimating equation does not specify the unit of 

observation, nor does any table list the number of observations or unit of observation. Tables also do 

not present standard errors, which makes it difficult to assess many coefficient estimates. Standard 

errors need to be adjusted for serial correlation, and perhaps two-way clustered to allow correlation 

in the errors by age. 

 

More significantly, nearly all of the relationships of interest are polynomials. There are no summary 

statistics reported, so it is nearly impossible for the reader to judge the economic magnitude of the 

effects given what is reported (i.e., to assess marginal effects at the mean of the sample.) 

 

There are very few alternative specifications shown, with the major difference being the polynomial 

shape of the age variable. It is simply impossible from the given set of results to judge how robust 

these estimates are. 

 

In contrast to the new vehicle sales regression reported in the PRIA’s section 8.6, the discussion of 

the scrappage regressions does not include any discussion of the time series properties of the 

estimators. It is important to test for non-stationarity, for example. 

 

In many cases, the most important impact of new vehicle prices are in three year lags, and 

contemporaneous prices are often economically and statistically insignificant. The PRIA argues that 

the largest effects at three years is logical given the prominence of three year leases. This is plausible, 

but there are also lots of five year leases, and customers who buy their vehicles tend to put them back 

on the market later than three years on average. Thus, it begs the question of why all the 

specifications include only 3 lags. No information is given about what happens at higher lags. In one 

or two places, it is asserted that 3 lags is “optimal” but what this means is not explained. 

 

Is this model dynamically consistent? The reduced form approach does not necessarily build in the 

dynamic relationships between shocks today and how that impacts the fleet tomorrow. In reality, if a 

shock today causes a lot of scrappage of a particular cohort today, then another shock tomorrow can 

be expected to have an attenuated effect, because there is already a smaller remaining population. 
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The CAFE model produces permanent (growing) shocks to the new vehicle prices. This makes it 
essential that the model correctly understand these “harvesting” effects. I do not believe that the 
current reduced form approach solves this problem correctly. This is an important issue. An 
equilibrium model, in which supply and demand for each type of vehicle is equated, will naturally 
account for these types of considerations, but a reduced form regression does not. 
 
A very minor point on scrap metal: Many “scrapped” vehicles are in fact exported to Mexico or some 
other country. This will (correctly) be measured as “scrapped” in the data. For this reason, the value 
of scrap metal is probably not a particularly critical variable. 
 
3. The results on net fleet size are problematic: The PRIA documents final model results that imply 
that more expensive new vehicles lead to a larger total vehicle fleet. This is problematic. 
 
A generic economic model of this situation is that there are two goods, A and B, which are close 
substitutes for each other, and a third good X, which represents all other goods in the economy (i.e., 
some composite). A decrease in the price of A is said to reduce demand for B. This leads to a 
decrease in the price of good B. Now, the price of both A and B have fallen. But, the model posits 
that the reduction in prices of A and B causes net substitution toward X. Basic economics suggests 
that this is unlikely to make sense. 
 
To say it another way, a CAFE rollback makes vehicle ownership less expensive (for both used and 
new vehicles), which means that we should expect more vehicles. Yet the analysis predicts that 
consumers will substitute away from vehicle ownership as vehicles become cheaper. This in essence 
states that cars are Giffen goods.2 
 
The PRIA argues at points that the counterintuitive net effect on fleet size is logical. In those 
discussions, the document emphasizes that a reduction in new vehicle prices (e.g., from a rollback) 
will reduce demand for used vehicles, thereby lowering prices. This is true, but the discussion fails to 
recognize that it also reduces the supply of used vehicles (in the next period). This supply shift will 
lead to increases in used car quantities, more so as supply is relatively inelastic. 
 
A note on the distinction between longevity trends and causal impacts of CAFE: A major point of 
discussion (and interesting finding) is the very strong trend over time in vehicle durability. Cars last 
longer now than they used to. The model predicts that this trend will continue. 
 
Many of the main results of the PRIA are driven by this projected future trend in vehicle longevity. 
While there are certainly concerns with using a time trend that essentially must be based on twenty 
year old vintages (as the more recent vehicles have not reached old ages to ensure that they will truly 
last longer), the evidence that longevity is changing is compelling and this should be integrated into 
the analysis. 
 
But note that the analysis can model the longevity of future cohorts of vehicles using these estimates 
without also using the new vehicle price causal impact coefficients. That is, the impact of new 
vehicle prices on scrappage and the time trends in cohort durability are simply separate issues. The 
analysis could eschew reliance on the more dubious causal price coefficients while preserving a 
future-projected longevity.  

                                                   
2 [Editor’s note: A “Giffen good” in economics and consumer theory is a product whose consumption increases as 

the price rises -- and vice versa—violating the basic law of demand in microeconomics. Named for 19th century 

Scottish economist Sir Robert Giffen.] 
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Reviewer Name: James Sallee 

 

Review Question Number: 2b 

 

Review Question Topic Description:  Please comment on the scrappage model’s specification using 

a form common in the relevant literature. Are there better approaches that allow for both projection 

(as is necessary in this context) and a focus on new vehicle prices (exclusively)? 
 
Used vehicle quantities should be an equilibrium outcome: The ideal model will involve an 

equilibrium in which vehicle supplies and demands are equated at each moment in time, and supplies 

are updated dynamically as the fleet ages. This disciplines the model to produce certain intuitive 

relationships. 

 

In contrast, the current CAFE model is restricted (for practical reasons) to derive only a reduced form 

(econometric) relationship using historical data between new vehicle prices and scrap rates. The 

review question specifically asks whether a model can be better if it exclusively focuses on new 

vehicle prices. My view is that a reduced form econometric exercise that relies solely on new vehicle 

prices to determine scrappage is inherently problematic. But, the results of this econometric analysis 

can be used to inform a model that is designed to constrain outcomes to follow economic principles, 

such as the closer substitutability of similar aged vehicles. What seems most critical is that the new 

vehicle sales and scrap results be forced into a relationship in a theoretical model, with parameters 

potentially informed by the type of econometric analysis produced in the PRIA. 

 

It is possible and desirable to build a model that accounts for used vehicle prices. In such a model, 

the shock of a new vehicle cost change will reverberate through the market and influence scrap rates 

through its impact on used vehicle prices. Such a model is preferable to the current approach that 

directly posits a reduced form effect of new vehicle prices on scrap rates using econometrics for the 

reasons discussed in my response to question 2a—namely that any errors in this analysis can be 

compounded with errors in the new sales forecast when the two streams of analysis are not explicitly 

linked. 

 

Note also that there is plenty of quality data on used vehicle prices. In recent years, there is very 

detailed data available from J. D. Power, from wholesale auctions (Manheim or AuctionNet), or 

Edmunds. Stretching even further back are Blue Book and Black Book estimates. 

 

To improve the current analysis, it is not necessary to have reliable econometric estimates of all of 

the various channels (though this would of course be ideal). What is important is that the model be 

derived from a consumer choice model that follows economic principles. Such a model would 

recognize the mechanical relationship between new vehicle sales today and the supply of used 

vehicles tomorrow, as well as modeling new vehicles as substitutes for used vehicles. Critical also is 

an explicit representation of the “outside good”—that is, the choice to not own a car. It is this margin 

that links to the overall fleet size, which is the key outcome of the scrap model. 

 

The preferred “equilibrium first” approach is used in some of the existing literature, including the 

Jacobsen and van Benthem (2015) study cited in the PRIA, as well as some papers not cited in the 

PRIA, such as Adda and Cooper’s Balladurette and Juppette: A Discrete Analysis of Scrapping 

Subsidies, (2000). Thus, while it may not be easy to build upon, there are existing studies that lay a 

foundation for analysis that links used and new vehicle markets through a more fundamental 

structure. 
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A minor point of the discussion of scrappage and age: The discussion on pages 995-7 suggests that 

there will be a larger effect on middle-aged vehicles than on older vehicles or younger used vehicles 

based on the degree to which new vehicles are substitutes (as well as the number that are close to the 

margin of scrap). This discussion seems to miss the fundamental point that prices will “cascade”—

that new vehicle prices will impact the prices of young used vehicles, but those prices in turn impact 

the prices of middle used vehicles, which in turn impacts the prices of older used vehicles. 
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Reviewer Name: James Sallee 

 

Review Question Number: 2c 

 

Review Question Topic Description:  Please comment on the scrappage model’s integration in the 

CAFE model, addressing the vehicles affected by the scrappage model, and the extent to which 

changes in expected vehicle lifetimes are consistent with other assumptions. 

 

As stated in my responses to review questions 2a and 2b, the critical issue of integration is that the 

new vehicle sales projections and the scrap results should be constrained to relate to each other in a 

way that matches economic reasoning. Details of this view are included in the answers to those 

questions. Here I make three other points. 

 

The VMT schedule will be influenced by the fleet size: When we add more vehicles to the fleet, it 

makes sense to expect that this will lead to a decrease in the VMT-per-vehicle schedule. This is 

acknowledged very briefly on p. 1059, but left as future work. 

 

Imagine a household with multiple drivers but one car. Suppose they add a second car. It is intuitive 

to expect that total driving in the household (including both cars) will rise. But, it seems very 

unlikely that VMT would double. Similarly, as the fleet continues to rise faster than the population 

(as noted in the PRIA), one would not expect the total VMT to rise at the same proportional rate as 

the number of registered vehicles, but instead to rise more slowly. This of course is a testable 

hypothesis historically in the aggregate. One could also use the National Household Travel Survey to 

look for within household patterns for how total VMT scales with fleet size in order to assess how 

important this issue is. 

 

Another way to state the same concern is that the marginal driver—i.e., the person who decides to 

own a vehicle or not as a result of changes in CAFE—is very likely to have a lower VMT demand 

than the average. This means that we should expect the fleet size changes to be overestimates of real 

changes in aggregate VMT under the current methodology. 

 

This exaggeration could very well be substantial. Thus my concern about this issue rivals the central 

concern about how the new vehicle sales and scrap responses are implemented separately. It is quite 

possible that modeling a change in total fleet size, where the VMT-age schedule per vehicle is held 

fixed, could lead model output to be less accurate than a model with static fleet sizes, even if the 

dynamic fleet size model correctly predicts the number of registered vehicles. 

 

Heterogeneity (probably) matters: The Gruensprecht effect for fuel economy regulations implies not 

only that used vehicles will last longer when new vehicles become less desirable (net of price), but 

also that there will be a shift towards greater longevity that is especially pronounced for less efficient 

used cars. The reason is that regulations will impose a bigger burden on the least efficient new 

vehicles. 

 

The Jacobsen and van Benthem (2015) study finds not only that the overall effect on used vehicles is 

important, but also that the relative effect of tighter fuel economy standards on the longevity of 

inefficient vehicles is important. 
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Note that footprint-based standards may mute this difference substantially. The CAFE model is 

designed to be run with a flat standard as well, however, and this modeling issue would clearly be 

important in that case. 

 

If CAFE accelerates technology, the improvement in future cohorts will accelerate turnover through 
a quality dimension: Analysts have described the move to footprint based standards as something 

that ensures that more of the compliance efforts of automakers comes through technology 

deployment, rather than mix shifting. Let us suppose that a tighter CAFE rule will not just force 

existing technologies to be deployed, but will also lead to more research and development and/or 

technology cost reductions from learning by doing. 

 

If true, this will mean that successive vehicle cohorts will be “better” (i.e., on a higher technology 

frontier). As new vehicles are “more better” than existing vehicles, the used fleet will represent a less 

close substitute, leading to more demand for new vehicles and faster turnover, all else equal. Thus, if 

tighter fuel economy rules do in fact accelerate technological progress (some suggestive evidence of 

endogenous technological progress rates is found in Knittel’s Automobiles on Steroids, (2011) and in 

Reynaert’s Abatement Strategies and the Cost of Environmental Regulation: Emission Standards on 

the European Car Market (2014), then there could be an important “quality” channel that influences 

turnover rates. Given that the CAFE model includes a very detailed assessment of technology, 

consideration of this channel seems feasible. 
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Reviewer Name: James Sallee 

 

Review Question Number: 3a 

 

Review Question Topic Description:  Please comment on the inclusion of each source of 

employment related to automobile production and sales. 

 

This review question essentially asks whether the labor market impacts calculations are correctly 

scoped—that is, whether the appropriate markets and channels are included. What the labor market 

analysis does is capture a specific set of effects in the automobile supply chain. It uses a piecemeal 

approach: it decides to include specific sectors and omits others. There are alternatives. 

 

One alternative is to not quantify job impacts. This is a defensible choice because of the uncertainties 

involved and because the jobs impact is not a necessary component of the cost-benefit analysis. 

 

A second alternative is to conduct a more general economic impact assessment using a standard 

model (like REMI or IMPLAN). These tools, while imperfect, are widely used and can be useful in 

characterizing the likely impact of the regulation throughout the wider economy, not just the most 

directly related automobile markets. 

 

A third alternative is to attempt to capture more or fewer pieces of the automobile industry in the 

existing piecemeal approach, i.e., one could attempt to model how the change in total VMT would 

impact expenditures on induced travel, maintenance, gasoline station workers, etc. 

 

A fourth alternative is to attempt to calculate only a net overall real income impact of the policy, and 

then apply a generic macroeconomic multiplier. 

 

All of these alternatives have merit. At the end of the day, my own judgment is that the scope of the 

analysis described in the current PRIA is useful, but potentially misleading. It should be described 

carefully as an “incomplete sectoral effect” and should perhaps be shown in parallel with a more 

general economic impact multiplier approach. That is, it should be characterized as the impact of the 

regulation on the automobile sector, not as the overall jobs impact of the regulation. In addition, it 

would be ideal to conduct analysis that confirms that the auto sector impacts are in fact the most 

significant channels. More details follow. 

 

The case against showing job impacts (alternative 1): Past analyses have eschewed quantification of 

jobs impacts because it is extremely difficult to predict the full set of ways that a shock to the 

economy will propagate through various markets. In my response to review question 1a-c, I assert 

that the sales quantity impact of CAFE is not well estimated. That sales effect is the input to this 

exercise. That uncertainty is compounded by the fact that it is inherently difficult to model an 

equilibrium jobs impact for any case, and that, as discussed in review item 3.b, in this market there 

are lots of reasons to worry about the jobs impacts described here. 

 

As a result, it is not clear that quantifying a jobs number is better than not quantifying one at all. At a 

minimum, the uncertainty here implies that it is essential to offer a set of scenarios about jobs 

impacts that correspond to alternative assumptions about the size of sales impacts.  

 

The case for using an input-output tool (alternative 2): It is perhaps natural to simply include the 

most directly impacted sectors (i.e., dealers and auto assembly). It is, however, potentially misleading 
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to do so because it risks compounding a bias among policy analysts to think only of the direct effects 

of a regulation on the regulated sector itself. 

 

General equilibrium economic impact tools (like REMI) exist and are used on a regular basis. These 

tools are highly imperfect (because modeling counterfactual economies is extremely difficult), but I 

see no reason that they are not as valid as the jobs impact that is included in the current analysis. It 

may thus be useful to include them alongside the values focused solely on the automobile supply 

chain. 

 

What are the largest labor market impacts of the regulation? (alternative 3):  If one wishes to stick 

with a piecemeal approach, the current approach seems sensible, but my concern is (again) that it 

plays into an overly narrow understanding of how regulation affects the economy.  

 

In principle, there are many other jobs impacts possible. For example, higher fuel economy reduces 

the cost of travel, which could lower job search costs and otherwise spur economic growth through 

induced travel (the magnitude of which is also an output of the CAFE model). In a standard 

economic impact model like IMPLAN, one could posit shocks to the economy from the regulation 

due to both auto sales and fuel sales or transportation services. I would not be surprised if the latter 

dominated the calculation. 

 

It is appealing to begin with the most direct impacts on the production sector itself, but if these jobs 

numbers are meant to play a serious role in the policy analysis, then it might be valuable to conduct a 

scoping analysis that would consider how large the economic impacts might be of all of the channels. 

That is, even if they cannot be reliably pinned down, it would be valuable to assess whether a focus 

on the auto value chain is actually where the largest effects should reside. 

 
The case for a generic income effect to calculate jobs (alternative 4): On theoretical grounds, the 

general equilibrium impact of shifting resources from one sector to another can be quite minimal, 

depending on labor market conditions and how easily factor allocations can adjust. What is better 

grounded in theory regarding CAFE regulations is that, if regulations are binding—that is, they force 

consumers to move from a more desired set of vehicles towards vehicles that, net of fuel savings, are 

not what they wanted—then consumers experience a real income loss as a result of the policy. (This 

logic is described in Fullerton & Ta,[2019]) 

 

Thus, a final alternative would be to skip any focus on the auto industry but instead calculate the real 

income loss of the policy using the consumer choice and technology cost components of the CAFE 

model, then using macro estimates of the multiplier effects of real income shocks from the literature 

to characterize an overall effect on jobs.  
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Reviewer Name: James Sallee 

 

Review Question Number: 3b 

 

Review Question Topic Description:  Please comment on assumptions regarding labor hours, 

production location (domestic/foreign), and supplier impacts. 

 

This review question essentially asks whether the key parameters and assumptions used in the jobs 

impact are appropriate. In sum, there are many reasons to doubt the parameters used, especially the 

technology cost jobs effect. However, I am not aware of more reliable estimates, and the approaches 

taken seem to use common and sensible methods for calculating jobs impacts. As a result, I would 

again emphasize the value in conducting and reporting sensitivity analysis around the jobs impact 

numbers, rather than reporting a single number as it if were a reliable point estimate. 

 

One nice feature of the approach is that it uses the model-specific vector of quantity changes, linking 

each model to its production location. This is useful because there is an important average difference 

between the production location of light trucks and passenger cars (given trade barriers for the 

former), and because the CAFE model is attentive to these different regulatory classes in its quantity 

analysis. 

 

Average versus marginal: The assembly, dealer and supplier impacts rely on calculations of average 

labor hours per vehicle produced. It then implicitly assumes that average labor hours are the same as 

marginal labor hours in calculating the jobs impact of a change in vehicle sales. Little to nothing is 

said about the reliability of that assumption, which ought at least to be recognized. 

 

I see little reason to believe that average and marginal labor hours are necessarily the same, though 

perhaps they are not too far apart. 

 

One possible concern is that prior research has demonstrated that adjustment in the automobile 

assembly sector tends to be “lumpy”—that is, rather than making small gradual adjustments, many 

changes are large scale (i.e., adding a shift, canceling overtime, repurposing a plant) (e.g., Bresnahan 

& Ramey [1994]), This means that small shocks may lead to no labor market impacts, but larger 

shocks may lead to much bigger changes. That paper uses demand shocks for particular models to 

study labor at a given plant, which is a viable strategy for directly estimating the marginal labor 

effects—though the estimated parameter may have a shorter-run interpretation than is ideal for the 

CAFE analysis. In other words, in this particular market, there is hope for directly estimating the jobs 

impact induced by changing quantities using natural experiment methodologies. 

 

In terms of the upstream supply “multiplier” that is used, there is a similar question of marginal 

versus average inputs. The same question arises yet again for employment at dealerships. Do 

dealerships readily scale up the salesperson hours as modeled, or do small fluctuations in demand 

simply change the arrival rate of interested customers that changes their efficiency (e.g., labor hours 

per unit sold)? Direct estimation of how auto market fluctuations translate into dealership labor hours 

should be feasible using employment data. 

 

All of this is more to make the point that there is substantial uncertainty about the relevant parameter, 

rather than to levy criticism on the approach used. The use of the average labor hours is a standard 

and sensible approach in economic impact analysis. It seems broadly appropriate in this context. 

There may be some scope for using natural experiments to directly identify marginal effects, but the 
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approach taken for estimating dealership, assembly and upstream supply hours per unit seems 

reasonable. 

 

Add a historical reality check: This industry has undergone several waves of change in terms of the 

role of workers, with a long-term decline in the number of workers required to produce a unit. It 

would be worth describing these trends. If there has been a change in labor hours per unit in the last 

10 to 15 years, then it would likely be worth scaling down the expected impacts in the near future 

years under the assumption that this trend would likely continue. (This is not an assertion that the 

CAFE policy itself is likely to impact the trend, but rather an assertion that today’s value of labor 

hours per unit might be misleading for even the near future.) 

 

Revenue per worker for technology costs more problematic: In addition to the automobile production 

value chain, the model estimates the change in jobs due to the need to develop and bring to market 

new technologies. The approach taken is to calculate annual revenue at OEMs and major auto supply 

companies and then divide by their labor hours in order to calculate a revenue per worker measure. A 

change in revenue caused by CAFE is then assumed to change the number of workers so as to 

maintain the original revenue per worker metric. CAFE impacts revenue in two ways—firstly 

through changing quantities, and secondly through changes in vehicle production costs (which are 

assumed equal to changes in prices, thereby impacting revenue per unit sold). 

 

Here the proposition that average and marginal effects are equal is even more dubious than in the 

case above. This analysis seems intended to capture things like design engineering, contracting with 

suppliers, or tweaks to the assembly line. Many of these things are fixed costs—e.g., if Ford has to 

deploy a new part on the 2019 Fusion, it will have to employ an engineer to design, test and calibrate 

the part regardless of how many Fusions it sells that year. It seems likely that the marginal jobs 

impacts due to an increase in technology deployment costs would exceed the impact implied by the 

average revenue per worker parameter. Likely revenues would rise by less than costs, squeezing 

profits and lowering revenue per worker. (In contrast, this is less obvious for revenue changes due to 

quantity changes, which perhaps suggests that the two should be decomposed.) 

 

Also, the calculation of revenue labor hours is explained only in a footnote (footnote 510, p. 962 of 

the PRIA) that simply says public documents for a non-random sample of firms was analyzed to 

come up with revenue per worker. There is not enough detail in this information to fully assess the 

credibility of the chosen parameter. 

 

Chance of double counting in the technology cost values: The revenue per worker calculations for the 

OEMs and the parts makers would seem to include the assembly/production workers that are also 

analyzed in the production value chain analysis. This therefore appears to involve double counting of 

some workers.  

 

Location uncertainty: An important question is whether alternative CAFE rules might alter the 

location of production (e.g., inside or outside of the United States). But, there does not seem to be a 

direct and credible way to make claims about how the location of production would change, so that 

assuming locations are fixed (as is done in the analysis) seems like the best approach. 

 

The analysis could include some statistics on the location of production of the most advanced 

technologies, if that is available. It seems possible that more advanced technologies are more likely 

to be produced in the United States. 
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The other consideration is to analyze trends in foreign shares and production locations. If there is an 

important trend, this could be used to adjust the numbers used for future years. The point is not to 

establish different jobs multipliers for different policy counterfactuals, but instead to project forward 

a common multiplier to be used for all policy alternatives. 

 

Full employment: In the midst of a discussion of how the net jobs impact depends on labor market 

tightness, the PRIA asserts that “no assumption” about full employment was made. But, this is not 

true. Implicitly it is being assumed that there is sufficient labor supply slack so that additional 

employment in the sector is not directly offsetting labor in another sector. It seems misleading to 

assert that the analysis is able to abstract from the employment rate context. 
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Reviewer Name: James Sallee 

 

Review Question Number: 3c 

 

Review Question Topic Description:  Please comment on methods used to calculate changes across 

alternatives. 
 
As I understand the calculation of labor market impacts, each policy alternative produces a vector of 

technology adoption choices and a vector of model quantities. These outcomes, along with measures 

of production location and percent foreign content, are then plugged directly into the labor impact 

equations. A variety of assumptions about the production process, location of production, etc. are 

held fixed in a common way across all scenario alternatives. 

 

For the purposes of this exercise, and given the lack of detailed information available to speculate on 

how labor input or production location decisions would be sensitive to policy details, this approach 

seems to be the best available. 

 

In other words, my concerns—which I detail in review questions 3.a and 3.b—are with the overall 

approach to calculating jobs impacts in all cases, not how the approach generates different results 

across scenario alternatives. Using the same equations and holding fixed most of the key parameters 

across scenarios and driving changes strictly from vehicle technology and quantity vectors seems 

appropriate. 
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the National Laboratories, including Argonne, Oak Ridge, Sandia, and the National Renewable Energy 
Laboratories. She provides analytical, technical, and management support for research and development 
programs with a main focus within the EERE Vehicle Technologies Office (VTO).  She is responsible for 
conducting technical and policy analysis on the costs and benefits of technologies being developed by 
EERE and applies existing analytical models and develops custom tools where necessary.  Her duties 
include assisting EERE staff in responding to requests for information from Congress, EERE 
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management, and other program stakeholders; preparing data in support of program budget development; 
and supporting the DOE peer and merit review processes.  She is responsible for the management of 
tasks, projects, and team members. 
 
Dr. Birky recently completed a modeling effort with EIA to integrate highly automated vehicles (HAVs) 
and Mobility as a Service (MaaS) into the National Energy Modeling System (NEMS) Transportation 
Module (TRAN). Technical work included estimating the impact of vehicle automation on vehicle cost, 
weight, fuel economy, and other attributes; determining the technology applicability in various vehicle 
type and end-use markets, including MaaS and transit; and estimating vehicle and transportation system 
impacts including vehicle use and life, travel demand by various modes, vehicle efficiency, system 
efficiency, and energy use. She conceptualized new NEMS model components to estimate HAV vehicle 
cost and adoption by ride-hailing fleets; developed the model approach, structure, and algorithms to 
integrate HAVs; tested/validated the model equations and inputs in Microsoft Excel; then developed 
FORTRAN code to include the new HAV components in the TRAN module. She also assisted EIA with 
conceptualizing modeling approaches (to be pursued in future work) for private consumer adoption, 
estimation of impact on passenger miles of travel, and mode choice. 
 
Dr. Birky also currently supports the VTO Analysis Team with a primary focus on heavy highway 
vehicles. She is leading a study of the potential impact of connected and automated vehicle technology on 
the future energy demand of freight trucks. She leads the heavy vehicle portion of the VTO program 
benefits analysis, which includes developing advanced technology deployment scenarios; assessing 
technology fuel consumption benefits over defined duty schedules; estimating technology costs; 
performing a market adoption analysis; and projecting future fleet fuel savings. For this project, she is 
currently leading efforts to update the heavy vehicle market adoption and stock accounting models to 
incorporate regulatory classes and new technology options, such as plug-in hybrid, battery electric, and 
hydrogen fuel cell trucks. Dr. Birky developed the ASCENTT tool (Assessment of Cycle Energy for 
Truck Technologies), an engineering-based “road loads” model that estimates the fuel consumption of 
heavy trucks and assesses the fuel savings of advanced technologies deployed in various duty cycles 
defined by speed, distance, and grade. She recently completed development of a heavy vehicle choice 
modeling framework that incorporates payback analysis in a logit model structure. To capture the 
heterogeneity of the commercial vehicle market, this model includes characterization of vehicles by 
weight class, body style, and usage, as well as characterization of a range of fleet vehicle purchasers. 
 
Dr. Birky led an analysis of the potential for electrification of the transportation system “beyond light 
duty.” The scope of this study included all highway vehicles in weight classes 2b-8 as well as non-road 
mobile equipment used for goods and people movement. Dr. Birky employed both qualitative and 
quantitative analysis techniques to perform a market and industry assessment, determine the state of 
electrification, identify high potential applications, identify barriers to widespread adoption, and develop 
possible strategies to overcome these barriers. Dr. Birky and her team assisted in the development and 
facilitation of, as well as presentation in, a stakeholder workshop to solicit manufacturer and user 
perspectives. Based on the results of the workshop, Dr. Birky is led a follow-on study of electrification of 
class 2b-3 pickup trucks and vans. 
 
Dr. Birky developed the LVCFlex light vehicle consumer choice model for VTO and has been 
responsible for model maintenance, application, and development.  This spreadsheet tool utilizes the 
nested multi-nomial logit methodology found in NEMS to project market share of advanced and 
alternative technology vehicles.  This simplified version of the NEMS Consumer Vehicle Choice 
Component allows the user to flexibly define vehicle technologies within five vehicle size classes and 
five technology groups in the nesting structure.  It allows investigation of the NEMS model assumptions 
and methodologies and evaluation of various scenarios for technology development and deployment.  She 
developed an Excel VBA application to translate vehicle attribute data from a standard data file into the 
input format required by the LVCFlex model.  This application automates development of market 
scenarios based on vehicle simulation results.  She is collaborated with an inter-laboratory team, led by 
ANL, to compare the results of consumer light vehicle choice models under a consistent set of input 
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assumptions.  She assists VTO in exploring alternative approaches for modeling and studying consumer 
behavior, technology diffusion, and market transformation as it applies to highway vehicles. 
 
TA Engineering, Inc., Baltimore, MD 
07/2008 – 09/2014 
 
As a Senior Technical Analyst, Dr. Birky was responsible for leading the analysis of technologies, 
policies, and programs to reduce energy consumption and emission of greenhouse gases and criteria 
pollutants from mobile sources.  She supported compliance of US DOE VTO with the requirements of the 
Government Performance, Reporting and Accountability Act (GPRA) and held primary responsibility for 
evaluation of VTO's heavy vehicle program elements.  She served as Lead Analyst for the evaluation of 
the energy saving benefits associated with the US DOE's SuperTruck research and development program.  
She interfaced with the SuperTruck industry partners to gather information on research elements and 
expected benefits; developed truck platforms representative of these elements and achievement of 
program goals; developed technology cost projections; modified analytical tools to incorporate these 
research findings; performed a market analysis of the representative platforms; and projected future 
petroleum and emission savings. 
 
Dr. Birky provided technical assistance to the National Petroleum Council (NPC) for their study titled 
Advancing Technology for America’s Transportation, published in 2012.  She developed a light vehicle 
consumer choice model in Excel that applies the methodology found in the Energy Information 
Administration’s (EIA’s) NEMS Consumer Vehicle Choice Component. She was asked to give a 
presentation on the model to DOE’s Undersecretary for Science, Dr. Steve Koonin.  She also made 
modifications to the TRUCK heavy vehicle market penetration model to accommodate the NPC’s 
analytical requirements and provided technical assistance in employing the model. 
 
In support of VTOs program benefits analysis, Dr. Birky developed an engineering-based model to assess 
the fuel consumption benefits due to heavy truck technologies deployed in various duty cycles.  The 
Heavy Truck Energy Balance (HTEBdyn) model estimates vehicle power requirements and fuel 
consumption of conventional and advanced technologies, including advanced combustion technologies; 
turbo-compounding; organic Rankine cycle waste heat recover; and regenerative braking in hybrid 
drivetrains.  Dr. Birky has made numerous improvements to VTO’s TRUCK heavy vehicle market 
penetration model and developed a national heavy truck stock accounting model to project future fuel and 
carbon emission savings from deployment of advanced technology vehicles.  Dr. Birky also utilized the 
data extracted from the US EPA’s NONROAD model to develop a tool for the projection of energy use 
and carbon emissions from the national stock of non-highway equipment. 
 
Dr. Birky served as Lead Analyst for the Port of Baltimore Clean Diesel Program which awarded grants 
to private equipment owners to upgrade drayage trucks, cargo handling equipment, locomotives, and 
harbor craft. The program was funded by the American Recovery and Reinvestment Act through the EPA 
National Clean Diesel Campaign. She provided technical support during program development and 
implementation and held lead responsibility for technical evaluation of applications and estimation of 
program benefits and outcomes.  She developed a model to evaluate the emission of criteria pollutants 
from specific non-road equipment and utilized this model to assess the emission savings potential of 
applicants’ proposed measures.  She also developed tools for assessing reductions in fuel consumption 
and criteria emissions from installation of exhaust treatment devices and from repowering or replacing 
drayage trucks, locomotives, and harbor craft.  Finally, she developed tools to apply the program’s 
technical evaluation criteria to all applications. 
 
Dr. Birky served as Project Manager for the Port of Baltimore Diesel Emissions Reduction Opportunities 
study performed on behalf of the Port and funded by the US EPA. She collaborated with Port officials and 
equipment owners and operators to assess technical and operational issues and strategies for transoceanic 
vessels, heavy trucks, locomotives, and cargo handling equipment serving the Port. She supervised junior 
staff and served as lead author on all project documentation. 
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Dr. Birky also supported analysis of building energy efficiency upgrades and was responsible for the 
development of a Measurement and Verification Plan for a major retailer and developed an eQuest energy 
consumption simulation model of an educational facility. 

PNNL Joint Global Change Research Center, College Park, MD 
03/2004 – 10/2004 

Dr. Birky served as a graduate research intern and performed research on the sources and process of 
technological change in energy production systems and its representation in integrated assessment 
models.  She also researched learning / progress curves and the underlying mechanisms of organizational 
learning with an emphasis on energy technologies and industries.  While employed at JGCRI, Dr. Birky 
developed a research agenda on sources of innovation in automotive energy saving technologies. 

NASA Headquarters, Washington, DC 
09/2001 – 11/2002 

As a Program Planning Specialist, Dr. Birky participated in strategic planning and program evaluation 
activities. She provided direct support to the Associate Administrator for Earth Science and other senior 
executive staff and assisted with budget preparation, strategic planning, and development of research 
program roadmaps and implementation plans.  She was responsible for the communication of Office of 
Earth Science mission, goals, strategies, implementation plans, and projected benefits to internal and 
external stakeholders, including the NASA Administrator; OMB; Congress; national and international 
professional and scientific organizations; and the public.  She developed content for senior executive staff 
presentations, program factsheets, web pages, Congressional testimony, budget submissions, performance 
and accountability reports, policy summaries, and various internal reports.  She drafted the OES section of 
the FY 2001 President’s Report on Aeronautics and Space.  She received a NASA Fast Award for 
developing a one-page template to communicate to OMB examiners complex OES science program goals 
and projected benefits.  This template allowed OES to overcome a communication barrier that had caused 
a great deal of tension between OES and OMB. 

National Renewable Energy Laboratory, Washington, DC 
08/1998 – 08/2001 

Dr. Birky served as a Senior Analyst and provided direct support to the U.S. DOE Office of 
Transportation Technologies.  She was responsible for the evaluation of program benefits and performed 
research on policies and technologies to improve vehicle fuel economy, promote alternative fuel use, 
reduce dependence on imported oil, and reduce emission of greenhouse gases. Her duties included 
assessment of environmental and economic impacts; research on consumer preferences; development of 
strategic plans; and preparation of technical reports, conference papers, and presentations.  She developed 
models and tools for market-based policy and program analysis, including consumer choice, econometric, 
cost-benefit, input-output, demand forecasting, and stock accounting models. 

University of Maryland, College Park, MD 
08/1997 – 05/1999 

While pursuing her PhD in Policy Studies, Dr. Birky supported the Maryland School of Public Affairs in 
various teaching and research positions.  She served as an Adjunct Lecturer for Quantitative Analysis of 
Policy Issues, an econometric modeling course for graduate policy students.  In collaboration with a co-
lecturer, she developed the syllabus and course materials; led lectures and held office hours; and 
administered all grades.  As a Teaching Assistant for Quantitative Aspects of Global Environmental 
Problems, she led discussion sessions, assisted students on request, and graded homework assignments 
and exams.  She held the position of Instructor for the School’s summer Math Immersion class for three 
years.  She was responsible for selecting the course text; developing the syllabus and lecture materials; 
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and holding lectures and office hours.  She also served as a Research Assistant for the Chesapeake 
Biological Laboratory’s Patuxent Landscape Modeling Project where she supported dynamic model 
calibration through use of remotely sensed data, specifically Normalized Difference Vegetation Index 
(NDVI) data obtained from various satellite archives. 

Swales Aerospace, Beltsville, MD 
08/1988 – 09/1997 

As a Spacecraft and Instrument Systems Senior Engineer, Dr. Birky provided mechanical and spacecraft 
systems engineering support to NASA Goddard Spaceflight Center (GSFC) Earth science missions. She 
served as the interface among project scientists and engineers and performed technical feasibility studies 
and failure modes and effects analyses (FMEA).  As an Engineer in the Structural Dynamics and Loads 
group, she provided comprehensive structural dynamics support to GSFC missions from preliminary 
design through launch and on-orbit support.   She developed Finite Element Models (FEMs); performed 
flight loads, jitter, and structural-thermal-optical (STOP) analyses; specified dynamic and static test 
levels; correlated models to test data; and supported structural and environmental tests.  She was 
responsible for presenting analysis methodology and results at preliminary and critical design reviews. 

AWARDS, HONORS, AND SPECIAL RECOGNITON 

NASA Fast Award, 2002 
Tau Beta Pi 
Sigma Gamma Tau 

PROFESSIONAL AFFILIATIONS 

SAE Member 
Transportation Research Board (TRB) Member 

PUBLICATIONS 

1. Gao, Z., A. Lin, S.C. Davis, A.K. Birky, and R. Nealer (2018) Quantitative Evaluation of MD/HD
Vehicle Electrification using Statistical Data, presented at the Transportation Research Board 2018
Annual Meeting, January.

2. Birky, A.K., M. Laughlin, K. Tartaglia, R. Price, B. Lim, and Z. Lin (2017) Electrification Beyond
Light Duty: Class 2b-3 Commercial Vehicles. ORNL/TM-2017/744, December.

3. Stephens, T.S., A. Birky and D. Gohlke (2017) Vehicle Technologies and Fuel Cell Technologies
Office Research and Development Programs: Prospective Benefits Assessment Report for FY 2018.
ANL/ESD-17/22, November.

4. Stephens, T.S., R.S. Levinson, A. Brooker, C. Liu, Z. Lin, A. Birky, and E. Kontou (2017)
Comparison of Vehicle Choice Models. ANL/ESD-17/19, October.

5. Birky, A.K., M. Laughlin, K. Tartaglia, R. Price, and Z. Lin (2017)  Transportation Electrification
Beyond Light Duty: Technology and Market Assessment. ORNL/TM-2017/77-R1, September.

6. Gao, Z., Z. Lin, T.J. La Clair, C. Liu, Jan-Mou Li, A. Birky, and J. Ward (2017) Battery capacity and
recharging needs for electric buses in city transit service. Energy, 122: 588-600.

7. Stephens, T.S., A.K. Birky, J. and Ward (2014) Vehicle Technologies Program Government
Performance and Results Act (GPRA) Report for Fiscal Year 2015, Argonne National Laboratory
report ANL/ESD-14/3.

8. TA Engineering, Inc. (2012) DOE SuperTruck Program Benefits Analysis, Final Report, prepared for
U.S. DOE and Argonne National Laboratory, lead author, December 20.

9. Birky, A.K., M. Miller and J.S. Moore (2010) Emission Reductions from Port of Baltimore Maritime
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Vessels and Cargo Handling Equipment, DRAFT Final Report.  Prepared by TA Engineering, Inc., 
for the Maryland Port Administration, Maryland Department of the Environment, and the Maryland 
Environmental Service.  September 27. 

10. Birky, A.K., M. Miller, and J.S. Moore (2010) Emission Reductions from Port of Baltimore Drayage 
Trucks, DRAFT Final Report.  Prepared by TA Engineering, Inc., for the Maryland Port 
Administration, Maryland Department of the Environment, and the Maryland Environmental Service.  
March 10. Birky, A.K., M. Laughlin, K. Tartaglia, R. Price, B. Lim, and Z. Lin (forthcoming) 
Electrification Beyond Light Duty: Class 2b-3 Commercial Vehicles, ORNL/TM-xxxx/xx. 

11. Clarke, L., J. Weyant, and A. Birky (2006) On the sources of technological change: Assessing the 
evidence, Energy Economics 28, 579-595. 

12. Johnson, L., D. Greene and A. Birky (2003) Is the barrel half full or half empty? Implications of 
transitioning to a new transportation energy future, in Transportation, Energy, and Environmental 
Policy: Managing Transitions, report of the VIII Biennial Asilomar Conference, September, 2001, 
104-129. Washington, DC: National Academies Transportation Research Board. 

13. Birky, A.K. (2001) NDVI and a simple model of deciduous forest dynamics, Ecological Modeling 
143, 43-58. 

14. Birky, A.K., J.D. Maples, J.S. Moore Jr, and P.D. Patterson (2000) Future world oil prices and the 
potential for new transportation fuels, Transportation Research Record 1738, 94-99. 
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 JOHN D. GRAHAM 
School of Public and Environmental Affairs 

Indiana University 
1315 E. Tenth Street 

Bloomington, IN 47405 
812.855.1432 

grahamjd@indiana.edu 
 

Education 
 
Post-Doctoral Fellow (1984), Environmental Science and Public Policy, Harvard School of 
Public Health. Advisors: Professors Donald Hornig, Marc Roberts, and Howard Raiffa. 
 
Ph.D. in Urban and Public Affairs (1983), The Heinz School, Carnegie-Mellon University.  
Dissertation: "Automobile Safety: An Investigation of Occupant-Protection Policies." 
Committee: Professors M. Granger Morgan, Steven Garber and Alfred Blumstein. 
 
M.A. in Public Affairs (1980), Duke University.  
Thesis: "The Value of a Life: What Difference Does It Make?" 
Advisor: Professor James W. Vaupel. 
 
B.A. with Honors in Economics and Politics (1978), Wake Forest University.  
Honors Paper: "A Cost-Benefit Analysis of the 55 MPH Speed Limit." 
Honors Paper: “A Theory of Criminal Punishment.” 
Advisor: Professor Jack Fleer. 
 
Recent Positions 
 
Dean, School of Public and Environmental Affairs, Indiana University, Bloomington and 
Indianapolis, Indiana, 2008 to present 
 
Leads innovative, two-campus $64-million professional school with programs in arts 
administration, criminal justice, environmental science and policy, health care management, 
public budgeting and finance, non-profit management, and public affairs.  Orchestrated strategic 
planning processes with faculty, staff, students, alumni and donors, leading to publication of 
“SPEA 2015” and “SPEA 2020.”  Accomplishments to date: (1) hired fifty one new tenure-line 
faculty on the two campuses (Bloomington and Indianapolis); (2) raised $17 million in 
philanthropic support from individuals, corporations, and foundations; (3) Master’s in Public 
Affairs Program (Bloomington) rose to #1 out of 272 programs in the 2019 U.S. News and World 
Report national survey; (4) launched the “Indiana Futures Project” through the School’s Public 
Policy Institute, a community-based deliberation prior to Indiana’s state-level elections in 
November 2012 and November 2016; and (5) tripled the rate of student enrollment in overseas 
study programs, including newly added SPEA programs in Beijing, Berlin, Croatia, Hanoi, 
Kenya, London, Moscow, Pamplona, Siberia, Speyer, Australia, Caribbean-Bonaire and Mexico 
to the already robust course offerings in 12 other locations; (6) launched SPEA Connect, the first 
fully on-line MPA program offered by a top graduate program in public affairs; (7) expanded by 
75% (to more than 2,500) the number of undergraduate majors on the Bloomington campus; (8) 
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secured new laboratory space for SPEA’s environmental science faculty while renovating 
existing space to meet the needs of public affairs faculty and staff on both campuses.  A $12 
million addition to the main SPEA building, named after former U.S. Treasury Secretary Paul 
O’Neill, opened in early 2017 to serve the needs of graduate students. 
 
Dean, The Pardee RAND Graduate School, RAND Corporation, Santa Monica, California, 
2006 to 2008 
 
Led innovative policy-analysis Ph.D. program based on apprenticeship relationships with RAND 
researchers.  Responsible for curricula, faculty oversight, student recruitment and placement, 
fundraising, commencement exercises and disciplinary issues.  Streamlined the core curriculum, 
established new analytic concentrations, expanded recruitment of female and minority students, 
added a weeklong workshop on American culture for international fellows, and revamped the 
dissertation process to enable students to start the dissertation process earlier.  Raised $3.4 
million in philanthropic gifts from individuals and corporations to support scholarships, 
dissertations and other educational expenses.  
 
Administrator, Office of Information and Regulatory Affairs, US Office of Management 
and Budget, Executive Office of the President, Washington, D.C., 2001 to 2006   
 
Oversaw for President George W. Bush federal regulatory policy, statistical policy and 
information policy.  As Senate-confirmed political appointee, directed a staff of 50 career policy 
analysts with backgrounds in science, engineering, economics, statistics and law.  Strengthened 
the role of benefit – cost considerations in federal regulation while establishing new information-
quality procedures in the federal government. Simplified hundreds of regulations and helped 
design valuable new rules on clean air, auto fuel economy and food safety. 
 
Founding Director, Center for Risk Analysis, Harvard School of Public Health, Boston, 
MA, 1989 to 2001 
 
Created mission-oriented Center with programs in automotive safety, environmental health, and 
medical technology. Raised over $10 million in governmental and private support.  Financed 
eight new faculty positions, new course development, and numerous doctoral students. 
 
Deputy Chairman, Department of Health Policy and Management, Harvard School of 
Public Health, Boston, MA, 1987 to 1992  
 
Supported Department Chairman in curriculum reform, faculty recruitment and evaluation, 
budgeting and student recruitment and placement. 
 
Staff Associate, Committee on Risk and Decision Making, National Research 
Council/National Academy of Sciences, Washington D.C., 1979 to 1981  
 
Supported Study Director and Committee Chairman in preparation of an NAS report on the 
future of risk analysis in national policy. 
Academic Appointments 
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Professor of Public Affairs (with tenure), School of Public and Environmental Affairs, Indiana 
University, Bloomington and Indianapolis, IN (2008 to present). 
 
Professor of Policy Analysis, Pardee RAND Graduate School, Santa Monica, CA (2006 to 
2008). 
 
Professor of Policy and Decision Sciences (with tenure), Department of Health Policy and 
Management, Harvard School of Public Health, Boston, MA (1991 to 2003). 
 
Associate Professor of Policy and Decision Sciences, Department of Health Policy and 
Management, Harvard School of Public Health, Boston, MA (1988 to 1991). 
 
Assistant Professor of Policy and Decision Sciences, Department of Health Policy and 
Management, Harvard School of Public Health, Boston, MA (1985 to 1988). 
 
Assistant Professor, School of Urban and Public Affairs, Carnegie-Mellon University, 
Pittsburgh, PA (1984 to 1985). 
 
Doctoral Students and Fellows 
 
Adam Abelkop (Ph.D.) Jill Morris (Ph.D.) 
Jessica Alcorn (Ph.D.) Doreen Neville (Sc.D.) 
Sandra Baird (Fellow) Naveed Paydar (Ph.D.) 
Agi Botos (Ph.D.) Susan Putnam (Sc.D.) 
Phaedra Corso (Ph.D.) Alon Rosenthal (Sc.D.)  
Joshua T. Cohen (Ph.D.) Dana Gelb Safran (Sc.D.) 
Alison Taylor Cullen (Sc.D.)  Mary Jean Sawey (Fellow) 
Diana Epstein (Ph.D.)  Maria Seguí-Gómez (Sc.D.) 
George Gray (Fellow) Joanna Siegel (Sc.D.)  
Sara Hajiamiri (Ph.D.) Andrew Smith (Sc.D.) 
Evridiki Hatziandreu (Sc.D.) Tammy Tengs (Sc.D.)      
Neil Hawkins (Sc.D.)  Kimberly Thompson (Sc.D.) 
David Holtgrave (Fellow) Edmond Toy (Ph.D.) 
Nancy Isaac (Fellow) Eve Wittenberg (Ph.D.) 
Bruce Kennedy (Fellow) Zach Wendling (Ph.D.) 
Michelle Lee (Ph.D.) Scott Wolff (Sc.D.) 
Younghee Lee (Ph.D.) Fumie Yokota (Ph.D.) 
Ying Liu (Ph.D.) Yu Zhang (Ph.D.) 
Arthur Ku Lin (Ph.D.)  
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Extramural Grant Support from the Federal Government  
 
Principal Investigator. Evaluation of Countermeasures to Reduce Drinking and Driving.  U.S. 
Centers for Disease Control. $75,000. 1990-91. 
 
Co-Investigator.  Harvard Injury Control Research Center. U.S. Centers for Disease Control. 
$2.0 million per year. 1990-94. 
 
Principal Investigator. The Determinants of Lifesaving Investments. U.S. National Science 
Foundation.  $150,000.  1993-95. 
 
Principal Investigator. Harvard Injury Control Research Center. U.S. Centers for Disease 
Control. $1.2 million per year. 1995-97. 
 
Principal Investigator. Community-Based Intervention to Encourage Rear Seating of Young 
Child Passengers. U.S. Centers for Disease Control. $200,000. 1998-00. 
 
Awards 
 
Elected Fellow, National Academy of Public Administration (2009). 
 
Distinguished Lifetime Achievement Award, Society for Risk Analysis (2008). 
 
Co-Recipient (with Ryan Keefe and Jay Griffin) of the annual Best Paper Award in Risk 
Analysis (2008), vol. 28. 
 
Alumni Merit Award, Carnegie Mellon University (2002). 
 
Annual Public Service Award for Achievements in Risk Communication to the American 
People, Annapolis Center, Annapolis, Maryland (1998). 
 
Award for Outstanding Service in Helping to Develop and Support the National Agenda for 
Injury Control, U.S. Centers for Disease Control (April 25, 1991).  
 
Outstanding Oral Presentation, "The Case for Motor Vehicle Injury Control”, Society for 
Automotive Engineers, Industry-Government Meetings (May 16, 1991). 
 
Co-Recipient (with Steven Garber) of the annual Herbert Salzman Award for the "Outstanding 
Paper" in Volume 3 of the Journal of Policy Analysis and Management (1984). 
 
Service  
 
Member, U.S. Environmental Protection Agency Chartered Science Advisory Board, 
Washington, D.C. (2017-2020. 
 
Member, National Association for Urban Debate Leagues Governing Board, Chicago, IL (2017 
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to present). 

Member, Committee on Preparing the Next Generation of Policy Makers for Science-Based 
Decisions. National Research Council/National Academy of Sciences (March 2014 to June 30, 
2016). 

Director, National Science Foundation International, Ann Arbor, MI (2013 to present). 

Expert Witness, Boies, Schiller, Flexner, Table Saw Safety (2009 to 2013). 

Faculty Advisor to IU Ballroom Dance Club (2011 to present). 

Faculty Advisor to IU Debate Team (2009 to present). 

Member, International Advisory Board of Germany’s Helmholtz-Programme “Technology, 
Innovation and Society” (2010 to 2015).  

Member, Administrative Conference of the United States (2011 to 2012). 

Chairperson, Regulatory Occupations Evaluation Committee (ROEC), State of Indiana (2010 to 
2014). 

Member, The B. John Garrick Foundation for the Advancement of the Risk Sciences, Advisory 
Board (2010 to 2015). 

Member, Dow AgroSciences Advisory Committee (2010 to 2013). 

Member, American Chemistry Society (2008 to present). 

Member, Board of Scholars, American Council for Capital Formation (1995 to 2000 & 2007 to 
present). 

Member, Scientific and Technology Council, International Risk Governance Council, Lausanne, 
Switzerland (2008 to 2015). 

Member, Board of Directors, International Risk Governance Council, Geneva, Switzerland 
(2006 to 2008). 

Member, Committee on the Status and Future of Federal e-Rulemaking (2008). 

Member of the Scientific Advisory Panel, Green Chemistry Initiative, State of California (2007 
to 2008).  

Member, Public Health Policy Advisory Board (1997 to 2001). 
Member, National Council on Radiation Protection and Measurement (1997 to 2001). 
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Member, Editorial Board, Risk: Health, Safety and Environment (1990 to 2001). 
 
Member, Editorial Board, Journal of Risk Research (1990 to 2001). 
 
Member, Editorial Board, Risk Analysis: An International Journal (1989 to 2001, 2008 to 
present). 
 
Member, Editorial Board, Injury Control and Safety Promotion (1999). 
 
Member, Editorial Board, Accident Analysis and Prevention: An International Journal (1990 to 
1999). 
 
Member, Editorial Board, Journal of Benefit-Cost Analysis (2001 to present). 
 
Elected President, Society for Risk Analysis (1995 to 1996). 
 
Member, Ad Hoc Committee on Risk Analysis, Advisory Body to the President of the National 
Academy of Sciences (1994). 
 
Member, Board of Visitors, Wake Forest University (1991 to 1994). 
 
Member, Committee to Review the Structure and Performance of the Health Effects Institute, 
Board on Environmental Studies and Toxicology, National Research Council (1992 to 1993). 
 
Member, Motor Vehicle Safety Research Advisory Committee, U.S. Department of 
Transportation, Washington, D.C. (1990 to 1993). 
 
Member, Highway Safety Study, Strategic Transportation Research Committee, Transportation 
Research Board, (1989 to 1991). 
 
Member, Committee to Identify Measures that May Improve the Safety of School Bus 
Transportation, Transportation Research Board, (1987 to 1988). 
 
Books 
 
John D. Graham, Laura Green, and Marc J. Roberts, In Search of Safety: Chemicals and Cancer 
Risk, Harvard University Press, Cambridge, MA, 1988. 
 
John D. Graham (ed.), Preventing Automobile Injury: Recent Findings of Evaluation Research, 
Auburn House Publishing Company, Dover, MA, 1988. 
 
John D. Graham, Auto Safety: Assessing America's Performance, Auburn House Publishing 
Company, Dover, MA, 1989. 
John D. Graham (ed.), Harnessing Science for Environmental Regulation, Praeger, Westport, 
CT, 1991. 
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John D. Graham and Jonathan B. Wiener (eds.), Risk versus Risk: Tradeoffs in Protecting 
Health and the Environment, Harvard University Press, Cambridge, MA, 1995. 
 
John D. Graham & Jonathan B. Wiener, eds., Risk vs. Risk: Tradeoffs in Protecting Health and 
the Environment (Chinese edition, translated by XU Jianhua & XUE Lan, Tsinghua University 
Press, 2018) 
 
John D. Graham (ed.), The Role of Epidemiology in Regulatory Risk Assessment, Elsevier 
Science, Amsterdam, NL, 1995. 
 
John D. Graham and Jennifer K. Hartwell (eds.), The Greening of Industry: A Risk 
Management Approach, Harvard University Press, Cambridge, MA, 1997. 
 
John D. Graham, Bush on the Home Front: Domestic Policy Triumphs and Setbacks, Indiana 
University Press, Bloomington, IN, 2010. 
 
Kristin S. Seefeldt and John D. Graham, America’s Poor and the Great Recession, Indiana 
University Press, Bloomington, IN, 2013. 
 
Eberhard Bohne, John D. Graham, Jos C.N. Raadschelders in collaboration with Jesse Paul 
Lehrke, Public Administration and the Modern State: Assessing Trends and Impact, Palgrave 
Macmillan, Houndsmills, Basingstoke, Hampshire, 2014. 
 
Adam Abelkop, John D. Graham, and Todd Royer, Persistent, Bioaccumulative, and Toxic 
(PBT) Chemicals, CRC Press, Boca Raton, FL, 2015. 
 
John D. Graham, Obama on the Home Front: Domestic Policy Triumphs and Setbacks, Indiana 
University Press, Bloomington, IN, 2016. 
 
Published Papers and Reports (* indicates peer reviewed) 
 
1. Vaupel, James W. and Graham, John D., "Egg in Your Bier?" Public Interest, Winter 

1980, 3-17. 
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I. Introduction 

The proposed Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 

2021-2026 Passenger Cars and Light Trucks is unsafe, unfounded, and illegal. As 

explained below, this proposal will waste fuel and other natural resources, increase 

costs for consumers, businesses, and federal, state, and local governments, destroy 

jobs, increase emissions accelerating climate changes and local health impacts, and 

break a unified national program for light-duty vehicles in violation of the relevant 

statutes and contrary to our Constitutional structure of cooperative federalism and 

shared sovereignty.  

The future that the SAFE Rule, or rollback, proposes, on the agencies’ own admission, 

is one in which greenhouse gases (GHG) nearly double from today, further 

exasperating catastrophic climate change. In that future, according to the world’s 

leading scientists, hundreds of millions of people would be displaced, millions would die, 

and trillions of dollars of harm would come to what remains of the global economy.  Yet, 

the federal agencies propose to actually make the situation worse, while attacking 

California’s sovereign authority to protect its own citizens. Moreover, the proposed 

rollback will undermine California’s plans to meet federal and state air quality standards, 

along with those of other states, in stark contrast to the cooperative federalism 

approach that the federal Clean Air Act directs. The proposed rollback makes the air 

dirtier and the climate crisis worse.  Neither law, the evidence, nor basic decency 

support these choices. 

The National Highway Traffic Safety Administration (NHTSA) and the United States 

Environmental Protection Agency (EPA), (referred to as the Agencies) must withdraw 

the SAFE Vehicles proposal.1 The California Air Resources Board (CARB or the Board) 

asks that the Agencies heed the overwhelming public outcry and work with California, 

the other states that have adopted California’s standards, and the motor vehicle industry 

to maintain a national program that achieves real emission and fuel consumption 

reductions year-over-year, promotes innovation and a competitive national 

manufacturing base, and serves all of the public.2  

II. Summary of the analysis. 

The proposed rollback departs entirely from the Agencies’ governing statutes, on the 

basis of hastily-assembled and profoundly flawed evidence. EPA is charged with 

addressing air pollution, including climate change, working with California; instead, the 

                                            

1 These comments occasionally refer to the Notice of Proposed Rulemaking as the NPRM. These comments also cite 
the Preliminary Regulatory Impact Assessment, or PRIA, and page references are to the initial update posted August 
27, 2018, docket no. EPA-HQ-OAR-2018-0283-0774. 
2 The California Attorney General has also submitted comments on this rule, in part on CARB’s behalf. CARB fully 
joins these comments and incorporates them by reference. CARB also concurs with the comments submitted by 
representatives of the “§ 177” jurisdictions which have chosen to join California’s programs, and appreciates their 
continued partnership. 
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rule vastly increases GHG emissions, worsens air quality, and attacks California 

authority Congress has preserved and extended. NHTSA is charged with maximizing 

vehicle fuel economy while paying due regard to other government programs; instead, 

the proposed rolls back fuel economy standards while proposing to preempt critical 

public health protections.   

Executive agencies are not empowered to rewrite or ignore statutes, much less to 

reverse their meaning, as the Agencies now propose. That the Agencies rely upon their 

inverted reading of the statutes to further propose to end a decades-long partnership 

with California for vehicle regulation that is preserved in both statutes, and reflects a 

settled Congressional judgment is even more concerning. If the proposal is finalized, 

Congress cannot be assured that its directives will be followed in any administrative 

context, and states must be on their guard as to threats from administrative 

bureaucracies to their sovereign police powers and statutory prerogatives. 

The necessity of this comment letter underlines how far off course the Agencies have 

veered. CARB is a critical part of Congress’s plans for national vehicle regulation. 

California has been regulating vehicle emissions since before EPA existed, and 

Congress built CARB’s role as innovator on vehicle technology into the core of the 

federal Clean Air Act, repeatedly expanding that role, including by allowing other states 

to opt into the CARB program. When Congress later enacted fuel economy legislation, it 

was at pains to clarify that CARB’s role would be maintained. More recently, when EPA, 

NHTSA, and CARB decided to harmonize their relevant greenhouse gas and fuel 

economy standards to the extent possible, the three agencies collaborated on technical 

analysis and review, including an extensive mid-term technical assessment report 

indicating the program was functioning properly. Yet, shortly after this Administration 

took office, the partnership broken. 

Long before the new Federal Administration had identified any new relevant data, and 

without consulting CARB, the President announced he was “cancelling” the bases of the 

program.  The Federal Administration took this excessive step partly in response to 

requests from some automobile manufacturers for limited additional flexibilities, ignoring 

the narrow scope of these (factually unsupported) requests, which the Agencies had 

previously deemed unfounded. Since that time, the Federal Administration has issued a 

new “determination” that the standards must be revised, on the basis of no real 

evidence, and has now moved to this proposal – all while refusing to consult with CARB 

and its technical staff.  

Notably, the Federal Administration has also largely disregarded EPA’s own technical 

experts – many of whom filed comments in the docket showing that the rule does not 

reflect their views. The Federal Administration also has not consulted experts within the 

states that follow CARB’s standards and rely upon them to meet federal air quality 

mandates. Instead, it has developed, in compressed time and with no meaningful 

review, a new set of models within NHTSA that it claims support its views. The Federal 

Administration has declined to complete the record supporting its claims, or even to 
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extend the comment period to allow time to properly analyze them.3 The process 

followed to develop the national program, and then to conduct the midterm evaluation, 

was extensive and collaborative. It honored the commitments by the federal agencies to 

work with CARB.4 The opportunities for the public to participate in the proposed 

rollback, and even to review the proposal to comprehend it and prepare meaningful 

comments, were flatly inadequate. Sixty days to consider a proposal comprising 514 

pages of the Federal Register, a preliminary regulatory impact analysis (PRIA) of 1,621 

pages that was re-issued twice (including four days before the end of the comment 

period),5 and related models, data, and explanatory documents that had not been 

previously made available for peer review is unreasonable. This outcome-driven 

approach is contrary to Congress’s expectations and dangerous to public health. 

Nonetheless, CARB remains an expert vehicle regulator, authorized by Congress and 

empowered by a sovereign state. The proposed rollback does not stand up to CARB’s 

expert review. That review, here, has been broadened by additional independent expert 

reviews from noted scientists, engineers, and economists from across the country; their 

reports, appended to these comments, demonstrate flaws at every stage of the Federal 

administration’s reasoning. 

The ubiquity of error is not surprising, because the Agencies are laboring to evade their 

own well-supported conclusions, offered just two years ago that the combined national 

program is functioning well, reached after an extensive study. That 2016 “Draft 

Technical Assessment Report” (Draft TAR) led to EPA’s formal mid-term evaluation that 

concluded that the auto industry was performing well and innovating appropriately to 

meet the standards.  The facts did not appreciably change between the January 2017 

formal determination and now; indeed, EPA’s more recent determination cites no 

meaningful new evidence, and the proposal strains mightily to read the facts differently 

on the basis of poorly constructed, inherently flawed models. 

The proposal’s new argument is hard to follow, but the central claim appears to be that 

lower-polluting vehicles will be much more expensive than the Agencies projected just 

two years ago, and will require a far greater use of electrification technologies than 

predicted. The Agencies offer two core claims based on this premise: First, they claim 

that these expenses if the rules are retained in their current form will result in a dramatic 

expansion of the used car fleet, and that fatalities will sharply increase because 

purportedly less-safe used cars will remain on the road longer; second, they claim that 

                                            

3 See CARB, Request for Documents in Support of: Request for Extension of Comment Period and Additional Public 
Hearings Regarding Joint Proposed Rule to Roll Back Vehicle Greenhouse Gas Emissions and Corporate Average 
Fuel Economy Standards for Model Years 2021-2026 Light-Duty Vehicles, September 11, 2018. Docket Nos. 2018-
0067-4166, EPA-HQ-OAR-2018-0283-0883. 
4 See, e.g., 77 Fed.Reg. 62,624, 62,632, 62,784-62,785 (Oct. 15, 2012) [discussing coordination with CARB to 
develop the standards at issue and for changes to standards]. 
5 83 Fed. Reg. 53,204 (Oct. 22, 2018). (Notice of Proposed Rulemaking or NPRM). 
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driving in newer cars will dramatically increase if fuel economy improves along with 

emissions reductions, resulting in more fatalities.  

Both these claims are unsupported. It presumes without support that the hypothetical 

increase in vehicles and vehicle durability will necessarily lead to more driving, without 

explaining why. There is no analysis of what causes people to drive or of why people 

choose to drive. Moreover, the model supporting the proposal does not relate new 

vehicle sales to the turnover or retirement of older vehicles. This makes predictions of 

sales irrelevant to turnover, rendering the asserted connection – and the purported 

increase in travel - ephemeral. 

Thus, the Agencies appear to conclude that the best way to cut vehicle pollution and 

reduce fatalities is essentially to make new cars cheaper but far less efficient, and in 

theory reducing the use of older cars and diminishing incentives to drive. Ultimately, the 

proposal is to chart a course for more polluting cars that cost more to drive, with no 

evidence of a decline in purchase price.  

Even if this dubious analysis could overcome Congress’s direction to improve fuel 

economy and reduce air pollution, it still breaks down at every step. At the most basic 

level, auto pollution has been falling for years and fuel economy rising, along with car 

prices, even as the industry has enjoyed record sales and the roads have become 

steadily safer. Reality just does not correspond to the Agencies’ claims.  

Worse, the Agencies rely in part on this poor analysis to justify their proposal to reverse 

decades of law and preempt California’s ability to regulate vehicle emissions in many 

regards, as well as the ability of other states to opt into the California program. 

The body of these comments describes in detail how reality and the proposal parted 

company. Among other flaws: 

• The technology analysis artificially forecloses the efficient use of cost-effective 

vehicle technologies already in use or under substantial development, instead 

projecting an unlikely reliance on a narrow set of electrification technologies. The 

costs of these technologies are correspondingly inflated. 

• The modeling on technology penetration and use unwisely departs from EPA’s 

emissions models, instead relying entirely on a set of NHTSA tools that are not 

designed for this purpose and which perform poorly. 

• The “scrappage” model that NHTSA created and which it claims shows vastly 

expanded use of older cars does not pass basic tests of mathematical, statistical, 

and economic rigor, and greatly inflates apparent costs. 

• The “rebound” effect which the Agencies claim will also lead to more driving is 

likely half that which the Agencies project – according to the study authors whom 

the Agencies purport to cite for their inflated claim. 
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• The Agencies’ claim that lightweighting vehicles will contribute to fatality 

increases is rooted in modeling that is not representative of modern intelligent 

design and is, in any event, not statistically significant – so they are essentially 

guesses.  

• The Agencies’ claim that lightweighting vehicles will contribute to fatality 

increases is rooted in modeling that is not representative of modern intelligent 

design and is, in any event, not statistically significant – so they are essentially 

bad guesses.  

• The Agencies fail to account for major costs to consumers and the job market 

as a result of increased climate change risks, declining air quality, technological 

stagnation, and higher costs to fuel vehicles. 

• Once the Agencies’ tortured new models are corrected, the facts show just what 

they showed a few years ago: The program is working, cost-effective, and 

appropriate.  

In sum, the analysis underlying the proposed rollback proposal is inconsistent with 

empirical information, established economic theory, and logic, and is premised on faulty 

models of consumer and vehicle manufacturer behavior.  

The proposal to withdraw California’s waiver for its GHG emissions standards and ZEV 

regulations, which is packaged with and in part depends upon the Agencies’ illogical 

analysis, is likewise illegal and arbitrary. California’s consistent achievements controlling 

motor vehicle emissions in a cost-effective way has promoted innovation, economic 

development, jobs, and public health. Numerous states have recognized the benefits of 

California’s program and adopted the standards for its own citizens. California’s 

program has made the federal role easier and more effective by allowing the rest of the 

nation to benefit from standards after they have been proven. California’s program is 

consistent with, and not a deviation from, Title II of the federal Clean Air Act to control 

“smog-related air quality problems” and other harmful effects resulting from motor 

vehicle emissions as human understanding improves. The Agencies wrongly conclude 

that California’s GHG emissions standards and ZEV requirements frustrate “appropriate 

and maximum feasible fuel economy and [federal] tailpipe CO2 emission standards.” As 

the Supreme Court has recognized, CARB and EPA have consistently demonstrated 

these programs can be implemented consistently, and Congress so intended. As set 

forth in greater detail below, California’s GHG and ZEV regulations reflect the natural 

progression of California’s achievements in regulating emissions from motor vehicle 

emissions. 

These comments proceed in several steps. We first describe the basis for CARB’s 

considerable expertise – its long history as a vehicle regulator. We then discuss the 

ways the Agencies have recently proposed to scrap this cooperative regulatory effort. 

We then turn to an analysis first of the flawed technology model, and then of the flawed 

scrappage models, among other errors in the analysis. We then show that the corrected 
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analysis does not support the Agencies’ proposal, going on to explain that the further 

attack upon California’s authority in the proposal is illegal. We also explore other legal 

flaws and resulting consequences that will follow if the proposal is finalized.6  

III. CARB has consistently led the nation in regulating 
emissions from motor vehicles. 

The Agencies are proposing not only to flatline their own programs, contrary to law, but 

to also strip California of its authority to regulate GHG emissions from light-duty vehicles 

and to require ZEVs to control both criteria pollutants and GHG emissions. California, 

through CARB, has been regulating vehicle emissions since 1959, ZEVs since 1990, 

and GHGs since 2009 (the latter, in successful partnership with EPA and NHTSA).  

Congress has repeatedly preserved and strengthened CARB’s authorities as an integral 

part of the cooperative federalism scheme of the federal Clean Air Act. EPA has 

developed decades of administrative practice consistent with this Congressional intent, 

and both California and the states that have opted into its program rely upon its vehicle 

program, with EPA’s approval, to meet federal emissions standards and state law 

mandates. Millions of people have benefitted as a result. The Agencies’ late-breaking 

proposal to discover, decades later, that California’s program is improper in major 

regards stands in stark contrast to this history. 

We therefore begin these comments with a thorough discussion of CARB’s long 

regulatory history. California began regulating, pursuant to the police power authority 

inherent in its sovereignty (and preserved by the Tenth Amendment) by the 1950s, 

reacting to persistent problems with vehicle air pollution caused by California’s particular 

circumstances.  

When federal law entered this space, Congress appropriately preserved California’s 

authorities. In 1967, Congress deliberated considerations weighing in favor and against 

allowing only California to establish and implement its own motor vehicle emissions 

control program, and elected to expressly grant California the authority to “blaze its own 

trail, with a minimum of federal oversight”.  Since 1967, Congress has had ample 

opportunities to reconsider that initial decision, but in each instance has consistently 

elected to expand California’s authority, based on its recognition that California has 

consistently achieved more stringent emissions controls than the comparable federal 

program, and has fulfilled its role as the nation’s laboratory in advancing the 

development of increasingly stringent emissions motor vehicle emissions programs.  

Moreover, California’s unique authority to adopt and implement more stringent motor 

vehicle emission standards has played a critical role throughout the years in ensuring 

that the motor vehicle industry continues its efforts to research and develop 

                                            

6 We also note that NHTSA’s limitation on comments to 15 pages is untenable and precludes effective public 
participation. See 83 Fed. Reg. at 43,470, citing 49 C.F.R. § 553.21. CARB submits these comments as 
“attachments” that are not subject to this improper constraint.  
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advancements in technology needed to further reduce motor vehicle emissions.  As 

discussed below, for instance, when Congress enacted the 1970 Amendments to the 

Clean Air Act, it directed EPA to promulgate emission standards for 1975 model year 

vehicles that were 90 percent lower than the corresponding hydrocarbon (HC) and 

carbon monoxide (CO) emissions standards for 1970 model year vehicles, and 

standards for 1976 model year vehicles that were 90 percent lower than the 

corresponding oxides of nitrogen (NOx) standard for 1971 model year vehicles, 

respectively.  However, that statutory mandate was effectively diluted when the motor 

vehicle industry claimed that it lacked the experience and knowledge to mass produce 

the catalytic converter technology needed to comply with the specified emission 

standards, by Congressional concerns that stringent emission standards might 

adversely impair vehicle fuel economy, and by concerns that catalytic converters might 

emit harmful levels of sulfuric acid mist.  Consequently, the emission standards that 

were initially intended to apply to 1975 and 1976 model year vehicles were not 

implemented on federal vehicles until the 1981 model year.   

Fortunately, by virtue of its unique authority under section 209(b) of the Clean Air Act, 

California was able to continue to promulgate and implement more stringent emission 

standards that required manufacturers to equip nearly all California vehicles with 

catalytic converters four years before the corresponding federal emission standards 

would require catalytic converters on federal vehicles.  Those California requirements 

led to the development of the three-way catalytic converter, and demonstrated that 

vehicle manufacturers could comply with comparably stringent federal emission 

standards on a nationwide basis.  As the EPA Administrator recognized in 1973, 

requiring manufacturers to comply with more stringent California requirements before 

imposing those requirements on a nationwide basis was fully consistent with California’s 

practices of continually establishing more stringent emission standards than comparable 

federal emission standards, and with the waiver provisions of the Clean Air Act in which 

Congress expressly authorized California to adopt and enforce more stringent state 

standards.   

As discussed below, California has also led the nation in promulgating other categories 

of emission standards and emission related requirements, including requirements for 

on-board diagnostic systems, and criteria and GHG emission standards for 1994 and 

subsequent model year light-duty motor vehicles, and EPA and Congress have largely 

relied upon information demonstrating that vehicle manufacturers are capable of 

complying with California  requirements in subsequently promulgating federal 

requirements that largely mirror the earlier promulgated California emission standards.  

Professor Ann E. Carlson7 has explained that California’s motor vehicle emissions 

                                            

7 “Ann Carlson is the Shirley Shapiro Professor of Environmental Law, and the inaugural Faculty Director of the 

Emmett Institute on Climate Change and the Environment at the UCLA School of Law. She is also on the faculty of 

the UCLA Institute of the Environment. [She] is one of the country’s leading scholars of climate change law and 
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control program comprises a crucial and integral component of the larger federal motor 

vehicle emission control program because it directly fosters the sustained enactment of 

increasingly stringent emission standards across the nation, as exemplifying “iterative 

federalism.”  

Professor Carlson defines “iterative federalism” as encompassing the repeated, 

sustained and dynamic lawmaking efforts by both certain states that have been 

effectively delegated a “super regulator status” by federal law, and by the federal 

government.  Under this scheme, a governmental actor initially enacts regulations that 

results in the second governmental actor adopting a subsequent set of regulations, and 

that further triggers action by the initial regulator.  Professor Carlson explains that 

Congress’ decision to exempt only California from the preemptive effects of the Clean 

Air Act effectively grants a California a “superregulator” status that allows California to 

engage in policy experimentation and risk taking that has ultimately benefited other 

states and the federal government.  For instance, allowing California to regulate in 

advance of the federal government allows EPA to avoid imposing regulations that 

California first determines impose higher compliance costs than initially anticipated, and 

further allows California to promulgate more stringent state emission standards even as 

directives to promulgate more stringent federal emission regulations stagnate, as 

directly evidenced by the events occurring after the enactment of the 1970 Amendments 

to the Clean Air Act. 

Here, instead, the unique iterative federalism structure enacted in 1967 
allowed public choice pathologies at the federal level to be corrected at 
the state level.  Furthermore, the iterative federalism structure allowed a 
state to experiment with potentially costly regulations prior to widespread 
federal adoption, without imposing multiple regulatory schemes on a 
nationwide industry.  When federal law appeared to be too rigid or 
politically unpalatable, California’s regulatory activity gave the EPA 
something to follow. 

Ann E. Carlson, Iterative Federalism and Climate Change, 103 NW. U. L. Rev. 1097, 1117-1118 (2009).  

The more detailed discussion below demonstrates that California’s unique authority to 

establish its own distinct motor vehicle emissions control program has not impaired or 

hindered EPA’s ability to promulgate effective a federal motor vehicle emissions control 

                                            

policy. Two of her articles, Iterative Federalism and Climate Change and Takings on the Ground, have been selected 

by the Land Use and Environmental Law Review as among the top five environmental articles of the year, and her 

work has been published in leading journals including the UCLA, California, Northwestern and Michigan law 

reviews.  She is co-author (with Daniel Farber and Jody Freeman) of a leading casebook, Environmental Law (8th 

ed.). She recently served on a National Academy of Sciences panel, America’s Climate Choices:  Limiting the 

Magnitude of Future Climate Change, and she is currently serving on an American Academy of Arts and Sciences 

panel studying the future of America’s energy systems.” See https://law.ucla.edu/faculty/faculty-profiles/ann-e-

carlson/. 

 

https://law.ucla.edu/faculty/faculty-profiles/ann-e-carlson/
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program.  Instead, that authority has enabled California to create an innovative motor 

vehicle emissions control program that has both significantly reduced pollution from 

motor vehicles in California, and that has benefitted the nation by demonstrating the 

feasibility of attaining more stringent state standards in California, thereby providing 

EPA a foundation upon which it can base comparable federal standards that have 

already been tested in California.   

California has consistently led the nation in regulating motor vehicle emissions, and any 

implication that its motor vehicle emissions control program could potentially hinder the 

development of more protective federal emission standards is simply incorrect, and is 

not consistent with the developments of air pollution law since Dr. Haagen-Smit first 

identified the causal link between motor vehicle emissions and the smog impairing Los 

Angeles’ air quality. Now is not the time to repeal that progress, or ignore Congress’s 

considered and repeated decisions to preserve it. 

A. The nation’s control of motor vehicle pollution began in California. 

CARB pioneered regulating emissions from motor vehicles.  Dr. Arie Haagen-Smitt, a 

professor from the California Institute of Technology, first identified the causal link 

between the exhaust emissions from motor vehicles and the smog in the air above Los 

Angeles.  Dr. Haagen-Smit conducted a series of experiments in the 1950s that 

demonstrated ozone – a primary component of the smog affecting residents of Los 

Angeles – was produced when the hydrocarbon and NOx components of automotive 

exhaust reacted in the atmosphere in the presence of sunlight.   

Through investigations initiated at Caltech, we know that the main source 
of this smog is due to the release of two types of material.  One is organic 
material – mostly hydrocarbons from gasoline – and the other is a mixture 
of oxides of nitrogen.  Each one of these emissions by itself would be 
hardly noticed.  However, in the presence of sunlight, a reaction occurs, 
resulting in products which give rise to the typical smog symptoms. 

A.J. Haagen-Smit, Smog Control – Is it just around the corner?, 26 Engineering and Science, 9, 10 (1962). 

Recognizing this public health threat, and exercising its inherent authority to protect 

public welfare, California enacted legislation in 1959 requiring the Department of Public 

Health to determine, by February 1, 1960, “the maximum allowable standards of 

emissions of exhaust contaminants from motor vehicles which are compatible with the 

preservation of public health including the prevention of irritation to the senses.”  

Pursuant to that directive, the Department of Public Heath adopted tailpipe emission 

standards that required reductions of new motor vehicle emissions of HC and CO of 80 

percent and 60 percent, respectively, compared to the average emissions of current 

(uncontrolled) motor vehicles.  Expressed numerically, those standards were: 275 parts 

per million by volume, (as hexane) for HC emissions, and 1.5 percent by volume for CO.  
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In 1960, California’s legislature enacted the Motor Vehicle Pollution Control Act 

(MVPCA).  The MVPCA established the Motor Vehicle Pollution Control Board 

(MVPCB) within the Department of Public Health, and authorized the MVPCB to, among 

other specified duties, “determine and publish criteria for approval of motor vehicle 

pollution control devices.”  The MVPCB was directed to approve motor vehicle pollution 

control devices that it found met the emission standards adopted by the Department of 

Public Health.8 However, the installation of approved motor vehicle pollution control 

devices on new motor vehicles was not required until one year after the date that the 

MVPCB certified two devices.   

The MVPCB certified four motor vehicle pollution control devices for use on new motor 

vehicles in June 1964, and therefore, under the existing law, the installation of such 

devices on new motor vehicles became mandatory starting in 1966.  It is notable that 

the three major domestic auto manufacturers were able to certify 1966 model year 

vehicles without the use of the certified motor vehicle pollution control devices; instead, 

they were able to meet the applicable exhaust emission standards solely by 

incorporating engine modifications such as carburetor adjustments, timing changes, and 

air injection systems.  

In 1967, California’s legislature enacted the Mulford-Carrell Air Resources Act which 

abolished the MVPCB, established the State Air Resources Board (CARB), and 

authorized CARB to, among other things, adopt motor vehicle emission standards.  The 

Mulford-Carrell Air Resources Act expressly required 1966 and newer model year motor 

vehicles to be equipped with certified devices to control crankcase and exhaust 

emissions,  and further required, effective December 1, 1967, that 1968 or newer model 

year passenger vehicles, 1967 or newer model year commercial motor vehicles under 

6,001 pounds maximum gross vehicle weight rating (GVWR), and 1969 or newer model 

year trucks, truck tractors or buses not powered by diesel fuel, to be equipped with 

certified devices to control emissions of pollutants from the crankcase and exhaust.  

California Governor Ronald Reagan appointed Dr. Arie Haagen-Smit the first Chairman 

of CARB.  

B. Early federal and California control of motor vehicle emissions 

recognized the role of both authorities. 

1. The Federal Motor Vehicle Air Pollution Control Act was enacted in 
1965. 

Unfortunately, California was not the only state adversely affected by the suffocating 

effects of air pollution caused by motor vehicles during the 1950s and the 1960s.  In 

1965, the United States Congress enacted the Motor Vehicle Air Pollution Control Act 

(MVAPCA) to address, on a national level, the broad and intractable harm presented by 

motor vehicle emissions.  The legislative history of the MVAPCA indicates that 

                                            

8 Pursuant to Cal. Hlth. § Saf. Code § 426.5. 
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Congress was fully aware that motor vehicles and motor vehicle engines were a 

significant source of air pollutants that were harming the public’s health and welfare, 

and that a comprehensive nationwide approach was required to reduce such emissions.  

Motor exhaust is the only major source of air pollution not under some 
degree of local or Federal regulation. The time for such regulation is now.  
Motor vehicles already dump 92 million tons of carbon monoxide alone 
into the air. Within the next decade, the number of automobiles trailing 
this lethal gas and other harmful pollutants along our roads and highways 
will increase by a third. The air around us is an exhaustible resource 
which must be protected and conserved. To prevent increasing damage 
to property and health from exhaust fumes and to insure that our children 
and grandchildren will have clean air to breathe, we must begin the 
moves needed to stop this fouling of our environment now. 

Hearings on H.R. 463, H.R. 2105, H.R. 4001, H.R. 7065, H.R. 7394, H.R. 7429, H.R. 8007, H.R. 8398, 

H.R. 8723, H.R. 8800, and S. 306 before the Subcomm. on Public Health and Welfare of the House 

Comm. on Interstate and Foreign Commerce, 89th Cong., 1st Sess.  (Cong. Long, pp. 98-99).  

Section 202(a) of the MVAPCA required the Secretary of Health, Education, and 

Welfare to:  

[P]rescribe as soon as practicable standards, applicable to the emission 
of any kind of substance, from any class or classes of new motor vehicles 
or new motor vehicle engines, which in his judgment cause or contribute 
to, or are likely to cause or contribute to, air pollution which endangers 
the health or welfare of any persons, and such standards shall apply to 
such vehicles or engines whether they are designed as complete 
systems or incorporate other devices to prevent or control such pollution. 

Pub. L. 89-272, 79 Stat. 992-993.   

Although Congress was fully aware of California’s motor vehicle emissions program 

when it enacted the MVAPCA, it did not enact provisions in MVAPCA to preempt states 

from promulgating their own vehicle emission standards, and several states 

subsequently proceeded to enact legislation regarding controls of motor vehicle 

emissions.  As discussed below, Congress subsequently acted to preempt almost all 

states from controlling new motor vehicle emissions, but also authorized only California 

to continue to develop and adopt emission standards for new motor vehicles that were 

distinct from otherwise applicable federal new motor vehicle emission standards.   

2. To balance national consistency with state sovereignty to protect public 
welfare, congress expressly preserved only California’s authority to 
control motor vehicle emissions. 

In 1967, Congress enacted the Air Quality Act of 1967 that, in pertinent part, expressly 

preempted nearly all of the states from adopting separate new vehicle emission 

standards.  The automotive industry maintained that it should only be subject to a 
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single, nationwide standard, and that it would be unduly disruptive to subject 

manufacturers to a patchwork of federal and multiple state standards.  However, 

Congress was also fully aware that California was experiencing significant air pollution 

problems because of compelling and extraordinary circumstances, and also recognized 

that California was leading the nation in regulating motor vehicle emissions.  For 

instance, as previously discussed, California adopted the first tailpipe emission 

standards for new 1966 model vehicles, and EPA subsequently adopted essentially 

those same emission standards for federal 1968 model year vehicles on March 30, 

1966.   

California’s Senator Murphy was able to convince his colleagues from across the nation 

that allowing California to continue its pioneering efforts to control emissions from motor 

vehicles, and to essentially serve as a laboratory for innovation that might lead to new 

developments in control systems and designs, would ultimately benefit the nation.  

The amendment permits California to continue a role of leadership which 
it has occupied among the States of this Union for at least the last two 
decades.  As I said in general debate, it offers a unique laboratory, with 
all of the resources necessary, to develop effective control devices which 
can become a part of the resources of this Nation and contribute 
significantly to the lessening of the growing problems of air pollution 
throughout the Nation. 

113 Cong. Rec. H14428 (Nov. 2, 1967) (statement of Cong. Moss) 

In essence, the nation as a whole would benefit from California’s efforts, without having 

to duplicate those efforts.  

The preemptive provision of the Air Quality Act of 1967 consequently reflected a 

compromise between the desire of the motor vehicle industry to be subject to a single 

set of emission standards, and California’s interest in maintaining its preexisting 

authority, under state law, to establish motor vehicle standards needed to address the 

pollution resulting from its unique conditions.   

SEC. 208. (a) No State or any political subdivision thereof shall adopt or 
attempt to enforce any standard relating to the control of emissions from 
new motor vehicles or new motor vehicle engines subject to this title. No 
State shall require certification, inspection, or any other approval relating 
to the control of emissions from any new motor vehicle or new motor 
vehicle engine as condition precedent to the initial retail sale, titling (if 
any), or registration of such motor vehicle, motor vehicle engine, or 
equipment.  

(b) The Secretary shall, after notice and opportunity for public hearing, 
waive application of this section to any State which has adopted 
standards (other than crankcase emission standards) for the control of 
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emissions from new motor vehicles or new motor vehicle engines prior 
to March 30, 1966, unless he finds that such State does not require 
standards more stringent than applicable Federal standards to meet 
compelling and extraordinary conditions or that such State standards and 
accompanying enforcement procedures are not consistent with section 
202(a) of this title. 

(c) Nothing in this title shall preclude or deny to any State or political 
subdivision thereof the right otherwise to control, regulate, or restrict the 
use, operation, or movement of registered or licensed motor vehicles. 

Pub. Law 90-148, § 208, 81 Stat. 485, 501 (1967) 

Although Section 208(b) did not explicitly refer to California, the legislative history 

clearly indicated that provision was solely applicable to California.  Congress 

accordingly explicitly authorized and directed California to forge ahead of the nation in 

order to continue its pioneering role of establishing more stringent motor vehicle 

emissions controls that would necessarily spur advancements in motor vehicle 

emissions control technology that would ultimately benefit both California and the United 

States.   

3. California obtained its first waiver in 1968. 
Once Congress enacted the provision in the Air Quality Act of 1967 that authorized 

California to adopt separate new motor vehicle emission standards, CARB did not 

hesitate in requesting a waiver for new motor vehicle emission standards.  On July 11, 

1968 the Secretary of Health, Education, and Welfare granted California a waiver for 

several California emission standards, including exhaust emission standards for 1969 

model gasoline-powered motor vehicles, evaporative emission standards for 1970 

model year vehicles at and below 6,000 lbs GVWR, and associated test procedures.9  

The waived exhaust emission standards for 1969 model year gasoline-powered motor 

vehicles at or below 6,000 lbs GVWR, and with engine displacement above 140 cubic 

inches were: 1) hydrocarbons,  275 parts per million (ppm) by volume (as hexane), and 

2) carbon monoxide, 1.5 percent by volume.  

4. California continued its progress with the Pure Air Act of 1968 and 
emissions standards for the 1970 model year. 

Although California had already enacted the most stringent motor vehicle emission 

controls in the nation, it continued its long-standing efforts to seek and attain further 

reductions of motor vehicle emissions.  In 1968, California’s legislature enacted the 

Pure Air Act of 1968, which, among other provisions, established specific exhaust 

emission standards for new 1970 through 1974 and newer model year gasoline 

                                            

9 33 Fed.Reg. 10160 (July 16, 1968). 
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powered motor vehicles.  Notably, that legislation also established the first emission 

standards for oxides of nitrogen (NOx) beginning with 1971 model year passenger 

vehicles.  The legislation also specified exhaust emission standards for new 1970, 

1971, and 1972 and newer heavy-duty gasoline powered heavy-duty trucks.  

California’s legislature stated that these standards had been determined “to be 

technologically feasible and capable of implementation with reasonable economic cost 

by a technical advisory panel of nine California engineers, scientists, and air pollution 

experts.”  CARB was also authorized to adopt emission standards that were more 

stringent than the numerical standards specified in the legislation, if CARB determined 

such standards were necessary and technically feasible, and to adopt emission 

standards for other pollutants that CARB found were necessary and technically feasible.  

CARB developed test procedures applicable to the above-mentioned exhaust and 

evaporative emission standards, and requested a waiver for the exhaust and 

evaporative emission standards as specified in the Pure Air Act of 1968 and the 

accompanying test procedures. EPA granted that waiver on May 2, 1969.10   

The California exhaust emission standards for gasoline-powered motor vehicles under 

6,001 lbs maximum GVWR are set forth below in units of grams of pollutant per mile 

(g/mi).  

Table III-1 California Exhaust Emissions Standards for 1970 through 1973 Model Year 
Light-Duty Motor Vehicles 

Model Year Hydrocarbons 
(g/mi) 

Carbon 
Monoxide 
(g/mi) 

NOx 
(g/mi) 

1970 2.2 23 N/A 

1971 2.2 23 4.0 

1972 and 1973 1.5 23 3.0 

1974 and newer 1.5 23 1.3 

 

5. Federal motor vehicle emissions standards for 1970 adopted 
California’s standards. 

In June of 1968, the federal Department of Health, Education and Welfare (HEW) 

adopted federal exhaust emission standards for 1970 and newer light-duty vehicles that 

were identical to the corresponding California exhaust emissions standards for 1970 

model year light-duty vehicles.  On November 2, 1970, the Department of HEW adopted 

federal exhaust emission standards of: 3.4 g/mi of hydrocarbons, and 39.0 grams per 

mile for carbon monoxide for 1972 through 1974 light-duty vehicles. These standards 

applied through the 1974 model year. 

                                            

10 34 Fed.Reg. 7348 (May 6, 1969). 
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C. Federal and California air pollution law developed in the 1970s. 

The early history of the federal/state relationship preserved under federal law set a 

repeating theme: California continued to press forward with stringent standards, while 

national standards moved more slowly, or in stops and starts. Despite these contrasts, 

neither Congress nor EPA suggested anything was improper about California’s actions; 

on the contrary, EPA repeatedly affirmed them, and ultimately adopted California’s 

choices into national standards.   

EPA also expressly affirmed, in granting California a waiver for 1979 and subsequent 
model year light-duty vehicles, that the Clean Air Act authorizes California to regulate 
emissions of methane, a climate altering pollutant.11  EPA’s affirmance is consistent 
with legislative history indicating Congress did not limit California’s authority to regulate 
emissions of pollutants to only those categories of pollutants that would contribute to the 
formation of smog.   

California's particular problem is that of photochemical smog, the 
constituent components of which are hydrocarbons and nitrogen oxide. 
However, the total program for control of automotive emissions is 
expected to include the control of many other pollutants including carbon 
monoxide, lead, and particulate matters.  

 113 Cong. Rec. H 30951 (daily ed. Nov. 2, 1967) (Cong. Herlong).  

 
1970 ushered in two events that would significantly affect the federal motor vehicle 

emissions control program.  First, President Nixon established the United States 

Environmental Protection Agency (EPA).  The EPA assumed the responsibility to 

administer the National Air Pollution Control Administration program previously 

administered by the Department of the HEW.   

 The Clean Air Act was amended in 1970. 
The second event was Congress’ enactment of the 1970 Amendments to the Clean Air 

Act, which again affirmed California’s authorities.  Congress determined that significant 

reductions in motor vehicle emissions were required to protect the public health, and 

accordingly amended the Clean Air Act to require EPA to adopt regulations that 

achieved specified reductions in emissions from new motor vehicles.  Specifically, EPA 

was required to adopt regulations that required new 1975 light-duty vehicles to emit 90 

percent less hydrocarbons and carbon monoxide emissions than the corresponding 

standards for 1970 model year vehicles,  and was further required to establish 

emissions standards for NOx for new 1976 light-duty vehicles that were at least 90 

percent lower than the average emissions of NOx emitted from 1971 light-duty vehicles 

that were not subject to any federal or state emissions standards for NOx.  Affected 

                                            

11 43 Fed.Reg. 25,729; 25,735 (June 14, 1978). 
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vehicles were required to comply with such standards for a specified period of use 

(useful life), defined as five years or 50,000 miles, whichever first occurs.  Those 

statutory directives corresponded to emissions standards of 0.41 g/mi of hydrocarbons 

and 3.4 grams per mile for carbon monoxide for 1975 vehicles, and 0.4 g/mi of NOx for 

1976 model year vehicles.  

Congress recognized that the statutorily mandated emissions reductions comprised 

aggressive, technology forcing requirements, and accordingly also enacted safety valve 

provisions that allowed vehicle manufacturers to request the EPA Administrator to 

suspend the effective dates of the statutorily prescribed emission standards for one 

year.  The EPA Administrator could only grant a suspension request if he or she 

determined that the suspension was essential to the public interest, that the applicant 

had made good-faith efforts to meet the standards, and if the applicant established that 

the necessary control technology was not available for a sufficient period of time to 

achieve compliance.  Moreover, Congress authorized the National Academy of 

Sciences (NAS) to assess the technical feasibility of achieving the statutorily mandated 

emission standards,  and specified that the EPA Administrator could not grant a 

suspension request if the “study and investigation” of the NAS indicated that the 

requisite control technology was available.  If the Administrator granted a request to 

suspend the statutory emission standards, he or she was required to simultaneously 

prescribe interim emission standards.   

The stringent emission reductions mandated by the 1970 Amendments effectively 

required most vehicle manufacturers to install catalytic converters on their 1975 model 

year vehicles in order to reduce the quantities of hydrocarbon and carbon monoxide 

present in vehicle tailpipe exhaust to acceptable limits.  However, vehicle manufacturers 

asserted that they did not possess extensive knowledge or experience regarding the 

capabilities of catalytic converter technology to reduce vehicular emissions, and further 

expressed doubts whether advancements in catalytic converter technology could be 

developed and successfully implemented in time to permit them to install sufficiently 

robust converters on all of their 1975 model year production vehicles.  

 CARB and EPA adopted exhaust emission standards for 1973 and 
subsequent model year light-duty vehicles. 

With statutory authorities firmly in place, CARB again led the way, with EPA affirming 

from the start that more stringent California standards were appropriate even as it 

moved slowly on federal standards. 

In 1971, EPA adopted the first federal emission standards for oxides of nitrogen (NOx), 

3 g/mi, for 1973 and 1974 model year light-duty vehicles.  The federal exhaust emission 

standards for 1973 and 1974 model year light-duty vehicles were subsequently adjusted 

to reflect later modifications of test procedures to:  3.0 g/mi HC, 28.0 g/mi CO, and 3.1 

g/mi NOx.  
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CARB adopted emissions standards and associated test procedures for 1973 through 

1976 model year light-duty vehicles, and requested a waiver for the 1973 through 1975 

model year standards.  The California emissions standards for 1973 and 1974 model 

year light-duty vehicles were:  1.5 g/mi HC, 23 g/mi CO, and 3.0 g/mi NOx (1973), and 

1.5 g/mi HC, 23 g/mi CO, and 2.0 g/mi NOx (1974), respectively.  The EPA 

Administrator granted a waiver for the emissions standards applicable to 1973 and 1974 

model year vehicles, but withheld a decision regarding the 1975 model year standards 

“pending development of additional information by the Environmental Protection 

Agency.”12  

 Vehicle manufacturers requested and were granted suspensions of 
statutory federal 1975 hydrocarbon and carbon monoxide emission 
standards. 

In 1972, vehicle manufacturers requested that the EPA Administrator suspend the 

statutory hydrocarbons and carbon monoxide emission standards for 1975 model year 

vehicles for one year, primarily asserting that the catalytic converter technology needed 

to ensure that 1975 model year vehicles would comply with the statutory emission 

standards would not be available within the time needed to ensure compliance with the 

standards.  The EPA Administrator denied the requests, and the manufacturers 

appealed the denial to the U.S. Court of Appeals for the District of Columbia Circuit.  

The court held that the EPA Administrator had not sufficiently supported his 

determination that the catalytic converter control technology needed to comply with the 

emission standards would be available in the needed time, and remanded the matter to 

the EPA Administrator for further consideration.   

The EPA Administrator subsequently conducted public hearings, determined that a 

suspension of the standards was warranted, and accordingly granted the manufacturers 

a one year suspension of the statutory 1975 emission standards.  During the second 

round of the EPA hearings, vehicle manufacturers stated that catalyst technology was 

not sufficiently robust to ensure that their 1975 model year vehicles could comply with 

the statutory 1975 emission standards, and that even if they could equip vehicles with 

catalysts and certify those vehicles to the 1975 emission standards, the requirement to 

equip all production vehicles with catalytic converters would result in massive 

production problems.   

The Administrator determined that although catalytic converter technology needed to 

meet the 1975 model year standards appeared to be “effective, durable, and reasonably 

inexpensive,” neither the automotive nor the catalyst industry had significant experience 

in mass producing the needed quantity of catalysts, which presented a risk that the 

nationwide production of vehicles could be terminated, due to inabilities to procure 

acceptable catalysts, assembly-line problems, or both.  The Administrator further found 

that overall, the automotive industry could only meet the 1975 standards with 66 percent 

                                            

12 37 Fed.Reg. 8,128 (April 25, 1972). 
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of vehicle sales, which was not sufficient to meet the basic market demand for the 

vehicles, and accordingly granted manufacturers a one year suspension from the 1975 

model year emission standards.   

a. EPA authorized California to require catalytic converters on 1975 
model year vehicles. 

As previously discussed, the 1970 Amendments required that if the Administrator 

granted a suspension of the statutory emission standards, he or she was required to 

simultaneously prescribe interim emission standards for 1975 model year vehicles that 

“reflected the greatest degree of emission control … achievable by the application of 

technology which the EPA Administrator determines is available, giving appropriate 

consideration to the cost of applying such technology within the period of time available 

to manufacturers.” The EPA Administrator determined it was appropriate to establish 

two separate sets of interim standards – national interim standards that would not 

require manufacturers to install catalysts on vehicles certified in all states other than 

California, and a more stringent set of interim standards that would require 

manufacturers to equip all of the vehicles they intended for sale in California with 

catalysts.  The interim national 1975 model year emission standards were 1.5 g/mi 

hydrocarbon, 15 g/mi carbon monoxide, and 3.1 g/mi NOx.   

The EPA Administrator implemented the more stringent interim standards in conjunction 

with also granting California a waiver for its 1975 model year light-duty vehicle emission 

standards, therefore authorizing California to enforce emission standards of 0.9 g/mi 

hydrocarbon, 9.0 g/mi carbon monoxide, and 2.0 g/mi of NOx.  CARB subsequently 

requested that EPA grant it a waiver allowing California to enforce the waived 1975 

model year emission standards to 1976 model year vehicles.  EPA granted that waiver 

request on September 16, 1974.   

The Administrator reasoned that this approach (of establishing less stringent national 

interim standards and more stringent California interim standards) comprised the most 

reasonable means of ensuring that the requisite compliance technology would be 

developed and installed on motor vehicles to meet the statutory standards.  Requiring 

manufacturers to equip their California vehicles with catalysts before mandating 

nationwide installations of catalysts was entirely consistent with both California’s trend 

of establishing more stringent emission standards than comparable federal emission 

standards, and with the waiver provisions of the Clean Air Act that expressly authorized 

California to adopt and enforce more stringent state standards.  Manufacturers would be 

provided the opportunity to gain experience with the mass production of catalytic 

converters for their full range of motor vehicles, which would therefore maintain the 

industry’s momentum towards achieving advances in improving and installing catalytic 

converters on their nationwide fleet of vehicles, while also facing minimized levels of 

risk.  This momentum would “lay the necessary foundation for full-scale of catalysts in 

1976.” Representatives from Ford and General Motors testified that limiting the more 

stringent interim standards to California vehicles would allow their companies to test the 
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necessary mass production processes on a more limited scale, which would enable 

better quality control and the ability to remedy identified deficiencies, and to address in-

use failures of catalysts.   

The Administrator specifically noted California’s expertise in regulating motor vehicles 

as a factor in his determination.  “The selection of California for initial introduction of 

catalytic converters has other advantages as well.  Because of California’s history of 

leadership in emission control, that State has in existence a legal and regulatory 

framework for implementing and enforcing a set of standards different from those 

applicable outside California.” Furthermore, authorizing California to implement more 

stringent requirements would continue to spur advancements in emissions control 

technology that could benefit the nation.  The Administrator specifically noted that two 

Japanese manufacturers planned to market vehicles that did not require catalytic 

converters to meet stringent emission standards.  Notably, Honda had developed a 

Compound Vortex Controlled Combustion engine that had demonstrated a capability of 

complying with the 1975 statutory standards without requiring a catalytic converter, but 

the available information indicated it would require more than five years for other vehicle 

manufacturers to modify their production lines to install that technology on their 

vehicles.  The EPA Administrator stated his conviction that “the best way to accelerate 

development and use of a superior technology is to put strict emissions control 

requirements into effect as soon as they are technologically feasible. … When this 

happens, other companies will be spurred by competitive forces to adopt it.” “Where 

regulatory requirements for emission control challenge conventional technology to its 

limits, the marketplace will in my judgment provide a strong lever for causing a shift into 

any superior technology.”  

Finally, the EPA Administrator considered and rejected claims that catalytic converters 

would significantly adversely affect fuel economy and vehicle driveability.  Information 

submitted during the hearing indicated that catalytic converters would reduce fuel 

economy on 1975 model year vehicles by more than 4 percent, and further indicated 

that 1975 model year vehicles would not exhibit degraded driveability compared to 1973 

model year vehicles.   

 EPA suspended the 1976 statutory standard for NOx. 
Approximately three months later, the EPA Administrator granted vehicle manufacturers 

a requested one-year suspension of the 1976 statutory NOx emission standards,  

largely based on his determination that the technology needed to comply with the 

statutory emission standards for NOx (a reducing catalyst) would not be available by the 

1976 model year.  Information indicated that reducing catalysts required more precise 

control of air to fuel ratios, and were less durable than the oxidation catalysts required to 

control hydrocarbon and carbon monoxide emissions.  As required by the 1970 

Amendments, the Administrator simultaneously issued interim NOx standard for 1976 

model year vehicles of 2.0 g/mile.  However, as discussed below, these standards were 

further postponed until the 1978 model year.  
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 The national energy crisis led Congress to delay the statutory 1975 
and 1976 exhaust emission standards until 1977 and 1978. 

In 1974, the nation experienced an energy crisis that led Congress to enact legislation 

(the Energy Supply and Environmental Coordination Act of 1974 (ESECA)),  to “…assist 

in meeting the essential needs of the United States for fuels, in a manner which is 

consistent, to the fullest extent practicable, with existing national commitments to 

protect and improve the environment, and (2) to provide requirements for reports 

respecting energy resources.”  ESECA, in pertinent part, delayed and weakened the 

federal vehicle emission standards promulgated by the 1970 Amendments of the Clean 

Air Act. Notably, as described in greater detail below, California continued to promulgate 

increasingly stringent vehicle emission standards during this period, with EPA support.  

Moreover, Congress expressly noted California’s demonstrated progress in reducing 

vehicle emission standards when it enacted the 1977 Amendments to the federal Clean 

Air Act. 

Section 5 of ESECA extended the applicability of the interim 1975 model year standards 

for hydrocarbon and carbon monoxide emissions to 1976 model year vehicles, and 

delayed the applicability of the statutory 1975 model year standards for hydrocarbon 

and CO emissions until 1977.  ESECA also delayed the applicability of the statutory 

1976 model year standards for NOx emissions until 1978, extended the applicability of 

the interim 1976 model year NOx standards to both 1975 and 1976 model year 

vehicles, and decreased the stringency of the 1977 model year NOx emission standard 

to 2.0 g/mile.  Finally, ESECA authorized manufacturers to request that the EPA 

Administrator suspend the hydrocarbon and carbon monoxide emission standards for 

1977 model year vehicles for one year, and required the EPA Administrator to 

promulgate interim emission standards if he or she granted such suspension requests. 

These provisions notably did not extend to California’s vehicle emission standards or to 

the waiver provisions of Clean Air Act sections 209(a) or 209(b), and as discussed 

below, CARB continued to promulgate more stringent standards even as Congress 

delayed and relaxed the stringency of federal emission standards through its enactment 

of ESECA. Section 10 of ESECA directed the EPA Administrator and the Secretary of 

Transportation to conduct a joint study and subsequently issue a report regarding the 

“the practicability of establishing a fuel economy improvement standard of 20 per 

centum for new motor vehicles manufactured during and after model year 1980.”  The 

study and report were required to address factors including, but not limited to, 

technological problems and economic costs of meeting such standard, and the impact 

of applicable emission standards.   

 Congress enacted the Energy Policy and Conservation Act (EPCA) in 
1975, building upon the foundation laid by ESECA. 

The following year, Congress enacted the Energy Policy and Conservation Act (EPCA), 

which established a comprehensive and systematic national energy policy that sought 

to achieve increasing domestic energy production and supply, reducing energy demand, 
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and the more efficient use of energy.  EPCA expressly expanded upon the energy 

policies of prior energy legislation, including ESECA.  

Title III of EPCA authorized the Secretary of Transportation to prescribe fuel economy 

standards for automobiles, and statutorily prescribed average fuel economies beginning 

at 18 miles per gallon for 1978 model year automobiles and leading to 27.5 miles per 

gallon for 1985 model year automobiles.   

Section 509(a) of EPCA stated “[w]henever an average fuel economy standard 

established under this part is in effect, no State or political subdivision of a State shall 

have authority to adopt or enforce any law or regulation relating to fuel economy 

standards or average fuel economy standards applicable to automobiles covered by 

such Federal standard.”  However, section 502(d) allowed any vehicle manufacturer to 

apply to the Secretary of Transportation for a modification of an average fuel economy 

standard for model years 1978 through 1980 if it could show the likely existence of a 

“Federal standards fuel economy reduction.” As NHTSA acknowledges in the NPRM, 

“Federal standards fuel economy reduction” was defined as including California vehicle 

emission standards that had been granted a waiver by EPA pursuant to Clean Air Act 

section 209(b).13   

In Green Mountain Chrysler Plymouth Dodge Jeep, et. al. v. Crombie,14 a federal district 

court determined that it need not address plaintiffs’ claim that EPCA preempted a 

Vermont regulation that adopted GHG emission standards for 2009 and newer model 

year passenger vehicles. The court reasoned that Congress, in enacting section 502(d) 

of EPCA, did not intend to restrict California’s preexisting authority to adopt and enforce 

separate vehicle emission standards when it enacted EPCA, but rather intended that 

NHTSA must take California emission standards that have been issued a waiver under 

section 209(b) of the Clean Air Act into account when it promulgates fuel economy 

standards. 

 EPA suspended hydrocarbon and carbon monoxide emission 
standards for 1977 model year vehicles for one year. 

On May 20, 1975, the EPA Administrator, acting pursuant to the authority of section 5(c) 

of ESECA, granted an industry request to suspended the federal hydrocarbon and CO 

emission standards for 1977 model year vehicles for one year, and simultaneously 

promulgated interim 1977 model year emission standards of 1.5 g/mi hydrocarbon, 15 

g/mi CO, and 2.0 g/mi NOx.   

During the hearing to consider the suspension of the 1977 standards, information was 

presented indicating that the oxidation catalysts needed to control hydrocarbon and 

carbon monoxide emissions also converted sulfur in gasoline to sulfuric acid, which 

could result in harmful levels of sulfuric acid mist near freeways and other facilities that 

                                            

13 83 Fed.Reg. 42986, 43210 (Aug. 24, 2018). 
14 508 F.Supp.2d 295 (D. Vt. 2007). 
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attract large numbers of vehicles.  This posed a concern that the harmful effects of 

sulfuric acid mist would outweigh the benefits associated with the reductions of 

hydrocarbons and carbon monoxide, and the EPA Administrator therefore determined 

that the nation’s interests would be best served by maintaining the interim 1977 

standards until the sulfuric acid mist question was resolved.   

 EPA granted the waiver for California’s 1977 model year emission 
standards, recognizing the statutory directive to defer to California.  

During this time period, as both Congress and EPA were delaying and weakening the 

stringency of motor vehicle standards, CARB was continuing to promulgate more 

stringent California vehicle emission standards.  CARB adopted California 1977 model 

year standards of 0.41 g/mi hydrocarbon, 9.0 g/mi CO, and 1.5 g/mi NOx, and 

requested a waiver for these standards on March 26, 1975.  EPA granted CARB’s 

waiver request on May 20, 1975.15  

In considering that waiver request, EPA Administrator Train discussed the legislative 

history associated with Congress’ enactment of the waiver provision of Section 209(b) 

of the Clean Air Act, and stated that history supported three major points:  (1) Congress 

believed that California was experiencing ‘compelling and extraordinary’ conditions that 

justified a waiver from the preemption from Section 209(a) of the Clean Air Act,  (2) 

Congress intended that the federal government would not second-guess the wisdom of 

state policy in order to preserve the California motor vehicle emission control program in 

its original form;  and (3) that Congress intended that the standard of EPA’s review of 

California’s request for a waiver is narrow.   

Administrator Train then noted that EPA’s waiver decisions were consistent with the 

aforementioned Congressional intent, and that former EPA Administrator Ruckelhaus 

had stated:  

The law makes it clear that the waiver request cannot be denied unless 
the specific findings designated in the statute can properly be made.  The 
issue of whether a proposed California requirement is likely to result in 
only marginal improvement in air quality not commensurate with its cost 
or is otherwise an arguable unwise exercise of regulatory power is not 
legally pertinent to my decision under section 209, so long as the 
California requirement is consistent with section 202(a) and is more 
stringent than applicable Federal requirements in the sense that it may 
result in some further reduction in air pollution on California. 

40 Fed.Reg. 23102, 23104 (citing 36 Fed.Reg. 17458 (Aug. 31, 1971). 

                                            

15 40 Fed.Reg. 23102, 23103 (May 28, 1975). 
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Administrator Train then stated that, consistent with the above mentioned 

considerations, he would not deny California’s waiver based on the possibility that 

California’s standards could result in the emissions of sulfuric acid mist. 

Accordingly, I do not view arguments of increased cost or fuel economy 
penalties, or only marginal improvements in air quality, advanced by some 
as arguments against the waiver, as controlling in my decision here.  For 
similar reasons, I do not view the question whether the proposed California 
standards may result in emissions of sulfuric acid mist as controlling given 
the current state of our knowledge.  The structure and history of the 
California waiver provision clearly indicate both a Congressional intent and 
an EPA practice of leaving the decision on ambiguous and controversial 
matters of public policy to California’s judgment.  As I indicated in my 
suspension decision, any assessment of the magnitude of the automobile 
sulfate risk and measures to deal with it clearly falls under that heading. 

40 Fed.Reg. 23102, 23104 (May 28, 1975)  

The EPA Administrator found that he could not make any of the findings that would 

compel him to deny California’s request for a waiver, and consequently granted the 

waiver despite concerns expressed by vehicle manufacturers that the California 1977 

model year standards would adversely affect drivability, experience an 8 to 24 percent 

decrease in fuel economy, and reduce new vehicle sales as a result of the waiver 

decision.   

 Congress, in 1977, amended the Clean Air Act. 
In 1977, Congress enacted significant amendments to the Clean Air Act.  In enacting 

the 1977 Amendments, Congress had the opportunity to restrict the Clean Air Act’s 

waiver provision.  However, Congress – at the height of its consideration of fuel 

economy statutes and their relationship to air quality -- instead elected to expand 

California’s ability to adopt and implement its own complete program to control motor 

vehicle emissions.  Congress expressed in the House Committee report for the 1977 

Clean Air Act Amendments that “[t]he Committee amendment is intended to ratify and 

strengthen the California waiver provision and to affirm the underlying intent of that 

provision, i.e., to afford California the broadest possible discretion in selecting the best 

means to protect the health of its citizens and the public welfare.”  

Prior to the 1977 Amendments, the EPA Administrator was required to grant California a 

waiver unless he or she found that California did not require state standards that were 

more stringent than applicable federal standards to meet compelling and extraordinary 

conditions, or unless he or she found such state standards and accompanying 

enforcement procedures were not consistent with section 202(a) of the Clean Air Act.  

The 1977 Amendments modified the waiver criteria to require the Administrator to grant 

California a waiver unless California, not the Administrator, determined that its state 

standards are, in the aggregate, at least as protective as applicable federal standards.   
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Congress explained that its intent in promulgating these modifications was to 

accommodate California’s concern with regulating emissions of NOx, which California 

regarded as a more serious concern than emissions of carbon monoxide.  California 

wanted to establish vehicle emission standards for NOx that were more stringent than 

the comparable federal emission standard for NOx, but technological constraints 

appeared to require that the California emission standard for carbon monoxide  would 

then be less stringent than the comparable federal carbon monoxide emission standard.  

California would not be able to obtain a waiver in this situation because the then 

applicable waiver criteria required each California standard to be more stringent than 

the corresponding federal standard.  Congress therefore amended the criteria to require 

the EPA Administrator to “grant a waiver for the entire set of California standards, 

unless he finds that California acted arbitrarily or capriciously in concluding that its set of 

standards are at least as protective of the public health and welfare as the Federal 

standards.”  

Congress also enacted section 177 of the Clean Air Act, which allows other states that 

are noncompliant with federal ambient air quality standards to adopt California’s new 

motor vehicle emissions standards that have been granted a waiver, provided such 

state standards are identical to California’s standards, and provided both California and 

other state adopt the standards at least two years before the first model year of affected 

vehicles. This provision therefore allows other states to benefit from California’s 

pioneering efforts to control vehicle emissions. 

a. Congress recognized California’s achievements in controlling 
motor vehicle emissions. 

While Congress was contemplating the 1977 Amendments to the Clean Air Act, it 

expressly noted that California’s experiences in adopting and implementing more 

stringent emission standards for 1977 model year vehicles effectively refuted the 

concerns expressed by vehicle manufacturers relating to purported technical difficulties 

of complying with the statutory emission standards prescribed by the 1970 Amendments 

to the Clean Air Act.  CARB submitted test data to Congress that indicated “cars in all 

weight classes on the road in California are already achieving emission levels at or very 

near to .41 gpm hydrocarbon; 3.4 gpm carbon monoxide; and 1.0 gpm NOx or below, 

despite the requirement to meet weaker standards of .41/9.0/1.5.”  

Congress also noted both foreign and domestic vehicle manufacturers had equipped 

their California vehicles with three-way catalysts (that simultaneously control emissions 

of hydrocarbons, carbon monoxide, and oxides of nitrogen) to meet California’s 1978 

motor vehicle emission standards, and that three-way catalysts accordingly were not 

only considered “proven technology,” but also demonstrated the ability to comply with a 

0.4 g/mi NOx standard while simultaneously increasing the vehicle’s fuel economy.  

Indeed, California’s experience demonstrated that California compliant vehicles did not 

necessarily incur reductions of fuel economy, but could in certain instances, experience 

increases of fuel economy.  Congress also noted that the National Academy of 
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Sciences had determined that catalytic converters could both reduce vehicle emissions 

and improve fuel economy of motor vehicles.   

Congress further noted that subsequently acquired data and information indicated that 

prior concerns that catalyst equipped vehicles would emit sulfuric acid mists were 

“grossly overestimated”  based on information including a National Academy of 

Sciences report that concluded “the statutory hydrocarbon, carbon monoxide, and 

probably NOx standards can be met in 1978 with at least one technology (the three-way 

catalyst) with no increase in emissions of sulfuric acid emissions from uncontrolled 

vehicles," and that dual catalyst systems would achieve "little or no increase" in sulfuric 

acid emissions.  The National Academy of Sciences stated that “relaxing the statutory 

hydrocarbon, carbon monoxide, and NOx standards in itself is unlikely to result in 

reduction of sulfuric acid emissions below levels from 1975 model automobiles. Vehicle 

manufacturers may well choose to continue use of present catalyst systems, even if the 

standards are relaxed, for reasons of fuel economy and their investment in catalyst 

technology.”  

Finally, Congress noted that EPA had expressed frustration because EPA believed that 

manufacturers had been withholding information regarding their development of new 

emission control technologies “that would have dramatic impacts on both emissions and 

fuel economy,” and were only providing EPA information that served the manufacturer’s 

own interests.  EPA opined that manufacturers had deliberately slowed their efforts to 

achieve compliance with a 0.4 g/mi NOx standard due to manufacturers’ hopes that 

“Congress may act to abolish the NOx standard,” and noted that vehicle manufacturers 

“calculations concerning potential fuel efficiency problems, as well as potential problems 

of technological and economic feasibility of any set of emission standards have been 

consistently overstated.”  

b. Congress delayed the statutory vehicular emission reduction 
goals of the 1970 amendments to the Clean Air Act. 

The 1977 Amendments to the Clean Air Act had other effects. On the one hand, 

Congress carefully and deliberately expanded and broadened California’s authority to 

adopt and implement its own distinct and more stringent vehicle emissions control 

program, and it also determined that the technology needed to achieve more stringent 

emission standards was available and would not adversely impact either fuel economy 

or result in significant emissions of sulfuric acid mists. Nevertheless, the 1977 

Amendments also set federal motor vehicle emission standards that effectively provided 

manufacturers further extensions and relaxations of the vehicle emission reduction 

goals established by the 1970 Amendments of the Clean Air Act, largely to 

accommodate manufacturer claims that postponement of those light-duty vehicle 

emission standards was needed to avert an industry shutdown.  

Congress accordingly extended the hydrocarbon emissions standard for 1975 model 

year vehicles as initially established by the 1970 Amendments to the Clean Air Act (0.41 

g/mi) until the 1980 model year, extended the carbon monoxide emissions standard for 
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1975 model year vehicles as initially established by the 1970 Amendments to the Clean 

Air Act (7.0 g/mi) until the 1981 model year, and relaxed the NOx emissions standard 

for 1976 model year vehicles as initially established by the 1970 Amendments to the 

Clean Air Act from 0.4 g/mi to 1.0 g/mi, and extended the effective date of that standard 

to 1981 model year vehicles.  Congress also enacted provisions allowing manufacturers 

to request waivers of the carbon monoxide standard for 1981 and 1982 model year 

vehicles, and allowing qualifying small manufacturers to certify 1981 and 1982 model 

year vehicles to a 2.0 g/mi NOx standard.   

The following table compares the federal emission standards enacted by the 1977 

Amendments to the Clean Air Act and the corresponding California emission standards 

for model year 1977 through 1981 light-duty motor vehicles: 

Table III-2 1977 through 1981 Primary Light-Duty Motor Vehicle Emission Standards 
 (all standards expressed in grams/mile)16 

 Federal California 

Model 
Year 

Hydrocarbon Carbon 
Monoxide 

NOx Hydrocarbon Carbon 
Monoxide 

NOx 

1977 1.5 15 2.0 0.41 9.0 1.5 

1978 1.5 15 2.0 0.41 9.0 1.5 

1979 1.5 15 2.0 0.41 9.0 1.5 

1980 0.41  7.0 2.0 0.41 9.0 1.0 

1981 0.41 3.4  1.0  0.41 3.4 1.0 

1982 0.41 3.4 1.0 0.41 
0.41 

7.0  
7.0 

0.4  
0.717 

 

This table illustrates that the federal emissions standards for NOx do not become 

sufficiently stringent to require the installation of oxidation catalytic converters until 1981 

– four years after California’s 1977 model year standards took effect.  The table also 

demonstrates that even as both Congress and EPA relaxed and delayed the federal 

light-duty vehicle emission standards, CARB continued its long established practice of 

adopting more stringent emission standards and other emission related requirements in 

order to address the compelling and extraordinary conditions affecting California.  

                                            

16 California standards for 1977 and 1978 model year – Title 13, California Administrative Code (CAC) § 1955.1 
(1983); for 1979 model year vehicles in 13 CAC 1959.5, (1988) for 1980 model year vehicles in Title 13, California 
Code of Regulations (CCR) § 1960 (2013), and for 1981 and 1982 model years, 13 CCR §§ 1960.1(a) (2013), 
1960.1(b) (2013).  Federal standards for 1977 through 1979 model year vehicles are set forth at 40 Fed.Reg. 32906, 
32911 (June 28, 1977) [40 CFR §077-8 (1977)], 40 Fed.Reg. 32906, 32930 (June 28, 1977) [40 CFR § 078-8]. 
17 This set of standards is optional.  A manufacturer must select either the primary or optional set of standards for its 
entire product line of 1981 and 1982 models. 
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D. California continued to lead the nation in developing more 

stringent motor vehicle emission requirements throughout the 

1980s. 

1. California’s motor vehicle emission standards for 1982 model year 
light-duty vehicles required compliance with a 0.4 g/mi NOx emission 
standard. 

That pattern continued through the 1980s; California moved the nation forward, and 

both Congress and EPA moved more slowly, while supporting California’s continued 

authorities. 

EPA granted CARB a waiver for the California 1979 and subsequent model year light-

duty motor vehicle emission standards in 1978.  CARB adopted those standards to 

address the “peculiar oxidant and NO2 air quality problems in the California South Coast 

Air Basin.” Although certain vehicle manufacturers testified that they lacked the 

technology needed to meet the primary 1982 model year standards, CARB testified that 

two manufacturers had already demonstrated compliance with the 1982 model 

standards with 1977 certification data.  Acting EPA Administrator Blum stated she could 

not find that the technology needed to meet the 1982 model year standards could not 

be developed and applied in the lead time provided, or that the costs of compliance 

were sufficiently excessive, and accordingly granted the waiver. 

The stringent 0.4 g/mi NOx emission standard associated with the California 1982 

model year standard required motor vehicle manufacturers to equip vehicles with 

increasingly sophisticated emission control and fuel metering systems, including three-

way catalytic converters, fuel injection systems, and oxygen sensors.  It is especially 

notable that California was able to require the introduction of such controls years before 

the federal light-duty motor vehicle standards became sufficiently comparable in 

stringency to California’s standards.  In fact, the federal light-duty motor vehicle 

emission standards did not prescribe a 0.4 g/mi NOx standard until the 1994 model 

year.  This example, particularly when viewed in the context of the continued delays and 

weakening of the federal motor vehicle emissions standards as discussed above, 

illustrates the benefits resulting from California’s ability to establish its separate motor 

vehicle emissions control program that is free from the constraints of the federal motor 

vehicle emissions control program, and is also consistent with the benefits resulting 

from EPA Administrator Train’s decision in 1973 to allow California to manufacturers to 

equip their vehicles with catalytic converters despite manufacturers’ claims that catalytic 

converter technology was not sufficiently developed or available in the quantities 

needed for installation on all production vehicles.  As previously discussed, that 

California requirement enabled manufacturers to gain experience and knowledge with 

catalytic converters, and provided CARB information regarding the capability of future 

technical advancements needed to achieve even more stringent future emissions 

requirements, such as the primary 1982 model year emissions standards.  It is difficult 

to imagine how CARB would have obtained the knowledge and information needed to 
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support its assessment of technical feasibility of equipment needed to comply with the 

1982 model year standards if it was subject to the same constraints imposed on EPA.  

Recall that EPA previously expressed that it was largely dependent on information 

supplied by vehicle manufacturers regarding the status and capability of future emission 

control technologies, and that it believed manufacturers were deliberately stalling their 

efforts to develop compliant technologies based on hopes that Congress would abolish 

the 0.4 g/mi NOx standard. 

2. CARB adopted diesel particulate matter standards for 1985 model 
year diesel-fueled light-duty vehicles. 

In 1982, CARB amended California’s exhaust emission standards for 1985 and 

subsequent model year diesel powered light-duty vehicles to ensure that more stringent 

particulate matter standards would be in effect in California 1985.  EPA was also 

considering the adoption of essentially equivalent federal particulate matter emission 

standards for diesel-powered vehicles, but decided to delay a 0.2 g/mi particulate matter 

standard from the 1985 to the 1987 model year.   

EPA determined that the requisite technology (trap oxidizer systems) would be widely 

available by the 1986 model year, but decided to delay the 0.2 g/mi particulate matter 

standard to 1987.  CARB also determined that trap oxidizer systems would be available 

by the 1986 model year, but elected to adopt a 0.2 g/mi particulate matter standard for 

1986 through 1988 model year vehicles.  CARB further adopted a 0.08 g/mi particulate 

matter standard for 1989 and subsequent model year vehicles, and requested that EPA 

grant California a waiver for such standards.  Motor vehicle manufacturers opposing 

California’s waiver request asserted that California did not meet waiver criterion of 

Clean Air Act section 209(b)(1)(B), that California needs “such State standards to meet 

compelling and extraordinary conditions”.  

In considering CARB’s waiver request, EPA extensively discussed the “compelling and 

extraordinary” criterion of Clean Air Act section 209(b)(1)(B). EPA determined that its 

traditional interpretation of this criterion, that it concerns California’s need for its own 

motor vehicle program, as opposed to its need for the particular standards at issue in 

the waiver, was supported by both the statutory text and legislative history indicating 

that Congress, in enacting the initial waiver provision, was expressly aware that by 

authorizing California to enact its own motor vehicle program, it would require the 

automotive industry to comply with two separate sets of requirements.  EPA accordingly 

concluded that “[t]he ‘need’ issue thus went to the question of standards in general, not 

the particular standards for which California sought [a] waiver in a given instance,”  and 

further noted: “It is evident from this history that “compelling and extraordinary 

conditions” does not refer to levels of pollution directly, but primarily to the factors that 

tend to produce them: geographical and climatic conditions that, when combined with 

large numbers and high concentrations of automobiles, create serious air pollution 

problems.”  
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EPA then considered arguments advanced by manufacturers that Clean Air Act section 

209(b)(1)(B) applies to California’s need for the particular particulate emission 

standards.  EPA determined that even under this alternative interpretation, the 

manufacturers did not meet their burden of demonstrating that California did not satisfy 

the compelling and extraordinary criterion. 

EPA expressly rejected manufacturer claims that the section 209(b)(1)(B) criterion is 

limited to emission standards for pollutants that are related to California's smog problem 

(i.e., hydrocarbons and oxides of nitrogen), and that consequently California’s standards 

for particulate emissions should not be afforded the “benefit of the Congressional 

presumptions which supported all prior waivers.”18   

If Congress had been concerned only with California's smog problem, 
however, it easily could have limited the ability of California to set more 
stringent standards to hydrocarbons and oxides of nitrogen—the only two 
regulated automotive pollutants substantially contributing to that 
phenomenon.  Instead, Congress took a broader approach consistent 
with its goal of allowing California to operate its own comprehensive 
program.  

49 Fed.Reg. 18887, 18890 (May 3, 1984)  

EPA cited legislative history indicating Congress, in enacting the waiver provision, was 

aware that California might seek to control non-smog pollutants including carbon 

monoxide, lead, and particulate matter.19   

EPA also rejected claims that California must demonstrate that it suffers from a “unique” 

particulate problem (i.e., one that is demonstrably worse than the problem experienced 

in the rest of the country) to qualify for a waiver for its particulate emission standards.  

“However, as CARB points out, there is no indication in the language of section 209 or 

the legislative history that California's pollution problem must be the worst in the 

country, for a waiver to be granted.”  

EPA further rejected claims that California failed to establish the necessity of its 

particulate standards because the State’s emissions standards would allegedly produce 

only minor reductions of particulate matter emissions.   

Arguments concerning … the marginal improvements in air quality that 
will allegedly result [from implementation of the standards], and the 
question of whether these particular standards are actually required by 
California …fall within the broad area of public policy. The EPA practice 
of leaving the decision on such controversial matters of public policy to 

                                            

18 49 Fed.Reg. 18887, 18890 (May 3, 1984). 
19 Ibid.,113 Cong. Rec. 30591 (Nov. 2, 1967) (Rep. Herlong).    
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California's judgment is entirely consistent with the Congressional intent 
…. 

49 Fed.Reg. 18887, 18891 citing 41 Fed.Reg. 44209, 44210 (October 7, 1976). 

EPA additionally noted that CARB had established that California was experiencing 

unique limited visibility problems resulting from diesel particulate matter, and that diesel 

particulate matter, in combination with the high levels of ozone and oxides of nitrogen 

concentrations found in areas such as the South Coast Air Basin, potentially posed at 

least three unique public health problems.  EPA then concluded that even if its finding 

“regarding the existence of ‘compelling and extraordinary conditions’ were focused only 

upon California's particulate problem, [it] could not find that the opponents of the waiver 

had met their burden of proof to show that such conditions do not exist”.   

EPA also found that CARB’s determination that trap oxidizers needed to meet the 0.2 

g/mi particulate standard would be available in California by model year 1986 was not 

inconsistent with its own determination that trap oxidizers would be available in 1987.  

EPA’s forecast was based on the availability of trap oxidizers on a nationwide basis, 

whereas CARB’s forecast was based on availability of trap oxidizers in California.  EPA 

noted it had historically granted California waivers that allowed California to require new 

technology prior to the nationwide implementation of that technology,  and that this 

approach was consistent with EPA’s rationale in authorizing California to enforce 

requirements necessitating the use of catalytic converters on 1975 model year vehicles 

a year before they were required on federal vehicles, as that approach would ensure 

that trap oxidizers would be successfully implemented on a nationwide basis the 

following year.   

EPA granted California a waiver for the 1975 and subsequent model year standards 

that included a 0.2 g/mi particulate standard for California 1986 through 1988 model 

year vehicles, and a 0.08 g/mi particulate matter standard for 1989 and subsequent 

model year vehicles.  EPA subsequently adopted a federal 0.2 g/mi particulate standard 

for 1987 model year vehicles and would later adopt a 0.08 g/mi standard that would be 

fully required on 1995 model year vehicles.   

3. California required On-Board Diagnostic (OBD) systems. 
As CARB continued to adopt and implement more stringent motor vehicle emissions 

standards and other emissions related requirements, vehicle manufacturers increasingly 

relied on three-way catalytic converters to meet those emission standards.  Because 

three-way catalytic converters are most effective if vehicles operate within a relatively 

narrow range of air to fuel ratio, manufacturers also began implementing fuel feedback 

systems to more precisely meter fuel into engines and also increasingly equipped their 

vehicles with emissions control equipment that was controlled by computers on the 

vehicles.  Although new motor vehicles could demonstrate compliance with stringent 

emission standards when they were new, it was also critically important that those 

vehicles demonstrate compliance with the standards throughout the period that they 
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were actually operated.  In 1985 CARB therefore first adopted regulations that required 

manufacturers to equip 1988 and newer model year vehicles equipped with three-way 

catalysts and feedback fuel systems to be equipped with on-board diagnostic (OBD) 

systems (OBD I systems).   

OBD systems are primarily comprised of software that is used by a vehicle on-board 

computer to detect emission control system malfunctions as they occur.  OBD I systems 

were required to detect malfunctions of the fuel metering system, exhaust gas 

recirculation system valve, on-board computer, and of emission control components that 

provided inputs into the on-board computer, and to notify the operator of such 

malfunctions by illuminating a light on the vehicle dashboard.  EPA determined that the 

OBD I system requirements were within the scope of prior waivers issued to California 

in 1986.   

Since 1988, both OBD systems and vehicle emission controls have become 

increasingly sophisticated.  In 1989, CARB adopted more comprehensive OBD 

regulations that required all 1996 and newer model year light-duty vehicles and 

medium-duty vehicles and engines to be equipped with OBD systems (referred to as 

OBD II).  The OBD II regulation prescribes much more comprehensive and detailed 

monitoring requirements than the OBD I regulation.  For instance, OBD II systems must 

monitor for malfunctions including engine misfire, catalysts, oxygen sensors, 

evaporative systems, exhaust gas recirculation systems, secondary air systems, fuel 

systems, and all electronic powertrain components that can affect emissions when 

malfunctioning - virtually every component and system on a vehicle that can cause 

increases in emissions.  OBD II systems must further timely notify the vehicle operator 

of a detected malfunction, and store a code in the computer that will aid a technician in 

identifying the likely cause of the malfunction.  OBD II systems help to ensure that motor 

vehicles comply with applicable emission standards in real-world use throughout their 

entire life, not just when the vehicle or engine is being certified.  CARB has regularly 

updated the OBD II regulation to amend the monitoring requirements of OBD II 

systems, and to establish OBD II specific enforcement requirements.  EPA has granted 

California waivers for both the initial OBD II regulation and for subsequent amendments 

to the OBD II regulation.  

EPA promulgated federal OBD requirements for federally certified light-duty vehicles 

and trucks in 1993, and later amended these requirements to require OBD systems on 

medium-duty vehicles by the 2008 model year.  EPA’s final rule with the latest 

modifications of the OBD requirements was published on February 24, 2009.  A central 

part of the federal regulation is that, for purposes of federal certification of vehicles, EPA 

will deem California-certified OBD II systems to comply with the federal regulations.  

Historically, virtually every vehicle sold in the United States is designed and certified to 

California’s OBD II requirements, in lieu of the federal OBD requirements.   
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E. Congress strengthened the Clean Air Act in 1990. 

In 1990, Congress enacted significant amendments to the Clean Air Act, including 

provisions that expressly authorized EPA to regulate new non-road engines and 

vehicles, and which further expanded California’s vehicle regulatory authorities.  Once 

again, after a decade of experience with California as a co-regulator, Congress decided 

to preserve state innovation, and to expand CARB authority.  

Non-road engines are internal combustion engines that are not used in motor vehicles 

or vehicles used solely for competition, or that are subject to standards promulgated 

under section 111 of the Clean Air Act (standards of performance for new stationary 

sources) or section 202 of the Clean Air Act (standards for on-road mobile sources).  

EPA’s authority to regulate new non-road sources differs in several respects from its 

authority to regulate new motor vehicles and engines.  Significantly, Congress 

conclusively preempted states and their political subdivisions from adopting or enforcing 

any standard or other requirement relating to the control of emissions from certain 

categories of new non-road engines:  new engines less than 175 horsepower used in 

farm and construction equipment and vehicles, new engines used in new locomotives, 

and new locomotives.   

Congress generally preempted states and political subdivisions from adopting or 

enforcing standards or other emission related requirements for any other categories of 

non-road engines or equipment.  However, as it had previously provided in the context 

of emission standards for new on-road vehicles and engines, Congress authorized only 

California to initially adopt and enforce standards and other emission related 

requirements from new and in-use non-road engines that are not expressly preempted 

by section 209(e)(1)  if EPA authorizes California to adopt and enforce such standards 

and requirements pursuant to section 209(e)(2).  The criteria for obtaining an 

authorization are nearly identical to the criteria for obtaining a waiver for motor vehicles.  

It is notable that Congress has entrusted only California with the authority to establish 

standards and emissions related requirements from in-use non-road engines and 

equipment; as it has only authorized EPA to adopt standards and emission related 

requirements for new non-road engines and equipment.  

Congress also enacted a provision in Clean Air Act section 209(e)(2)(C)  that is 

analogous to Clean Air Act section 177, in that it allows other states to adopt and 

enforce California non-road standards that have been granted an authorization, 

provided the other state’s standards and implementation and enforcement are identical 

to the authorized California standards, and provided California and the other state adopt 

the subject standards at least 2 years before commencement of the period for which the 

standards take effect. 
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In Engine Mfrs Ass’n v. U.S. E.P.A (EMA),20 the U.S. Court of Appeals for the District of 

Columbia Circuit noted that Congress understandably authorized only California to 

adopt and enforce its own non-road emission standards and other emission-related 

requirements based on Congress’ experience with California’s success in implementing 

its own motor vehicle emissions control program.   

Given the indications before Congress that California's regulatory 
proposals for non-road sources were ahead of the EPA's development 
of its own proposals and the Congressional history of permitting 
California to enjoy coordinate regulatory authority over mobile sources 
with the EPA, the decision to identify California as the lead state is 
comprehensible. California has served for almost 30 years as a 
“laboratory” for motor vehicle regulation. See [Motor & Equip. Mfrs. Ass’n, 
Inc. v. EPA (“MEMA I”), 627 F.2d 1095, 1110]. Its severe air pollution 
problems, diverse industrial and agricultural base, and variety of climatic 
and geographical conditions suit it well for a similar role with respect to 
non-road sources. As was the case when Congress first regulated motor 
vehicle emissions, California was already in the lead on non-road 
sources in 1990. 

88 F.3d 1075, 1090 (D.C. Cir. 1996) 

F. California’s Advanced Clean Cars Program brought together 

comprehensive emission control and advanced technology to 

maximum benefit. 

With this long history behind us, we turn to the modern light- and medium-duty vehicle 

programs. California’s existing light-duty vehicle motor vehicle emission control program 

utilizes a comprehensive approach to address both criteria and GHG emissions, and 

assures the development of environmentally superior vehicles that will continue to 

deliver the performance, utility, and safety that vehicle owners have come to expect.  

CARB refers to that set of regulations as the California Advanced Clean Cars Program, 

and has most recently obtained a waiver for that program in 2013.  However, EPA has 

repeatedly granted waivers for its component part since the early 1990s. The 

components of the program function together to reduce criteria air pollutant risks, 

reduce climate risk, and support continued innovation in vehicle emission controls, just 

as Congress intended. 

A more detailed description of each element of the Advanced Clean Cars regulation is 

provided below.  As also described below, EPA has largely also adopted elements of 

California’s motor vehicle emissions control program into the corresponding federal 

motor vehicle emissions control program. 

                                            

20 88 F.3d 1075 (D.C. Cir. 1996). 
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1. The ACC program included criteria emissions standards. 

a. California’s Low Emission Vehicle program.  
In 1990, CARB adopted the first phase of California’s low-emission vehicle (LEV) 

program (LEV I).  The LEV I program required vehicle manufacturers to introduce 

progressively cleaner light- and medium-duty vehicles with more durable emission 

controls during model years 1994 through 2003, and consisted of three primary 

elements: tiers of exhaust emission standards for increasingly stringent categories of 

low-emission vehicles; requirements that manufacturers phase-in a progressively 

cleaner mix of vehicles each year, with separate fleet average requirements for 

passenger cars and light-duty trucks, and the option of banking and trading credits; and 

a requirement that specified percentages of passenger cars and lighter light-duty trucks 

be zero-emission vehicles (ZEVs), which have no exhaust or evaporative emissions.  

EPA granted California a waiver for the LEV I regulation emission standards applicable 

to passenger cars and light-duty trucks in 1993, and granted California a waiver for the 

LEV I regulation emission standards applicable to medium-duty vehicles in 1998.   

In 1999, CARB adopted the second phase of the LEV regulation, known as the LEV II 

regulation. The LEV II regulation primarily increased the stringency of emission 

standards for all light- and medium-duty vehicles beginning with the 2004 model year, 

and expanded the light-duty truck category to include vehicles up to 8,500 lbs. gross 

vehicle weight rating (GVWR) so that most sport utility vehicles, mini-vans and pick-up 

trucks were subject to the same low-emission vehicle standards as passenger cars.  

EPA granted California a waiver for the LEV II emission standards in 2003, and 

confirmed that CARB’s subsequent amendments to the LEV II regulation fell within the 

scope of the LEV II waiver.   

In 2012, CARB adopted further amendments to the LEV program to achieve further 

emission reductions from the California light- and medium-duty fleet (LEV III Criteria).  

The primary elements of the LEV III Criteria:  (1) reduce fleet average emissions of new 

vehicles to super ultra-low-emission vehicle (SULEV) levels by 2025, which represents 

an approximate 75 percent reduction of emissions from 2010 levels; (2) establish 

additional light-duty vehicle emission standard categories, such as ULEV70, ULEV50, 

and SULEV20 to provide vehicle manufacturers additional options for complying with 

the SULEV fleet average; (3)  establish more stringent particulate matter emission 

standards for light- and medium-duty vehicles; (4) establish essentially zero evaporative 

emission standards for passenger cars and light-duty trucks, and (5) increase full useful 

life durability requirements from 120,000 miles to 150,000 miles.  EPA granted 

California a waiver for the LEV III Criteria when it granted California’s waiver request for 

the Advanced Clean Cars program in 2013.  

b. The federal Low Emissions Vehicle program. 
The comparable federal motor vehicle emissions control program for 1994 and 

subsequent model year light- and medium-duty vehicles has largely established criteria 
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emission standards that are consistent with those in California’s LEV regulations.  The 

1990 Amendments to the Clean Air Act required EPA to prescribe emission standards 

for 1994 and subsequent model light-duty vehicles and light-duty trucks.  EPA adopted 

such standards, designated the federal Tier 1 standards, in 1991.  The Tier 1 standards 

were comparable to, but less stringent than California’s LEV I standards.  EPA 

subsequently adopted federal Tier 2 standards in 2000 that established average 

passenger car standards of 0.07 g/mi NOx beginning in 2004, and Tier 3 standards in 

2014.  The Tier 3 standards are closely coordinated with California’s LEV III Criteria 

regulation, but delay the implementation dates of the federal standards for light-duty 

vehicles.  The federal Tier 3 standards apply to 2017 and subsequent model light-duty 

vehicles, whereas California’s LEV III Criteria standards apply to 2015 model year light-

duty vehicles.   

 Greenhouse gas emissions standards. 

a. California adopted the first vehicle GHG emission standards in 
the nation. 

In 2002, California’s legislature adopted, and the Governor signed California Assembly 

Bill (AB) 149321 that authorized and directed CARB to adopt the maximum feasible and 

cost-effective reductions in greenhouse gas (GHG) emissions from light-duty vehicles.   

Pursuant to the directives of Assembly Bill 1493, CARB adopted the first GHG 

emissions standards for light-duty vehicles in the nation.  California’s regulations apply 

to 2009 to 2016 and later MYs vehicles, and require a 17 percent overall reduction in 

GHG emissions from the light-duty fleet by 2020, and a 25 percent overall reduction by 

2030.  EPA granted CARB’s waiver request on July 8, 2009.  California’s regulations 

formed the foundation for EPA’s comparable federal GHG program for 2012 through 

2016 model year light-duty vehicles.   

b. EPA adopted comparable federal vehicle GHG emission 
standards after protracted litigation. 

In 2003, EPA denied a rulemaking petition to regulate greenhouse gas emissions from 
new motor vehicles under section 202 of the Clean Air Act.  The EPA’s denial of the 
rulemaking petition ultimately proceeded to the U.S. Supreme Court, which held that 
EPA had improperly denied the rulemaking petition.22  The Court first held that the 
Clean Air Act’s definition of “air pollutant” in section 302(g) unambiguously 
encompasses compounds that contribute to climate change, including carbon dioxide, 
methane, nitrous oxide, and hydrofluorocarbons, and that section 202(a)(1) of the Act 
authorizes EPA to regulate greenhouse gases emitted from motor vehicles if EPA 
“forms a ‘judgment’ that such emissions contribute to climate change.”23   
 

                                            

21 Cal. Stats. 2002, Ch. .; Cal. Health & Saf. Code § 43018.5.   
22 Massachusetts v. EPA, 549 U.S. 497 (2007). 
23 Massachusetts v. EPA, 549 U.S. 497, 528 (2007).   
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The Court then held that EPA also improperly denied the petition under the alternative 
basis (that even if EPA had the statutory authority to regulate greenhouse gases, it 
would be unwise to do so at this time).  The Court noted that Clean Air Act section 
202(a)(1) conditions EPA’s discretion to regulate air pollutants upon a judgment that 
“must relate to whether an air pollutant “cause[s], or contribute[s] to, air pollution which 
may reasonably be anticipated to endanger public health or welfare,”24 and then 
determined that EPA’s “laundry list of reasons not to regulate” in this case did not meet 
the Clean Air Act’s clear statutory directive requiring EPA to justify not taking further 
action “only if it determines that greenhouse gases do not contribute to climate change 
or if it provides some reasonable explanation as to why it cannot or will not exercise its 
discretion to determine whether they do.”25  The Court expressly rejected EPA’s 
argument that it lacked the authority to regulate GHG emissions from motor vehicles, 
because regulating those emissions would effectively require EPA to increase vehicle 
fuel efficiencies, a task that EPA argued was solely assigned to the Department of 
Transportation (DOT) by EPCA:   

[T]hat DOT sets mileage standards in no way licenses EPA to shirk its 
environmental responsibilities.  EPA has been charged with protecting 
the public’s ‘health’ and ‘welfare’, [citation omitted], a statutory obligation 
wholly independent of DOT’s mandate to promote energy efficiency… 
The two obligations may overlap, but there is no reason to think the two 
agencies cannot both administer their obligations and yet avoid 
inconsistency.  

549 U.S. 497, 532. 
 
In response to the Massachusetts v. EPA decision, EPA subsequently determined that 

six greenhouse gases in the atmosphere may reasonably be anticipated to endanger 

both public health and public welfare, and further determined that  

the emissions of such greenhouse gases from new motor vehicles and 
new motor vehicle engines contribute to the greenhouse gas air pollution 
that endangers public health and welfare under Clean Air Act section 
202(a).26  

These EPA determinations were upheld by the U.S. Court of Appeals for the District of 

Columbia Circuit in Coalition for Responsible Regulation v. EPA,27 (affirmed in part, and 

reversed in part on unrelated grounds by Utility Air Regulatory Group v. EPA,28). 

                                            

24 Massachusetts, 549 U.S. 497, 532-533. 
25 Id. at 533.   
26 74 Fed.Reg. 66,496 (Dec. 15, 2009).   
27 684 F.3d 102 (D.C. Cir. 2012). 
28 134 S. Ct. 2427 (2014). 
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c. California enacted the California Global Warming Solutions Act, 
and U.S. Congress amended EPCA by enacting the Energy 
Independence and Security Act of 2017. 

In 2006, California’s legislature adopted, and the Governor signed California Assembly 

Bill 32, the California Global Warming Solutions Act.29  Assembly Bill 32 charges CARB 

with the responsibility of monitoring, regulating, and reducing GHG emissions in the 

State, and directs CARB to prepare a Scoping Plan outlining the State’s strategy to 

achieve the maximum feasible and cost-effective reductions in furtherance of reducing 

GHG emissions to 1990 levels by 2020.  Measure T1 of the Scoping Plan anticipates an 

additional 3.8 million metric tons carbon dioxide equivalent (MMTCO2e) reduction by 

2020 from the subject regulatory amendments, beyond the GHG reductions arising from 

the 2009-2016 Assembly Bill 1493 standards. 

In 2007, Congress enacted the Energy Independence and Security Act of 2017 (EISA) 

which amends EPCA by mandating the Secretary of Transportation to prescribe annual 

fuel economy increases for 2011 model year automobiles that ultimately require a 

combined fuel economy fleet average of at least 35 miles per gallon by model year 

2020. 

In enacting EISA, Congress expressed its intent, as it did when it enacted EPCA, to 

preserve California’s authority to adopt more stringent vehicle emission standards.  

Specifically, section 3 of EISA30 broadly preserves California’s authority to develop and 

administer its own motor vehicle emissions control program. 

Except to the extent expressly provided in this Act or an amendment 
made by this Act, nothing in this Act or an amendment made by this Act 
supersedes, limits  the authority provided or responsibility conferred by, 
or authorizes any violation of any provision of law (including a regulation), 
including any energy or environmental law or regulation.  

§ 3, Pub. L. 110-140, 121 Stat. 1492, 1498 (codified at 42 U.S.C. § 17002). 

This intent is also clearly evidenced by the pertinent legislative history.  Senator Diane 

Feinstein, the original sponsor of EISA’s provisions to increase fuel economy standards, 

testified that those provisions would not prevent California from establishing tailpipe 

emission standards. 

The legislation increasing the fuel economy standards of vehicles by 10 
miles per gallon over 10 years does not impact the authority to regulate 
tailpipe emissions  of the EPA, California, or other States, under the 
Clean Air Act. 

                                            

29 Cal. Assem. Bill 32, stats. 2006, ch. 488. 
30 Pub. L. 110-140, § 3, 121 Stat. 1492, 1498. 
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The intent was to give NHTSA the ability to regulate fuel efficiency 
standards of vehicles, and increase the fleet-wide average to at least 35 
miles per gallon by 2020. 

There was no intent in any way, shape, or form to negatively affect, or 
otherwise restrain, California or any other State's existing or future 

tailpipe emissions. 

The two issues are separate and distinct. 

As the Supreme Court correctly observed in Massachusetts v. EPA, the 
fact   “that DOT sets mileage standards in no way licenses EPA to shirk 
its environmental responsibilities. EPA has been charged with protecting 
the public's  health and welfare, a statutory obligation wholly independent 
of DOT's mandate  to promote energy efficiency. The two obligations 
may overlap, but there is no reason to think the two agencies cannot both 
administer their obligations and yet avoid inconsistency.” 

I agree with the Supreme Court's view of consistency. There is no reason 
to think the two agencies cannot both administer their obligations and yet 
avoid inconsistency. 

The U.S. District Court for the Eastern District of California in Central 

Valley Chrysler-Jeep v. Goldstone has reiterated this point in finding that 
if approved by EPA, California's standards are not preempted by the 
Energy Policy Conservation Act. 

Title I of the Energy Security and Independence Act of 2007, H.R. 6, 
provides clear direction to the Department of Transportation, in 
consultation with the Department of Energy and the Environmental 
Protection Agency, to raise fuel  economy standards. 

By taking this action, Congress is continuing DOT's existing authority to 
set vehicle fuel economy standards. Importantly, the separate authority 
and responsibility of the U.S. Environmental Protection Agency to 
regulate vehicle greenhouse gas emissions under the Clean Air Act is in 
no manner affected by this legislation as plainly provided for in section 3 
of the bill addressing the relationship of H.R. 6 to other laws. 

I fought for section 3. I have resisted all efforts to add legislative language 
requiring ”harmonization” of these EPA and NHTSA standards. This 
language could have required that EPA standards adopted under section 
202 of the Clean  Air Act reduce only the air pollution emissions that 
would already result from NHTSA fuel economy standards, effectively 
making the NHTSA fuel economy standards a national ceiling for the 
reduction of pollution. Our legislation does not establish a NHTSA ceiling. 
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It does not mention the Clean Air Act, so we certainly do not intend to 
strip EPA of its wholly separate mandate to protect the public health and 
welfare from air pollution. 

To be clear, Federal standards can avoid inconsistency according to the 
Supreme Court, while still fulfilling their separate mandates. 

153 Cong. Rec. 15386 (daily ed. Dec. 13, 2007). 

This Congressional intent is further reinforced in light of legislative history that indicates 

certain members of Congress in fact actively sought to enact provisions in EISA that 

would explicitly preempt EPA’s ability to establish greenhouse gas tailpipe emission 

standards.  Those provisions would have required the Administrator of EPA to consult 

with the Secretary of Transportation before promulgating regulations for GHG emissions 

from automobiles, and would also expressly require the Administrator to consider fuel 

economy standards in assessing the maximum feasible reduction of GHG emissions.31  

Other versions of the proposals would have required EPA to ensure that GHG emission 

standards were fully consistent with fuel economy standards.32 

Congress ultimately rejected those proposals, which further evidences that it did not 

intend that EISA would preempt EPA or California from promulgating GHG emission 

standards for motor vehicles.33  

d. EPA, NHTSA and CARB’s collaborative efforts resulted in national 
GHG vehicle standards. 

In 2010, President Barack Obama directed EPA and NHTSA to work with California to 

develop GHG fleet standards for MY 2017 through 2025 light duty vehicles.  EPA, 

NHTSA, and CARB developed a Joint Technical Assessment Report (Joint TAR) which 

was released in September 2010. The report concluded “electric drive vehicles including 

hybrid(s)…battery electric vehicles…plug-in hybrid(s)…and hydrogen fuel cell 

vehicles…can dramatically reduce petroleum consumption and GHG emissions 

compared to conventional technologies.... The future rate of penetration of these 

technologies into the vehicle fleet is not only related to future GHG and CAFE 

standards, but also to future reductions in HEV/PHEV/EV [electric vehicle] battery costs, 

[and] the overall performance and consumer demand for the advanced technologies….”  

                                            

31 Draft Amendment to Chapter 329, title 49, United States Code (Nov. 20,2007); §32920(a), (b), (c), pp.3-5, 
Committee on Environment and Public Works Democratic Staff CAFE documents3.pdf. 
32 Michael Freedhoff, recipient. “Language – GHG Rulemaking” email to Michal Freedhoff, Nov. 28, 2007; Author 
unknown.  Michael Freedhoff, recipient, “GHG Rulemaking” email, Nov. 29, 2007, pp. 6-7, Committee on 
Environment and Public Works Democratic Staff CAFE documents3.pdf. 
33 Jessica Schafer, “MARKEY: President Threatens to Undo Fuel Economy Deal”, email Michael Freedhoff, et al., 
Dec. 7, 2007. pp. 14-15, Committee on Environment and Public Works Democratic Staff CAFE documents3.pdf ; 
O’Donnell, Frank “Car industry makes its move! – Sen. Levin floats energy language to kneecap EPA, California and 
other states”, email to Frank O’Donnell, Dec. 12, 2007. p. 17. Committee on Environment and Public Works 
Democratic Staff CAFE documents3.pdf. 
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In July 2011, automakers, California, and the federal government committed to a series 

of actions that would allow for the development of national greenhouse gas standards 

(and complementary CAFE standards) for model years 2017 through 2025.  As part of 

that agreement, California committed to a continuation of the “deemed to comply” 

option, accepting federal program compliance for model years 2017 through 2025 with 

the understanding that it would provide equivalent or better overall greenhouse gas 

reductions in the state compared to California’s program.  California also understood 

that any changes to the national program would be based on extensive technical review 

jointly conducted by all three agencies.  

Consistent with the national program commitment, CARB adopted the Advanced Clean 

Cars regulations in 2012, which is comprised of three components. The first two 

components created the LEV III regulation, which combines the control of criteria 

pollutants (to create LEV III Criteria, as discussed above) and GHG emissions (LEV III 

GHG) into a single coordinated package of requirements.  The LEV III Criteria program 

applies to 2015 through 2025 model year vehicles, and the LEV III GHG program 

applies to 2017 through 2025 model year vehicles. The third component consisted of 

amendments to California’s Zero Emission Vehicle (ZEV) regulation that establishes 

requirements for zero- and near-zero-emission vehicles.   

The adopted LEV III GHG regulation includes elements that: (1) reduce CO2 emissions 

from new light-duty regulatory MY 2016 levels by approximately 34 percent by MY 

2025, and from about 251 grams of CO2 per mile to 166 grams, based on the projected 

mix of vehicles sold in California; (2) set emission standards for CO2, methane (CH4), 

and nitrous oxide (N2O); (3) establish footprint-based CO2 emission standards instead 

of GHG fleet average emission standards;(4) provide credits toward the ZEV regulation 

if a manufacturer over complied with its national GHG requirement, and (5) unlike the 

federal GHG program, require upstream emissions from ZEVs to be counted towards a 

manufacturer’s light-duty vehicle GHG emissions. 

EPA and NHTSA adopted federal passenger vehicle GHG standards and fuel economy 

standards in 2012 that were consistent with the California standards.  The 2012 Final 

Rule is referred to as the “2017 through 2025 model year National Program” (or 

National Program).  Because the federal program was expected to achieve GHG 

emission reductions that are equivalent to the California program, CARB modified its 

LEV III GHG regulation to continue to allow the “deemed to comply” option beyond 

model year 2016, by accepting federal compliance with the EPA standards as sufficient 

to demonstrate compliance with California’s standards for the 2017 through 2025 model 

years.  

As part of the National Program, EPA included a requirement that NHTSA and it 

conduct a midterm evaluation (MTE) to assess the appropriateness of the greenhouse 

standards for the 2022 through 2025 model years, because of the long timeframe for 

the standards.  The regulation codifying this commitment required that, “[b]y no later 

than April 1, 2018, the Administrator shall determine whether the standards … for the 
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2022 through 2025 model years are appropriate under section 202(a) of the Clean Air 

Act …”34 (the “MTE Regulation”). When CARB adopted the “deemed to comply” option 

for model year 2017 through 2025, CARB also agreed to participate in the federal mid-

term evaluation.35  

The first milestone in the federal MTE was an extensive multi-year study that updated 

the technical and cost data used in the original 2012 analysis.  The results of this joint 

agency study were presented in a July 2016 report titled Draft Technical Assessment 

Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards 

and Corporate Average Fuel Economy Standards for Model Years 2022-202517 (2016 

Draft TAR).  The 2016 Draft TAR provided the technical basis for determining the 

feasibility and cost of compliance with the federal passenger vehicle greenhouse gas 

and fuel economy standards in the 2022 through 2025 model years.  The 2016 Draft 

TAR itself was not a determination of the appropriateness of the standards; rather it 

provided a core input to future policy decisions on the 2022 through 2025 model year 

greenhouse gas and CAFE standards. 

On November 30, 2016, EPA provided for public comment its “proposed adjudicatory 

determination (Proposed Determination) that the [National Program] greenhouse gas 

standards currently in place for model years 2022 through 2025 remain appropriate 

under the Clean Air Act and therefore should not be amended to be either more or less 

stringent.”36  

On January 13, 2017, EPA released its final determination (Final Determination) to 

maintain the existing federal greenhouse gas emission standards for 2022 through 2025 

model year vehicles, finding that automakers are well positioned to meet the standards 

at lower costs than previously estimated.  EPA concluded that “there has been no 

information presented in the public comments on the Proposed Determination that 

materially changes the Agency’s analysis documented in the Proposed 

Determination.”37  

 The Zero Emission Vehicle regulation. 
As stated above, in 1990, CARB adopted an ambitious program designed to 

significantly reduce the environmental impact of light-duty vehicles through the 

commercial introduction of ZEVs into the California fleet, as part of the LEV I regulation.  

The ZEV regulation has subsequently been amended in 1996, 1999, 2001, 2003, 2008, 

and 2012 and obtained waivers for each of those amendments.   

                                            

34 40 C.F.R. § 86.1818-12(h). 
35 CARB Reso. 12-11 (Jan. 26, 2012). 
36 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, 81 Fed.Reg. 
87,927 (Dec. 16, 2016), EPA-420-R-16-021. 
37 EPA-420-R-17-001. 
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The ZEV regulation existed as a footnote to the original LEV I standards, which 

asserted manufacturers would need to make a certain percent of ZEV in order to 

comply with the LEV standards.  However, manufacturers failed to develop ZEV 

technology quick enough to meet requirements, and the Board withdrew all but the 2003 

10 percent ZEV production requirement in 1996.  In 1998, as other technologies like 

hybrid electric vehicles (HEV) and partial zero emission vehicles (PZEV)  came to 

market, the Board adopted changes to allow manufacturers to earn credit for those new 

technologies  and use those credits to meeting their ZEV requirements.  HEV and PZEV 

technology proliferated through the early 2000s as ZEV technology progressed more 

slowly.   

In 2009, CARB staff analyzed pathways to meeting California’s long-term 2050 GHG 

reduction goals in the light duty vehicle subsector and determined that ZEVs would 

need to comprise nearly 100 percent of new vehicle sales between 2040 and 2050, and 

commercial markets for ZEVs would need to launch in the 2015 to 2020 timeframe.  

Staff’s analysis concluded that even widespread adoption of advanced conventional 

technologies, like (HEV, would be inadequate to meet the 2050 GHG targets.38  CARB 

heard staff’s findings at its December 2009 hearing and adopted Resolution 09-66,39 

reaffirming its commitment to meeting California’s long-term air quality and climate 

change reduction goals through commercialization of ZEV technologies.  CARB further 

directed staff to propose future amendments to the ZEV program, and specified that 

future proposals should consider shifting the ZEV regulation’s focus to both GHG and 

criteria pollutant emission reductions, and pathways for commercializing ZEVs and 

PHEVs in order to meet the 2050 goals.  The Board also recommended in the same 

Resolution that hybrid and PZEV technology should become foundational in setting LEV 

III GHG and criteria standards, previously discussed.   

In 2012, CARB adopted amendments to its ZEV regulation when it adopted the 

California Advanced Clean Car Program.  The amendments affecting ZEVs through the 

MY 2017 primarily enacted minor changes to enable manufacturers to successfully 

meet 2018 and subsequent MY requirements, and amendments affecting 2018 and 

later MY ZEVs were intended to achieve increased commercialization of ZEVs and 

PHEVs, and disallowed conventional technologies like HEV and PZEVs to count toward 

meeting a manufacturer’s ZEV obligation, since those technologies help set the LEV III 

Criteria and GHG standards.   

As stated previously, EPA granted California a waiver for the 2016 Draft TAR program 

in 2013, which included the LEV III Criteria, LEV III GHG, and ZEV regulation.   

                                            

38 “White Paper: Summary of Staff’s Preliminary Assessment of the Need for Revisions to the 
Zero Emission Vehicle Regulation”. CARB. Accessed on October 24, 2018. 
https://www.arb.ca.gov/msprog/zevprog/2009zevreview/zevwhitepaper.pdf. 
39Resolution 09-66. CARB. Accessed on October 24, 2018.  
https://www.arb.ca.gov/msprog/zevprog/2009zevreview/res09_66.pdf. 

https://www.arb.ca.gov/msprog/zevprog/2009zevreview/zevwhitepaper.pdf
https://www.arb.ca.gov/msprog/zevprog/2009zevreview/res09_66.pdf
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G. California’s separate Motor Vehicle Emissions Control Program 

has delivered great benefit to the nation. 

1. Increasingly stringent emission controls on new motor vehicles 
benefit the nation. 

As demonstrated above, California’s motor vehicle emissions control program has 

significantly reduced emissions of air pollutants from motor vehicles, not only in 

California, but also throughout the nation, because EPA has consistently modeled its 

federal emission standards upon requirements first adopted by CARB.  Indeed, 

California’s State Implementation Plan (SIP), its program for complying with the federal 

ambient air quality standards, depends in substantial part upon its vehicle emissions 

standards, as do the SIPs of many other states. Were the vehicle programs to be 

disrupted, California would struggle to maintain compliance with these key ambient air 

quality standards. 

The extent to which vehicle emissions standards have evolved is readily apparent when 

comparing the average exhaust emissions from an uncontrolled light-duty motor vehicle 

and the certification emission standards for criteria pollutants for SULEVs in CARB’s 

current LEV III Criteria regulation.  

Table III-3 Comparison of Exhaust Emissions from an Uncontrolled Vehicle and MY 
2025 LEV III SULEV20 Certification Standards 

(all units in grams/mile) 

 HC  CO NOx PM 

Uncontrolled 
Vehicle40 

8.7 87 3.5 - 

SULEV20 
Certification 
Standard41   

a 1.0 a .003/.001b 

a.  combined non-methane organic gas and oxides of nitrogen standard (NMOG+NOX): 0.020 g/mi 

b.  75 percent of MY 2025 vehicles must certify to a .003 g/mi standard; 25 percent of vehicles 

must certify to a .001 g/mi standard.       
 

The California LEV III regulation additionally requires each manufacturer to demonstrate 

compliance with the following composite phase-in requirements applicable to its entire 

fleet:42 

 2025 Fleet Average NMOG + NOx Standards: 0.030 g/mi  

This comparison demonstrates that the 2025 LEV III certification standards represent 

over a 99 percent reduction in NOx and hydrocarbon emissions from an uncontrolled 

                                            

40 Frank P. Grad et al., The Automobile and the Regulation of Its Impact on the Environment, University of Oklahoma 
Press, 1975. p. 119. 
41 13 Cal. Code Regs. § 1961.2(a)(1), (2) (2015). 
42 13 Cal. Code Regs. § 1961.2 (2015). 
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vehicle, and over a 98 percent reduction in carbon monoxide from an uncontrolled 

vehicle.   

CARB also requires manufacturers to demonstrate that their vehicle emission control 

systems are sufficiently durable to control vehicle emissions for increasing periods of 

time.  When manufacturers requested that the EPA Administrator suspend the statutory 

emission standards for HC and CO for 1975 model year vehicles in 1972, only one of 

the 500 test vehicles demonstrated compliance with the applicable emissions standard 

and none of the vehicles had actually accumulated the requisite 50,000 miles.  In 

contrast, CARB’s LEV III regulation requires 2015 and subsequent model light-duty 

vehicles to comply with certification emission standards for 15 years or 150,000 miles, 

whichever occurs first.  In addition, CARB’s OBD II regulation requires manufactures to 

actively monitor virtually every component and system on a vehicle that can cause 

increases in emissions over their actual operational lives.   

2. California’s Motor Vehicle Emissions Control Program has 
significantly improved California’s air quality.   

a. California’s Motor Vehicle Emissions Control Program is critical 
to attain national ambient air quality standards. 

Section 109 of the Clean Air Act  authorizes and directs EPA to establish national 

ambient air quality standards (NAAQS) for air pollutants, and EPA has promulgated 

NAAQS for a number of air pollutants, including ozone, particulate matter, and nitrogen 

dioxide.  For regions in California that have not attained a NAAQS for a specified 

pollutant, CARB is required by 110(a)(1) of the Clean Air Act to adopt State 

Implementation Plans (SIPs) that describe how it will attain the NAAQS in those regions 

by certain deadlines and to submit SIPs to EPA for its review and approval.  An EPA 

approved SIP has the “force and effect of federal law”.43   

Prior to 2015, California relied upon emission reductions attributable to on-road and off-

road vehicle regulations for which EPA had granted waivers of preemption under Clean 

Air Act sections 209(b) and 209(e) in its SIP; although California did not expressly 

include such waived regulations in its SIP, EPA had historically approved California’s 

SIP submittals.  In 2015, the U.S. Court of Appeals for the Ninth Circuit ruled in 

Committee For A Better Arvin v. U.S. EPA,44 that EPA had impermissibly approved 

revisions to California’s 2007 SIP that relied on reductions from waived vehicle 

regulations, because the SIP revisions did not expressly include the waived regulations.  

CARB consequently submitted a SIP revision to EPA on August 14, 2015, to include a 

number of waived on- and off-road vehicle regulations into its SIP.  CARB’s submittal 

specifically included some of the elements of the California 2016 Draft TAR program 

                                            

43 Safe Air for Everyone v. EPA, 488 F.3d 1088, 1097 (9th Cir. 2007) quoting Trustees for Alaska v. Fink, 17 F.3d 

1209, 1210 n. 3. (9th Cir. 1994). 
44 786 F.3d 1169 (9th Cir. 2015). 
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that established emission standards and other emission-related requirements for criteria 

pollutants in its submittal; other aspects of the program (as we discuss below) also 

produce benefits.  EPA approved CARB’s SIP revision on June 1, 2016.45  

 California has historically experienced severe air pollution problems. Although it has 

adopted the most stringent motor vehicle emissions program in the world, on-road 

mobile sources such as passenger cars and trucks, and the fossil fuels powering such 

sources still comprise a significant source of air pollutants and precursors to air 

pollutants that contribute to the formation of ozone, PM2.5, toxic diesel particulate 

matter, and greenhouse gas emissions in California.  For example, approximately 45 

percent of the current 2018 NOx emissions in California originate from on-road mobile 

sources, and although existing CARB regulatory programs will continue to reduce these 

emissions in the future, on-road mobile sources will continue to comprise a substantial 

source of emissions, including precursors of ozone, into the foreseeable future.   

The significant contribution of mobile sources to emissions of air pollutants in California, 

has led CARB to develop a strategic approach for future regulatory measures (Mobile 

Source Strategy). This strategy utilizes interconnected regulatory strategies for mobile 

sources that are designed to meet various California’s goals, including attaining the 

NAAQS, achieving GHG emission reduction targets, and minimizing emissions 

associated with the production and usage of petroleum in mobile sources.46 A central 

component of the Mobile Source Strategy includes proposed regulatory measures 

designed to achieve additional reductions of emissions from light-duty motor vehicles 

and to accelerate the deployment of ZEVs.  Consequently, California’s continued ability 

to develop its motor vehicle emissions control program is critical to its ability to meet its 

future emission reduction objectives.   

b. California’s Motor Vehicle Emissions Control Program is working 
to clean the air. 

Although it is clear that California faces additional challenges in reducing motor vehicle 

emissions in the future, it is also undisputable that California’s motor vehicle emissions 

control program has directly resulted in significant improvements in California’s air 

quality, even as California’s population, number of motor vehicles, and the vehicle miles 

traveled have increased.47 

For example, although California once had 19 areas that exceeded the 1-hour or 8-hour 

ozone NAAQS, only five regions in the state still exceed those standards today.  Even 

the California’s South Coast Air Basin has achieved progress in reducing ozone levels – 

although it once exceeded the 1-hour ozone NAAQS over 200 days per year, it has 

                                            

45 81 Fed.Reg. 39,424 (June 16, 2016). 
46 Mobile Source Strategy. CARB. Accessed on October 24, 2018.  
https://www.arb.ca.gov/planning/sip/2016sip/2016mobsrc.htm. 
47Fifty Year Air Quality Trends and Health Benefits, 50th Anniversary of the California Air Resources Board.  CARB. 

Accessed on October 24, 2018.https://www.arb.ca.gov/board/books/2018/020818/18-1-
2pres.pdf?_ga=2.45440740.1976365608.1539293850-952965368.1510767707. 

https://www.arb.ca.gov/planning/sip/2016sip/2016mobsrc.htm
https://www.arb.ca.gov/board/books/2018/020818/18-1-2pres.pdf?_ga=2.45440740.1976365608.1539293850-952965368.1510767707
https://www.arb.ca.gov/board/books/2018/020818/18-1-2pres.pdf?_ga=2.45440740.1976365608.1539293850-952965368.1510767707
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recently only exceeded the 1-hour ozone NAAQS only 17 days per year.  The South 

Coast Air Basin has also reduced the number of days it has exceeded the 8-hour ozone 

NAAQS in half since 1990, and 40 percent of the population in that basin now lives in 

communities that meet the 75 parts per billion (ppb) 8-hour ozone standard.   

As indicated below in Figure III-1, the annual maximum 1-hour average for ozone in the 

South Coast has significantly continued to decline over the last four decades.48  

Figure III-1 South Coast Air Basin 1-hour ozone maximum levels49 

 
 
Other regions across California have also seen dramatic improvements in ozone levels.  

The San Joaquin Valley now meets the 1-hour ozone standard50, is on track for meeting 

the 80 ppb 8-hour ozone standard by 2023, and recently adopted a plan to meet the 

75 ppb 8-hour standard.51  

Figure III-2 illustrates that the San Francisco Bay Area, the Sacramento region, the San 

Joaquin Valley, and the San Diego area, have also experienced reductions in 1-hour 

ozone levels since the 1970s.  

                                            

48 Air Quality Data Statistics (iADAM) database. CARB. Accessed on October 24, 2018. 
https://www.arb.ca.gov/adam/trends/trends1.php. 
49 Ibid. 
50 81 Fed.Reg. 46608 (July 18, 2016). 
512016 Plan for the 2008 8-Hour Ozone Standard (June 16, 2016). SJVUAPCD. Accessed on October 24, 2018. 
http://www.valleyair.org/Air_quality_Plans/Ozone-Plan-2016.htm. 
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Figure III-2 1-hour ozone design values across California52 

 

 

In addition to reductions of ozone levels, emissions of other criteria pollutants have also 

been reduced to the point that California meets the NAAQS for lead, carbon monoxide, 

and nitrogen dioxide.  California’s air pollution control programs have also lowered fine 

particulate matter (PM2.5) pollution significantly.  Figure III-3 demonstrates reductions in 

annual PM2.5 levels in the three PM2.5 nonattainment areas in California.  

Figure III-3 Annual PM 2.5 design values in California53 

 

                                            

52 SJVUAPCD, 2016 Plan for the 2008 8-Hour Ozone Standard (2016). 
http://www.valleyair.org/Board_meetings/GB/agenda_minutes/Agenda/2016/June/final/13.pdf. 
53 SJVUAPCD, 2016 Plan for the 2008 8-Hour Ozone Standard (2016). 
http://www.valleyair.org/Board_meetings/GB/agenda_minutes/Agenda/2016/June/final/13.pdf. 
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c. California air has recovered along with a growing population and 
economy. 

California has achieved these significant reductions of emissions even as its population 

increased by over 25 percent, and its gross domestic product more than doubled.  Last 

year, California grew to be the world’s sixth largest economy, and job growth in the 

State over the 12 months prior to December 2016 was 2.3 percent, outpacing the 

national rate of 1.6 percent.  All this has been achieved while pursuing the nation’s most 

aggressive air quality and climate policies.  Today, the air pollution control industry in 

California generates more than $6 billion a year and employs over 30,000 people.  The 

clean energy sector in California generates an additional $27 billion a year and employs 

approximately 125,000 people.   

d. California has reduced emissions despite more vehicles and 
miles traveled.   

It is also notable that CARB has managed to achieve significant reductions in emissions 

from motor vehicles even in the presence of a significant increase in the number of 

motor vehicles and the number of miles they are driven on California’s highways 

throughout the years. 

In 1950, approximately 2 million motor vehicles were operated in the metropolitan area 

of Los Angeles, California, approximately 5 million vehicles were registered in 

California, and approximately 49 million vehicles were registered in the United States by 

June of 1968, California’s population of motor vehicles had increased to 10.7 million, 

and as of December 2017, over 35 million vehicles were registered for use in California.  

Over 25 million of the registered vehicles are automobiles.   

Not only has the number of California’s motor vehicles increased, the number of miles 

travelled (VMT) by such vehicles has also significantly increased over the years. 

In 1972, California’s highways experienced approximately 67 billion VMT.  Statewide 

VMT increased to approximately 93 billion VMT in 1982, 142 billion VMT in 1992, 176 

billion in 2002, and 195 billion in 2016.  This rate of increase has far outpaced the 

increase of California’s population during this same time period.  In 2016, approximately 

269 million vehicles were registered for use in the United States, and nationwide VMT 

increased from 1260 billion VMT in 1972 to 3174 billion VMT in 2016.  

e. California has reduced emissions without holding back fuel 
economy.  

It is also notable that CARB’s motor vehicle emissions control program has achieved 

the above-mentioned reductions in vehicle emissions without adversely affecting vehicle 

fuel economy.  Since 1975, EPA has collected data related to vehicle tailpipe carbon 

dioxide (CO2) emissions and fuel economy, and has published that data in a report 

entitled the “Trends” report. The current version of the Trends report incorporates final 
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data from 2016 model year vehicles and preliminary data from 2017 model year 

vehicles.54  

The 2017 Trends Report indicates that the fleet-wide average real world CO2 emissions 

rate for new 2016 model year vehicles is 359 grams per mile (g/mi), and the fuel 

economy value is 24.7 miles per gallon (mpg), which represents “a new record low for 

CO2 emissions and a record high for fuel economy.” Preliminary 2017 model year data 

indicate an even lower fleet-wide CO2 emissions rate and a fleet-wide fuel economy 

value of 25.2 miles per gallon.   

Historical data indicates that light-duty vehicles exhibited significant improvements in 

reductions of CO2 emissions and increases of fuel economy from 1975 to 1981, a 

slower pace of improvements from 1982 through 2004, and beginning in 2005, “annual 

CO2 emissions and fuel economy improvements in ten of the twelve individual years, 

and with CO2 emissions decreasing by 22 percent and fuel economy increasing by 28 

percent since MY 2004.”55 This pattern of fuel economy improvements and 

corresponding reductions of CO2 emission occurred even as additional data indicates 

that since 2005, developments in technology have enabled vehicles to enjoy higher 

levels of acceleration performance.  Between 1975 and 2015, average vehicle weight 

remained consistent, vehicle horsepower increased approximately 68 percent, and fuel 

economy increased approximately 88 percent.56  In fact, since the 1981 model year, 

vehicle horsepower has increased almost every year, and current levels of horsepower 

are greater than twice the levels of horsepower of vehicles in the early 1980s.57  

The improvements in vehicle fuel economy have directly benefitted consumers by 

reducing their fuel costs.  An owner of a 2016 model year vehicle would save 

approximately $1,300 in avoided fuel costs over five years, compared to the owner of a 

2008 vehicle, and would save approximately $2,050 in avoided fuel costs over five 

years compared to the owner of a 2004 model year vehicle.58  

Finally, the advancements in technology have expanded the availability of vehicles that 

appear to be capable of complying with the existing federal CO2 emission requirements 

for the 2025 model year.  Specifically, nearly 5 percent of production model year 2017 

vehicles (exclusively hybrids (HEV), plug-in hybrids (PHEV), electric (BEV), and fuel cell 

(FCEV) vehicles) appear to meet the model year 2025 CO2 emission targets.59   

                                            

54 Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 Through 2017.  
U.S. EPA. Accessed on October 24, 2018. https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGLC.pdf. 
55 Id. at 7. 
56 Id. 
57 Id. at 25-27. 
58 Id. at 9. 
59 Id. at 119. 
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3. California’s continued compliance with state and federal mandates 
requires its robust vehicle program. 

Despite all this progress, California continues to urgently need its vehicle programs. 

Mobile sources continue to dominate emissions in California, and its population 

continues to live predominantly in basins bounded by mountains, in which air quality is 

poor because of continued emissions. Climate change, which is being driven 

substantially by mobile source emissions, compounds these problems by worsening the 

conditions that lead to local air pollution, and by making populations more vulnerable. 

Climate change also, of course, profoundly threatens health and welfare throughout 

California. 

4. Mobile source emissions are a big part of the problem. 
Mobile sources – cars, trucks, and myriad off-road equipment – and the fossil fuels that 

power them, are a big source, if not the biggest source, of the emissions that are hurting 

public health and changing the climate. 

In 2016, greenhouse gas emissions from the transportation sector accounted for about 

28 percent of total U.S. greenhouse gas emissions, making it the largest contributor of 

U.S. greenhouse gas emissions. In terms of the overall trend, from 1990 to 2016 total 

transportation emissions increased due, in large part, to increased demand for travel. 

The number of vehicle miles traveled (VMT) by light-duty motor vehicles (passenger 

cars and light-duty trucks) increased by approximately 45 percent from 1990 to 2016 as 

a result of a confluence of factors including population growth, economic growth, urban 

sprawl, and periods of low fuel prices.  

Mobile sources are also the largest contributors to the formation of ozone, PM2.5, toxic 

diesel particulate matter, and greenhouse gas (GHG) emissions in California.  Because 

of this, vehicular emissions must be significantly cut to achieve the NAAQS for ozone in 

2023 and 2031, and to reduce GHG emissions by over 40 percent below 1990 levels by 

2030. The interconnected strategies necessary to meet these goals has led California to 

develop an integrated planning approach to control vehicular emissions over the next 15 

years that includes a comprehensive transformation to cleaner vehicle technologies, 

fuels, and energy sources.60   

There are three fundamental issues with NHTSA’s handling of the Clean Air Act’s 

general conformity requirements.  First, NHTSA uses inappropriate modeling to reach 

its conclusion.  As noted above in Section III.A., NHTSA has – without explanation – 

chosen not to utilize California’s EMissions FACtor (EMFAC) model for 2014, the EPA-

approved model that California uses to meet its requirements under the Clean Air Act, 

to generate the numbers relevant to a conformity determination under the Clean Air Act. 

Second, NHTSA, in its Draft Environmental Impact Statement (DEIS) associated with 

the rollback proposal, argues that any emissions flowing from its actions are neither 
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direct nor indirect for general conformity purposes under 40 CFR section 93.152, stating 

that it cannot control the technologies that auto manufacturers would use, or consumer 

behavior (including purchasing).61  Yet this assertion flies in the face of the primary 

reason NHTSA is undertaking this rulemaking, which is that the existing standards’ 

costs purportedly are causing new vehicles to become more costly and thereby 

negatively impacting consumer purchasing behavior. NHTSA then attempts to justify 

this course of action by predicting, using new modelling inputs of its own design, the 

emissions levels that would flow from its action. In other words, the rulemaking is 

premised on understanding consumer purchasing and the emissions implications of 

such purchasing, while NHTSA claims on the other hand that it cannot make 

assumptions about these very things when it comes to satisfying general conformity 

obligations.  NHTSA cannot have it both ways. Indeed, the Ninth Circuit Court of 

Appeals has previously recognized that “[b]y allowing particular fuel economy levels, 

which NHTSA argues translate directly into particular tailpipe emissions, NHTSA's 

regulations are the proximate cause of those emissions just as EPA Clean Air Act rules 

permitting particular smokestack emissions are the proximate cause of those air 

pollutants….”62 Finally, in the context of this joint rulemaking between NHTSA and EPA, 

it is inappropriate that NHTSA’s determination regarding its own conformity obligations, 

regardless of its independent merit or lack thereof, does not address any conformity-

related obligations EPA may have that flow from the joint rulemaking. 

CARB intended to rely on its existing programs, such as the ZEV regulation, and its new 

efforts such as California Assembly Bill 617,63 to attempt to minimize emissions that 

otherwise would be expected to grow with increasing populations and vehicles operated 

in California. To remove the ZEV regulation causes substantial harm to this effort and 

will directly result in increases in near-roadway exposures for Californians during this 

time of population growth.  

In addition to its directional shift in 2012 based on the 2009 Vision modeling mentioned 

above, CARB has reconfirmed  it needs to obtain significant reductions in GHG 

emissions from the transportation sector (which includes mobile sources) in order to 

comply with the above mentioned statutory mandates, especially since the 

transportation sector is largest source of GHG emissions in California.64  CARB has 

identified strategies to obtain GHG emissions from mobile sources that include policies 

to move toward a goal of achieving 100 percent ZEV sales in the light-duty vehicle 

sector and reductions in VMT, and accelerating the use of clean vehicle and equipment 

technologies and fuels through the targeted introduction of zero emission and near-zero 

emission technologies in other sectors.65  

                                            

61 DEIS at 4-14 and 4-15. 
62 Ctr. for Biological Diversity v. Nat'l Highway Traffic Safety Admin., 538 F.3d 1172, 1217 (9th Cir. 2008). 
63 Cal. Assem. Bill No. 617, stats. 2017, ch. 136.  
64The 2017 Climate Change Scoping Plan Update, CARB. 2017. p. 98. 
65 Id. at 97-102. 
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There is an urgent need to help the transportation system take the next step in 

innovation to reduced- and zero-emission technologies. The ZEV regulation is designed 

to accelerate technology development through steadily increasing minimum sales. 

These technologies are necessary to reverse the increasing emissions from the 

transportation sector. And it is working. Total ZEV and PHEV sales and the number of 

available vehicle models are steadily climbing. Manufacturers have over-complied with 

the requirements, and costs are falling faster than predicted.66  

As detailed in Section VII.A.1 of these comments, the rollback scenario creates an 

additional increase of about 1.24 tons per day (tpd) increase in NOx emissions in the 

South Coast air basin, 90 percent of which is from upstream fuel activity increases. 

Because of the SIP commitments for federal ozone standards, these increased refinery 

emissions would have to be offset elsewhere. This means that even more vehicles 

would need to be removed to compensate, and because the dirtiest vehicles would 

already have been removed, more newer and cleaner vehicles would need to be 

removed - either an additional 1.3 million clean conventional vehicles, or 1 million 

additional ZEVs. This will almost double the number of vehicles that must be replaced to 

meet the region’s air quality commitments. As discussed above, without the ZEV 

regulation, the State Implementation Plan in California will to obtain reduce emissions 

significantly from other sources and through other means. But there are no obvious 

solutions. To put it plainly, California’s ZEV regulation is a practical necessity to meeting 

the NAAQS for ozone.  

We later discuss the many negative impacts the federal proposal would have on 

California’s strategies to protect the public, and those employed by jurisdictions opting 

into California programs. Suffice to say here that the federal proposal essentially guts 

these efforts, at great cost to the public, and undermining California’s ability to comply 

with federal Clean Air Act mandates.  We turn next, however, to the federal proposal 

itself and its many flaws. 

IV. NHTSA and EPA must improve fuel economy and reduce 
GHG emissions, and thus must maintain or strengthen the 
existing standards. 

Having surveyed California’s long history as a vehicle regulator, within the structure 

established by Congress, we can now turn to the federal proposal, which contrasts in 

sharp relief. For half a century, California, EPA, and (since its more recent creation) 

NHTSA, have worked together to regulate vehicle emissions and fuel economy. That 

program has included greenhouse gases for nearly a decade. The necessity of this 

program has never been clearer, as pressing climate threats and continued air quality 

challenges underline the need for CARB’s programs, and for continued federal 

                                            

66 See Final Determination, pp. [15-16, 21]; California’s Advanced Clean Cars Midterm Review, CARB. Accessed on 
October 24, 2018. https://www.arb.ca.gov/board/books/2017/032317/17-3-8pres.pdf. pp 21-29. 
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leadership. This proposal, unfortunately, ignores all of this history and the pressing 

needs to come.  In this section of the comments, we discuss the Agencies’ core 

obligations, and the procedurally improper way they have begun their effort to shirk their 

duties while attacking California. 

From the inception, the actions of EPA and NHTSA to break the national program for 

greenhouse gas emissions and fuel economy standards have been unwarranted and 

contrary to the federal Agencies’ legal obligations.  

 The existing harmonized national program is a success. 

Since California proposed the very first motor vehicle emission control requirements, the 

automobile manufacturing industry has sought not more than one standard across the 

nation. As discussed above, California’s authority has been maintained as a proper 

balancing of the various interests. Since the 2016 model year, the industry has reaped 

the benefit of one program across all the states. It avoided the costly litigation that had 

been filed to challenge California’s initial greenhouse gas emissions standards.67 Since 

2009, the industry has enjoyed consistently increasing sales, as discussed in detail 

below. In response to this proposal the industry expressly voiced support for continuing 

one national program that includes California.68 The existing harmonized national 

program has been an unquestionable success, improving vehicle performance and fuel 

efficiency, and reducing emissions. 

 The current federal administration broke the existing national 

program illegally and without valid basis.  

The Administration has, from its inception, taken action to disrupt the unified program, at 

great cost to public health and to the certainty industry requires. Because the facts do 

not support the Administration’s policy preferences, it has been forced to take a series 

of procedurally irregular steps to force a change. The patent arbitrariness of each phase 

of the process underlines the arbitrariness of the final proposal. 

Following EPA’s Final Determination in early 2017 that the existing GHG emission 

standards remain appropriate, the incoming President announced he was “cancelling” it, 

despite the extensive analyses and robust record supporting it. He characterized the 

regulations as “job-killing,”69 despite 2016 as the “best year on record” for U.S. light-

vehicle sales, following previous years of similarly strong sales.70  

                                            

67 Freeman, J. The Obama Administration’s National Auto Policy: Lessons from the “Car Deal,” 35 Harvard Env. L. 
Rev. (July 11, 2015). p. 343. 
68 See, e.g., testimony of Bob Holycross, Ford Motor Company, Sept. 25, 2018, Dearborn, Michigan. 
69 Remarks by President Trump at American Center for Mobility. Detroit, Michigan, March 15, 2017.  
https://www.whitehouse.gov/the-press-office/2017/03/15/remarks-president-trump-american-center-mobility-detroitmi 
70 Stoddard, Haig, and Wards. Auto December Surge Lifts 2016 Sales to Record 17.5 Million Units. Jan. 4, 2017.   
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Following this impulsive direction, EPA published a notice in the Federal Register 

announcing its intent to reconsider the Final Determination, again despite the robust 

record on which it is based.71 CARB (and many others) opposed this action, filing 

extensive comments.  

Associated with these actions, NHTSA solicited comments on the scope of the 

environmental impact statement for the rollback proposal.72 CARB (along with many 

others) also commented on the proper scope of this analysis.73  

EPA solicited comment on its reconsideration of the Final Determination, and expanded 

the model years at issue to include 2021, which had not been subject to the midterm 

evaluation.74 EPA then issued a new, untimely “revised” Final Determination that 

concluded the existing standards “are not appropriate.”75 This decision was contrary to 

EPA’s regulatory mandate to base its decision on the joint technical assessment report 

by EPA, NHTSA, and CARB, and instead on vague and uncertain concerns and 

unidentified “new information.”  Rather than explain its basis as required76 EPA 

presented about 11 pages of assertions and vague references to unidentified new 

assumptions, concerns, and information. EPA failed to premise its revised Final 

Determination on a comprehensive and collaborative technical assessment report, as it 

did not meaningfully reflect the content of the 2016 TAR. Thus, the Revised 

Determination made critical decisions on the fate of the program improperly. 

Accordingly, the Revised Determination was promptly challenged by California and 

several other parties.77  

EPA and NHTSA then issued this proposal, containing nothing that would maintain the 

national program. It is not based on the draft Technical Assessment Report (TAR) jointly 

prepared in 2016 by EPA, NHTSA, and CARB,78 the Technical Support Document 

(TSD) supporting the initial proposed determination,79 or anything comparable. Indeed, 

EPA said the TAR was not being reopened for comment.80 Unlike the process used to 

develop the TAR, there was no transparency and CARB was not invited to participate in 

any substantive technical discussions regarding the program or the rollback proposal. 

The federal Agencies did not produce a comparable assessment updating the prior 

analysis or explaining why it was no longer representative. In reconsidering its Final 

                                            

71 82 Fed.Reg. 14,671 (Mar. 22, 2017). 
72 82 Fed.Reg. 34,740 (July 26, 2017). 
73 See Docket No. NHTSA-2017-0069, esp. Air Resources Board – Comment, with attachments, document nos. 

NHTSA-2017-0069-0140-0140. 
74 82 Fed.Reg. 39551, 39553, Request for Comment on Reconsideration of the Final Determination of the Mid-Term 
Evaluation of Greenhouse Gas Emissions Standards for Model Year 2022–2025 Light-Duty Vehicles; Request for 
Comment on Model Year 2021 Greenhouse Gas Emissions Standards, Aug. 21, 2017. 
75 83 Fed.Reg. 16,077 (Apr. 13, 2018) (the “Revised Determination”). 
76 40 C.F.R. § 86.1818-12(h)(1), (2), (4). 
77 California v. U.S. EPA, U.S. Court of Appeals, Dist. of Columbia Circuit, Case Nos. 18-1114, -1118, -1139. 
78 See EPA-HQ-OAR-2015-0827-0926. 
79 See EPA-HQ-OAR-2015-0827-5941. 
80 82 Fed.Reg. 39551, 39553. 
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Determination that led to the rollback proposal, EPA did not follow its own regulations. It 

did not present in a new technical report or in the rollback proposal and supporting 

Preliminary Regulatory Impact Assessment the “new information” it asserted was the 

basis for its actions.  

Any information provided by manufacturers and other proponents of relaxing the 

existing standards was not identified, evaluated by the Agencies, and made available 

for public comment. The federal Agencies merely accepted it as a basis to reach a 

different conclusion, but without explaining why. CARB has requested this information 

from the federal Agencies and the automobile manufacturers.81 To date, the Agencies 

have not provided the requested information. The manufacturers, for the most part, 

have provided updated outlooks for meeting the existing standards and repeated their 

assertions that it will be difficult to fully meet the existing standards without additional 

flexibilities or some relaxing of the stringency, but have not provided information 

warranting a full rollback of the standards like those being proposed. In fact, both Ford 

Motor Company and Fiat Chrysler Automobiles (FCA) testified at the public hearing 

stating that they support year-over-year increases in the stringency of the standards. 

Likewise, the trade association, Global Automakers, representing 19 manufacturers 

including Toyota, Honda, and Nissan, testified that “[t]he regulations should require fuel 

economy and GHG improvements each year…”82 

This proposal is not the product of reasoned decision-making based on an objective 

review of the evidence regarding the development of technology, condition of the 

industry, need to protect public health and the environment, and potential to conserve 

energy. It is a contrived solution to justify a predetermined outcome.   

 NHTSA and EPA’s proposed approach improperly abdicates 

statutory directives.  

Executive agencies must act within the bounds provided for them by Congress. As the 

Supreme Court has explained, “[u]nder our system of government, Congress makes 

laws and the President, acting at times through agencies like EPA, “faithfully execute[s]” 

them.”83  “The power of executing the laws necessarily includes both authority and 

responsibility to resolve some questions left open by Congress that arise during the 

law's administration. But it does not include a power to revise clear statutory terms that 

turn out not to work in practice” in an agency’s view.84 Here, the Agencies announce 

                                            

81 See CARB, Request for Documents in Support of: Request for Extension of Comment Period and Additional Public 
Hearings Regarding Joint Proposed Rule to Roll Back Vehicle Greenhouse Gas Emissions and Corporate Average 
Fuel Economy Standards for Model Years 2021-2026 Light-Duty Vehicles, September 11, 2018. Docket Nos. 2018-
0067-4166, EPA-HQ-OAR-2018-0283-0883 
82 See EPA-HQ-OAR-2018-0283, e.g., Testimony on the SAFE proposal of Julia Rege, Director, Environment and 
Energy, Association of Global Automakers, Inc., Fresno, California, September 24, 2018; Testimony on the SAFE 
proposal of Ford Motor Company and Fiat Chrysler America, Dearborn, Michigan, September 25, 2018. 
83 Utility Air Regulatory Group v. EPA, 134 S.Ct. 2427, 2446 (2014). 
84 Id. 
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new policy preferences – to not act to reduce vehicle air pollution or to improve vehicle 

fuel economy. The factual bases for these preferences are wrong, as we discuss below. 

But even if the Agencies were right, they are not empowered to rewrite statutes as they 

prefer. Such actions by administrative agencies violate the Constitutional separation of 

powers, as well as administrative procedure and substantive statutes. But “”EPA [and 

NHTSA] may act only as authorized by Congress.”85 We thus are compelled to remind 

the Agencies that they may not exceed their powers in our system of ordered liberty. 

The Agencies’ proposed rollback violates Congressional direction to conserve energy, 

set the maximum feasible fuel economy standards, and reduce emissions that endanger 

public health or welfare. It assumes that the world will forever remain fixed in its current 

trajectory for controlling vehicular fuel economy and emissions of air pollutants from 

motor vehicles. This impermissibly abdicates the Agencies’ statutory directives to 

promulgate increasingly stringent requirements to ensure continued reductions of air 

pollutants and continued increases in fuel economy from motor vehicles. The effects of 

climate change can and, under the law, must be addressed by promulgating more 

protective measures.   

The Agencies’ rollback proposal is inconsistent with their respective statutory directives 

under the federal Clean Air Act (Clean Air Act) and the Energy Policy and Conservation 

Act of 1975 (EPCA), as amended by the Energy Independence and Security Act of 

2007 (EISA).  As discussed in greater detail below, those statutes require EPA and 

NHTSA to promulgate increasingly stringent requirements to ensure continued 

reductions of air pollutants and continued increases in fuel economy from motor 

vehicles, yet the Agencies proposed rollback would preclude any improvements in air 

quality or fuel economy.   

The Agencies attempt to justify their proposed alternative actions by dismissing the 

acknowledged increases in vehicular fuel consumption and emissions of CO2 that would 

result from their proposed actions.  The Agencies estimate that their proposed actions 

would increase aggregate fuel consumption and emissions of CO2 by 4 percent over the 

time period beginning 2016 and ending 2035, which they assert would not meaningfully 

impact the climate. They fail to acknowledge that if this holds true, by century’s end 

global ambient CO2 concentrations will be at levels not present for millions of years. This 

policy performance is illegal. It has been called a “bedrock principle” of separation of 

powers with regard to climate change-related decisions, policy objectives with respect to 

climate change do not on their own authorize the agency to regulate. The agency must 

have statutory authority for the regulations it wants to issue.”86 The Agencies attempt to 

                                            

85 Mexichem Fluor, Inc. v. EPA, 866 F.3d 451, 460 (D.C. Cir.2017) (Kavanaugh, J.). 
86 Id. at 460. The same theme is sounded in a recent dissent from denial of a writ of certiorari by Justice Gorsuch 
(joined by Chief Justice Roberts and Justice Alito. See Scenic America, Inc. v. DOT, 138 S. Ct. 2 (Oct. 2, 2017). The 
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implicitly delegate unbounded authority to agencies to solve problems Congress has not solved. That skepticism 
must convert to disapproval in instances like these, where agencies are explicitly declining to follow Congressional 
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justify their proposed alternative actions by dismissing the acknowledged increases in 

vehicular fuel consumption and emissions of CO2 that would result from their proposed 

actions.  The Agencies estimate that their proposed actions would increase aggregate 

fuel consumption and emissions of CO2 by 4 percent over the time period beginning 

2016 and ending 2035, which they assert would not meaningfully impact the climate, 

and that by century’s end global ambient CO2 concentrations will be at levels not 

present for millions of years. This is a nihilistic and fatalistic view.  

 EPA’s proposal is entirely inconsistent with its statutory mandate. 
EPA’s proposed action would establish a light-duty vehicle GHG emissions program 

that is entirely inconsistent with its statutory obligation to promulgate emission 

standards at a level needed to protect the public health and welfare from the harms 

associated with GHGs emitted from light-duty motor vehicles.87  Moreover, by electing 

to flatline the proposed standards for six years, EPA will disincentivize vehicle 

manufacturers from developing new technologies that could produce further reductions 

of GHGs from vehicles, as contemplated by Congress when it enacted the technology 

forcing structure of Title II of the Clean Air Act.   

a. EPA’s overriding mandate under Section 202(a)(1) of the Clean Air 
Act is to establish emission standards for new motor vehicles to 
protect the public health and welfare. 

Section 202(a)(1) of the federal Clean Air Act88 authorizes the Administrator of the EPA 

to prescribe and to occasionally revise “standards applicable to the emission of any air 

pollutant from any class or classes of new motor vehicles or new motor vehicle engines, 

which in his judgment cause, or contribute to, air pollution which may reasonably be 

anticipated to endanger public health or welfare.”  Section 302(g) of the Clean Air Act89 

defines “air pollutant” as including “any air pollution agent or combination of such 

agents, including any physical, chemical, biological, radioactive ... substance or matter 

which is emitted into or otherwise enters the ambient air.” 

In 2003, EPA denied a rulemaking petition to regulate greenhouse gas emissions from 

new motor vehicles under section 202 of the Clean Air Act.  That denial ultimately 

proceeded to the U.S. Supreme Court, which held that EPA had acted improperly.90 The 

Supreme Court first held that the Clean Air Act’s definition of “air pollutant” in section 

302(g) unambiguously encompasses compounds that contribute to climate change, 

including carbon dioxide, methane, nitrous oxide, and hydrofluorocarbons, and that 

section 202(a)(1) of the Act authorizes EPA to regulate greenhouse gases emitted from 

motor vehicles if EPA “forms a ‘judgment’ that such emissions contribute to climate 

change.”91  The Supreme Court then held that EPA also improperly denied the petition 

                                            

87 Massachusetts, 549 U.S. 497, 532. 
88 42 U.S.C. § 7521(a)(1). 
89 42 USC 7602(g). 
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under the alternative basis (that even if EPA had the statutory authority to regulate 

greenhouse gases, it would be unwise to do so at this time).  The Supreme Court noted 

that Clean Air Act section 202(a)(1) conditions EPA’s discretion to regulate air pollutants 

upon a judgment that “must relate to whether an air pollutant “cause[s], or contribute[s] 

to, air pollution which may reasonably be anticipated to endanger public health or 

welfare,”92 and then determined that EPA’s “laundry list of reasons not to regulate” in 

this case did not meet the Clean Air Act’s clear statutory directive requiring EPA to 

justify not taking further action “only if it determines that greenhouse gases do not 

contribute to climate change or if it provides some reasonable explanation as to why it 

cannot or will not exercise its discretion to determine whether they do.”93   

In response to the Massachusetts decision, EPA subsequently determined that six 

greenhouse gases in the atmosphere may reasonably be anticipated to endanger both 

public health and public welfare, and further determined that “the emissions of such 

greenhouse gases from new motor vehicles and new motor vehicle engines contribute 

to the greenhouse gas air pollution that endangers public health and welfare under 

Clean Air Act section 202(a).”94 These EPA determinations were upheld by the U.S. 

Court of Appeals for the District of Columbia Circuit in Coalition for Responsible 
Regulation v. EPA,95 (affirmed in part, and reversed in part on unrelated grounds by 

Utility Air Regulatory Group v. EPA,96). 

EPA has since reaffirmed that finding, and does not propose to change it. Nor could it. 

Yet, the Clean Air Act requires EPA to act to set vehicle standards commensurate with 

the endangerment they are to address. EPA has simply ignored Congress’s direction in 

this regard. 

b. EPA cannot make the required findings under section 202 to roll 
back the emissions standards. 

EPA has not properly weighed the relevant factors for changing the existing emissions 

standards, in contravention of the Clean Air Act’s text and purpose.  Specifically, EPA 

gave essentially no weight to the factors Congress required it to consider—namely, the 

volume of dangerous air pollution and the need to continue to drive innovation in 

pollution control technology—abdicating its statutory duty to protect the American 

people from the devastating impacts of climate change. This duty is independent of, but 

consistent with, NHTSA’s obligations to conserve energy, as discussed below. Similarly, 

EPA has not properly established that costs compel rolling back the standards.  
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c. The technology forcing mandate of the Clean Air Act is clear. 
It is abundantly clear that Congress intended Section 202(a) of the Clean Air Act to be a 

“technology forcing” statute, and intended that manufacturers continually develop 

technology in order to meet emission standards that cannot be achieved using only 

existing technology.   

The legislative history of both the 1970 and the 1977 amendments [to the 
Clean Air Act] demonstrates that Congress intended the agency to 
project future advances in pollution control capability. It was “expected to 
press for the development and application of improved technology rather 
than be limited by that which exists today.97  

This core purpose should drive EPA’s assessment of available technologies, and those 

which may become available. As it turns out, little technology-forcing is even required: 

As the EPA itself concluded just over a year ago in its first final mid-term determination,  

and as we dilate on at length below, technology is readily available for industry to meet 

the current vehicle emissions standards. 

EPA does not dispute that the purpose of establishing the proposed CO2 emission 

standards is to “reduce GHG emissions, which contribute to climate change,” and also 

acknowledges that the technology needed to comply with more stringent emission 

standards associated with the baseline “no action” alternative currently exists. 

EPA thus has not proposed to make, and cannot support, the requisite finding under 

section 202(a)(2) of the Clean Air Act—that rolling back the existing standards is 

“necessary to permit the development and application of the requisite technology.” The 

majority of these technologies have already been developed, have been 

commercialized, and are in-use on vehicles today. These technologies include, but are 

not limited to, engine and transmission technologies, vehicle mass reduction 

technologies, technologies to reduce the vehicles’ aerodynamic drag, and a range of 

electrification technologies. The electrification technologies include 12- Volt stop-start 

systems, 48-Volt mild hybrids, strong hybrid systems, PHEV, and ZEVs. 

For example, the existing CO2 standards are projected to require a 
combined passenger car and truck fleet penetration of mild hybrids plus 
strong hybrids of 58 percent of new vehicle sales in MY 2030 …. These 
technologies are available and in production today, and MY 2020 through 
MY 2025 standards are still a number of years away. 98 

According to both EPA’s and California’s 2017 Advanced Clean Cars Midterm Review, 

manufacturers have successfully employed a variety of technologies that reduce GHG 

                                            

97 NRDC v. EPA, 655 F.2d 318, 328 (D.C. Cir, 1981) (citing S. Rep. No. 1196, 91st Cong., 2d Sess. 24 (1970), and 

H.R.Rep.No.294, 95th Cong., 1st Sess. 273 (1977)).  
98 83 Fed.Reg. at 42,986, 43,229.  
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emissions and increase fuel efficiency, many at a faster rate of deployment than was 

originally projected, as evidenced by large penetration rates of advanced engine and 

transmission technologies across the industry in the last five years.  Based on 2017 

EPA compliance data, manufacturers are over-complying with the GHG requirements 

and are offering various vehicles today that are currently able to comply with the GHG 

standards for later model years. For example, of the more than 1,300 conventional 

vehicle model configurations available in 2016, 23 truck configurations, 23 sport utility 

vehicle (SUV) configurations, and 26 passenger car configurations meet 2020 or later 

GHG standards with a conventional gasoline powertrain. An additional 78 model 

variants comprised of HEVs, PHEVs, and BEVs currently meet the 2020 or later 

standards. According to the 2017 EPA Light Duty Vehicle Trends Report, 26 percent of 

projected MY 2017 vehicle production already meets or exceeds the 2020 MY CO2 

emissions targets, showing that the number of vehicles meeting or exceeding the MY 

2020 standards has steadily increased over time. 

However, despite this evidence of widely available technology, EPA has intentionally 

proposed to promulgate emission standards that are less stringent than existing 

standards and that would lead to increased emissions of GHGs.   

As shown in Table VIII–34, the analysis projects that, compared to the 
baseline standards, the proposed CO2 standards for MYs 2021–2026 
would increase vehicle CO2 emissions by 713 million metric tons (MMT) 
over the lifetime of the vehicles produced from MY 1979 through MY 
2029, with an additional 159 MMT in CO2 reduction from upstream 
sources for a total increase of 872 MMT. 
83 Fed.Reg. 42986, 43240 (Aug. 24, 2018) (Emphasis added). 

d. EPA has not established that costs compel a rollback. 
EPA attempts to justify the proposed rollback on its “particular consideration” for “high 

projected costs” and “the impact of the standards on vehicle safety.”99 But as shown 

throughout these comments, the asserted costs are inflated, the actual costs are 

outweighed by the benefits, and the proposed rollback will harm public safety.  

Even if that were so, EPA has not proposed to find, or offered a basis to find, that any of 

the proposed alternatives (other than the no-action alternative) are “necessary” “giving 

appropriate consideration to the cost of compliance within such period” and considering 

available lead times to further refine the necessary technology.100  

The Clean Air Act contemplates a doubling or tripling of cost to justify such a 

showing.101 Assuming EPA’s estimates of the cost of compliance were accurate, which 

they are not, they do not rise to this level. They reflect an increase of a few hundred 

                                            

99 83 Fed.Reg. at 43,231. 
100 Motor & Equip. Mfrs. Ass’n, Inc. v. EPA (“MEMA I”), 627 F.2d 1095, 1118 (D.C. Cir. 1979). 
101 Ibid. 
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dollars over the previous estimates, and a couple percentages of the total price of the 

average new passenger vehicle.   

At root, EPA attempts to act contrary to Congressional intent to internalize the cost of 

pollution and ensure public health is protected. Section 202(a)(2) reflects Congress’ 

intent to impose some burdens on auto manufacturers, and even on consumers, to 

reduce harmful air pollution. 102 EPA may not frustrate that legislative determination.  

Greenhouse gases endanger public health. EPA has recognized it. Changing existing 

law to allowing emissions to increase violates the command in Section 202(a) of the 

Clean Air Act to regulate these emissions.  

EPA may now take a different policy view – wrongly. But this is immaterial; it is for the 

people’s elected representatives to change the statute’s policy if they so choose, not the 

agency. As Justice Scalia, writing for the Court, reminds us, 

[w]e reaffirm the core administrative-law principle that an agency may not 
rewrite clear statutory terms to suit its own sense of how the statute 
should operate. … Instead, the need to rewrite clear provisions of the 
statute should have alerted EPA that it had taken a wrong interpretive 
turn. Agencies are not free to ‘adopt ... unreasonable interpretations of 
statutory provisions and then edit other statutory provisions to mitigate 
the unreasonableness.103 

2. NHTSA’s proposal is inconsistent with the overriding mandate of 
EPCA to maximize the fuel efficiency of new motor vehicles.  

NHTSA falls into the same error as EPA, unlawfully arrogating to itself the ability to 

change clear policy set forth in statute. 

Section 32902(a) of EPCA mandates that the Secretary of Transportation  establish 

average fuel economy (CAFE) standards for automobiles that represent the maximum 

feasible average fuel economy level that NHTSA believes manufacturers can achieve in 

each model year.  In promulgating such CAFÉ standards, the Secretary shall consider 

“technological feasibility, economic practicability, the effect of other motor vehicle 

standards of the Government on fuel economy, and the need of the United States to 

conserve energy.”   

Although EPCA provides NHTSA some discretion with respect to balancing the four 

aforementioned statutory factors, that discretion is nevertheless constrained by EPCA’s 

overriding mandate of conserving energy.  Center for Biological Diversity v. NHTSA.104  

                                            

102 Ibid. 
103 Utility Air Regulatory Group v. E.P.A. 573 U.S. 302, 134 S.Ct. 2427, 2447, 189 L.Ed.2d 372 (2014), quoting 
Coalition for Responsible Regulation v. E.P.A. (D.C. Cir., Dec. 20, 2012, No. 09-1322) 2012 WL 6621785, at *16, 
Kavanaugh, J., dissenting from the den. of rehearing en banc. 
104 538 F.3d 1172, 1195 (9th Cir. 2008). 
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“Whatever method it uses, NHTSA cannot set fuel economy standards that are contrary 

to Congress's purpose in enacting the EPCA—energy conservation.”105   

It is undisputable that NHTSA’s proposal is inconsistent with EPCA’s overriding 

statutory objective of conserving energy – NHTSA’s own estimate of the impact of its 

proposal on the nation’s consumption of petroleum is an increase of approximately 

500,000 barrels per day, an amount that NHTSA itself admits is “significant”. As 

discussed below, this is an underestimate, based on a false, unsupported assumption 

that manufacturers will voluntarily over-comply with the standards.  Compared to the 

“No action alternative,” NHTSA’s proposed alternative would increase total light-duty 

vehicle fuel consumption between 2020 to 2050 by 206 billion gasoline gallon 

equivalents.   

As explained below in Section VII, NHTSA’s justification is premised in part on the 

success of its own program. Fuel economy has increased, and not impacted consumer 

choice or demand, putting the nation on a path to net exports of petroleum.106 Yet the 

supporting analysis fails to account for the reversal of that trend if this proposal were 

finalized, and irrationally concludes that because the program is working, it should be 

halted.  

NHTSA justifies its proposal in part on its discretion to consider consumer demand – it 

argues that because gasoline prices have decreased since 2012, and are anticipated to 

remain low through 2050, consumers are demanding larger and heavier vehicles that 

present challenges to establishing more stringent fuel economy standards.  Although 

NHTSA may consider consumer demand for vehicles in proposing fuel economy 

standards, its discretion is ultimately constrained by EPCA’s overall objective of 

conserving energy.   

Congress intended energy conservation to be a long term effort that 
would continue through temporary improvements in energy availability. 
Thus, it would clearly be impermissible for NHTSA to rely on consumer 
demand to such an extent that it ignored the overarching goal of fuel 
conservation.   

Center for Auto Safety v. NHTSA, 793 F.2d 1322, 1340 (D.C. Cir. 1986).   

NHTSA further justifies its proposal on its assessment of the availability, effectiveness, 

and compliance costs of fuel economy related technologies that are anticipated to be 

available within the 2021 to 2026 model years.  However, as explained in greater detail 

in Section V, NHTSA’s assessment is arbitrary and capricious because it is entirely 

inconsistent with EPA’s previous findings and evidence, and CARB’s findings and 

evidence, that such technologies are readily available, and are capable of effectively 

                                            

105 Id. at 1197.   
106 See 83 Fed.Reg. at 43,214 [oil intensity of U.S. GDP has declined since EPCA’s enactment]; 43,215 [wide array 
of fuel-efficient vehicles with range of features]; 43,216 [decreased demand for fuel]. 
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reducing GHG emissions and improving fuel economy, at lower costs than anticipated 

by NHTSA. 

In conclusion, the Agencies proposed alternatives are inconsistent with the statutory 

directives of the Clean Air Act and EPCA, respectively, which envision the promulgation 

of increasingly stringent requirements to ensure the continued reductions of both 

emissions and fuel consumption from motor vehicles.  The proposed alternatives also 

effectively disincentivize motor vehicle manufacturers from seeking to research, 

develop, refine, and gain experience with advancements in technologies that will enable 

manufacturers to comply with existing and future standards at reduced costs.  

Consequently, the proposal adversely impacts the nation by indisputably increasing 

emissions of GHGs, and consumption of fuel, and by also disincentivizing the 

automotive industry from continuing to develop and refine technology that will allow the 

industry to achieve greater emissions reductions at lower costs.   

3. There is no demonstrated basis to adjust compliance flexibilities that 
are working to reduce emissions, provide manufacturers with 
incentives to innovate, and create jobs.  

The federal Agencies requested comments on whether to change or add regulatory 

compliance credits, or flexibilities, in the national greenhouse gas vehicle 

regulations.107  The existing compliance flexibilities should not be changed. This will 

further consistency in compliance planning by automakers for model years in the 

existing program.  For example, the ZEV multiplier is important for automakers as a 

regulatory incentive to bring more electric vehicles to market for compliance 

nationally.  Although California has a ZEV requirement, the ZEV multiplier in the 

national program helps ensure automakers are marketing ZEVs and PHEVs in other 

states.  ZEV and PHEV sales are expected to continue increasing as more diverse 

models (including in vehicle size and category, with cross-overs, all-wheel drive, and 

performance vehicles) entering the market.  Further, the impact of the ZEV multiplier on 

the national program is diminishing as it will phase out under the existing standards. 

Based on the available information, compliance flexibilities in other technology 

categories should remain unchanged.  HEVs are widely available at varying levels of 

power and performance across vehicle sizes, and CARB does not believe it deserves 

special treatment in the greenhouse gas vehicle regulations.  The incentive for large 

hybrid pick-up trucks should remain limited in scope to ensure program emission 

benefits are not eroded. New compliance flexibilities for natural gas vehicles or high-

octane blend fuel vehicles are not appropriate at this time.  Critically, new compliance 

flexibilities (or off-cycle credit categories) for autonomous vehicles are not appropriate at 

this time.  Although the technology is widely expected to provide safety and mobility 

benefits, automakers are expected to bring the technology to market regardless so 

                                            

107 83 Fed. Reg. at 43,446-43,447. 
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incentives are unnecessary, and it is not established that these technologies will reduce 

emissions given their potential for high annual mileage. 

 The Agencies have not justified departing from their prior 
determinations or met their obligations for a reasoned analysis, and 
are not entitled to deference. 

The federal Agencies have advanced a novel analysis in support of the rollback. They 

have acknowledged it departs from prior analyses. But the Agencies have not explained 

why the extensive analyses developing the existing standards, and concluding they 

remain appropriate, are now invalid. This is fatal for the proposal.  

Reasoned decision-making requires that the Agencies “weighed competing views, 

selected a [solution] with adequate support in the record, and intelligibly explained the 

reasons for making that choice.”108 The Agencies must fully explain their departure from 

the “facts and circumstances that underlay” the prior determinations.109 

a. The Agencies have not established why their prior decisions must 
be changed. 

A court may “hold unlawful and set aside” an agency’s action if it is “arbitrary, 

capricious, an abuse of discretion, or otherwise not in accordance with law.”110  To 

avoid this, an administrative agency must adequately explain its decisions, and “must 

examine the relevant data and articulate a satisfactory explanation for its action 

including a rational connection between the facts found and the choice made.” Motor 
Vehicle Mfrs. Ass’n of U.S., Inc. v. State Farm Mutual Automobile Ins. Co..111  An 

agency action is arbitrary and capricious under the Administrative Procedure Act (APA) 

where the agency (i) has relied on factors which Congress has not intended it to 

consider; (ii) entirely failed to consider an important aspect of the problem; (iii) offered 

an explanation for its decision that runs counter to the evidence before the agency; or 

(iv) is so implausible that it could not be ascribed to a difference of view or the product 

of agency expertise.112    

If an agency reverses course on a prior policy, it is “obligated to supply a reasoned 

analysis for the change.”113  Further, an agency must “display awareness that it is 

changing position,” show that “there are good reasons” for the reversal, and 

demonstrate that its new policy is “permissible under the statute.”114  An agency must 

                                            

108 FERC v. Elec. Power Supply Ass’n, 136 S. Ct. 760, 784 (2016). 
109 Fox, 556 U.S. at 516; Pub. Citizen, 733 F.2d at 98 (agency must “‘cogently explain’” basis for suspending rule) 
(quoting State Farm, 463 U.S. at 48); Organized Village of Kake v. U.S. Dep’t of Agric., 795 F.3d 956, 968-969 (9th 
Cir. 2015); AMB Onsite Services-West v. NLRB, 849 F.3d 1137, 1146 (D.C. Cir. 2017). 
110 5 U.S.C. § 706. 
111 463 U.S. 29, 43 (1983) (“State Farm”). 
112 Id. 
113 State Farm, 463 U.S. at 42.   
114 F.C.C. v. Fox Television Stations, Inc., 556 U.S. 502, 515 (2009).   
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“provide a more detailed justification than what would suffice for a new policy created on 

a blank slate” when “its new policy rests upon factual findings that contradict those 

which underlay its prior policy.”115   

The Agencies have fallen short in several respects. The Agencies have improperly 

relied on factors Congress did not intend them to consider, as discussed throughout 

these comments. Prominent examples are how NHTSA has improperly constrained the 

meaning of its obligation to “conserve energy” to avoiding waste.116 The denotation and 

connotation from the overall statute and legislative history are broader, to require 

energy efficiency and the effective use of scarce resources – by conserving them.117 

The Agencies, in their analysis, have then placed determinative weight on their flawed 

premise of safety impact, despite the absence of this factor from the statute, and 

improperly elevated a cramped view of consumer preference to overshadow the 

statutory directives to conserve energy and protect consumers from rising fuel costs.  

The Agencies have not explained why the prior analysis and evidence supporting the 

initial Final Determination of January 2017 are no longer valid. The proposed rollback is 

not based on the 2016 Draft TAR, and does not explain why its analyses are wrong – it 

asserts they are wrong, and relies on different analyses it contends are better. 

As explained in detail below, the asserted analysis for increasing fatalities due to 

improving fuel economy is unfounded. But even if rolling back the standards did 

decrease fatality projections, there are several direct ways to accomplish the same 

effects without sacrificing fuel savings. These are described further below.  

Moreover, the Agencies have improperly asserted that because the nation had been 

forecasted to become a net exporter of energy, the fuel economy standards do not need 

to improve. Not only is this forecast obsolete, as discussed below, if the Agencies 

finalize the proposal, it contravenes the statutory direction to conserve energy. EPCA 

does not empower NHTSA to decide that the nation no longer needs to conserve 

energy. 

The Agencies have entirely failed to consider important aspects of the problem. For 

example, they do not assess the public health, environmental, and human costs of the 

increased criteria, toxic, and GHG emissions as they acknowledge will come from the 

proposal.  

The Agencies have improperly excluded technologies. The proposal asserts it 

considered a “wide range” but failed to explain what technologies were excluded and 

why (besides improperly assessing how technologies are deployed and at what cost, as 

discussed below).  
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116 83 Fed.Reg. at 43,213. 
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The proposal does not address the impact on consumers if oil and gasoline prices rise, 

whether that rise is sudden or gradual, for machines that will be in use for decades, or 

the rippling effects on the economy of increasing the burden on those with the lowest 

household incomes.  

The Agencies have not acknowledged the effect on states, citizens, and the various 

sectors of the industry from disrupting the consistent national program that provided 

regulatory certainty for many years. California has designed its motor vehicle emissions 

control program to align with the harmonized national program and has been granted a 

waiver for those standards.  As discussed in greater detail below, California, and the 

section 177 states that have elected to adopt those standards as their own have 

incurred reliance interests ultimately flowing from those standards.  For instance, 

California has incurred reliance interests because it is mandated to achieve an 

aggressive GHG emissions reduction target for 2030. California law requires a multi-

pronged approach demanding GHG emissions reductions from various sectors, 

including the transportation sector, which is the largest contributor to California’s GHG 

emissions.118  California’s Advanced Clean Cars program, including the State’s GHG 

and ZEV standards, is a crucial part of this multi-pronged approach, and California has 

made, and is continuing to make, decisions about other regulatory actions in reliance on 

the emissions reductions the Advanced Clean Cars program will produce.  

Consequently, the Agencies’ proposal to reduce the stringency of their respective 

standards would, in the absence of affirmative CARB action, undermine the basis of 

California’s planning for its emission reduction goals, infringing on the State’s core 

police power and ability to protect its citizens.  The agency proposal therefore 

contravenes Congress’ intent in enacting the Clean Air Act that expressly preserves 

States’ reliance interests.  “Where coordinate state and federal efforts exist within a 

complementary administrative framework, and in the pursuit of common purposes, the 

case for federal pre-emption becomes a less persuasive one.”119   

The Agencies have offered explanations for their proposal that run counter to the 

evidence. The Agencies assert that fuel efficiency and emissions controls have 

sacrificed other attributes that are in greater demand, despite the evidence of increasing 

sales over the same model years that standards have been increasing, with growing 

options and features in the market.  

As explained by the California Attorney General is his accompanying comment, the 

proposed rollback also departs from NHTSA’s practice in past rulemakings, where the 

agency considered “all types of technologies that improve real-world fuel economy.”120  

This scope of consideration was consistent with the agency’s long-held definition of the 

technological feasibility factor as “whether particular methods of improving fuel economy 

                                            

118 Cal. Health & Saf. Code § 38566. 
119 New York State Dep't of Soc. Servs. v. Dublino, 413 U.S. 405, 421 (1973).  
120 See, e.g., 77 Fed.Reg. 62,624, 62,668 (Nov. 15, 2012); 75 Fed.Reg. 25,324, 25,555 (May 7, 2010).   
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will be available for commercial application in the model year for which a standard is 

being established.”121 Now, NHTSA proposes to narrow the scope of its consideration to 

an unspecified “wide range” of technologies. 122 NHTSA expressly admits it “has not 

attempted to account for every technology that might conceivably be applied to improve 

fuel economy,” and the only explanation provided is that NHTSA “considers it 

unnecessary to do so given that many technologies address fuel economy in similar 

ways.”123  

With respect to zero-emission technologies, the Agencies assert that sales are declining 

and consumers are rejecting these vehicles. This is false: while sales as a percentage 

have fallen, total sales have risen. The apparent decline is only a function of an 

expanding overall national market.  

The Agencies acknowledge that oil prices may rise in the future,124 but base the 

proposal in part on the current state of relatively low prices.  

The explanation advanced by the Agencies is implausible. It is contorted, illogical, and 

unsupported by the evidence. It is not one that can be ascribed to a difference of view 

or the product of agency expertise. 

The Agencies irrationally and inconsistently assert that the market appropriately 

responds to consumer preferences for fuel efficiency, yet simultaneously asserts that 

the market will over-respond. This is illogical, and contrary to any evidence it has 

occurred before. If anything, with respect to fuel economy standards, several 

manufacturers typically pay fines rather than comply – despite the existence of credits 

under the harmonized national emissions standards that allow manufacturers to fit their 

compliance obligations to their production cycles.   

b. The Agencies have not fulfilled their statutory requirements. 
As explained above, NHTSA’s proposal does not “provide for improved efficiency of 

motor vehicles” over the long term. Stagnating the standards violates Congressional 

direction to ratably increase fuel economy when the technology for doing so has been 

demonstrated to exist (which it does, as explained below) or could be developed in the 

necessary time. Since market inefficiencies may preclude sufficient improvement 

without regulatory incentives, EPCA requires standards that advance technology.125 

NHTSA’s failure is summed it by its expectation that manufacturers will voluntarily 

exceed the standards, effectively conceding the standards are not the required 

“maximum feasible.”  

                                            

121 See 42 Fed.Reg. at 63,188; 83 Fed.Reg. at 43,208 (emphasis added). 
122 83 Fed.Reg. at 43,208. 
123 Ibid. 
124 See, e.g., 83 Fed.Reg. at 43,214, n. 444 [acknowledging potential for gasoline prices to rise in the future]. 
125 Center for Auto Safety v. National Highway Traffic Safety Administration, et al., 793 F.2d 1322, 1339, citing S. 
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EPA and NHTSA wholly fail to analyze the economic effects of the climate change and 

public health implications of the rollback. The Agencies assert these are insignificant, 

but that is only because the Agencies’ projections of climate change are so extreme. An 

appropriate analysis of a proposal that speeds progress toward such a calamitous 

condition must acknowledge and analyze the expected effects.  

c. The Agencies are not entitled to deference. 
The rollback proposal relies to a great degree on modeling and analyses developed by 

NHTSA’s Volpe center, 126 including the CAFE Model. The proposal is premised in large 

part on addressing predicted traffic fatalities. However, Congress provided the 

Department of Transportation distinct authority, separate from its direction to improve 

fuel economy, to accomplish this goal.127  The over-arching purpose of the latest 

Congressional directive to set the “maximum feasible” fuel economy standards in the 

underlying statute is “To move the United States toward greater energy independence 

and security, to increase the production of clean renewable fuels, to protect consumers, 

[and] to increase the efficiency vehicles.”128 While the Secretary of Transportation may 

have delegated to NHTSA the authority to determine fuel economy standards, NHTSA’s 

purpose is highway safety. As discussed below, NHTSA has many means available to 

directly reduce fatalities, including by reducing vehicle miles traveled, which it (wrongly) 

emphasizes will increase because of the existing standards. NHTSA is not charged with 

assessing and developing programs to reduce the public health and environmental 

effects of air pollutants. It has no direction to do so, and no special expertise. 

It is “EPA [that] has been charged with protecting the public’s ‘health’ and ‘welfare,’ a 

statutory obligation wholly independent of [the Department of Transportation’s] mandate 

to promote energy efficiency.”129 But EPA’s analysis of these issues appears to have 

been rejected. EPA was essentially shut out of the drafting process at the staff level; 

indeed, staff provided extensive comments on the analysis and conclusions in the draft 

proposal, many of which do not appear to have been incorporated into the analysis.130  

As EPA staff wrote with regard to the regulatory impact analysis, which contains the 

core analysis supporting the rule: 

                                            

126 The Department of Transportation established the John A. Volpe National Transportation Systems Center (Volpe 

Center) to advance transportation innovation for the public good. See https://www.volpe.dot.gov/about-us. 

127 49 U.S.C., Subt. VI, Pt. A., Ch. 301, § 30101, et seq. 
128 Energy Independence and Security Act of 2007 (EISA), PL 110–140, December 19, 2007, 121 Stat 1492. 
129 Mass. v. EPA, 549 U.S. at 532. See also Coal. for Responsible Regulation v. EPA, 684 F.3d 104, 127 (D.C. Cir. 
2012), rev’d on other grounds Utility Air Regulatory Group v. EPA, 134 S. Ct. 2427 (2014) (recognizing that “just as 

EPA lacks authority to refuse to regulate on the grounds of NHTSA’s regulatory authority, EPA cannot defer 
regulation on that basis”; “[EPA is not] required to treat NHTSA’s . . . regulations as establishing the baseline for the 
[§ 202(a) standards]”; and further that ‘‘the [§ 202(a) standards] provid[e] benefits above and beyond those resulting 
from NHTSA’s fuel economy standards’’). 
130 These are noted throughout this comment letter; see, e.g.., EO 12866 Review, EPA Comments on GHG/CAFE 
NPRM Preamble, June 29, 2018. 
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This Preliminary RIA is a work product of DOT and NHTSA, and was not 
authored by EPA. The Preliminary RIA is based on the independent 
technical assessment from DOT-NHTSA, and the document should 
reflect appropriately who has authored the Preliminary RIA. EPA’s name 
and logo should be removed from the DOT-NHTSA Preliminary 
Regulatory Impact Analysis document. EPA is relying upon the technical 
analysis performed by DOT-NHTSA for the Notice of Proposed 
Rulemaking. 

That EPA’s political appointees, who are generally not policy experts, rejected the views 

of their expert staff and instead followed the bad analyses offered by NHTSA does not 

repair this flaw; it, instead, demonstrates the degree to which EPA has arbitrarily 

delegated its authority to others, while declining to exercise its own expertise. 

NHTSA is statutorily obligated to consider EPA’s emissions standards in determining 

the fuel economy standards,131 but EPA is not obligated to do the same.132 EPA, for its 

part, may not simply accept NHTSA’s analysis without doing its own. To have done so 

is arbitrary.133  

The rollback proposal is not a product of agency expertise. It is inconsistent with prior 

analyses, legal positions, and judicial determinations, and fails to meaningfully establish 

that the prior fundamental technical information and analyses are no longer reliable. It is 

not persuasive because it is inconsistent with logic, accepted economic theory, and 

empirical information. It is not entitled to deference.  

d. CARB is entitled to significant deference as a congressionally-
recognized regulator of motor vehicle emissions, with more 
experience than EPA. 

CARB and its analyses remain entitled to great deference. As discussed at length 

above, California conducted ground-breaking research in the effects of motor vehicle 

pollution, and the means to address it. CARB’s technical analyses continue to be solidly 

founded on extensive research, including original research and collaboration with 

academic institutions, EPA, and industry. It has a proven track record of success.   

CARB has a deep bench of expertise, developed over decades of its Congressionally-

authorized work to regulate vehicle emissions. Its staffers have broad experience, 

advanced degrees, and specialized training in relevant fields, including air pollution 

modeling, atmospheric chemistry, mechanical engineering, public health, and 

economics. Examples of the expertise reflected here include analyses by:  

Michael McCarthy is CARB’s Chief Technology Officer of the Emission Compliance, 

Automotive Regulations, and Science (ECARS) Division. He has B.S.E. in Mechanical 
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Engineering from the University of California – Los Angeles. He has worked at CARB 

since 1992. He has been a member of several Society of Automotive Engineers (SAE) 

International Standards and International Standards Organization Committees, and 

received the 2006 Henry Souther Standards Award from SAE International. He led 

CARB’s participation in its own Midterm Review, and in the joint Midterm Evaluation of 

the MY 2022-2025 standards that culminated with a final determination in January 2017 

that the standards remain both technologically and financially feasible and otherwise 

appropriate.   

Belinda Chen has worked at CARB since 2006, lead the economic and fiscal impact 

section for the 2012 Advanced Clean Cars regulations, and the consumer acceptance 

component for the 2017 Advanced Clean Cars Midterm Review.  She holds a B.A. from 

Brown University in Environmental Studies and Biology, and a M.S from the University 

of California, Davis, in Transportation Technology and Policy.  She was also the 

recipient of EPA’s Science to Achieve Results (STAR) graduate fellowship and U.S. 

DOT Eisenhower Transportation fellowship, and is a contributing author to the 

Handbook of Transport Modeling, Second Edition (Handbooks in Transport Volume 1), 

D.A. Hensher and K.J. Button (eds). 

Anna Wong has worked at CARB since 2006, and is a Staff Air Pollution Specialist and 

leads in the review, development and modifications for California’s ZEV regulation, 

including the 2008 and 2012 regulatory amendments, as well as the Midterm Review.  

She holds a B.S. from the University of California, Davis in Community and Regional 

Development.  

Sherrie Sala-Moore currently works in CARB’s On-Road Model Development Section 

using engineering concepts to develop and improve methodologies, emissions 

estimates, and documentation for use in regulations, attainment plans, and other ARB 

programs.  In prior CARB positions, she developed calculators and conducted technical 

analysis for the Goods Movement Emission Reduction Program, and provided technical 

analysis for the development of the Diesel Truck and Bus regulation. 

Dr. Sara Forestieri has a Ph.D. in Civil & Environmental Engineering from UC Davis. 

Her work in CARB’s mobile source analysis branch focuses on data collection and 

analysis for the agency’s mobile source inventory EMFAC. 

Dr. Marko Jeftic is an Air Resources Engineer at the ARB. He holds a Ph.D. degree in 

mechanical engineering from the University of Windsor in Ontario, Canada.  He has 

authored journal and conference papers related to reductions of vehicle exhaust 

emissions.  He currently works at CARB in the Advanced Clean Cars Branch of the 

Emissions Compliance, Automotive Regulations and Science Division. His focus is on 

light duty vehicle regulations. 

Dr. Emily Wimberger is the chief economist at the California Air Resources Board where 

she leads the economic analysis of California’s climate change and criteria pollution 

regulations and policies. Previously, Emily served as a researcher at the University of 
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California Center for Energy and Environmental Economics at UC Santa Barbara and 

as Economics Fellow at the California Air Resources Board.  Dr. Wimberger received 

her Ph.D. in Agriculture and Resource Economics from the University of California 

Davis and her bachelor’s degree in Energy, Environmental, and Mineral Economics 

from Penn State.   

Dr. William Leung is an economist in CARB’s Office of Economic Policy & Analysis and 

is responsible for performing regulatory impact assessments for CARB’s proposed 

regulations.  He holds a Ph.D. in Economics from UC San Diego and has performed 

research on consumer responses to gasoline prices. 

Ryan Hart, P.E., has been an Air Resources Engineer at the California Air Resources 

Board since 2014 where he specializes in light-duty vehicle electrification technology. 

Prior to joining ARB, Ryan worked at a battery test facility where he designed and 

instrumented life-cycle tests for various electric vehicle batteries. He has a B.S in 

mechanical engineering and is completing his M.S. from California State University, 

Sacramento.  

Dr. Melanie Zauscher has a Ph.D. in Engineering Sciences from the University of 

California, San Diego. Her primary responsibility at CARB includes managing research 

related to the zero emission vehicle market, real-world usage of zero emission vehicles, 

vehicle choice, vehicle incentives, and autonomous vehicles. In addition, she is leading 

a team to write a comprehensive report to review CARB's ZEV programs. 

Dr. Nehzat Motallebi has a Ph.D. in Atmospheric Science from University of California, 

Davis. Her primary responsibility at CARB includes managing research projects in the 

field of Particulate matter monitoring, data analysis, and regional air quality modeling. 

She is also managing several Climate Change research projects on global radiative 

effect of particulate black carbon, improving the carbon dioxide emission estimates from 

the combustion of fossil fuels in California, characterization of black carbon and organic 

carbon air pollution emissions and evaluation of measurement methods, and impact of 

climate change on meteorology and regional air quality in California. 

Firas Abu-Sneneh is an economist in CARB’s Industrial Strategies Division since 2016, 

and is responsible for conducting economic analyses on California’s transportation fuel 

markets and producing projections of California’s transportation fuel matrix. He holds a 

B.Comm from McGill University in Finance and Economics, and an M.S. from the 

University of California, Davis in Agricultural and Resource Economics, where he also is 

working on finishing his PhD in Agricultural and Resource Economics.  

CARB’s expertise is not limited to its own resources. To ensure it was objectively 

considering the potential merits of the SAFE NPRM, CARB contracted with several 

experts in the various fields relevant to the proposal to provide their independent views. 

These include: 
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Dr. Frank Ackerman is a Principal Economist at Synapse Energy Economics. He 
is an environmental economist who has written widely on energy, climate 
change, and related issues. He has studied the employment benefits of clean 
energy scenarios, critiqued a number of flawed economic studies related to clean 
energy and the environment, and been published widely on these topics.  
 
Dr. Maximillian Auffhammer is the George Pardee Jr. Family Professor of 
International Sustainable Development at the University of California Berkeley. 
Among his posts are a research associate at the Energy Institute at Haas, a 
Fellow of the CESifo network and a research associate at the National Bureau of 
Economic Research as well as a Humboldt Fellow. He teaches Ph.D. level 
econometrics, microeconomic theory to MBA students at the Haas School of 
Business and microeconomic theory, macroeconomic theory, economics of 
climate change and research methods to graduate and undergraduate students 
across the university. He has won many research awards, including grants from 
the National Science Foundation, the Environmental Protection Agency, and 
private foundations. He has been appointed by the American Statistical 
Association to serve as a member of the Statistical Advisory Board to the Energy 
Information Administration in the Department of Energy, and was the chair for 
two years. He has served on a National Academies of Sciences Panel to assess 
the social cost of carbon (SCC) and was a lead author on the fifth assessment 
report of the Intergovernmental Panel on Climate Change. The National 
Academies of Sciences provide nonpartisan, objective guidance for decision 
makers on pressing issues. They bring together experts from across disciplines 
to look at the evidence. The study committees “survey the landscape of relevant 
research, hold public meetings to gather information, and deliberate to reach 
consensus, which results in a shared understanding of what the evidence reveals 
and the best path forward”. The SCC panel issued an interim and final report 
recommending specific short term and long term updates to the Social Cost of 
Carbon (NAS, 2016). His research has won the Cozzarelli Prize for best paper in 
the prestigious Proceedings of the National Academies of Sciences, and he has 
published extensively in these areas. 
 
Dr. David S. Bunch is Professor of Management at the University of California, 
Davis, and faculty associate of the Institute of Transportation Studies since its 
inception.  He is an internationally recognized expert on discrete choice modeling 
methods, which are used to understand and predict consumer choices when they 
select one product from a competing set.  His research interests include new 
product development and introduction, travel behavior, and vehicle choice, 
including market potential for alternative fuel vehicles.  He has consulted on 
transportation policy issues for state and federal agencies, public utilities, and the 
airline industry.  Professor Bunch has specific expertise in developing simulation 
models of vehicle market behavior for the purpose of evaluating alternative policy 
scenarios, including new vehicle greenhouse gas regulations, and feebates.  He 
is the designer and creator of three versions of the CARBITS model for the 
CARB, and has been the chair of an expert panel advising the California Energy 
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Commission on their ongoing enhancement of DynaSim (their market simulation 
model for producing transportation fuel forecasts, and evaluating alternative 
transportation and clean energy policies in California).   
 
Mr. Gopalakrishnan Duleep is President of H-D Systems. His extensive work on 
cost and performance of fuels and engine technology has been widely cited 
around the world. Through his work, he meets periodically with the technical staff 
of most of the world’s largest automobile manufacturers to discuss new 
technology and has obtained key insights on vehicle development through this 
process. In 2008-2009, he directed analyses as a support contractor to the 
National Academy of Sciences Committee on Fuel Economy Standards. He has 
also worked extensively on vehicle criteria pollutant emissions and supported the 
development of EPA vehicle emissions models in the 1985 to 1995 time-frame, 
and on heavy-duty diesel emissions in the 1990 to 2005 time-frame. 
 
Dr. Kenneth Gillingham is an Associate Professor of Economics at Yale 
University. He is also a faculty research fellow at the National Bureau of 
Economic Research. He served as the Senior Economist for Energy & the 
Environment at the White House Council of Economic Advisers in 2015-2016, 
and in 2005 he served as a Fellow for Energy & the Environment at the White 
House Council of Economic Advisers. He is an energy and environmental 
economist, with research in transportation, energy efficiency, and the adoption of 
new technologies. He has over 40 publications, including in top journals in 
economics, science, and business, many focusing on the economics of fuel 
economy standards and related issues.  
 
Dr. David Greene is a Senior Fellow of the Howard H. Baker, Jr. Center for 
Public Policy and a Research Professor of Civil and Environmental Engineering 
at The University of Tennessee.  In 2013 he retired from Oak Ridge National 
Laboratory with the rank of Corporate Fellow after a 36 year career researching 
transportation and energy policy issues for the U.S. Government, especially the 
Departments of Energy and Transportation. Dr. Greene has authored or co-
authored three hundred professional publications including over one hundred 
articles published in peer-reviewed journals, and served on more than a dozen 
special committees of the National Academies and is currently a member of the 
Committee for the Assessment of Technologies for Improving Fuel Economy of 
Light-Duty Vehicles. He is the only person to have served on all five National 
Academy committees on the Corporate Average Fuel Economy Standards and 
the fuel economy of light-duty vehicles convened since 1990.  His research has 
received awards from multiple organizations and he was recognized for 
contributing to the award of the 2007 Noble Peace Prize to the Intergovernmental 
Panel on Climate Change.  He holds a Ph.D. in Geography and Environmental 
Engineering from The Johns Hopkins University and degrees in Geography from 
the University of Oregon (MA) and Columbia University (BA). 
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Dr. Susan Handy is a Professor in the Department of Environmental Science and 
Policy at the University of California, Davis. She is internationally known for her 
research on the relationships between transportation and land use. She currently 
focuses in part on strategies for reducing automobile dependence. She holds a 
B.S.E. in Civil Engineering from Princeton University, an M.S. in Civil Engineering 
from Stanford University, and a Ph.D. in City and Regional Planning from the 
University of California at Berkeley. 
 
Dr. David Ragland founded the UC Berkeley Traffic Safety Center, now called 
the Safe Transportation Research and Education Center (SafeTREC), which 
conducts research on transportation practices, evaluates new technologies for 
road safety, and analyzes transportation policy (https://safetrec.berkeley.edu/). 
He has authored or co-authored more than 100 technical reports and peer-
reviewed publications in the traffic safety arena, and advised state and federal 
transportation agencies on issues of transportation safety, including collision 
analysis, data collection, and safety for vulnerable populations such as 
pedestrians and bicyclists.  
 
Gary Rogers, Vice President of Roush Industries, has over 30 years experience 
in senior corporate management of an engineering design and development 
company specialized in ground vehicles, engines and transmissions, hybrid and 
electric systems, vehicle controls and new technology development, and has 
been the principle investigator in over $200 million in U.S. government sponsored 
research and development tasks. 
 
Dr. Elizabeth A. Stanton is the founder and Director of the Applied Economics 
Clinic. She has worked for more than 17 years as an environmental economist, 
and has authored more than 140 reports, policy studies, white papers, journal 
articles, and book chapters on topics related to energy, the economy, and the 
environment. Dr. Stanton’s articles have been published in Ecological 
Economics, Renewable Climatic Change, Environmental and Resource 
Economics, Environmental Science & Technology, and other journals.  
 
Mr. R. Michael Van Auken is a Senior Principal Engineer with Dynamic 
Research, Inc. He has conducted and directed numerous technical analyses in 
the areas of vehicle dynamics and control, crashworthiness and crash avoidance; 
including ride characteristics, handling, occupant injury assessments and 
technology effectiveness estimates for automobiles, motor cycles, and ATVs. 
This involved mathematical modeling and computer simulation of driver and 
vehicle systems, data analysis, and interpretation of results, as well as full scale 
and component testing and model validation. Other activities have included 
development of tire-road math models; Fourier analysis, sound signal and other 
types of signal analysis; large scale computer simulations of multi-body 
dynamics; finite element analysis; and various types of statistical analyses and 
experimental design. He is widely published in his field.  
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In preparing these comments, CARB has considered the opinions of these experts, as 

discussed throughout, and provided the federal Agencies with the reports describing 

their opinions.  

Overall, the essential point is that the collaborative and comprehensive analyses that 

led to the Technical Assessment Report, Proposed Determination, Initial Final 

Determination, and CARB’s Mid-Term Review Report remain the most complete and 

consistent analyses of the existing standards. CARB’s assessments in matters of 

reducing harmful pollution from motor vehicles, unlike NHTSA’s, are founded on 

expertise and a statutory mandate. It is entitled to significant deference. NHTSA is not.  

5. The federal Agencies have not made the case for change.  
As will be explained in detail below, the Agencies do not demonstrate the existing 

standards need to change. Given the cooperative relationship between states and the 

federal government, the underlying statutes recognize the states’ continued role 

regulating for the health and welfare of their citizens and do not preempt California’s 

role and expertise regulating motor vehicle emissions along with the federal 

government.134  This is all the more so where California has significant expertise the 

federal agency does not, and where states otherwise rely on federal actions and on 

federal decisions to endorse or approve state actions.  

Having reviewed the obligations of the Agencies, we now turn to the suspect technical 

analysis offered in the proposed rollback as a justification for acting directly contrary to 

these Congressional directives. Consistent with the rushed and unreasonable 

development process for the proposal, the evidence is entirely unpersuasive.135 

                                            

134 See Pharmaceutical Research and Mfrs. of America v. Walsh (2003) 538 U.S. 644, 666, 123 S.Ct. 1855, 155 
L.Ed.2d 889, citing Hillsborough County v. Automated Medical Laboratories, Inc., 471 U.S. 707, 715–718, 105 S.Ct. 
2371, 85 L.Ed.2d 714 (1985), and New York State Dept. of Social Servs. v. Dublino, 413 U.S. 405, 421, 93 S.Ct. 
2507, 37 L.Ed.2d 688 (1973). 
135 Indeed, the analysis is so poor, misleading, and incomplete as plainly to violate the Information Quality Act (§ 515 
of Public Law 106-554), and the relevant implementing guidelines of both EPA and the Department of Transportation. 
Both entities set an especially high standard for information the agencies disseminate that is “influential”; rulemaking 
information is, clearly, influential. As EPA writes, influential information includes: 
 

Information disseminated in support of top Agency actions (i.e., rules, substantive notices, policy documents, 
studies, guidance) that demand the ongoing involvement of the Administrator's Office and extensive cross-
Agency involvement; issues that have the potential to result in major cross-Agency or cross-media policies, 
are highly controversial, or provide a significant opportunity to advance the Administrator's priorities. Top 
Agency actions usually have potentially great or widespread impacts on the private sector, the public or 
state, local or tribal governments. This category may also include precedent-setting or controversial scientific 
or economic issues. 

 
Guidelines for Guidelines for Ensuring and Maximizing the Quality, Objectivity, Utility, and Integrity of Information 
Disseminated by the Environmental Protection Agency(2002). U.S. EPA. Accessed on October 24, 2018.  
https://www.epa.gov/sites/production/files/2017-03/documents/epa-info-quality-guidelines.pdf. p. 20. DOT (including 
NHTSA) also defines rulemaking data as “influential.” DOT, The Department of Transportation’s Information 
Dissemination Quality Guidelines(2002), at p. 27-29. Influential data, per both sets of guidelines, is supposed to be 
subject to especially rigorous quality checks on both sets of guidelines, generally should be peer-reviewed, and 

https://www.epa.gov/sites/production/files/2017-03/documents/epa-info-quality-guidelines.pdf
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V. The technology analysis is unfounded. 

We have reviewed the many ways the Agencies’ newfound policy preferences have led 

them to wander away from Congress’s clear direction. We now turn to the analyses that 

allegedly support those preferences. It is severely wanting, such that even if the 

Agencies had discretion to adopt views contrary to Congress, it could not possibly 

support the views they have adopted. 

The Agencies’ flawed proposal proceeds in two related steps. First, it dramatically 

overinflates the costs of compliance with the existing standards. Then, it makes a series 

of unsupportable assumptions to insist that these inflated costs will lead to fatalities – a 

point that, even if true, would be for Congress to consider, but which the Agencies find 

dispositive enough to overturn their statutory mandates as they stand.  

We begin with an extensive discussion of the technology analysis, demonstrating how, 

at every step, the Agencies have improperly inflated costs.  Note, though, that the plural 

“Agencies” is a misnomer: The analysis appears to have been driven almost entirely by 

NHTSA, even though EPA ultimately added its name to the proposal, so we frame our 

comments accordingly. As we discuss below, EPA’s own technical staff rejected many 

of the conclusions the Agencies now offer, as do independent experts. 

In the technology assessment, the Agencies have taken several steps backwards from 

previous analyses most notably relative to the 2016 Draft TAR, of which CARB, EPA, 

and NHTSA co-authored, and to EPA’s 2016 Proposed Determination.  In areas of 

engines, transmissions, and vehicle technologies, the Agencies’ analysis reflects 

changes to generally assign less benefits, higher costs, or newly imposed constraints 

that prevent deployment on significant portions of the fleet.  In the area of electrification, 

the Agencies inexplicably revert back to reliance on outdated components to develop 

unrealistically oversized technology packages and excessive costs beyond what current 

vehicles are already achieving.  And in the model and its inputs, several key 

assumptions and methodologies combine to generate artificially high technology costs 

through excessive over-compliance, utilization of technology to improve vehicle 

performance rather than GHG emission performance, and an erroneous methodology 

that fails to apply cost-effective technologies in a logical fashion.  

The proposal by NHTSA and EPA overestimates implementation costs for the existing 

greenhouse gas and fuel economy standards.  The federal proposal provides no 

compelling or substantive evidence to support its assumptions, and is contrary to 

current, publically available information. 

                                            

should be immediately corrected if inaccurate; it certainly should not be the basis for a rulemaking if inaccurate. Yet, 
that is what has happened here: There is no evidence that EPA or DOT, for instance, followed these Guidelines, or 
their related Peer Review Policies, to conduct a proper analysis; on the contrary, there appears to be no peer review 
of most of the relevant models and analyses discussed below, and most are wildly inaccurate. This inadequate work 
and violation of internal guidelines is strong evidence that the conclusions are illegally arbitrary and not grounded in 
substantial evidence. 
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 The Agencies made incorrect engine assumptions contrary to 

publically available information. 

The Agencies’ analysis of conventional vehicle technology suffers multiple fatal 

deficiencies. It unreasonably constrained and significantly differed from recent analyses 

without adequate explanation. EPA and NHTSA inappropriately modeled advanced 

gasoline engine technology costs that are contrary to publically available and current 

information. For example, known technologies, such as high compression ratio engines 

(referred to in the CAFE model as HCR1 and HCR2), were overly limited or ignored, 

while other technologies (for example, cooled exhaust recirculation engines, CEGR, and 

downsized turbo charged engines) were modeled incorrectly. 

The Agencies did not present sufficient new evidence to change the previous technical 

findings. Thus, instead of relying on new information as had been asserted as 

justification for the proposal, the analysis was based on older data that does not reflect 

current technology. It limited the manner, timing, and coordination of emission control 

technologies in unreasonable ways that artificially increased its cost and diminished its 

effectiveness.  

This was done using NHTSA’s CAFE model, despite the significant lack of expertise 

within that agency, and in contravention of the analyses by EPA and CARB, with their 

deeper expertise in vehicle pollution control technology. NHTSA failed to incorporate 

EPA’s expertise on engine technologies in this analysis. In EPA’s own words,  

EPA has not been consulted by NHTSA regarding a list of engine 
technologies which NHTSA should consider for the purposes of this 
Notice of Proposed Rulemaking.136 

In general, the previous analyses by the Agencies have projected far less need for 

electrification than what the Agencies now project in this proposal.  While it is not 

completely clear everything that the Agencies have changed, the underlying cause is a 

reduction in the assumed cumulative improvements for what advanced gasoline 

technology is able to achieve.  As summarized in a report reviewing this proposal by 

Gopalakrishnan Duleep of H-D Systems,137 Table V-6 in these comments highlights 

substantial differences in the assumed levels of mild and strong hybrids that would be 

needed to comply with the existing standards in 2025MY.  Compared to previous 

estimates by EPA, the use of mild hybrids is now projected to be over double what it 

previously was while strong hybrids are expected to be needed on ten times the amount 

of vehicles.  Together, these would represent nearly 60 percent of all vehicles in the 

2025MY fleet.  For NHTSA, the new projections call for nearly 2.5 times the amount of 

                                            

136 EPA Comments on the Preliminary RIA (July 12, 2018). U.S. EPA. Accessed on October 24, 2018.  
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. p. 229. 
137 Duleep, G. “Review of the Technology Costs and Benefits Utilized in the Proposed SAFE Rule.” H-D Systems, 
September 2018 (Duleep Report). Table 22-6, p 18.  

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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mild hybrids and approximately 1.7 times the number of strong hybrids bringing its 

combined fleet projection to over 55 percent.  

Table V-1 (Table 2-6, From Duleep’s Report) Comparison of Technology Penetration to 
Meet MY 2025 standards from Agency Studies 

 

In Duleep’s report,138 the changes in assumed efficiencies for key gasoline technologies 

were examined to see what could have caused such a shift in the need for more 

electrification.  The report provided a summary table of its findings where the biggest 

changes had occurred and what a more appropriate estimate of technology 

effectiveness would be. 

                                            

138 Duleep Report, pp. 5 & 29. 
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Table V-2 (Table from Duleep’s Report) Summary of Corrected Estimates 

 

The summary noted underestimations (or unsupported exclusions) in several engine 

technologies (HCR1), transmission technology, and vehicle technology (mass reduction, 

aerodynamic assumptions, A/C crediting).  Further review found significant deficiencies 

and exclusions in the engine modeling.   

1. The Agencies inappropriately limit known engine technologies, such 
as high compression ratio engines (HCR1). 

The most notable exclusions include naturally-aspirated engines utilizing a high 

compression ratio and an Atkinson-like cycle referred to as HCR1 (and a more 

advanced version, HCR2) in the CAFE Model.  With the advent of advanced electronic 

controls for variable valve timing (VVT) (and sometimes variable valve lift (VVL) 

combined with more precise fueling, these engines are able to take advantage of the 

higher efficiencies of the Atkinson cycle and effectively achieve substantially higher 

compression ratios than older technology allowed.  HCR engines first appeared in 

strong hybrids, and through continuous improvements, have allowed manufacturers 

such as Mazda to deploy the technology essentially across all of its engines and 

vehicles.  Toyota has also begun to deploy the technology starting with the 2018MY 

Toyota Camry 2.5L engine and has stated its intent to deploy the technology across the 

vast majority of its engines.  In prior analysis by the Agencies, modeling and 

benchmarking has found the HCR technology to be very cost competitive with 

downsized turbocharging and even more cost-effective in some cases. 
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For the HCR1 technology package, the NPRM and PRIA only provide vague reference 

that the technology is limited in the CAFE Model and that the technology is “not suitable 

for MY 2016 baseline vehicle models that have 8-cylinder engines and in many cases 6-

cylinder engines.”139  However, looking at the “market input” files for the CAFE Model, 

the HCR1 technology is declared not suitable on 207 of the 288 engines cumulatively 

used by all of industry including over 50 percent of the 4 cylinder engines and nearly 90 

percent of the 6 cylinder engines instead of only being restricted from 8 cylinder and “in 

many cases 6 cylinder engines.”  This is an inappropriate constraint imposed by the 

CAFE Model and does not reflect reality.   

An unspoken but implied rationale for the stated constraint of not allowing it on 8-

cylinder and some 6-cylinder engines is that trucks or larger vehicles could not utilize an 

HCR1 engine.  This is not a reasonable constraint, since the Toyota Tacoma has 

utilized a 3.5L V6 HCR Atkinson-like engine since the 2016MY. The Agencies 

acknowledge this by labeling it in the baseline file as an HCR1 engine in the Tacoma, 

yet they similarly disallow this technology from other Toyota V6 engines utilized in 

vehicles like the Sienna minivan and 4Runner SUV.  If the intended rationale is that 

HCR engines will have insufficient low end torque to satisfy truck-like towing demands, 

it would be inappropriate to restrict the engine from minivan and SUV applications which 

have a lower tow rating and lower expected towing demands. However, the Agencies 

have failed to supply any detailed rationale as to why HCR applications are so 

constrained in the CAFE Model.   

Further, the 2019MY Ram 1500 5.7L V8 is noted as using a higher compression ratio 

than earlier versions and using its VVT system to reduce pumping losses via delayed, 

or late, intake valve closing140—resulting in an HCR-like engine with an over-expanded 

or Atkinson cycle. While several naturally aspirated engines using late (or early) intake 

valve closing to achieve some of the over-expanded Atkinson-like cycle improvements 

may not fully be as efficient as the modeled HCR1 package, the Agencies provide no 

other mechanism to represent these benefits.   

As a simple approximation to see how sensitive the compliance costs were to the 

constraints imposed on HCR1 technology, a run was done where the CAFE Model 

restrictions on HCR1 were removed, thus allowing the technology to be available for all 

engines, regardless of the number of cylinders.  As shown in the first column of Table V-
3 below, the average vehicle costs to comply with the existing standards (for model 

years 2017–2032) are over $200 per year lower. This confirms that such artificial and 

incorrect restrictions imposed on technologies such as HCR1 have a significant impact 

on the overall cost of compliance.   

                                            

139 83 Fed.Reg. 43,038. 
140 “2019 Ram drops weight, gains 48V eTorque mild hybrid system”, Green Car Congress. Accessed on October 24, 
2018.  http://www.greencarcongress.com/2018/01/20180115-ram.html. 

http://www.greencarcongress.com/2018/01/20180115-ram.html
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Table V-3 Comparison of Average Incremental Tech Costs ($) for Existing Standards 
and Proposed Rollback when changing HCR1 restrictions141  

MY 
Existing Standards 

Ave. Tech Cost (HCR1 restricted) -   
Ave. Tech Cost (HCR1 not restricted), $ 

Rollback Standards 
Ave. Tech Cost (HCR1 restricted) -  

Ave. Tech Cost (HCR1 not restricted), $ 

2016 0 0 

2017 33 11 

2018 111 19 

2019 143 26 

2020 136 2 

2021 225 1 

2022 245 -2 

2023 271 2 

2024 251 2 

2025 251 0 

2026 253 -4 

2027 186 -1 

2028 224 -1 

2029 245 0 

2030 236 0 

2031 227 -1 

2032 229 0 

 

Moreover, improvements on the original HCR1 engine, reflective of a 2012MY vintage 

Mazda engine, have already been made on engines in production.  The Agencies have 

not only excluded HCR1 from most vehicles but have also failed to capture 

improvements in the technology that have already occurred.  This would presume the 

Agencies believe the earliest implementations of HCR technology, like the engines in 

the 2012MY Mazda vehicles, fully reflect the best this technology can deliver through 

the 2030MY.  On the other hand, the Agencies acknowledge on page 243 of the PRIA 

that Toyota’s new 2018MY 2.5L Camry HCR engine has already achieved further 

improvement with an industry leading 40 percent thermal efficiency utilizing an improved 

Atkinson cycle engine with CEGR.  Yet rather than acknowledging this confirmed there 

was actual improvement available over the original HCR1 engine, the Agencies 

discounted this on page 43,038 of the NPRM with a footnote.  Footnote 144 identifies 

the inclusion of an improved oil pump on the Camry as an excuse that the existing 

HCR1 assumptions were still appropriate and just needed to be coupled with other 

                                            

141 See submitted DVD, folder “Add HCR1 Table V-3” for input and output files associated with this table.  
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available technologies in the model to represent the overall improvements that Toyota 

achieved.  

Specifically, the Agencies suggest combining HCR1 with the 2.36 percent improvement 

assumed for more efficient engine accessories (which the Agencies’ refer to as IACC) 

was an appropriate way to represent the new Toyota engine.  With the Agencies noting 

in the PRIA that this analysis included full simulation modeling runs ‘for more than one 

million’ simulations,142 the suggestion to intermix technologies to represent an improved 

HCR engine is disingenuous for several reasons.  First, the engine also includes CEGR 

while the NPRM analysis precludes CEGR from being added to an HCR engine 

(however, the tech package that the Agencies previously modeled as an advanced 

version of HCR known as HCR2 did include CEGR).  Secondly, the “market input” file to 

the CAFE Model indicates nearly half of the Toyota models were already considered to 

have implemented this level of IACC improvements in the 2016 baseline.  In other 

words, the Agencies believe that Toyota has already significantly incorporated such 

improvements in its current vehicles so that technology is unavailable to be added a 

second time to reflect the improved HCR engine.   

The assumption of current IACC implementation also conflicts with the suggestion that 

Toyota’s new engine can be represented by adding these benefits to an HCR1.  For 

instance, the 2016 Toyota Tacoma with the 3.5L V6 is already identified in the baseline 

as using HCR1 and IACC technologies—the very same combination that the Agencies 

believe should be used to represent Toyota’s new engine that gets substantially better 

efficiency than what the Tacoma engine actually does.  Further, Toyota has indicated 

that it plans to roll out the Camry engine technology across the majority of its engines by 

2021MY and the vast majority of its vehicle sales by 2023MY.143 Given the Agencies 

assumption that nearly half of Toyota’s current models already incorporate the IACC 

improvements, the suggested method will be unable to represent implementation of this 

new higher efficiency engine across much of Toyota’s product line.  

2. The Agencies place unnecessary limitations on emerging engine 
technology. 

The same flawed approach of discounting viable technologies was used in assessing 

emerging technologies.144 For several technologies, no effort was made to recognize 

even the most conservative estimate of the potential of the technologies. 

                                            

142  PRIA, p. 189. 
143 “Toyota revs engine development”, Automotive News, Accessed on October 18, 2018. 

http://www.autonews.com/article/20180305/OEM03/180309685/. 
144 Even the Agencies recognize this failing, for example in the context of advanced cylinder deactivation.  Despite 
advanced cylinder deactivation not being in production before the NPRM was issued, vehicle manufacturers have 
announced their intent to introduce it and indeed, it has already been certified as of this time.  In this case, the 
Agencies, despite their absolute minimal effort to attempt to quantify the benefits, still estimated some benefit and 
cost for the advanced cylinder deactivation system in an attempt to represent its potential capability in the analysis.   

http://www.autonews.com/article/20180305/OEM03/180309685/
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a. The Agencies wrongly do not consider second generation high 
compression ratio engines (HCR2). 

For example, contrary to the previous analysis for the 2016 Draft TAR and EPA’s 

Proposed and original Final Determination, the Agencies have elected to disallow a 

second generation of the Atkinson HCR engine combined with CEGR and cylinder 

deactivation (HCR2).  The stated reasons include that the engine map for this 

configuration was too speculative, that it had been designed with the software tool GT-

POWER, and that no engine had yet been produced in this configuration.  The Agencies 

note:  

This engine remains entirely speculative, as no production engine as 
outlined in the EPA SAE paper has ever been commercially produced or 
even produced as a prototype in a lab setting. Furthermore, the engine 
map has not been validated with hardware and bench data, even on a 
prototype level (as no such engine exists to test to validate the engine 
map).145 

The fact that the Agencies, especially EPA, make such a statement is genuinely 

impossible to credit.  EPA’s Technical Support Document for the Proposed 

Determination146 that was released in November 2016, described the progression of 

prototype benchmark testing that was done to validate the GT-POWER derived engine 

map. Specifically, it notes that a Mazda engine was modified to increase the 

compression ratio, add CEGR, and add cylinder deactivation and noted: 

In summary, the CO2 effectiveness used within the Proposed 
Determination for the application of cEGR to non-HEV Atkinson Cycle 
engines has been confirmed with laboratory testing and is expected to 
be conservative relative to the effectiveness that was achieved during 
engine dynamometer testing.147 

Additionally, it is not like the Agencies relegated acknowledgement of this prototype 

testing to only four pages of discussion buried in a technical support document never to 

be mentioned again.  In one of its many public speaking engagements, EPA 

representatives have presented on the development of the HCR2 map and note that 

they have concluded a demonstration at their lab of CEGR added to a high compression 

ratio Mazda engine.  Indeed, a slide from a presentation148 at the March 16, 2017 

Center for Automotive Research’s Fuel Economy Detroit 2017 event by William 

Charmley, Director, Assessment and Standards Division of EPA’s Office of 

                                            

145 83 Fed.Reg. at 43,038. 
146 Proposed Determination, § 2.3.4.1.8, Pages 2-295 through 2-299, November 2016. 
147 Ibid. 
148  Charmley, B. EPA GHG UPDATE FOR 2017 FUEL ECONOMY DETROIT. U.S. EPA. Accessed on October 24, 
2018. https://www.epa.gov/sites/production/files/2017-03/documents/fuel-economy-detroit-2017-03-16.pdf. 

https://www.epa.gov/sites/production/files/2017-03/documents/fuel-economy-detroit-2017-03-16.pdf
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Transportation and Air Quality confirmed that such demonstration had been done on a 

modified European Mazda 2.0L engine: 

Figure V-1 Charmley Center for Automotive Research Fuel Economy Detroit 2017 
Presentation (Slide 29) 

 

Further, indicating the Agencies are no longer considering the HCR2 because it was 

originally developed using GT-POWER is a particularly odd rationale considering the 

majority of the engine maps used by Autonomie rely on engine maps that were 

originally developed by IAV using GT-POWER.  As noted in the PRIA: 

The impact of engine technologies on fuel consumption, torque and other 
metrics was characterized using GT-POWER© simulation modeling 
conducted by IAV Automotive Engineering, Inc. (IAV).149  

As EPA’s own staff wrote in comments on the “interagency” proposal now before us: 

There are Atkinson engine vehicles on the road today (2018 Camry and 
Corolla with cooled EGR and the 2019 Mazda CX5 and Mazda6 with 
cylinder deac) that use high geometric compression ratio Atkinson-cycle 
technology that is improved from the first generation, MY2012 vintage 
“HCR1” technology. While it is true that no production vehicle has both 
cooled EGR and cylinder deac, as the EPA “HCR2” engine did, 
nonetheless, these existing engines demonstrate better efficiency than 
estimated by EPA. Therefore, it would be appropriate to continue to use 

                                            

149 PRIA, p. 189. 
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EPA’s cooled EGR + deac engine map to represent “HCR2” engines and 
strike this text [to the contrary] and revise accordingly.150 

EPA goes on, in a later review after NHTSA did not correct the error, to say that:  

It would be appropriate to include HCR2 engine technology in the primary 
analysis case as representative of Atkinson engine vehicles on the road today 
(2018 Camry and Corolla with cooled EGR and the 2019 Mazda CX5 and 
Mazda6 with cylinder deac) that are improved from the first generation, MY2012 
vintage “HCR1” technology. While it is true that no current production vehicle has 
both cooled EGR and cylinder deac, as the EPA “HCR2” engine did, 
nonetheless, these existing engines demonstrate similar efficiency.151 

Based on EPA’s findings, the Toyota and Mazda engines are not only exceeding the 

efficiencies assumed for HCR1 engines but they are already achieving similar efficiency 

as the modeled HCR2 package even though they don’t have the full complement of 

technologies (i.e., CEGR and DEAC) used in the HCR2 package.  Given they are 

advanced HCR engines and do include CEGR on the Toyota engines and DEAC on the 

Mazda engines, it seems much more appropriate to represent them in the full simulation 

modeling as HCR2.  And their existence as production engines today certainly speaks 

to the feasibility of this technology for modeling that goes out to 2030MY. 

In his review of the NPRM, Gary Rogers similarly noted that he found the exclusion of 

HCR2 technology to be erroneous: 

Our review identified several incremental technologies which were either 
identified, but not utilized in technology pathways, such as second 
generation, high compression ratio engines with cooled EGR for knock 
mitigation. In another example, the use of Miller-cycle features in high 
compression ratio, turbocharged engines was excluded completely, even 
though VW introduced in a turbocharged engine with Miller-cycle valve 
being in production by VW (1.5L) since 2017.152   

Further, Rogers conducted his own modeling exercise to see what the HCR2 

technology package would yield when allowed to be used and modeled in a manner to 

optimize the benefits in combination with the transmission, mild hybridization, and other 

road load reductions.  Using GT-POWER combined with Roger’s engineering expertise, 

an HCR2 mild hybrid (BISG) technology combination was modeled for a Toyota RAV-4 

to compare it to the ultimate HCR1 strong hybrid (SHEVP2) package modeled by the 

                                            

150 EPA Comments on the NPRM Sent to OMB (June 29, 2018). U.S. EPA. Accessed on October 24, 2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. p.83. 
151 EPA Comments on the Preliminary RIA (July 12, 2018). U.S. EPA. Accessed on October 24, 2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. p. 281. 
152 Rogers, G. Technical Review of: The Safer Affordable Fuel-Efficient (SAFE)  Vehicles Rule for Model Years 2021-
2026  Passenger Cars and Light Trucks, Final Report. Roush Industries. October 25, 2018. (Rogers Report) p. 4. 
 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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Agencies as necessary to meet the existing standards.  As show in the table below, the 

Agencies modeled that the RAV-4 would need to evolve to using an HCR1 engine, a P2 

strong hybrid, and significant tire, mass, and aerodynamic reductions to achieve a 58.0 

mpg at a cost of over $4,400.  Setting aside realities such as Toyota already offers a 

RAV-4 hybrid in a power-split “PS” configuration instead of the modeled P2 

configuration and, as noted earlier, how Toyota has already advanced the HCR engine 

well beyond the levels of HCR1, Rogers explored alternative technology combinations.  

Specifically, Rogers, found that an HCR2 engine coupled with a BISG mild hybrid when 

optimized in concert with each other and the transmission, would yield 57.9 mpg at a 

cost of just over $1,750—less than 40 percent of the costs assumed by the Agencies.  

And this finding is without any modification to the individual technology costs estimated 

by the Agencies (including BISG costs which are noted later as being excessive).   

Table V-4 Comparison of example pathways in NPRM and modeling done by G. Rogers 

MY  Source Vehicle   Class Engine MPG Technologies Costs 

2016  
Toyota 
Rav4 
AWD 

Small 
SUV 

2.5L I4 
(NA) 

32.85 
DOHC; VVT; AT6; 

CONV; ROLL0; MR1; 
AERO0 

$0.00 

2025 NPRM 
Toyota 
Rav4 
AWD 

Small 
SUV 

2.5L I4 
(NA) 

58.00 
HCR1; AT8; SHEVP2; 

ROLL20; MR4; 
AERO20 

$4,422  

2025 Rogers 
Toyota 
Rav4 
AWD 

Small 
SUV 

1.8L I4 
(NA) 

57.92 
HCR2; AT8; ROLL20, 
MR4; AERO10, 48V-

BISG 

$1,767 

 

Key:  

DOHC—dual overhead camshaft engine 
VVT—variable valve timing; AT6—6-speed transmission 
AT8—8-speed transmission 
CONV—conventional powertrain (non-electric) 
ROLLO—baseline tires 
ROLL20—low rolling resistance tires, level 2 (20% reduction) 
MR1—mas reduction, level 1 (5% reduction in glider weight) 
 MR4—mass reduction, level 4 (15% reduction in glider weight) 
 AERO0—baseline aero 
 AERO10—aero drag reduction, level 2 (10% reduction) 
 AERO20—aero drag reduction level 4 (20% reduction) 
 HCR1—high compression ratio engine, level 1 
 HCR2—high compression ratio engine 2 
 SHEVP2—P2 strong hybrid/electric vehicle 
 48V—BISG—48-volt belt mounted integrated starter/generator 

b. The Agencies wrongly restricted cooled exhaust gas recirculation 
for use on turbocharged engines. 

Additionally, the Agencies’ analysis restricted cooled exhaust gas recirculation (CEGR) 

for use only on turbocharged engines.  This is despite the existence of engines like the 
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new 2018MY Camry 2.5L engine that combines naturally aspirated HCR technology 

with CEGR or the 2019MY Ram 1500 naturally aspirated 3.6L V6 Pentastar that utilizes 

CEGR in combination with an increased compression ratio from 10.2 to 11.3.153  As 

EPA noted in its prior analysis, properly applied CEGR is useful in improving efficiency 

at part-load conditions on HCR engines.  As detailed in Section 2.3.4.1.8 of EPA’s 

Proposed Determination Technical Support Document,154 EPA provided compelling 

evidence to validate its HCR2 package including the use of CEGR which was even 

tested on an engine modified to include a CEGR system.  Nothing in the NPRM refutes 

any of this evidence or provides any new data or theory on which to base an exclusion 

of CEGR from naturally aspirated or HCR engines.  By doing so, the Agencies are 

providing an insufficient assessment of the currently available technology. 

Further, even on turbocharged applications where CEGR was allowed, the Agencies 

project an extremely small benefit, at significant cost, that is inconsistent with past 

analyses and other sources.  CEGR was originally included in the Agencies’ higher 

turbocharged engine (e.g.,TURBO2 or TDS24) as part of the required suite of 

technologies needed to be used to enable the more highly boosted engines.  In 

particular, CEGR and variable valve lift (VVL) were utilized to enable higher efficiencies 

at lighter load operating conditions.  In EPA’s Proposed Determination TSD, they noted 

the advanced turbocharged engine “…shows improved brake thermal efficiency (BTE) 

at lower speeds and lighter loads due to the use of technologies that are either just now 

entering production (such as CEGR) or that have been in production for some vehicle 

applications for over a two decades (VVL).”  However, this seems inconsistent with how 

the Agencies are now utilizing CEGR on the turbocharged engines. 

As noted by Roger in his review of the Agencies’ analysis, the Agencies have applied 

CEGR in a very narrow window of high engine speed and engine load operating 

conditions.  Rogers notes: 

The 2018 PRIA modeling erroneously excludes the application of cooled 
EGR in engine operating modes that highly influence overall vehicle fuel 
economy. This exclusion of the benefits associated with knock mitigation 
and reduced enrichment significantly understates incremental 
improvement.155 

The 2018 PRIA analysis applies cooled EGR to turbocharged engines in an extremely 

narrow window at high engine speed and high load. The 2018 PRIA modeling 

erroneously excludes the application of cooled EGR in engine operating modes that 

highly influence overall vehicle fuel economy. This exclusion of the benefits associated 

with knock mitigation and reduced enrichment significantly understates incremental 

                                            

153 “2019 New Ram specifications.” Ram. Accessed on October 24, 2018. 
https://iimediaevents.com/2019ram1500/Files_Only_Content/Press-Releases/PDFs/2019_Ram_1500_SP.pdf  
154 Proposed Determination, pp. 2-293 - 2-307. 
155 Rogers Report, pp. 12-13. 

https://iimediaevents.com/2019ram1500/Files_Only_Content/Press-Releases/PDFs/2019_Ram_1500_SP.pdf
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improvement the Mazda 2.5L turbocharged skyactiv engine exemplifies a wider-range 

cooled EGR strategy. 

From page 313 of the PRIA, Figure V-2 below confirms that the Agencies have now 

modeled CEGR1 as having essentially no incremental benefit to TURBO2 and in some 

cases, even a disbenefit.  Yet, the technology utilization report output file from the 

Agencies’ central analysis run shows the CAFE Model still applies the CEGR1 

technology to 35 percent of the fleet in the existing standards run.  

Figure V-2 Reproduction of PRIA Figure 6-1119 on effectiveness of advanced engine 
technologies across different other technologies 

 

In a review of the Agencies’ analysis by Duleep,156 it was similarly noted the CEGR1 

assumptions in the analysis show no incremental benefit of the TURBO2 (also known 

as TURBO-24 bar or TDS24).  Table 3-6 of Duleep’s report (shown as Table V-5 in 

these comments) highlighted that the Lumped Parameter Model (LPM) used by EPA in 

                                            

156 Duleep Report, p. 28. 
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its prior analyses, projected an incremental GHG reduction of approximately 3.5 percent 

over the TURBO-24 bar engine.  

Table V-5 (Table 3-6 from Duleep’s Report) Engine Technology Benefits (percent GHG 
Reduction*) 

 

Further, EPA previously validated that its modeled improvements were appropriate.  

Specifically, in EPA’s Proposed Determination TSD (pages 2-311 through 2-320), the 

agency identified three turbocharged engines that were already effectively achieving the 

benefits of EPA’s TURBO-24 bar + CEGR combination.  These include the Honda 1.5L 

engine used in the 2017 Honda Civic, the VW 1.5L engine used in the 2017 Golf, and 

the Audi 2.0L engine used in the 2017 A3.  The TSD also included comparisons of the 

brake thermal efficiency (BTE) engine maps for the modeled TURBO + CEGR 

combination to the three production engines and found that all three engines, despite 

being configured with slightly less technology than the modeled TURBO-24 bar + CEGR 

combination, achieved similar efficiencies.  EPA summarized the findings on page 2-

317 as: 

On the whole, contemporary turbocharged engines can achieve higher 
peak BTE and high BTE over a broader range of engine operating 
conditions than TDS24 modeling results. TDS24 shows improved BTE at 
lower speeds and lighter loads due to the use of technologies that are either 
just now entering production (cEGR) or that have been in production for 
some vehicle applications for over a two decades (VVL). Further 
development of contemporary turbocharged engines from 2017 to 2025, 
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including use of more advanced boosting systems (e.g., VNT or series 
sequential turbochargers), engine downsizing to 22-bar BMEP or greater, 
use of external cooled EGR, combustion system improvements and use of 
variable valve lift systems would further improve low-speed, light load 
pumping losses. These improvements would allow current 
turbocharged/downsized engines to meet or exceed the BTE modeled for 
TDS24 through incremental developmental improvements (e.g., VVL, 
cEGR) with sufficient lead time to meet the 2025 light-duty GHG standards. 

The Agencies have not provided sufficient evidence in their analysis to refute these 

previous findings or otherwise support the elimination of the previously determined 

benefit for a TURBO2 engine coupled with CEGR.   

c. The Agencies ignored the Miller cycle. 
Additionally, the Agencies’ analysis acknowledges that the Miller cycle is already being 

utilized on turbocharged engines, with and without additional features like electric 

boost.157  In Agency terminology, the Miller cycle has been used to identify an over-

expanded cycle (e.g., Atkinson cycle) in a boosted engine (through supercharging or 

turbocharging).  Such a configuration allows the combination of some of the expanded 

high efficiency operating benefits with the benefits of a turbocharged or otherwise 

boosted engine. While the boosting has traditionally been achieved with a mechanical 

feature like a turbocharger driven by exhaust gas flow or a belt or gear driven 

mechanical supercharger, manufacturers and suppliers are now implementing systems 

with electrically powered superchargers.  This set-up increases the efficiency of the 

system as the electrically powered setup is more efficient than a mechanical system 

especially when paired with a mild hybrid or other system that can recapture energy 

during braking events to power the supercharger.   

The Agencies, however, declare that they were unable to consider such technologies at 

the time of the analysis despite acknowledgement that Argonne National Laboratory 

(ANL) has already benchmarked a Mazda CX-9 using such a cycle under contract to 

NHTSA.  The Agencies predicated the need to reconsider the EPA’s original Final 

Determination on the fact that new data should be included in the analysis.  Yet, the 

Agencies did not consider new data that was not only available, but also that they 

themselves specifically contracted to have done.  Even worse, EPA acknowledged, 

back in March of 2017 in the same conference presentation noted earlier, that it had 

already completed benchmarking testing of the 2016MY Mazda CX-9 engine at its own 

lab.158  Failure to consider such data is evidence of a clear intent of the Agencies to 

avoid inclusion of any new data that provides support for the existing standards.   

                                            

157 83 Fed.Reg. at 43.051.  
158 Charmley, B. EPA GHG Update for 2017 Fuel Economy Detroit. U.S. EPA. Accessed on October 24, 2018. 
https://www.epa.gov/sites/production/files/2017-03/documents/fuel-economy-detroit-2017-03-16.pdf. 

https://www.epa.gov/sites/production/files/2017-03/documents/fuel-economy-detroit-2017-03-16.pdf
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d. The Agencies did not appropriately consider advanced cylinder 
deactivation. 

Advanced cylinder deactivation (ADEAC) such as the TULA/Delphi dynamic skip-fire 

system has also not been appropriately considered by the Agencies.  The Agencies 

describe the system in the NPRM as: 

Advanced cylinder deactivation systems (or rolling or dynamic cylinder 
deactivation systems) allows a further degree of cylinder deactivation 
than DEAC. The technology allows the engine to vary the percentage of 
cylinders deactivated and the sequence in which cylinders are 
deactivated, essentially providing “displacement on demand” for low load 
operations, so long as the calibration avoids certain frequencies.159 

This newly developed system, developed in a partnership with Tula Technologies, 

Delphi, and GM,  has been implemented on the just being released 2019 GM full size 

pick-ups with V8 engines under the name of Dynamic Fuel Management.160  While the 

Agencies did provide some token recognition of the benefits with an assumption of 3 

percent improvement for 4-cylinder engines and 6 percent for 6-cylinder and larger, 

CARB understands that EPA has already tested a prototype vehicle configured with the 

TULA system and such data should have been used to more appropriately estimate the 

benefits.  Further, the PRIA notes that the ADEAC technology is its own engine 

technology path making it mutually exclusive from the other primary advanced engine 

technology paths of turbocharging or HCR.  As stated in the PRIA, “…once one path is 

taken, it locks out the others.”161  Given both TULA and Delphi claim benefits are in the 

7 percent to 15 percent range for CO2 emissions and 10 percent to 20 percent for fuel 

economy162 and GM has already moved to roll this technology out on its larger engines, 

this technology needs to be more accurately represented in the analysis for costs and 

benefits.  Further, Delphi, has also already paired the system with a 48V mild hybrid and 

found even further gains are possible and it is incumbent upon the Agencies to consider 

such data when modeling expected technologies and their capabilities all the way out to 

2030MY. 

e. The CAFE Model disallows manufacturers to pursue multiple 
emerging engine pathways, which does not reflect reality. 

The CAFE Model utilizes engine pathways that effectively prevent manufacturers from 

pursing multiple engine technologies at the same time.  As noted above, ADEAC 

                                            

159 83. Fed.Reg. at 43,038.  
160 2019 Silverado Leads Industry With Dynamic Fuel Management. Chevrolet. Accessed on October 24, 2018. 
https://media.chevrolet.com/media/us/en/chevrolet/home.detail.html/content/Pages/news/us/en/2018/may/0518--
silverado-dfm.html   
161 PRIA, p. 492. 
162Demand better cylinder deactivation with Dynamic Skip Fire. Delphi Technologies. Accessed on October 24, 2018.  
https://www.delphi.com/dynamic-skip-fire-1. Smarter fuel efficiency. Tula Technology. Accessed on October 24, 2018. 
https://www.tulatech.com/. 

https://media.chevrolet.com/media/us/en/chevrolet/home.detail.html/content/Pages/news/us/en/2018/may/0518--silverado-dfm.html
https://media.chevrolet.com/media/us/en/chevrolet/home.detail.html/content/Pages/news/us/en/2018/may/0518--silverado-dfm.html
https://www.delphi.com/dynamic-skip-fire-1
https://www.tulatech.com/
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represents one exclusive pathway while HCR, turbocharging, variable compression ratio 

engines, and advanced diesel represent the others.  However, the HCR1 path is 

extremely constrained, the variable compression ratio path is turned off, and the 

advanced diesel path is effectively turned off with extensive costs assigned to it.  This 

leaves the turbocharged path as the only viable path for most vehicles.  And, if a 

manufacturer has implemented turbocharging on an engine, that powertrain can never 

switch at a future redesign to an HCR engine (or vice-versa).  Contrary to the 

assumptions used in the NPRM analysis, if a given engine technology represents a 

cheaper path to comply, manufacturers will utilize that technology regardless of what 

prior technology they may have deployed.   

The pathway restrictions in the CAFE Model, however, prevent a manufacturer from 

switching between a turbocharged and HCR pathway under the premise that 

manufacturers either would not develop both or would be committed irreversibly to one 

path or the other.  This assumption is not based in reality and is not reflective of actual 

industry practice—manufacturers who have pursued turbocharging have also already 

pursued HCR engines for other vehicles in their line-up.  For example, General Motors 

(GM) utilizes downsized turbocharging in some vehicles, such as the newly designed 

2019MY Silverado pick-up and the Malibu sedan which has two different turbocharged 

engine options.  GM also has a third offering in the Malibu sedan which is an HCR 

naturally aspirated 1.8L equipped with cooled exhaust gas recirculation (CEGR) mated 

to a hybrid electric system, and the Chevrolet Volt has a similarly equipped 1.5L 

engine.163  Ford Motor Company (Ford) similarly has mated HCR engines with its hybrid 

powertrains while simultaneously adding significant volumes of downsized turbocharged 

engines.  Fiat Chrysler Automobiles’ (FCA) 3.6L Pentastar engine has incorporated 

some degree of late intake valve closing and increased compression ratio nearing that 

used by Toyota on the 3.5L Tacoma engine, which is labeled as an HCR engine by the 

Agencies. This would suggest that FCA’s 3.6L Pentastar engine would never be eligible 

for turbocharging by the CAFE Model; however, according to FCA, that engine is 

capable of transitioning to direct fuel injection and turbocharging as both technologies 

were engineered into the engine design and remain "on the shelf" should future 

regulations require them.164   

Further, given global markets and competitive pressures, manufacturers traditionally 

have, and are continuing to effectively pursue multiple technology paths simultaneously.  

Whether it has been pursuit of both gasoline and diesel technologies to satisfy different 

market customers or pursuit of technologies optimized for smaller or larger vehicle 

types, manufacturers have developed a broad suite of technologies so they are 

positioned well to respond to different market demands as well as take advantage of 

technology improvements that tip the scales in the favor of a different path.   

                                            

163 https://www.sae.org/news/2014/10/gm-unveils-more-efficient-2016-volt-powertrain.   
1642016 Pentastar V6 adds new VVT, cooled EGR. SAE. Accessed on October 24, 2018.  
https://www.sae.org/news/2015/08/2016-pentastar-v6-adds-new-vvt-cooled-egr  

https://www.sae.org/news/2014/10/gm-unveils-more-efficient-2016-volt-powertrain
https://www.sae.org/news/2015/08/2016-pentastar-v6-adds-new-vvt-cooled-egr
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As one example, GM’s small block EcoTec engine family represents a common modular 

engine, built from a 3 cylinder and a 4 cylinder block, which spans displacements from 

1.0L to 1.5L.  Notably this engine incorporates naturally aspirated variants, 

turbocharged variants, and even a 1.5L HCR variant equipped with cooled EGR and 

late intake valve closing to achieve an over-expanded Atkinson-like cycle used in the 

current Chevrolet Volt.165,166  In other words, GM’s current production single shared 

engine has variants on both the turbocharged and HCR engine pathways that the 

Agencies have declared are so mutually exclusive that even when the engine gets 

redesigned, it cannot switch from one pathway to the other.  With both engine 

technologies in the current line-up for several manufacturers or as the case with GM, in 

variants of the same modular engine family, a restriction on future engine choices in the 

CAFE Model has no technical basis or evidence of past practice to support it.  

 The Agencies did not adequately consider other GHG-reducing 

vehicle technologies. 

At the vehicle level, various technologies are available to reduce GHG emissions.  

Aerodynamic improvements, tire rolling resistance improvements, and mass reduction 

are all technologies that essentially reduce the energy (and thus the fuel whether 

gasoline or electricity) needed to move the vehicle.  However, not all improvements 

come from reduced fuel usage.  Another available technology to reduce GHG 

emissions, already deployed aggressively by a few manufacturers, involves a change to 

the refrigerant used in the air conditioning system on vehicles.  These new refrigerants 

have much lower global warming potential than past refrigerants and, when coupled 

with systems designed with less potential for leaks to the atmosphere, represent a 

significant contribution to lower GHG emissions from vehicles.  

1. The Agencies made incorrect and inconsistent assumptions on 
vehicle transmissions. 

For transmissions, there also appears to be a significantly changed assumption 

regarding the effectiveness improvements.  Duleep found a 2 percent-3 percent lower 

efficiency assumed for advanced 8- and 9-speed transmissions relative to the data EPA 

itself previously developed with back to back testing on FCA vehicles.  The testing of 

the 8-speed transmission in the 2014 Dodge Ram was described in EPA’s Proposed 

Determination TSD (page 2-330) and an SAE International paper.167  Rogers found that 

the modeling did not consider ‘skip-shifting’ where a transmission can upshift or 

                                            

165 GM provides technical details of the Gen 2 Voltec propulsion system used in the 2016 Volt.  Green Car Congress. 
Accessed on October 24, 2018. http://www.greencarcongress.com/2015/04/20150423-voltec.html. 
166 Jocsak, J., White, D., Armand, C., and Davis, R., "Development of the Combustion System for General Motors' 
High-Efficiency Range Extender Ecotec Small Gas Engine," SAE Int. J. Engines 8(4):1587-1601. 2015. 
https://doi.org/10.4271/2015-01-1272.   
167 Moskalik, A., Hula, A., Barba, D., and Kargul, J., "Investigating the Effect of Advanced Automatic Transmissions 
on Fuel Consumption Using Vehicle Testing and Modeling," SAE Int. J. Engines 9(3):1916-1928, 2016, 
doi:10.4271/2016-01-1142. 

http://www.greencarcongress.com/2015/04/20150423-voltec.html
https://doi.org/10.4271/2015-01-1272
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downshift in a non-sequential manner (e.g., shifting from 5th to 7th without first shifting to 

6th gear).  Rogers further identified that the final drive ratio was kept constant as 

powertrains were changed and that transmission gear ratios were not optimized.168  

Directionally, all of these result in less optimal implementations that do not fully realize 

the improvements associated with the engine and transmission technologies applied.  

Meszler Engineering Services technical memo on the NPRM169 had additional 

observations suggesting transmission improvements had been incorrectly modeled. 

Figure V-3, reproduced from Figure 1 of the memo, shows tha the incremental efficiency

improvements modeled for a 10-speed transmission (AT10) relative to an 8-speed 

transmission (AT8) are inconsistent for different powertrains and do not follow logical 

expectations.  Meszler notes: 

Transmission benefits accrue largely from an increased ability to allow engines to 
operate in zones of maximum efficiency. As a result, one expects transmission 
impacts to be similar (on a percentage change basis) across engine 
technologies, and even more similar across vehicle classes using the same 
technology.  Yet the data presented in Figure 1 show substantial inconsistency. 

168 Rogers, G. Technical Review of: The Safer Affordable Fuel-Efficient (SAFE)  Vehicles Rule for Model Years 2021-
2026  Passenger Cars and Light Trucks, Final Report. Roush Industries. October 19, 2018. p. 18.  
169 Technical Memorandum on The NPRM CAFE Model’s Treatment of Technology Benefits and Costs. Meszler 
Engineering Services. October 2018. p. 5-6. 
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Figure V-3 (Figure 1 from Meszler memo) Comparative Example of Technology Impacts 
as Extracted from the ANL Database Underlying the NPRM CAFE Model (AT10 vs AT8) 

 

The figure above also shows implausibly drastic differences in efficiency modeled for 

the same transmission when coupled with a more advanced TURBO2 engine versus 

the initial TURBO1 package.  If that transmission is coupled with a high compression 

ratio (HCR) engine, it suddenly results in a fuel disbenefit—causing fuel consumption to 

get worse rather than better—for several of the vehicle classes.  And yet, when it is 

coupled with a more advanced version of that engine technology, HCR2, the projected 

improvement drastically changes for some classes and has only minor changes for 

others.  Meszler notes that, while there was insufficient time during the comment period 

to isolate the cause of these illogical results, “…a detailed review of transmission shift 

schedules and how they are tailored to changes in engine technology is appropriate.”170  

This comment echoes that of Rogers noted above where he found several steps in the 

modeling process prevent the optimization of the transmission with the selected 

powertrain technology, leading to an underestimation of the benefits.  

As mentioned earlier, in the presence of increasingly stringent standards which require 

deployment of additional technologies at rising costs, manufacturers will be increasingly 

vigilant in ensuring they get every bit of reduction they can out of added technologies. A 

                                            

170 Id., p. 6. 
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modeling approach suggesting that they would forgo such improvements from simple 

gear ratio or final drive ratio specification changes or shift schedule calibration changes 

is unrealistic and results in an underestimation of the benefits from advanced 

transmissions in combination with the powertrain.   

Additional technologies have also been announced or introduced including the variable 

compression ratio engine from Nissan now available in the 2019MY Infiniti QX50171  and 

the Mazda spark controlled compression ignition system for a 2020 launch known as 

SkyActiv-X.172 While CARB appreciates the difficulty in assessing the capability, costs, 

and applicability of these various technologies, the responsibility to set the maximum 

feasible standards demands that the Agencies fully evaluate and consider the role of 

such near-term production technologies to assist individual manufacturers or the 

industry as a whole to meet the standards.   

3. The Agencies underestimated aerodynamic improvements.  
As vehicles become more aerodynamic, less energy is required to move the vehicle 

resulting in lower GHG emissions. A deeper look found some systematic reductions in 

presumed efficiencies relative to what EPA’s Lumped Parameter Model (LPM) 

calculates, underestimating the benefits of aerodynamic improvements.  Specifically as 

summarized in Table 3-8 of Duleep’s report,173 in the tire rolling resistance and 

aerodynamic improvements, the Agencies now project less benefit across all of the 

categories.  However, the Agencies’ analysis provides no description or cite any new 

data or evidence as to why they have reduced their projected assumptions.   

Table V-6 (Table 3-8 from the Duleep’s report)  

Body technology benefits  

(percent reduction in fuel consumption) 

 

Additionally, the Agencies have now restricted the highest level of aerodynamic drag, 

AERO20, from pick-ups as well as cars and SUVs with over 405 horsepower.174 A 

review of the market inputs file for the CAFE Model shows that AERO20, however, has 

actually been excluded from 40 percent of all vehicles including convertibles and 

                                            

171 Infiniti. Accessed on October 24, 2018. https://www.infinitiusa.com/crossover/qx50/performance/. 
172 Next-Generation Skyactiv-X Gasoline Engine. Mazda. Accessed on October 24, 2018. 
http://www2.mazda.com/en/next-generation/technology/. 
173 Duleep Report, p. 18. 
174 83 Fed. Reg. at 43,047. 

https://www.infinitiusa.com/crossover/qx50/performance/
http://www2.mazda.com/en/next-generation/technology/
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minivans in addition to pick-ups and high horsepower vehicles.  While some of these 

exclusions may be valid, the Agencies have used a broad rule, implemented 

inconsistently, to inappropriately exclude the technology from too many vehicles.  

Foremost, the assumption results in some variants of the majority of luxury sedans and 

SUVs being excluded from AERO20 because they often have a high horsepower 

engine.  Alone, these vehicles make up approximately one-fourth of the excluded 

vehicles.  Yet the input files also identify the Tesla Model S sedans and Model X SUVs, 

which have horsepower in excess of 405, as having already implemented AER020 

improvements.  While electrification provides a higher motivation to minimize road load 

through technologies such as aerodynamic reductions, implementing AERO20 

reductions on high horsepower sedans and SUVs is clearly feasible and should not be 

artificially restricted in the CAFE Model.  

4. The Agencies incorrectly and overly limited mass reduction. 
A key technology expected to be used by manufacturers to meet the GHG standards is 

mass reduction. Very simply, when vehicles are made lighter, they require less energy 

and less fuel to power them.  In this and past analyses, the Agencies have included 

mass reduction by defining discrete ranges of mass reduction such as mass reduction 

levels 1 through 5 (MR1, MR2, etc.) and defining costs for each of those discrete levels. 

The basis for the technical feasibility of mass reduction and the associated costs are 

past mass reduction focused studies primarily commissioned by CARB, EPA, and 

NHTSA.   

The Agencies’ analysis relies on a portion of the same studies used in the 2016 Draft 

TAR; however, key assumptions have changed without any supporting rationale.  For 

instance, EPA previously primarily relied on four studies175 (two contracted or by EPA 

and two contracted for by NHTSA) and applied mass reduction on the total vehicle, 

utilizing the full potential of the technology to not only lightweight the body and structure 

but appropriately, to lightweight and downsize powertrain components to match the 

needs of the lighter vehicle.  NHTSA previously limited mass reduction to the ‘glider’ or 

non-powertrain portion of the vehicle and had determined that the glider represented 75 

percent of the total vehicle weight.  However, for the their analysis, the Agencies now 

cite only two of the four previously cited studies, utilize an approach that provides only 

for lightweighting of the glider (rather than the total vehicle), and rely on a new 

assumption that the glider now represents only 50 percent of the total vehicle weight.  

The Agencies provide no rationale to support the change in application of mass 

reduction to eliminate secondary mass reduction (or mass ‘compounding’) or ignore 

some of their own studies as a source of information nor does it provide any supporting 

evidence or rationale for the new 50 percent assumption.  The combination of these 

changes, however, substantially reduces the availability of mass reduction technology in 

the model to reduce tailpipe CO2 emissions, forcing other, more expensive technologies 

                                            

175 EPA-420-R-12-019, EPA-420-R-12-026, SAE Paper 2013-01-0656, EPA-420-D-16-900 p. 383. 



 

115 
 

to be selected by the model to achieve the target standards.  This is further exacerbated 

by the use of technically unsupported costs for the levels of mass reduction allowed that 

are calculated erroneously by not considering the EPA studies which had lower costs, 

not considering secondary mass reduction which provides further cost savings, and 

falsely inflating the costs from the cited NHTSA Honda Accord study for the MR4 and 

MR5 levels of mass reduction. 

a. The Agencies erroneously modified the glider assumptions. 
The two studies used are the MY 2011 Honda Accord lightweighting study to develop 

passenger cost curves and a MY 2014 Chevrolet Silverado 1500 full-size pickup truck 

study to develop light-duty truck curves.  For these studies, the glider represents 79 

percent of curb weight for the passenger car, and 74 percent for the light-duty truck.  

And in previous analysis, NHTSA utilized an assumption of 75 percent for the glider 

share.  However, the NPRM uses an assumption that the glider represents 50 percent 

of curb weight and notes only that this is a different assumption and was used to align 

with an assumption in ANL’s Autonomie model.  The Agencies also note that ANL’s 

assumption of the glider is comprised of different subsystems than those used by the 

Agencies in their definition of a glider yet they maintain this erroneous assumption and 

make no attempt to correct for it.  Further, even ANL appears to acknowledge this is an 

improper assumption as it’s recently published report for the Department of Energy 

(DOE)176 uses the assumptions shown in the table below for its Autonomie modeling 

runs.  Notably, the assumptions range mostly from 65 percent to 70 percent for the 

glider share of the total vehicle weight rather than the erroneous 50 percent utilized by 

the Agencies for their analysis. 

Table V-7 percent Glider Mass Share by Year and Vehicle Classification 

Tech Type 
Vehicle 

Class 

Model Year (Lab Year + 5) 

2015 2020 2025 2030 

Spark 

Ignited 

Conventional 

Engine 

Compact 68.3 63.6 66.3 65.8 

Midsize 67.7 65.8 68.8 68.4 

Small SUV 68.8 67.0 70.2 69.8 

Midsize SUV 68.0 66.1 69.1 68.6 

Pickup 68.6 68.6 71.5 71.1 

 

                                            

176 “An Extensive Study on Sizing, Energy Consumption, and Cost of Advanced Vehicle Technologies.” Argonne 
National Laboratory. Accessed on October 24, 2018. 
https://www.autonomie.net/pdfs/ANL_BaSce_FY17_Report_10042018.pdf. 

https://www.autonomie.net/pdfs/ANL_BaSce_FY17_Report_10042018.pdf
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This assumption severely limits the effectiveness of mass reduction as the most 

aggressive mass reduction category of 15 percent to 20 percent mass reduction can 

only reduce the vehicle curb weight by 10 percent.  This is an inappropriate maximum 

for mass reduction as the studies cited (and the studies excluded) all show cost-

effective reductions are available beyond 10 percent of curb weight reduction.  

Additionally, actual vehicles in production like the aluminum body Ford F150, have 

already been lightweighted by more than 10 percent of the curb weight confirming this 

restriction is inappropriate and not reflective of what is currently happening in the 

industry.  Table 2.14 (page 2-151) of EPA’s Proposed Determination TSD (shown as 

Table V-8 below) summarizes some of the more significant vehicles with mass 

reductions with five identified as having mass reduction in excess of 10 percent of curb 

weight.  The Agencies’ newly imposed 10 percent restriction means vehicle 

improvements like these that have already happened on production vehicles are not 

considered feasible in the NPRM analysis.   

Table V-8 (Table 2.14 from 2017 Proposed Determination TSD) Examples of Mass 
Reduction in Selected Recent Redesigns (Compared to MY2008 Design) 

 
b. The Agencies inexplicably do not consider secondary mass 

reductions. 
The analysis also does not apply secondary mass reduction which is a departure from 

the analysis done by EPA for the Draft TAR.  Secondary mass reduction includes the 

ability to downsize or lightweight other key components that are inexplicably excluded 

from consideration by the Agencies in their analysis, including but not limited to drive 

axles, suspension, and braking components (as a result of the overall vehicle being 

lighter); fuel tank (and corresponding weight of fuel during certification testing); 
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powertrain (lighter engine and transmission needed to power the lighter vehicle); and 

thermal systems.  A simple example of secondary mass reduction includes using 

composites to reduce weight in thermal or powertrain components such as the water 

pump.177  Most studies, including those contracted by or relied upon by EPA in the TAR 

and Proposed Determination and original Final Determination178 by EPA show there are 

significant opportunities for secondary mass reduction that lead to additional cost 

savings associate with mass reduction.  Notably, even the Accord and Silverado studies 

contracted for by NHTSA and relied upon by the Agencies in their proposal 

acknowledges and quantifies secondary mass reduction opportunities yet the Agencies 

chose to exclude it from consideration this time. By failing to account for this part of the 

technology in a manner similar to what was done before, EPA has inflated the costs for 

mass reduction as well as the amount of mass reduction that is feasible and cost-

effective leading to an overestimate in the technology costs needed to meet the existing 

standards. 

c. The Agencies improperly excluded other studies and technology. 
The mass reduction costs in the current rulemaking are only based on the 2011 Honda 

Accord study and the 2014 Silverado study that were sponsored by NHTSA.  However, 

previous reports and mass reduction analysis by EPA and NHTSA relied upon 

additional studies that are improperly excluded in the current rulemaking analysis.  A 

summary of the studies is given in Table V-9 below.  In addition to the 2011 Honda 

Accord and 2014 Silverado studies, the table shows the excluded studies, the 

corresponding mass reduction levels and the associated mass reduction costs found in 

each study.  The mass reduction level and cost values include secondary mass 

reductions in studies where it was applied.  For the excluded studies cited in the table, 

all of the mass reduction cost values are substantially lower than the values used in the 

Agencies’ analysis.  Furthermore, the 2011 Honda Accord and the 2014 Silverado 

studies also have markedly lower costs than this proposals’ values when secondary 

mass reduction is included.  The Agencies improperly exclude secondary mass 

reduction and exclude the lower mass reduction costs from studies used in their earlier 

analyses, leading to inflated mass reduction costs in their current analysis. 

Table V-9 Summary of Agencies Sponsored Mass Reduction Studies 

Vehicle 
Class 

Agency 
Year of 

Completio
n 

Report 

Mass 
Reduction [ 

percent Curb 
Weight] 

Cost 
[$/kg] 

                                            

177 Lightweighting summit: Targeting composites auto powertrain opportunities. Composites World. Accessed on 
October 24, 2018. https://www.compositesworld.com/articles/lightweighting-summit-targeting-composites-auto-
powertrain-opportunities-. 
178 EPA-420-R-12-019, EPA-420-R-12-026, SAE Paper 2013-01-0656, EPA-420-D-16-900 p. 383.  

https://www.compositesworld.com/articles/lightweighting-summit-targeting-composites-auto-powertrain-opportunities-
https://www.compositesworld.com/articles/lightweighting-summit-targeting-composites-auto-powertrain-opportunities-
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Passeng
er Car 

U.S. 
EPA 

2012 

Light-Duty Vehicle Mass 
Reduction and Cost Analysis — 

Midsize Crossover Utility 
Vehicle179 

18.3 percent -$0.43 

CARB 2012 

Evaluating the Structure and 
Crashworthiness of a 2020 
Model-Year, Mass-Reduced 

Crossover Vehicle Using FEA 
Modeling180 

30.8 percent $0.65 

NHTSA 2012 
2011 Honda Accord 

Lightweighting Study181 
22.43 percent $0.96 

NHTSA 2106 
Update to 2011 Honda Accord 

Study with Small-Overlap 
Testing182 

20.47 percent $1.20 

Light 
Duty 
Truck 

U.S. 
EPA 

2015 
2011 Silverado 1500 

Lightweighting Study183 
20.8 percent $4.35 

NHTSA 2016 
2014 Silverado 1500 

Lightweighting Study184 
16.7 percent $3.57 

Transpor
t Canada 

2015 

Light-Duty Truck Weight 
Reduction Study with Crash 
Model, Feasibility and Cost 

Analysis185 

18.5 percent $4.65 

 

d. The Agencies inflated cost study results.  
Tables 6-37 and 6-39 of the PRIA purport to show the costs from the cited NHTSA 

Honda Accord study, and how those cost numbers were rescaled for the NPRM to 

reflect both the new 50 percent glider mass assumption, and to convert from direct 

manufacturing costs (DMC) to retail price equivalent (RPE).  However, a comparison of 

the mass reductions in those two tables when scaled by percent of total curb weight 

reduction, shown in the Figure V-4, illustrates how the costs were erroneously inflated 

by the Agencies with no supporting rationale.  The bars in the graph below represent 

the costs associated with discrete levels of mass reduction for a passenger car as 

applied in the CAFE Model and shown in PRIA Table 6-39, and the line in the graph 

represents actual cost points from the Honda Accord study as given in PRIA Table 6-37 

                                            

179 EPA-420-R-12-026 (2012). “Light-Duty Vehicle Mass Reduction and Cost Analysis - Midsize Crossover Utility 
Vehicle.” 
180 Lotus Engineering Inc. (2012). “Evaluating the Structure and Crashworthiness of a 2020 Model-Year, Mass-
Reduced Crossover Vehicle Using FEA Modeling”. Prepared for the California Air Resources Board (ARB). 
181 Singh, H., Kan, C-D., Marzougui, D., Quong, S., et al. “Mass Reduction for Light-Duty Vehicles for Model Years 
2017-2025”. Report No. DOT HS 811 666. 2012. 
182 Singh, H., Kan, C-D., Marzougui, D., & Quong, S. “Update to future midsize lightweight vehicle findings in 
response to manufacturer review and IIHS small-overlap testing”. Report No. DOT HS 812 237. 2016. 
183 EPA-420-R-15-006 “Mass Reduction and Cost Analysis - Light-Duty Pickup Truck Model Years 2020-2025.” 2015. 
184 Singh, H., et al. “Mass Reduction for Light-Duty Vehicles for Model Years 2017-2025”. DOT Contract DTNH22-13-
C-00329. 2016. 
185 “Light-Duty Truck Weight Reduction Study with Crash Model, Feasibility and Cost Analysis.” Transport Canada.  
2015. 
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and adjusted for RPE, converted to 2016 dollars.  The striped area within the bars in the 

figure below illustrates that the discrete mass reduction costs applied in the CAFE 

Model are inflated and exceed the costs derived from the Honda Accord study.  In all 

instances, the discrete costs used in the CAFE Model are chosen from the upper end of 

the respective mass reduction range, leading to cost overestimation.  For example, MR2 

represents a mass reduction range of 2.5 percent to 3.75 percent by curb weight 

percentage, and instead of representing MR2 by the cost at the midpoint of this range, 

which is at 3.13 percent and which would represent the average cost for the 

aforementioned range of mass reduction, the actual cost value in the CAFE Model 

assigned to MR2 is the cost at 3.8 percent, which would represent an upper end cost 

estimate for the MR2 mass reduction range.  Furthermore, the costs in the CAFE Model 

that are assigned to MR1, MR4, and MR5 mass reduction levels substantially exceed 

the costs from the Honda Accord study given in PRIA Table 6-37, as shown in the 

Figure V-4 yet no explanation was provided or evidence cited to justify the increases. 

Figure V-4 Passenger Car Mass Reduction Costs 

 

A similar figure was generated for the light truck mass reduction costs.  The Figure V-5 

below compares the discrete mass reduction costs used in the CAFE Model for light 

trucks, as given in PRIA Table 6-42, to the actual mass reduction costs from the 

Chevrolet Silverado study cited by NHTSA, as given in PRIA Table 6-40 and adjusted 

for RPE, converted to 2016 dollars.  Generally, the same trends were observed as with 

passenger cars; namely, MR2 and MR3 were assigned costs at the upper end of their 

mass reduction range while the MR1, MR4, and MR5 costs significantly exceeded the 

costs from the Silverado study for the corresponding levels of mass reduction.  

Consequently, the mass reduction costs assigned to both passenger cars and light 
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trucks in the CAFE Model are inappropriately inflated and not justified by the studies the 

Agencies relied upon.  Further, no other evidence or rationale to justify the use of these 

arbitrarily higher costs is provided in the proposal.  

Figure V-5 Light Truck Mass Reduction Costs 

 

5. The Agencies should keep air conditioning efficiency and leakage 
credits. 

The Agencies propose to eliminate the air conditioning (A/C) leakage credit and reduce 

the stringency of the GHG emission standards by the expected average credit amount, 

starting with model year 2021. The Agencies suggest that if the final rulemaking did 

eliminate the leakage credit, EPA would consider whether it is appropriate to initiate a 

new rulemaking to regulate A/C leakage independently. CARB opposes this proposal 

and strongly recommends EPA to retain the A/C leakage credit provisions. First, as 

quoted in the preamble of the EPA model year 2017-2025 rule, Clean Air Act Title II 

section 202(a)(1) states that  

“the Administrator shall by regulation prescribe (and from time to time 
revise) *** standards applicable to the emission of any air pollutant from any 
class or classes of new motor vehicles *** which in his judgment cause, or 
contribute to, air pollution which may reasonably be anticipated to endanger 
public health or welfare.”186  

                                            

186 See 77 Fed.Reg. 62,623, 62,672 (October 15, 2012). 
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EPA’s Endangerment and Cause or Contribute Findings for Greenhouse Gases under 

section 202(a) of the Clean Air Act establish that the combined emissions of six GHGs 

including HFCs from new motor vehicles and new motor vehicle engines contribute to 

the GHG air pollution that endangers public health and welfare.187 Also, vehicular HFC 

emissions are significant in quantities, estimated by EPA to be equivalent to CO2 

emissions of 13.8 g/mi for cars and 17.2 g/mi for trucks.188 Thus, it is appropriate to 

include vehicle HFC emissions in the standards. Second, the NPRM states the desire 

for better harmony between the EPA GHG standards with the NHTSA CAFE standards, 

but it has not demonstrated why eliminating non-CO2 GHGs such as HFCs would be 

necessary under Clean Air Act Title II section 202(a)(1).  In essence, eliminating HFC 

credits makes EPA’s standards less effective, for no reason at all. Therefore, elimination 

of the A/C leakage credit would be an arbitrary decision.  

This is especially so because the D.C. Circuit’s recent Mexichem decision189 has, in 

important regards, limited EPA’s ability to limit the use of these powerful pollutants 

under Title VI of the Clean Air Act. EPA then issued a Guidance Document stating it 

would not be implementing any provision of “Rule 20”190 that was at issue in the 

Mexichem case, which includes motor vehicle air conditioning.191 In addition, EPA 

recently issued a proposed rule to rescind extension of certain refrigerant management 

requirements to substitute refrigerants, specifically HFCs, and is taking comment on 

whether it should eliminate the full set of the extension of refrigerant management 

requirements to substitute refrigerants including a self-sealing valve requirement for 

small containers of HFC-134a used in non-professional automotive service.192 

Accordingly, maintaining the program under Title II of the Clean Air Act is of particular 

importance to pollution prevention and to ensuring that significant investments in less 

polluting refrigerants are maintained in the motor vehicle context.193 

Furthermore, leakage credit has been a key compliance option that many 

manufacturers have chosen; and due to its cost-effectiveness, leakage credit has been 

effective in fostering an industry-wide transition to low-leak A/C system components and 

                                            

187 See 74 Fed.Reg. 66,495, 66,496 (December 15, 2009). 
188 See 77 Fed.Reg. 62,623, 62,805 (October 15, 2012). 
189 Mexichem Fluor, Inc. v. EPA, 866 F.3d 451 (D.C. Cir.2017). In Mexichem, the court reviewed Rule 20, which 
added HFCs to the list of prohibited substances under the Significant New Alternatives Policy (SNAP) Program 
pursuant to § 612 of the Clean Air Act.  On October 9, 2018, the Supreme Court of the United States denied 
certiorari.  
190 Protection of Stratospheric Ozone: Change of Listing Status for Certain Substitutes Under the Significant New 
Alternatives Policy Program, 80 Fed.Reg. 42,870 (July 20, 2015) (Rule 20).  
191 Protection of Stratospheric Ozone: Notification of Guidance and a Stakeholder Meeting Concerning the Significant 
New Alternatives Policy (SNAP) Program, 82 Fed.Reg. 18,431 (Apr. 27, 2018).  
192 Protection of Stratospheric Ozone: Revisions to the Refrigerant Management Program’s Extension of Substitutes, 
83 Fed.Reg. 49332 (Oct. 1, 2018). Extension of the appliance maintenance and leak repair provisions to HFCs was 
included in the 2016 Rule (Protection of Stratospheric Ozone: Update to the Refrigerant Management Requirements 
Under the Clean Air Act, 81 Fed.Reg. 82,272 (Nov. 18, 2016).  
193 The Agencies must, of course, fully analyze these major economic impacts in the RIA, and in their consideration of 
this rule generally. 
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climate-friendly refrigerants. Eliminating the leakage credit provisions without 

committing to an equally effective alternative program, as in the Agencies’ proposal, 

would result in substantial regulatory uncertainty and hence, highly likely stagnant or 

dwindling industry investment in these fields, jeopardizing a decade’s worth of progress 

in reducing HFC emissions from vehicle A/C systems. Therefore, such a proposal would 

be an unnecessary and unjustified change to a proven mechanism that effectively and 

efficiently reduces vehicle HFC emissions to fulfill EPA’s statutory obligation, and hence 

is inappropriate. 

This relaxation harms states and the public in general.  It also harms states that have 

legal mandates to reduce HFCs.  For example, California has a legal mandate to reduce 

HFC emissions by 40 percent below 2013 levels by 2030.194  Motor vehicle air 

conditioners make up 23 percent of HFC emissions in California - not an insignificant 

amount. 

EPA staff, in interagency review, repeatedly commented opposing removal of these 

critical tools. As EPA wrote: “EPA does not agree that the HFC credit program should 

be removed from the GHG standards.”195 EPA should take its own advice. 

The proposed rollback also proposes to gradually reduce the maximum cap of the A/C 

efficiency credit, starting with model year 2021. CARB opposes this proposal and 

strongly recommends EPA to maintain the maximum credit caps in the existing 

regulation. The efficiency credit provisions have been effective in incentivizing the 

industry to gradually adopt A/C efficiency-improvement technologies, which reduce 

vehicles’ real-world energy consumption and CO2 emissions beyond what certification 

test cycles reflect. Reducing the maximum available efficiency credit would very likely 

slow or halt this movement, leading to an increase of real-world energy consumption 

and CO2 emissions.  

 The Agencies inflated electrification costs to be excessive and 

unrealistic. 

In addition to improperly modeling the costs and efficiencies of technologies to reduce 
emissions from internal combustion engines, the Agencies overestimate the costs of 
mild hybrid electric vehicles (MHEV), conventional hybrid electric vehicles (HEV), plug-
in hybrid electric vehicles (PHEV), and zero-emission technologies (such as hydrogen 
fuel cell electric vehicles or battery electric vehicles, or BEVs).  This is caused by the 
Agencies relying on outdated component specifications to determine component costs 
and efficiencies, failing to properly account for improvements in components and costs 
or consider newer data, incorrectly identifying and assessing existing technologies, 
improperly oversizing components and batteries for the modeled vehicle classes, and 
underestimating efficiencies of the technologies by improper modeling.  These improper 

                                            

194 Cal. Health & Saf. Code § 39730.5. 
195 Response from EPA to OMB regarding interagency comments, June 29, 2018. Docket ID EPA-HQ-OAR-2018-
0283-0453. p.7, p.293, p.295, p.296, p.297, p.299, p.300, p.301, p.304, p.305, p.306, p.307, p.308, p.309, p.310. 
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assumptions result in systematic overestimation of the costs needed to comply with the 
existing standards as well as unrealistic component and system designs.  These 
mistakes are compounded by the incorrect assumptions on advanced gasoline 
technologies which leads to exaggerated projections of the amount of electrification 
needed to comply with the existing standards.  Overall, these errors result in 
unnecessarily high levels of electrification, exacerbated by improper modeling at inflated 
costs, which causes the projected technology costs to be excessive and unrealistic. 
 
While the Agencies may try to dismiss criticism of their modeling of PHEVs or BEVs as 

virtually none of these vehicles were projected as needed to meet the existing 

standards, the electrification assumption mistakes also apply to mild HEV systems and 

strong HEV systems.  For these systems, the Agencies (mistakenly) model them as 

needed in high levels to meet the existing standards.  Accordingly, the incorrect 

assumptions that artificially inflate the costs of the individual systems result in the 

Agencies’ analysis also falsely exaggerating the overall costs for compliance with the 

existing standards.   

Further, the mistakes described later in the ranking algorithm used by the CAFE Model 

demonstrate that the electrification costs have a significant impact.  For example, the 

sensitivity run done by the Agencies and noted as ‘high oil prices with 60 month 

payback’ also revealed some significant differences relative to electrification.  

Specifically, this scenario, which resulted in the ranking algorithm finding much more 

cost effective technologies to apply, lowered the average passenger car cost to comply 

with existing standards by approximately $700 per car (over 25 percent of the estimated 

total car compliance costs).196  An examination of the technology utilization report in the 

output files of that sensitivity run, relative to the default central run for the Agencies’ 

analysis finds an interesting result.   

Figure V-6 below shows a comparison of the fleet-wide passenger car technology 

penetration rates between the sensitivity case and the default case under the existing 

standards. The solid bars show the percentage of the passenger car fleet projected to 

be equipped with each of the advanced technologies to meet the existing standards in 

the sensitivity case that chooses a more cost-effective path to comply.  The default 

central analysis for meeting the existing standards in the NPRM is shown in the hatched 

bars.  The sensitivity run results in an additional 4 percent of vehicles with the PHEV30 

technology but also results in more than 10 percent to 15 percent less of the fleet in 

each of the other electrification categories including strong HEVs, mild HEVs, and stop-

start systems (SHEVP2, BISG, and SS12V).  This allows over 35 percent more of the 

fleet to not utilize any electrification and remain with conventional engine technology 

(CONV).  This run also shows that less of nearly every upper end engine, vehicle, and 

transmission technology is utilized including CEGR1, AERO20, MR5, and AT10L2 

                                            

196 Further details are discussed in Table V-17. 
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allowing more vehicles to deploy less technology by remaining in the less advanced 

relevant category (e.g., TURBO2, TURBO1, AERO15, MR4, AT10).   

Figure V-6 Comparison of fleet wide passenger car technology penetration rates 
between sensitivity case and default case 

 
 
This sensitivity case clearly demonstrates that the results of the Agencies’ analysis can 

be highly sensitive to the assumed cost and effectiveness values of the electrification 

technologies.  And, it shows that the model finds it is more cost-effective to deploy a 

small portion of advanced electrification in the form of 4 percent of the vehicles as 

PHEVs by 2029MY in lieu of massive use of virtually every other advanced technology -

including over 35 percent less of the fleet using HEV, MHEV, and stop-start systems.  

Thus, in some cases, a targeted deployment of very advanced technology like a PHEV 

can be more cost effective than wide-scale deployment of a moderate technology.   

Additionally, EPA’s analysis fails to follow its own “Guidelines for Preparing Economic 

Analyses”197 which warns (page 5-1) that establishing an appropriate baseline is critical: 

Because an economic analysis considers the impact of a policy or 
regulation in relation to this baseline, its specification can have a 
profound influence on the outcome of the economic analysis. 

Of note, the guidelines (page 5-1) state that: 

A proper baseline should incorporate assumptions about exogenous 
changes in the economy that may affect relevant benefits and costs (e.g., 
changes in demographics, economic activity, consumer preferences, 
and technology), industry compliance rates, other regulations 

                                            

197 Guidelines for Preparing Economic Analyses, December 17, 2010 (updated May 2014). National Center for 
Environmental Economics, Office of Policy, U.S. Environmental Protection Agency. Accessed on October 24, 2018. 
https://www.epa.gov/sites/production/files/2017-08/documents/ee-0568-50.pdf. 

https://www.epa.gov/sites/production/files/2017-08/documents/ee-0568-50.pdf
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promulgated by EPA or other government entities, and behavioral 
responses to the proposed rule by firms and the public. (emphasis 
added) 

The same guidance (page 5-13) also explicitly states: 

…any state regulation that has been finalized should be included in the 
baseline. 

CARB currently has a ZEV regulation that is finalized and has been issued a waiver by 
EPA (see above discussion).198  This regulation, also voluntarily adopted by nine other 
states and the District of Columbia under Section 177 of the Clean Air Act, mandates an 
increasing portion of each vehicle manufacturer’s annual new vehicle sales to be ZEVs 
through model year2025.  In the 2016 Draft TAR and subsequent Proposed and original 
Final Determination, EPA properly followed its guidelines by including compliance with 
these state regulations by including an estimate of the minimum number of required 
ZEVs in the baseline.  For these past analyses, EPA then properly assessed the 
incremental impact of the GHG regulations relative to the baseline.  However, without 
providing any explanation for the change from past approaches or for why it is violating 
its own guidelines, EPA has now omitted compliance with the ZEV regulation in the 
baseline.  This leads to a projection of ZEVs lower than required by the regulation in all 
of the scenarios modeled and consequently, an increased burden to add technology to 
the internal combustion engine vehicles to over-comply in order to meet both fleet 
average standards. 
 
The relevance of this glaring omission is highlighted when considering the 

announcements made by all manufacturers regarding future plans for electrification.  

Indeed, sales of PHEVs, BEVs, and FCEV have been accelerating despite the currently 

few model offerings in the largest, and still growing, market segments (crossovers and 

SUVs). Market forecasts and research also show continued increasing interest in the 

future.  Based on current policies in place, the International Energy Agency is 

forecasting global plug-in electric vehicle sales (BEVs and PHEVs) will increase from 

approximately 4 million in 2020 to 21.5 million by 2030, which translates to a 24 percent 

average year-on-year sales growth during this time period199. Similarly, Bloomberg New 

Energy Finance is estimating that global plug-in electric vehicles sales will increase 

quickly reaching 11 million in 2025 and 30 million in 2030, reaching 55 percent of light-

duty vehicle sales in 2040200. Wards Intelligence201 is projecting that U.S. luxury BEVs, 

                                            

198 78 Fed.Reg. 2,112 (Jan. 9, 2013). 
199 https://webstore.iea.org/download/direct/1045?filename=global_ev_outlook_2018.pdf. 
200 E-Buses to Surge Even Faster Than EVs as Conventional Vehicles Fade. BloombergNEF. Accessed on October 
24, 2018. https://about.bnef.com/blog/e-buses-surge-even-faster-evs-conventional-vehicles-fade/. 
201 Luxury EV Sales to Triple Over Next Seven Years. Wards Intelligence. Accessed on October 24, 2018. 
http://subscribers.wardsintelligence.com/market-analysis/luxury-ev-sales-triple-over-next-seven-years-0?NL=WAW-
06&Issue=WAW-06_20180905_WAW-06_289&sfvc4enews=42&cl=article_2. 

https://webstore.iea.org/download/direct/1045?filename=global_ev_outlook_2018.pdf
https://about.bnef.com/blog/e-buses-surge-even-faster-evs-conventional-vehicles-fade/
http://subscribers.wardsintelligence.com/market-analysis/luxury-ev-sales-triple-over-next-seven-years-0?NL=WAW-06&Issue=WAW-06_20180905_WAW-06_289&sfvc4enews=42&cl=article_2
http://subscribers.wardsintelligence.com/market-analysis/luxury-ev-sales-triple-over-next-seven-years-0?NL=WAW-06&Issue=WAW-06_20180905_WAW-06_289&sfvc4enews=42&cl=article_2
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FCEVs, and PHEVs will triple in the next seven years from about 42,000 in 2018 to 

139,000 in 2025. 

The aforementioned sales projections are supported by several manufacturers’ recent 

announcements of longer term, broad reaching electrification plans that will affect model 

years 2022 to 2025, and beyond. Audi, at the 2015 Los Angeles International Auto 

Show, announced that it is committed to achieving 25 percent of U.S. sales from electric 

vehicles by 2025.202 Audi will likely need to develop several more electrified models 

across its product line to reach such sales goals. In March of 2018, Ford announced 

that it would be investing $11 billion into electrified vehicles,203 which is nearly triple the 

investment announced in 2015.204 Part of that plan involves adding 13 new global 

electrified vehicles by 2020, even with projections of U.S. sales to shift to over 85 

percent trucks and SUVs. Volvo is aiming for 50 percent of sales to be fully electrified by 

2025.205   

Similar announcements have also come from Daimler, Honda, Volkswagen (VW), the 
Hyundai Motor Group, and Nissan. In June of 2016, Daimler announced that it would be 
investing seven billion euros in ‘green’ technology over the following two years.206 
Daimler subsequently announced the creation of an all new Mercedes-Benz sub-brand 
“EQ”, which will be dedicated to bringing all-electric vehicles to market,207 the first of 
which is coming in 2020 to the United States.208 Honda’s Chief Executive Officer (CEO) 
announced in February of 2016 that the company will strive to have two-thirds of the 
overall sales come from electrified vehicles by 2030.209 VW announced a new group 
strategy name “TOGETHER – Strategy 2025” that includes a major electrification 
initiative with more than 30 new electric vehicles (including its brand Audi) by 2025 and 
annual sales between two and three million units.210 The Hyundai Motor Group in April 

                                            

202 “Audi declares at least 25 percent of U.S. sales will come from electric vehicles by 2025.” Audi of America. 
Accessed on October 24, 2018. https://www.audiusa.com/newsroom/news/press-releases/2015/11/audi-at-least-25- 
percent-u-s-sales-to-come-from-electric-2025.  
203 Ford ups its electrified vehicle ante to $11B; 86 percent trucks and SUVs in the product mix by 2020. Green Car 
Congress. Accessed on October 24, 2018. http://www.greencarcongress.com/2018/03/20180316-ford.html. 
204 “Ford investing $4.5 billion in electrified vehicle solutions, reimagining how to create future vehicle user 
experiences.” Ford Motor Company. Accessed on October 24, 2018. 
https://media.ford.com/content/fordmedia/fna/us/en/news/2015/12/10/ford-investing-4-5-billion-in-electrified-vehicle-
solutions.html. 
205 Volvo clarifies electrification plan, aims for 50 percent of sales to be ‘fully electric’ by 2025.  Electrek. Accessed on 
October 24, 2018.  https://electrek.co/2018/04/25/volvo-electrification-plan-fully-electric/. 
206 “Daimler invests massively in green powertrain technologies: All Mercedes-Benz model series will be electrified,” 
Daimler. Accessed on October 24, 2018. http://media.daimler.com/marsMediaSite/ko/en/11108480.  
207 “Next step in electric offensive: Mercedes-Benz to build first electric car of the new EQ product brand in its Bremen 
plant,” Daimler. Accessed on October 24, 2018. http://media.daimler.com/marsMediaSite/ko/en/14353750.  
208 The new Mercedes-Benz EQC.  Mercedes Benz. Accessed on October 24, 2018.    
https://www.media.mbusa.com/releases/release-5c7ee2d5215f25dab29798d2d90ba9b6-the-new-mercedes-benz-
eqc. 
209 “Summary of Honda CEO Speech on February 24, 2016,“ Honda Motor Co., Ltd. Accessed on October 24, 2018.  
http://world.honda.com/news/2016/c160224aeng.html. 
210 “New Group strategy adopted: Volkswagen Group to become a world-leading provider of sustainable mobility,” 
The Volkswagen Group. Accessed on October 24, 2018.  https://www.volkswagen-newsroom.com/en/press-
releases/new-group-strategy-adopted-volkswagen-group-to-become-a-world-leading-provider-of-sustainable-mobility-
1852 . 

https://www.audiusa.com/newsroom/news/press-releases/2015/11/audi-at-least-25-percent-u-s-sales-to-come-from-electric-2025
https://www.audiusa.com/newsroom/news/press-releases/2015/11/audi-at-least-25-percent-u-s-sales-to-come-from-electric-2025
http://www.greencarcongress.com/2018/03/20180316-ford.html
https://media.ford.com/content/fordmedia/fna/us/en/news/2015/12/10/ford-investing-4-5-billion-in-electrified-vehicle-solutions.html
https://media.ford.com/content/fordmedia/fna/us/en/news/2015/12/10/ford-investing-4-5-billion-in-electrified-vehicle-solutions.html
https://electrek.co/2018/04/25/volvo-electrification-plan-fully-electric/
http://media.daimler.com/marsMediaSite/ko/en/11108480
http://media.daimler.com/marsMediaSite/ko/en/14353750
https://www.media.mbusa.com/releases/release-5c7ee2d5215f25dab29798d2d90ba9b6-the-new-mercedes-benz-eqc
https://www.media.mbusa.com/releases/release-5c7ee2d5215f25dab29798d2d90ba9b6-the-new-mercedes-benz-eqc
http://world.honda.com/news/2016/c160224aeng.html
https://www.volkswagen-newsroom.com/en/press-releases/new-group-strategy-adopted-volkswagen-group-to-become-a-world-leading-provider-of-sustainable-mobility-1852
https://www.volkswagen-newsroom.com/en/press-releases/new-group-strategy-adopted-volkswagen-group-to-become-a-world-leading-provider-of-sustainable-mobility-1852
https://www.volkswagen-newsroom.com/en/press-releases/new-group-strategy-adopted-volkswagen-group-to-become-a-world-leading-provider-of-sustainable-mobility-1852


 

127 
 

of 2016 announced a new electrification plan that includes 26 new models by 2020. In 
reference to the announcement, the senior vice president of Hyundai Motor Group’s Eco 
Technology Center said “This is the basement that we will build upon.”211  Earlier this 
year, Kia announced at the Consumer Electronics Show that it plans to have 16 
electrified platforms globally by 2025 as part of its “Boundless for All” campaign.212 
Nissan announced earlier this year that it will produce 1 million electrified vehicles 
annually by fiscal year 2022, worldwide, and expects 20 to 30 percent of U.S. 
production to be electrified by 2025.213  In October, Wards Automotive reported Mazda 
will deploy some amount of electrification on all vehicle products by 2030.214  With 
nearly all manufacturers showing electrification within the next few generations of 
vehicles, it is unacceptable for the Agencies to treat this technology pathway as 
improbable.   
  

1. The Agencies’ assumptions for non-battery components for 
electrified vehicles were non-descriptive and incorrect. 

a. The Agencies relied on outdated data. 
The Agencies’ analysis is inappropriately relying on older data on electric machines and 
inverter efficiencies across all electrification applications. The Agencies, for this 
rulemaking, stated they utilized the following sources for developing non-battery 
component efficiencies: 

 

• Oak Ridge National Laboratory (ORNL) (2008). Evaluation of the 2007 
Toyota Camry Hybrid Synergy Drive System. Submitted to the U.S. DOE 

• ORNL. (2011). Annual Progress Report for the Power Electronics and 
Electric Machinery Program215 

• ORNL/SPR-2014/532 Annual Progress Report for the Power Electronics 
and Electric Motors Program  
 

The consistent failures of the Agencies to meet their core transparency and clarity 
obligations under the Administrative Procedure Act are further underlined by the 
exceptional difficulty of checking these core points. The first two reports listed above 
were not easily found due to the citations lacking the proper ORNL document numbers, 
like what is found in the third reference. As discussed previously, the comment period 

                                            

211 Hans Greimel, “Hyundai-Kia's grand electrification plan,” Autonews. Accessed on October 24, 2018. 
http://www.autonews.com/article/20160404/OEM05/304049949/hyundai-kias-grand-electrification-plan.  
212  ‘Boundless for All’: Kia presents vision for future mobility at CES 2018. Kia. Accessed on October 24, 2018. 
https://www.kiamedia.com/us/en/media/pressreleases/13440/boundless-for-all-kia-presents-vision-for-future-mobility-
at-ces-2018. 
213 Nissan aims to sell 1 million electrified vehicles a year by FY2022.  Nissan. Accessed on October 24, 2018.   
https://newsroom.nissan-global.com/releases/release-487297034c80023008bd9722aa05f858-180323-01-e. 
214 Mazda Aims for 100 percent Electrification By 2030. Mazda. Accessed on October 10, 2018. 
http://subscribers.wardsintelligence.com/electrification/mazda-aims-100- 
electrification-2030. 
215 This is assumed to be: ORNL/TM-201/263, Oak Ridge National Laboratory Annual Progress Report for Power 
Electronics and Electric Machinery Program, October 2011. 

http://www.autonews.com/article/20160404/OEM05/304049949/hyundai-kias-grand-electrification-plan
https://www.kiamedia.com/us/en/media/pressreleases/13440/boundless-for-all-kia-presents-vision-for-future-mobility-at-ces-2018
https://www.kiamedia.com/us/en/media/pressreleases/13440/boundless-for-all-kia-presents-vision-for-future-mobility-at-ces-2018
https://newsroom.nissan-global.com/releases/release-487297034c80023008bd9722aa05f858-180323-01-e
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provided for a proposal of this magnitude and technical complexity was unreasonably 
short, and made further unreasonable because the necessary information to fully review 
the proposal was not provided.  
 
The Agencies applied data for the efficiencies as follows from the PRIA:216 
 

Table V-10 Summary of Electric System Data Sources 

Powertrain Type Source of Efficiency Map 
for Motor1 (Traction 
Motor) + Inverter 

Source of Efficiency Map 
for Motor2 
(Motor/Generator) + 
Inverter 

Micro 12-V HEV, BISG Camry EM1 data from 
ORNL 

 

CISG and Parallel HEV Sonata HEV data from 
ORNL 

 

Split HEV and Blended 
PHEV 

Camry EM1 data from 
ORNL 

Camry EM2 Data from 
ORNL 

EREV PHEV Camry EM1 data from 
ORNL 

Sonata HEV data from 
ORNL 

BEV and FCEV Nissan Leaf data from 
ORNL 

 

 
However, the vehicle model years from which those data were developed, as identified 
in the ORNL reports, are as follows: 
 

Table V-11 Summary of Data Source Vehicle Model Year 

Data Source Model Year Vehicle 
Camry EM1 data MY2007 Toyota Camry Hybrid 

Camry EM2 data MY2007 Toyota Camry Hybrid 

Sonata HEV data MY2011 Hyundai Sonata Hybrid 

Nissan Leaf data MY2012 Nissan Leaf 

 
 
Given rapid development over the last 10 years in automotive electrification, reliance on 
specifications from vehicles that are 6 to 11 model years old, and likely had their 
components designed in the two to three years prior, is completely inappropriate to 
assess the costs and efficiencies of these components for model years 2020 to 2030 
vehicles. Vehicle manufacturers have gone through one or two generations of design 
since then with substantial gains in virtually all components. There are several 
examples of these gains that have occurred over the past few years, two of which come 

                                            

216 Docket ID: NHTSA-2018-0067-1972, Page 373-374, Table 6-28 Electric machine efficiency map sources for 
different powertrain configurations. 
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from General Motors (Chevrolet Volt and Bolt) and another from Toyota with the 3rd to 
4th generation Prius improvements.  
 
The 2nd generation Volt, released for the 2016MY, saw several improvements that 
resulted in increases in charge sustaining fuel economy of 13.5 percent, overall vehicle 
efficiency of 8.2 percent and all electric range by 39 percent over the 1st generation 
model which included the following:217,218,219 

• Electric motor volume reduced by 20 percent  

• Electric motor mass reduced 40 percent 

• Peak electric motor efficiencies increased by 2 percent 

• Power inverter volume reduced from 13.1 liter (L) to 10.4L  

• Total Voltec (electrification drive unit) mass reduced from 164 kilogram (kg) to 
119kg 

• The drive unit is up to 12 percent more efficient in operation 

• 20 percent higher battery volumetric energy density 
 
The Chevrolet Bolt EV [Electric Vehicle] (introduced for the 2017MY) saw improvements 
over the Chevrolet Spark EV (introduced for the 2013MY) that included:220 

• A reduction in on-board charger volume from 13.0L to 12.3L while the maximum 
power increased from 3.3 kilowatts (kW) to 7.2kW – a 130 percent increase in 
volumetric energy density 

• Increase of electric motor peak power density (kiloWatt/Liter) of 55 percent 

• Volumetric power density (kilovolt-Amp/Liter) of the single power motor inverter 
module increased 83 percent 

• Gravimetric power density (kilovolt-Amp /kilogram) of the single power motor 
inverter module increased by 55 percent 
 

The 4th generation Prius (introduced for the 2016MY) included some of the following 
improvements over the 3rd generation Prius (introduced for the 2010MY):221,222 

• 20 percent reduction in mechanical losses through friction in the transaxle and 
electric motors  

• Electrical losses in the power control unit (PCU) reduced by 20 percent  

• The volume of the PCU reduced by 33 percent and mass reduced by 11 percent 
which allowed for the PCU to be packaged directly above the transaxle 

• Internal combustion engine maximum thermal efficiency increased to 40 percent 

                                            

217 GM provides technical details of the Gen 2 Voltec propulsion system used in the 2016 Volt. Green Car Congress. 
Accessed on October 24, 2018. http://www.greencarcongress.com/2015/04/20150423-voltec.html. 
218 First look at all-new Voltec propulsion system for 2G Volt; “the only thing in common is a shipping cap” Green Car 
Congress. Accessed on October 24, 2018. http://www.greencarcongress.com/2014/10/20141029-voltec.html. 
219 Compare Side by Side. Fueleconomy.gov. Accessed on October 24, 2018. 
https://www.fueleconomy.gov/feg/Find.do?action=sbs&id=35246&id=36863 
220 Design of the Chevrolet Bolt EV Propulsion System, SAE 2016-01-1153. April 5, 2018. doi: 10.4271/2016-01-
1153. 
221 Toyota Unveils Advanced Technologies in All-New Prius. Toyota. Accessed on October 24, 2018. 
https://pressroom.toyota.com/releases/2016+toyota+prius+technology.htm. 
222 Toyota details powertrain advances in Gen4 Prius; available E-Four system for all-wheel drive (not for US). Green 
Car Congress. Accessed on October 24, 2018. http://www.greencarcongress.com/2015/10/20151013-prius.html. 

http://www.greencarcongress.com/2015/04/20150423-voltec.html
http://www.greencarcongress.com/2014/10/20141029-voltec.html
https://www.fueleconomy.gov/feg/Find.do?action=sbs&id=35246&id=36863
https://pressroom.toyota.com/releases/2016+toyota+prius+technology.htm
http://www.greencarcongress.com/2015/10/20151013-prius.html
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The Agencies, however, appeared to ignore all of this improvement for the rollback 

proposal and relied on already outdated data as representative of technology over the 

next 10 or more years. This failure to consider new data let alone existing data renders 

the analysis unrepresentative of actual technology costs.  

b. The Agencies fail to account for component efficiency 
improvements and cost reductions. 

In addition to starting with inappropriately old component efficiency assumptions, the 
Agencies did not project any efficiency gains over time despite a demonstrated history 
of these components getting more powerful or smaller (or both), more efficient, and 
cheaper to manufacture. There are several other examples of significant improvements 
in electrification components beyond the aforementioned Chevrolet Volt and Bolt EV, 
and Toyota Prius. Some of those even come from the same sources that the Agencies 
used for this analysis. As shown above in Table V-11, the Agencies relied on Oak Ridge 
National Laboratory (ORNL) data for electric machine performance data. As mentioned 
in the previous sections, one of the main reasons for opening this rulemaking was to 
update the Agencies’ analysis with more recent data.  However, the Agencies’ asserted 
“recent data” that were used for electrified vehicles came from ORNL’s 2014 Annual 
Progress Report and Electric Motors program, which supplied the 2012 Nissan Leaf 
electric machine data for the Autonomie modeling of the BEV and FCEV powertrains.223 
However, ORNL has since released newer data that the Agencies did not use. In fact, a 
presentation on some of that newer data from ORNL (which was available at the time of 
the Agencies’ analysis) is even referenced in a U.S. Department of Energy (DOE) 
presentation titled “Overview of the DOE VTO Electric Drive Technologies R&D 
Program’ which has been included in the Agencies’ dockets for the NPRM224.  
 
ORNL published another annual progress report for its electric drive technologies 
program in October 2015.225 That report contains several important updates to the 
extensive ongoing teardown and benchmarking work of electrification technologies by 
ORNL that was available to be used by the Agencies in the NPRM analysis. One useful 
part of those updates was the benchmarking of the 2014MY Honda Accord Hybrid 
inverter and traction motor to develop an efficiency map for the system. That efficiency 
map should have been analyzed and compared against the older Toyota Camry Hybrid 
and Hyundai Sonata Hybrid maps that are being used and update the modeling. The 
lack of consideration of the newer data (which was available after the 2014 ORNL 
annual report, and in subsequent ORNL annual reports) is another example of the 
biased selection of data by the Agencies to only utilize data that attempts to support a 
weakening of the standards.   

                                            

223 Oak Ridge National Laboratory Annual Progress Report for the Power Electronics and Electric Motors Program, 
ORNL/SPR-2014/532, Docket IDs: NHTSA-2018-0067-0031 and EPA-HQ-OAR-2018-0283-0030. 
224 Presentation - Overview of the DOE VTO Electric Drive Technologies R&D Program,  Docket IDs: NHTSA-2018-
0067-0032 and EPA-HQ-OAR-2018-0283-0032. 
225 Oak Ridge National Laboratory Annual Progress Report for the Electric Drive Technologies Program. Oak Ridge 
national Laboratory. Accessed on October 24, 2018. https://info.ornl.gov/sites/publications/files/Pub59624.pdf. 

https://info.ornl.gov/sites/publications/files/Pub59624.pdf
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Additional information available to the Agencies to update their analysis comes from 
Argonne National Laboratory’s (ANL) Autonomie group for the U.S. DOE Vehicle 
Technologies Office (VTO) & Fuel Cell Technologies Office (FCTO). Every few years, 
the U.S. DOE VTO and FCTO publish a report that “evaluates the impact of numerous 
technology improvements on component sizes (i.e., power, energy, weight), fuel and 
electrical consumption, and manufacturing cost.”226  The 2017 report projects several 
improvements to electrification technologies that were not considered in the Agencies’ 
analysis.227 Some of those include: 
 

o Increase in high voltage system peak efficiency from 91 percent in 2015 
(2010 lab year) to between 93 percent and 96 percent in 2030 (2025 lab 
year) 

o High voltage specific system power from 1,125 Watt per kilogram (W/kg) 
in 2015 to between 1,500 and 1,600 in 2030 

o High voltage system cost from $22/kW in 2015 to between $6.2 and 
$10/kW in 2030 (representing a reduction in system cost of up to 71.8 
percent) 

o On-board charger costs reduced from $175/kW to between $35 and 
$65/kW in 2030. 

 
Had the Agencies followed through on their stated rationale of reconsidering the 
previous EPA final determination so that it could consider new data, the Agencies would 
have at least considered, discussed, and utilized or dismissed newer data from the 
same sources from which their prior data and models came.  The newer data also 
demonstrates that ANL is projecting improvements in efficiency from various 
electrification technologies. Such information would have not supported the Agencies’ 
current proposal to rollback the standards. The failure by the Agencies to use 
representative data results in unsupported and inflated technology costs. 

c. The proposal lacks information on non-battery component 
performance sizing and costs. 

In a substantial departure from past practice,228 the Agencies do not provide any 
substantive discussion or documentation of how the costs were developed for the non-
battery components of the electrification technologies in their analysis. One example is 
shown here: 
 

                                            

226 U.S. DOE Benefits & Scenario Analysis. Autonomie. Accessed on October 24, 2018. 
https://www.autonomie.net/publications/fuel_economy_report.html. 
227 ANL/ESD-17/17, An Extensive Study on Sizing, Energy Consumption, and Cost of Advanced Vehicle 
Technologies, August 2017. 
228 Joint Technical Support Document: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas 
Emission Standards and Corporate Average Fuel Economy Standards, EPA and NHTSA, EPA-420-R-12-901, August 
2012. Table 3-116 “FEV Teardown Results.” 

https://www.autonomie.net/publications/fuel_economy_report.html
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“For today’s analysis, the costs assumed a higher voltage system would be 
needed for BISG and CISG on larger vehicles (MedSUV, MedSUVPerf, Pickup, 
PickupHT), but the agencies are evaluating the functionality of lower voltage 
systems on larger vehicles. The agencies seek comment on whether lower 
voltage systems should be considered on these larger vehicles for the final rule 
analysis, and why.”229 
 

The Agencies provide no further explanation of the design or specifications of the 

“higher voltage” systems for bigger vehicles. The specifications of those belt-integrated 

starter generator (BISG) and crank-shift mounted starter generator (CISG) systems 

(including battery sizes and battery costs) in the ANL Autonomie files are identical 

regardless of vehicle class or technology combination. Table 6-29 of the PRIA also 

shows the exact same performance specifications for the BISG and CISG systems.230  

And, contrary to the PRIA quote cited above, the input ‘technologies’ files for the CAFE 

Model show that the Agencies actually assigned higher costs to the BISG systems 

(oddly by a factor of 2.17 times) on the smaller vehicles and did not make any change in 

the performance specifications for those systems.  For the CISG systems, the Agencies 

assigned higher costs to the non-battery costs for the larger vehicles (by a factor of 

exactly 2.0 times) but again, did not make any change in the component specifications 

for the system.  Information regarding how these costs and cost differences were 

derived or any actual component changes that were assumed are nowhere to be found 

in any of the Agencies’ analysis for the rollback proposal (BISG and CISGs are 

discussed further below). 

The lack of disclosure of the non-battery cost development information is also an issue 

for the other electrification technologies. For example, the parallel (commonly called P2) 

and power-split strong hybrid systems have inexplicably high costs assigned to them 

relative to costs used in past Agency analyses, as well as compared to other sources. 

There is no discussion on why or what changed from the Agencies’ previous analysis. 

Previous analysis in the Agencies’ 2012 FRM,231 draft 2016 TAR,232 and 2016 Proposed 

Determination233 show much lower costs on some non-battery electrification 

technologies. Based on contracted teardown work with FEV from 2010, these analyses 

provide the logic and decision making for assuming those costs.  The International 

Council on Clean Transportation (ICCT) noted that FEV’s work overstated strong hybrid 

costs,234 which the Agencies ignored entirely.  Additional studies (like the Ricardo 

teardown work that was done for CARB,235 and for which EPA helped review) point to 

                                            

229 PRIA, p. 368. 
230 PRIA, Table 6-29 – BatPaC Results for Reference vehicle classes with MR0, Aero0 and Roll10, pp. 376-377. 
231 Final Rule Making Joint Technical Support Document. U.S. EPA. Accessed on October 24, 2018. 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100F1E5.PDF?Dockey=P100F1E5.PDF. Sections 3.2 and 3.4.3.4 to 3.4.3.6. 
232 2016 Draft TAR, Section 5.3.4.3 
233 Section 2.3.4.3.6 
234 German, J. Hybrid Vehicles Technology Development and Cost Reduction, Technical Brief No. 1, July 2015, 
ICCT. 
235 Advanced Strong Hybrid and Plug-In Hybrid Engineering Evaluation and Cost Analysis. CARB. Accessed on 
October 24, 2018.  https://www.arb.ca.gov/msprog/acc/mtr/hybrid_phev_report_full.pdf. 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100F1E5.PDF?Dockey=P100F1E5.PDF
https://www.arb.ca.gov/msprog/acc/mtr/hybrid_phev_report_full.pdf
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the same general point made by ICCT that the FEV teardown costs are likely to be 

lower now and even more so in the future. As the Agencies provide no justification or 

rationale for the increases in strong hybrid modeled costs for the rollback proposal, 

there is no meaningful way to comment on the exact components or cost changes that 

they now rely upon.  

The same issues around strong hybrid non-battery costs in the proposal are also true 

for modeling of BEVs and PHEVs. Comments on the TAR’s non-battery costs, which 

were significantly lower than for the rollback proposal, indicated that those costs were 

actually conservative and not overly optimistic. This is highlighted in the 2016 Proposed 

Determination with the following input from outside stakeholders: 

Regarding general plug-in vehicle costs, Ford Motor Company stated, "In 
general, the cost associated with plug-in electric technologies appears to 
be conservative."236 

Comments from Tesla Motors were more direct on this topic. Tesla 
commented that "Tesla’s non-battery component costs for Model 3 are 
lower by double-digit percentages in every category versus the 2020 
U.S. DRIVE figures considered in the TAR.237 

Tesla stated, "Tesla’s non-battery powertrain component costs for Model 
3 are dramatically lower than the costs the Agencies are considering for 
2025 BEV production … From the 2008 Roadster to the Model 3, we 
have realized cost reductions of more than 60 percent on non-battery 
components. These savings are due in part to improvements in the 
volumetric and gravimetric profile of the components, which have led to 
substantial reductions in direct manufacturing costs per unit. We see 
significant room for further cost reductions between Model 3 launch in 
2017 and the regulatory timeline covered in the TAR (2022 – 2025).”238 

Comments from ICCT also described the projected BEV costs as too high. ICCT 

commented: 

Overall the agencies appear to have overestimated electric vehicle costs 
in the TAR. The agencies have utilized state-of-the-art tools including the 
DOE BatPaC model on battery costs. However, somehow costs 
elsewhere in the agencies’ calculations appear to have pushed up 
electric vehicles’ incremental costs to still remain above $10,000 in the 
2025 time frame. Based on our examination of detailed engineering cost 
files for the TAR, we see agency incremental technology costs for 100- 
and 200-mile BEVs of $11,000 to $14,000 in 2025. We believe the 

                                            

236 Proposed Determination, p. 2-345. 
237 Id., p. 2-345. 
238 Id., p. 2-346. 
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agencies have overestimated these incremental technology costs, as the 
ICCT’s recent analysis for a similar C-class compact car are 
approximately $3,100 to $7,300, respectively, for the same BEV 
ranges.239 

The Agencies have also been aware of newer data that they make no mention of in their 

analysis. UBS Group AG, a Swiss multinational financial services and investment bank, 

contracted a teardown study of the Chevrolet Bolt EV which was published May 18, 

2017.240 UBS contracted the teardown work to Munro & Associates – a globally 

recognized company that provides “reverse engineering, and material and technology 

cross pollination providing superior data and business case metrics for new product 

design innovation.”241 UBS analysts, with the assistance from Munro & Associates’ 

expertise, determined the costs of all the components that comprise the Bolt EV. The 

Agencies are aware of that study and have used the UBS teardown data, along with a 

CARB contracted teardown study of several electrification components (explained in 

further detail below), to consider modifications to modeling of non-battery costs for 

rulemaking actions. At the 31st International Electric Vehicles Symposium, the Agencies 

gave a presentation summarizing the consideration of those two teardown studies for 

updating non-battery costs for modeled BEVs.242 The Agencies’ presentation showed 

that directionally, non-battery costs assigned to BEVs should move lower for all vehicle 

classes. The Agencies never discuss why this newer data, which they have examined in 

detail, are not used in their analysis.   

The Agencies have provided no detailed information on how non-battery technology 
costs were developed, which is a significant departure from the detailed analysis the 
Agencies previously conducted for the 2016 Draft TAR and EPA’s Proposed 
Determination. The significant upward adjustment in non-battery costs is not supported 
by industry input, analysis conducted by other outside sources, or by the Agencies’ 
previous analysis.  

d. The Agencies incorrectly identified and assessed existing 
technologies. 

The Agencies describe currently available electric motor technology and what may be 
coming in the future by stating:  

Lower-cost magnets for Brushless Direct Current (BLDC) motors – BLDC 
motor technology, common in hybrid and battery electric vehicles, uses 
rare earth magnets. By substituting and eliminating rare earths from the 

                                            

239 Proposed Determinaton p. 2-346. 
240 UBS Evidence Lab Electric Car Teardown – Disruption Ahead?. UBS. Accessed on October 24, 2018. 
https://neo.ubs.com/shared/d1wkuDlEbYPjF/. 
241 Evolving How You Manufacture. Munro & Associates, Inc. Accessed on October 24, 2018. https://leandesign.com/ 
242 EPA-HQ-OAR-2018-0283-1790.pdf, “Predicting Powertrain Costs for Battery Electric Vehicles Based on Industry 
Trends and Component Teardowns”, Presentation by Michael J. Safoutin, U.S. Environmental Protection Agency, 
EVS31, October 3, 2018 https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-1790. 

https://neo.ubs.com/shared/d1wkuDlEbYPjF/
https://leandesign.com/
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-1790
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magnets, motor cost can be significantly reduced. This technology is 
announced, but not yet in production. The capability and material 
configuration of these systems remains a closely guarded trade 
secret.243 

Several currently manufactured vehicles, manufacturers’ publically announced intent, 

and previous EPA analysis prove that statement incorrect. The Tesla Model S and 

Model X use alternating current (AC) induction electric machines for both their front and 

rear electric motors for every available version since both vehicles went into production 

in 2012 and 2015, respectively.244,245 Those AC induction machines do not utilize any 

rear-earth magnets. The all-wheel drive versions of the Tesla Model 3 also utilize a rare-

earth free magnet AC induction machine for their front motor.246 Honda has also 

announced that they have developed a new electric motor without any heavy rare-earth 

metals.247 Additionally, according to a report by General Motors’ employees, the 

Chevrolet Volt has a motor with a magnet without rare-earth metals in its Motor A 

position, which has been used since the vehicle went into production in 2015.248 EPA 

was clearly previously aware that this technology was already in production as it noted 

in its Proposed Determination from 2016: 

The 2016 second-generation Chevy Volt reduced the use of rare-earths 
in its drive unit by more than 80 percent by using lower-cost ferrite 
magnets in place of rare-earths in one of its motors…249 

Ricardo Inc., under contract by CARB, tore down and costed several strong hybrid and 

PHEV technologies, including the rare earth magnet free ferrite Motor A from the 

MY2016 Chevrolet Volt.250 Description of the motor, along with images, and cost 

analysis are readily available in the report and were available to the Agencies when 

they were conducting the Agencies’ analysis. Furthermore, EPA staff were consulted on 

some of the process for the Ricardo tear-down report as it was intended to update the 

non-battery component costs and specifications that were used for the Draft TAR. 

Additionally, Chevy Volt technical information is cited in several areas of the PRIA, 

because it was used to develop operational parameters for modeling PHEV technology 

in Autonomie. The assertion by the Agencies that rare-earth free magnets for use in 

                                            

243 83 Fed.Reg. at 43,051.  
244 Tesla Model S Owner’s Manual. Tesla. Accessed on October 24, 2018. 
https://www.tesla.com/sites/default/files/model_s_owners_manual_north_america_en_us.pdf. 
245 Tesla Model X Owner’s Manual. Tesla. Accessed on October 24, 2018.  
https://www.tesla.com/sites/default/files/model_x_owners_manual_north_america_en.pdf. 
246 Musk, E. Twitter. Accessed on October 24, 2018.   https://twitter.com/elonmusk/status/998015873167208448. 
247 Shiraki, M. & Tajitsu, N. Honda co-develops first hybrid car motor free of heavy rare earth metals. Reuters. 
Accessed on October 24, 2018. https://www.reuters.com/article/us-honda-rareearths/honda-co-develops-first-hybrid-
car-motor-free-of-heavy-rare-earth-metals-idUSKCN0ZS06C. 
248 The Next Generation “Voltec” Extended Range EV Propulsion System. SAE International. Accessed on October 
24, 2018. https://doi.org/10.4271/2015-01-1152. 
249 EPA-420-R-16-021, Page 2-67. 
250 Advanced Strong Hybrid and Plug-In Hybrid Engineering Evaluation and Cost Analysis. CARB. Accessed on 
October 24, 2018. https://www.arb.ca.gov/msprog/acc/mtr/hybrid_phev_report_full.pdf. 
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https://www.reuters.com/article/us-honda-rareearths/honda-co-develops-first-hybrid-car-motor-free-of-heavy-rare-earth-metals-idUSKCN0ZS06C
https://doi.org/10.4271/2015-01-1152
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BLDC motors are only an announced technology, but not in production, is clearly false 

and represents another failure to utilize the best available information to inform the 

development of their regulations.  

Due to the lack of information and transparency provided by the Agencies, it is unclear 

how much of an effect this particular oversight in available technology relative to all of 

the other outdated and incorrect assumptions has had on their costing methodologies 

for electric motors in their modeling of electrification technologies. This is a change in 

methodology, as previous analysis done by the Agencies for the Draft TAR, and by EPA 

for its 2016 Proposed Determination clearly provided the process and logic by which 

electrification components were costed. Because the costing methodology for the non-

battery components has also not been properly disclosed, there is no way to properly 

scrutinize how the costs were developed and determine if they are appropriate and 

reflective of reality. 

Lack of understanding of vehicle electrification by the Agencies is also illustrated by the 

Agencies’ misclassification of the 2016 Chevrolet Malibu Hybrid as having a P2 hybrid 

drivetrain in both the PRIA and in the market input file for the CAFE Model.  

The P2 HEV system has an added clutch to engage or disengage the motor 
from the engine. Disengaging the engine clutch allows all-electric operation 
and more efficient brake-energy recovery. Examples of this include the MY 
2016 Hyundai Sonata Hybrid and MY 2016 Chevrolet Malibu Hybrid, among 
others251 

 
This is, in fact, not true. The Malibu Hybrid shares much of its drivetrain with the 

Chevrolet Volt, which is not a P2 system. The Agencies should refer back to Chapter 6 

of the 2015 National Academy of Sciences 2015 report, Cost, Effectiveness, and 
Deployment of Fuel Economy Technologies for Light-Duty Vehicles252 as it has a very 

clear explanation of the different types of electrified powertrains. By the NAS Report 

definitions, the Volt is classified as a power-split hybrid style system and not a P2. The 

Volt and Malibu Hybrid drivetrains are so similar that GM also refers to the Malibu 

Hybrid’s drivetrain by the Voltec name, making the Malibu Hybrid drivetrain also a 

power-split hybrid, not a P2. This information is easily accessible to the public and GM 

has also made many presentations at industry events, including one at the 2016 SAE 

Hybrid and Electric Vehicle Technologies Symposium where the Agencies’ staff were in 

attendance.  

Classifying a vehicle’s powertrain correctly is extremely important for correct cost 

allocation and modeled fuel effectiveness improvements of components. This 

misclassification, along with the misunderstanding of the state of the industry in regards 

to technology are significant oversights in the analysis. This points to the Agencies’ lack 

                                            

251 PRIA, p. 369, § 6.3.9.4 SHEVP2. 
252 Electrified Powertrains. National Academic Press. Accessed on October 24, 2018. 
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of understanding about how electrification systems work and casts doubt that the 

technologies are appropriately considered in this analysis.  

2. The Agencies’ battery assumptions were inadequate. 
The Agencies’ analysis and modeling of battery technology is inadequate to support an 
informed rulemaking. Previous analysis and modeling efforts were much more rigorous 
and transparent than what has been done for this NPRM. The NPRM provides 
insufficient analysis, detail, and data to support any assumptions regarding battery 
sizing and costs let alone the inflated assumptions used by the Agencies.  

a. The Agencies did not appropriately use the BatPaC model.  

i. Insufficient data precludes meaningful comment.   

ANL’s Battery Pack and Costing Tool (BatPaC) is a bottom up costing model that 

projects the manufacturing cost of vehicle battery packs based on an extensive set of 

input parameters. The model is used for the proposed rollback, and has been used in 

the Agencies’ prior rulemaking efforts to model battery costs.253  However, the 

Agencies’ analysisNPRM analysis is missing information about the BatPaC model that 

is vital to properly assess how the battery technology was modeled and costed. 

Previously, the Agencies’ released the ANL BatPaC model files that were used to 

develop the battery specifications and costs.254 This time around, however, the BatPaC 

model version and files used for the NPRM have not been posted to either of the 

Agencies’ docket or otherwise been made available for review.  

For the NPRM, the Agencies claim to use the “most up-to-date” version of BatPaC, but 

the version of the model that was actually used is never disclosed. The Agencies’ 

previous analysis have always fully described and disclosed the BatPaC version used. 

BatPaC has been updated several times since its original public release in 2012. 

Without disclosure of the BatPaC modeling files that were used, clear statements about 

what version of the model was used, or thorough descriptions of the inputs to those 

modeling runs, there is no way to know what assumptions were made for raw material 

pricing, battery cell yields, pack electrical connection topology, battery production 

volume assumptions, or if any additional parameters were modeled, like rapid charging 

capability. All of those pieces are critical to understand if the BatPaC model has been 

run correctly and is producing proper cost values for battery packs, particularly when the 

new modeled battery pack costs are higher than the Agencies’ previous analysis.  

The Agencies make claims about using the most up to date version of BatPaC in 

several areas of their analysis.   

The NPRM states:255 

                                            

253 83 Fed.Reg. at 43,002-43,003.  
254 Example of one file set can be found in Docket # EPA-HQ-OAR-2015-0827-0678. 
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In addition, the most recent ANL BatPaC model is used to estimate 
battery costs. 

The PRIA states: 

In addition, this analysis rely [sic] on the most recent ANL BatPaC model 
to estimate battery costs.256 

 In addition, the agency relied on the most recent Battery Performance 
and Cost model (BatPaC) to estimate battery costs257 

Additionally, the model referenced in the PRIA only points to the ANL website for 

BatPaC, and not what version was used for the analysis. The PRIA then states this: 

The BatPac’s assumptions can be adjusted to specific battery type, and 
for today’s analysis the agencies relied on DOE ANL’s battery experts to 
provide cost and battery size data for full vehicle simulation.258  

The Agencies reference a footnote to the above statement. Based on the Agencies’ 

wording, that footnote is expected to give the reader critical information about the 

BatPaC assumptions that were developed by DOE ANL’s battery experts. However, the 

footnote states “ANL vehicle component input file [Docket ID]”. By not correctly 

identifying the file, the Agencies’ are not disclosing information that is critical to 

understand how the battery costs were developed.  

Without properly disclosing the version of BatPaC and the input assumptions that were 
used, insufficient information is available about what battery chemistries were used in 
the Agencies’ analysis. Disclosure of what specific battery chemistry is being used, for 
each electrification application, is important to understand how costs are being 
developed, particularly since costs have been adjusted upward for the NPRM from the 
Agencies’ previous analysis. As EPA wrote in its own review of this proposal: 
 

Overall, battery costs included in this analysis are higher than what EPA 
has obtained from the most recent version of the BatPaC model. There 
is not enough detail provided for EPA to determine what is contributing 
to these higher costs, but two potential factors are notable. First, the text 
refers to both ANL/ESD-15/28 and the BatPac model, so there are 
potentially inconsistencies in the application of assumptions from one of 
these sources to the other. Second, the text frequently refers to the 
BatPaC model to lend authority to the battery cost estimates, without 
providing sufficient information on the much more significant issue of how 
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258 Ibid., p. 362. 
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battery sizing or other model inputs were determined, much less the 
battery sizings or cost estimates that resulted.259 

 
The lack of disclosure of information about the Agencies’ use of the BatPaC model 
leads to other issues in understanding the changes made for the NPRM analysis 
compared to the Agencies’ older analysis. When referring to battery cathode 
chemistries in lithium-ion batteries, in the case of nickel-manganese-cobalt, it is often 
shortened to NMC followed by three numbers. Each one of those numbers represents 
the relative ratio of those constituent materials. For example, NMC622 is a cathode with 
60 percent nickel, 20 percent manganese, and 20 percent cobalt. Those ratios are 
important, because different compositions imply different production costs. Additionally, 
those materials have different commodity prices, and the total cost of a battery can vary 
significantly based on those commodity prices. There is an ongoing effort by battery 
manufacturers to remove as much cobalt from cathodes as possible, because 
commodity pricing for cobalt has increased significantly over the past few years. 
 
The Agencies’ analysis is unclear and inconsistent regarding battery chemistries. Table 
6-27 of the PRIA states that LFP-Gr chemistries are being modeled for micro HEVs, 
BISG HEVs, CISG HEVs, and Full HEVs. For PHEVs and BEVs, the table shows 
NMC441-Gr being modeled for both PHEVs and BEVs. The choice is affirmed again 
with this statement in the PRIA: 

We selected NMC441 as choice [sic] of chemistry for PHEVs and BEVs. 
NMC441 [sic] more suitable for high energy batteries capable of 
discharge rates [sic].260 

However, there is a Microsoft Excel file in EPA’s docket (ID: EPA-HQ-OAR-2018-0283-
0054) and NHTSA’s docket (ID: NHTSA-2018-0067-0003) titled “ANL-Summary of Main 
Component Performance Assumptions NPRM.” There is a tab in that document which is 
labeled ‘Description – BatPaC’ with the same table listed as what is in the PRIA, except 
the chemistry listed for PHEVs and BEVs is NMC333-G instead of NMC441-Gr. This file 
is not referenced directly in the PRIA or NPRM. NMC441-Gr chemistry is not an 
available option in the most up to date version of BatPaC, but NMC333-G is. NMC441-
G was replaced with NMC622-G in BatPaC. Without knowing what cell chemistry or 
version of BatPaC were used, it is impossible to replicate the Agencies’ analysis and 
properly analyze what was done to make sure that the analysis was appropriate and 
reflective of reality. EPA repeatedly requested NHTSA to send documentation and files 
pertaining to battery size and cost development as illustrated by this statement: 

Overall, battery costs included in this analysis are higher than what EPA 
has obtained from the most recent version of the BatPaC model. There 
is not enough detail provided for EPA to determine what is contributing 
to these higher costs, but two potential factors are notable. First, the text 
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refers to both ANL/ESD-15/28 and the BatPac model, so there are 
potentially inconsistencies in the application of assumptions from one of 
these sources to the other. Second, the text frequently refers to the 
BatPaC model to lend authority to the battery cost estimates, without 
providing sufficient information on the much more significant issue of how 
battery sizing or other model inputs were determined, much less the 
battery sizings or cost estimates that resulted.261  

Even though that comment was raised in interagency discussions before the NPRM 
was released, it was never properly addressed in the publicly released PRIA or NPRM 
preventing meaningful comment from stakeholders as to the validity of the new 
assumptions. 
 
Per a Freedom of Information Act (FOIA) Request ES18-003395 that was fulfilled on 
October 23, 2018 – three days before the close of the comment period for the SAFE 
Vehicles Proposal - NHTSA disclosed that BatPaC version 3.0 was used for the 
analysis. This is a contradiction with their assertion that:  
 

…the most recent ANL BatPaC model is used to estimate battery costs.262 
 
It is also a contradiction with the assertion by the Agencies that they are using NMC441-
Gr (discussed below in section ii), as it was removed as an available option in BatPaC 
v3.0. 
 
ANL released version 3.1 of their BatPaC model in October, 2017 which contained a 
number of updates. Version 3.0 has been available since December of 2015, making it 
almost two years older than the actual most recent version. Additionally, NHTSA is 
choosing to withhold information about battery pack configurations. 

ii. The Agencies made inappropriate battery chemistry selection. 

Based on the limited disclosure of data sources, it appears the Agencies’ selected 

battery chemistries represent a step backward from previous analysis done for the 2016 

Draft TAR even taking into account the confusion as to whether NMC441 or NMC333 

was chosen for PHEVs and BEVs. The Agencies’ 2016 Draft TAR stated the following: 

Version 3 of BatPaC replaces NMC441 with NMC622, a more commonly 
cited formulation of NMC with a long cycle life.263 

Based on industry input, ANL added a nickel rich option cathode chemistry, NMC622, to 
the BatPaC model, though it is unclear why this decision regarding cathode chemistry 
was made. The PRIA states ANL was relied heavily upon for this NPRM analysis: 

                                            

261 Docket ID: EPA-HQ-OAR-2018-0283-0453, Document entitled: EO 12866 Review: NHTSA responses to 
interagency comments sent to OMB. 
262 83 Fed.Reg. at 43,047. 
263 Draft TAR. (2016). EPA-420-D-16-900. p. 5-344. 
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The BatPac’s assumptions can be adjusted to specific battery type, and 
for today’s analysis the agencies relied on DOE ANL’s battery experts to 
provide cost and battery size data for full vehicle simulation.264 

Table V-12 provides a comparison of the chemistries used by the Agencies in the Draft 
TAR and EPA’s Proposed Determination versus those now presumed to be used in the 
NPRM: 
 

Table V-12 Comparison of chemistries: Draft TAR, Proposed Determination, NPRM 

Technology Application Battery Chemistry 

TAR / PD NPRM 
Micro HEV (12V SS) Advanced Pb-Acid LFP-Gr 

BISG / CISG 
75 percent LMO/25 
percent NMC - Gr 

LFP-Gr 

Strong Hybrid 
(P2HEV and PSHEV) 

NMC/LMO-Gr LFP-Gr 

PHEV30  
(PHEV20 in TAR/PD) 

NMC/LMO-Gr 
NMC441-Gr or 
NMC333-Gr? 

PHEV50  
(PHEV40 in TAR/PD) 

NMC622-G 
NMC441-Gr or 
NMC333-Gr? 

BEV200 NMC622-Gr 
NMC441-Gr or 
NMC333-Gr? 

 
 
Several of the world’s largest lithium-ion battery production companies for light duty 
vehicles, including LG Chem265, SK Innovation266, and CATL267  have indicated that 
they are moving beyond NMC111, NMC532, and NMC622, to NMC811 for production 
batteries for BEVs. While there have been a few delays at getting NMC811 into the 
market in 2018 from both LG Chem and SK Innovation, the technology is expected to 
come to market in 2019268, far sooner than was anticipated, even in the Agencies’ 
previous analysis for the 2016 TAR and EPA’s Proposed Determination. Regardless of 
whether the Agencies chose NMC441 or NMC333 for BatPaC modeling runs, this 
cathode chemistry is not representative of the technology going into current BEVs, nor 
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268 SK Innovation Postpones NCM 811 Batteries. Insideevs. Accessed on October 24, 2018.  
https://insideevs.com/sk-innovation-postpones-ncm-811-batteries/. 

http://www.theinvestor.co.kr/view.php?ud=20170908000616
http://www.koreaherald.com/view.php?ud=20170831000976
https://www.electrive.com/2018/08/15/catl-rushing-to-launch-ncm-811-battery-cells-first/
https://insideevs.com/sk-innovation-postpones-ncm-811-batteries/
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does it represent near-future BEV battery technologies. Additionally, the battery 
chemistry selection for the NPRM does not represent many of the PHEV batteries nor 
strong hybrid batteries that are being deployed in the market, nor have been for several 
years now. This results in a misappropriation of higher costs for electrification 
technologies in the Agencies’ analysis, and further highlights the Agencies’ sudden lack 
of knowledge about electrification, despite the far more directionally correct projections 
in previous analysis for the 2016 Draft TAR and EPA’s Proposed Determination. 

b. Battery learning curves are inappropriately applied. 
The Agencies developed battery cost learning curves to adjust costs downward over 
time for batteries based on estimated learning by manufacturers. Figure 6-154 in the 
PRIA shows a battery learning factor for all batteries used in the analysis for all 
electrification levels except for start-stop 12V technology.  The Agencies’ have 
consistently revised costs and adjusted them downwards as new information becomes 
available. This is evident in Table 5.115 of the 2016 Draft TAR (shown as Table V-13 in 
these comments): 
 

Table V-13 (Table 5.115 from Draft TAR) Average Change in Projected Battery Pack 
DMC from 2012 FRM to 2016 Draft TAR 

269 
 
Plenty of publicly available data supports lower costs in the near term than what the 
applied learning curve rates would do to the battery costs developed by the Agencies. 
Costs in the 2016 Draft TAR and EPA’s Proposed Determination were lower than what 
the Agencies are now stating. EPA’s Proposed Determination Technical Support 
Document stated the following: 

Several updates were motivated in part by public comments suggesting 
that projected battery costs were too conservative in light of recent 
industry estimates. In the Draft TAR, EPA compared the projected cost 
per kWh for BEV200 battery packs to other sources such as the Nykvist 
& Nilsson study and the GM/LG cost announcement. In so doing, EPA 

                                            

269 2016 Draft TAR, p. 5-347, Table 5.115. 
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recognized that the Draft TAR cost projections may be somewhat 
conservative, as would befit projections made in the face of future 
uncertainty. EPA also recognized that projections of battery capacity for 
a given vehicle weight and range target were in many cases somewhat 
larger (i.e. conservative) than seen in some production vehicles. At the 
time, it was felt that a somewhat conservative estimate for both would be 
appropriate given the uncertainties associated with future cost 
estimation. 

Several commenters argued that battery costs have fallen at a faster rate 
than anticipated, and would continue to fall to perhaps below the levels 
projected in the Draft TAR. Tesla Motors also referred to current and 
future vehicles that are anticipated to have lower cost per kWh and/or 
smaller packs for a given range target. Although the comments did not 
provide detailed data such as evidence of actual pack costs for specific 
vehicles or types of vehicles, these comments suggested that the 
conservative nature of the existing projections should be re-examined, 
as the effect might be magnified by the projection of larger pack 
capacities than necessary.270 

 
 
Several examples of BEV battery cost disclosures and well supported projections can 

be seen in Table V-14 below. The Agencies’ have previously considered some of that 

information, particularly the GM Announcement. If the Agencies were consistent with 

their previous thorough analysis, they would look to the other cost information that has 

become available. However, in the Agencies’ analysis there is no consideration of any 

new information or data to adjust battery costs.   

Table V-14 – BEV Battery Costs 

Source Year for 
Cost 

Cost 
($/kWh) 

Cell or Pack? 

GM Announcement271 2016 $145 Cell 

2020 $100 Cell 

Tesla272 2016 $190 Pack 

Audi273 2018 $114 Cell 

2017 $209 Pack 

                                            

270 Proposed Determination TSD, 2016, p. 2-370. 
271 GM: Chevrolet Bolt Arrives In 2016, $145/kWh Cell Cost, Volt Margin Improves $3,500. Insideevs. Accessed on 
October 24, 2018. https://insideevs.com/gm-chevrolet-bolt-for-2016-145kwh-cell-cost-volt-margin-improves-3500/. 
272 Quintaro, P. Tesla Q1'16 Earnings Conference Call: Full Transcript. Benzinga. Accessed on October 24, 2018. 
https://www.benzinga.com/news/earnings/16/05/7936960/tesla-q116-earnings-conference-call-full-transcript 
273 Neuer Audi Entwicklungs-Vorstand Peter Mertens "Wir glauben an den Diesel." Auto Motor Sport. Accessed on 
October 24, 2018. https://www.auto-motor-und-sport.de/news/interview-audi-entwicklungs-vorstand-peter-mertens/. 

https://insideevs.com/gm-chevrolet-bolt-for-2016-145kwh-cell-cost-volt-margin-improves-3500/
https://www.benzinga.com/news/earnings/16/05/7936960/tesla-q116-earnings-conference-call-full-transcript
https://www.auto-motor-und-sport.de/news/interview-audi-entwicklungs-vorstand-peter-mertens/
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Bloomberg New Energy Finance 
Report274 

2030 $100 Pack 

UBS Bolt EV Teardown Report275 2017 $200 Pack 

2025 $130 Pack 

2016 Total Battery Consulting Report276 2025 $160 Pack 

2017 Total Battery Consulting Report277 2025 $140 Pack 

2018 Total Battery Consulting Report278 2025 $85 - $112 Cell 

 
 
Considering the substantial volume of publicly available information, and public input to 
the Agencies’ previous analysis, projected battery costs should have been adjusted 
even further downward for the NPRM. Instead, the Agencies have moved costs upward 
without sufficient justification. The analysis for the Proposed Determination and 2016 
Draft TAR provided far more justification for the battery costs that were modeled.  

c. Batteries are wrongly sized. 
Reductions in a vehicle’s weight (mass), aerodynamic drag, or tire rolling resistance will 
make a vehicle more efficient with all other things being equal. As a vehicle becomes 
more efficient, there is opportunity to resize the battery pack to better optimize the 
package and make the vehicle even more efficient than it would have been without that 
optimization. However, as evidenced by the output Autonomie files (ANL 
MidsizeNonPerfo 07202017, etc.)279 provided for this proposal to represent all possible 
combinations of technology available for the CAFE Model to apply, battery packs are 
only resized from the base road load vehicle configuration in a few cases.  That base 
configuration for a vehicle is identified in the Autonomie simulation output files as MR0, 
Aero0, and Tire0 which represents a vehicle with no reductions in mass (MR0), no 
improvements in aerodynamic drag (Aero0), and no improvements in tire rolling 
resistance (Tire0) from a nominal vehicle representing pre-2012MY levels of 
technology. All other combinations of road load reductions like lower levels of mass 
reduction (MR1 or MR2), aerodynamic drag reductions (Aero1-4), or tire rolling 
resistance reductions (Tire10 and Tire20) do not result in any battery resizing. This 
results in significant increases in all-electric vehicle ranges for combinations of road 
load reduction technology other than Aero0 and Tire0 at mass reduction levels MR0, 
MR3, MR4, and MR5 as the battery ends up oversized for its intended use. The vehicle 

                                            

274 Long Term Electric Vehicle Outlook 2018, Published 21 May 2018, https://www.bnef.com/core/insights/18621 
275 Q-Series UBS Evidence Lab Electric Car Teardown – Disruption Ahead? UBS. Accessed on October 24, 2018. 
https://neo.ubs.com/shared/d1wkuDlEbYPjF/. 
276 An insider’s view of the future xEV market and the battery technology that will power it. Total Battery Consulting. 
Accessed on October 24, 2018. https://totalbatteryconsulting.com/industry-reports/xEV-report/overview.html. 
277 An insider’s view of the future xEV market and the battery technology that will power it. Total Battery Consulting. 
Accessed on October 24, 2018. https://totalbatteryconsulting.com/industry-reports/xEV-report/overview.html. 
278 The xEV Industry Insider Report. Total Battery Consulting. Accessed on October 24, 2018. 
https://totalbatteryconsulting.com/industry-reports/xEV-report/Extract-from-the-2018-xEV-Industry-Report.pdf 
279 NHTSA Docket IDs: NHTSA-2018-0067-1663, NHTSA-2018-0067-1661, NHTSA-2018-0067-1492, NHTSA-2018-
0067-1487, NHTSA-2018-0067-1662, NHTSA-2018-0067-1494, NHTSA-2018-0067-1856, NHTSA-2018-0067-1486, 
and NHTSA-2018-0067-1855, and all files referenced in EPA Docket ID: EPA-HQ-OAR-2018-0283-0770. 

https://www.bnef.com/core/insights/18621
https://neo.ubs.com/shared/d1wkuDlEbYPjF/
https://totalbatteryconsulting.com/industry-reports/xEV-report/overview.html
https://totalbatteryconsulting.com/industry-reports/xEV-report/overview.html
https://totalbatteryconsulting.com/industry-reports/xEV-report/Extract-from-the-2018-xEV-Industry-Report.pdf
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ends up with a higher cost battery pack than needed causing the package to be even 
less cost effective.   
 
This resizing restriction, a clear carryover from the Agencies’ assumptions on when a 
conventional engine should be resized, is illogical to apply to battery packs and is 
inconsistent with manufacturers’ standards practice.  Given the expense of the battery 
pack, especially when falsely exaggerated as done in the Agencies’ analysis, vehicle 
manufacturers are highly financially motivated to minimize battery pack size.  Further, 
resizing a battery pack, by reducing the total number of cells, is not even close to 
comparable to the expenses a vehicle manufacturer faces when redesigning an entirely 
new engine with a smaller displacement.  Battery pack designs are much more scalable 
than engines and, given the expense, are optimized for any redesign of a vehicle, 
regardless of the mass or road load reduction amount. Further, this is a departure from 
the previous battery sizing work conducted by the Agencies for the 2016 Draft TAR, and 
by EPA for its 2016 Proposed Determination with no rationale or evidence to support 
the change.   

3. The Agencies made erroneous electric vehicle assumptions. 

a. BEV configurations do not match on road vehicles. 
In every Autonomie modeled technology combination in the Agencies’ analysis, battery 

packs for BEVs are grossly oversized for a target 200 mile label range causing 

projected battery pack costs to also be exaggerated.  This is shown by using the input 

vehicle configurations (which are a result of Autonomie modeling runs) in the CAFE 

Model for BEVs to determine the size and cost of which battery is used when applying 

that technology to a vehicle.  Figure V-7 was created by taking all the possible 200 mile 

range BEV technology combinations assigned to all individual modeled vehicle classes 

from the Autonomie output data in the Agencies’ dockets280 and plotting each specific 

vehicle’s curb weight in kilograms on the Y-axis versus that vehicle’s calculated label 

efficiency in Watt-hours/mile. 

The Calculated Label Efficiency in the chart used the following calculation: 

((UDDS Cycle Efficiency * 0.55) + (HWFET Cycle Efficiency * 0.45)) * 0.7 

The urban dynamometer drive schedule (UDDS) and highway fuel economy test 

(HWFET) cycle efficiencies for all the Autonomie output results were sourced from the 

posted Excel binary files in the dockets.281 The masses of the Autonomie output result 

                                            

280 All ANL Autonomie output files - NHTSA Docket IDs: NHTSA-2018-0067-1663, NHTSA-2018-0067-1661, NHTSA-
2018-0067-1492, NHTSA-2018-0067-1487, NHTSA-2018-0067-1662, NHTSA-2018-0067-1494, NHTSA-2018-0067-
1856, NHTSA-2018-0067-1486, and NHTSA-2018-0067-1855, and all files referenced in EPA Docket ID: EPA-HQ-
OAR-2018-0283-0770. 
281 NHTSA Docket IDs: NHTSA-2018-0067-1663, NHTSA-2018-0067-1661, NHTSA-2018-0067-1492, NHTSA-2018-
0067-1487, NHTSA-2018-0067-1662, NHTSA-2018-0067-1494, NHTSA-2018-0067-1856, NHTSA-2018-0067-1486, 
and NHTSA-2018-0067-1855, and all files referenced in EPA Docket ID: EPA-HQ-OAR-2018-0283-0770. However 
The PRIA did not directly reference these files as being the actual outputs from Autonomie that were used in the 
CAFE Model runs, and the CAFE Model does not directly source information from them. 
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vehicles were pulled from the same set of spreadsheets using the curb weight column. 

Efficiency data for the other currently available vehicles identified in the chart were 

sourced from FuelEconomy.gov data.282 The available 2-cycle data was converted into 

the Calculated Label Efficiency using the same formula identified above. Curb weights 

of the vehicles were sourced from manufacturer published data283, 284, 285  

 Figure V-7 BEV 200 Efficiency vs. Mass 

 
 

The figure shows that the modeled battery energy capacities and efficiencies for the 

NPRM do not match the capability of currently available vehicle designs, much less are 

they representative of future offerings. As Figure V-7  shows, of all the available 

Autonomie Model results for 200 mile range BEVs in the Agencies’ analysis (for all 

                                            

282 Download Fuel Economy Data. Fuel Economy. Accessed on October 24, 2018.   
https://www.fueleconomy.gov/feg/download.shtml. 
283 Tesla Model 3 Owner’s Manual. Tesla. Accessed on October 24, 2018 
https://www.tesla.com/content/dam/tesla/Ownership/Own/Model percent203 percent20Owners percent20Manual.pdf  
284 Chevrolet Bolt EV. Chevrolet. Accessed on October 24, 2018. 
https://media.chevrolet.com/media/us/en/chevrolet/vehicles/bolt-ev/2018.tab1.html. 
285 Hyundai Kona Electric 64 kWh. Electric Vehicle Database. Accessed on October 24, 2018.   https://ev-
database.uk/car/1126/Hyundai-Kona-Electric-64-kWh. 
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vehicle classes), there is not a single combination that is as efficient, at a given mass, 

as currently manufactured BEVs with over 200 miles of range – which can only be 

expected to further improve.  The triangles on the chart designate the modeled 

efficiency (Wh/mi) for a given curb weight and all points are to the right of actual 

vehicles.  This indicates the model is projecting 200 mile BEVs in the future will be less 

efficient (using more energy to travel each mile) and requiring larger battery packs than 

today’s BEVs.   

Further, all of the currently manufactured BEVs identified in the charts have ranges well 

over 200 miles of range which makes the modeled projections that much more out of 

touch with reality.  To achieve ranges even higher than 200 miles based on the modeled 

results, it would require even larger battery packs, which increases vehicle curb weight 

(y-axis) and would move the simulated BEV to triangles even further to the right of 

actual vehicles. It is clear that the Autonomie model results for BEVs do not represent 

current product offering efficiencies for a given vehicle mass and class, and that battery 

pack energy capacity is considerably oversized for each vehicle in the results. Given 

that the Agencies did not model any efficiency increases for electrified powertrains, and 

that battery electric vehicles on average continue to get more efficient every year while 

adding significant range, the disparity between the Autonomie model results and 

vehicles actually produced will grow significantly.   

These inappropriate Autonomie simulation results are not representative of previous 

analysis completed by the Agencies’ for their 2016 Draft TAR and EPA’s Proposed 

Determination. The 2016 Draft TAR included a thorough analysis of production vehicle 

battery energy capacities as a unit function of curb weight compared to the vehicles’ 

EPA certified ranges. Figure 5.113 (shown as Figure V-8 below) from the Agencies’ 

TAR illustrates some of that analysis:286 

 

                                            

286 2016 Draft TAR, p. 5-340. 
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Figure V-8 (Figure 5.34, 2016 Draft TAR): BEV label range  and gross curb weight 

 
 
The Agencies explain the above figure with the following: 

Seen another way, the plot suggests that at least some current 
production vehicles have been able to deliver a given range with 
slightly less battery capacity than this Draft TAR analysis predicts for a 
future time frame. While this supports a conservative estimate, this 
trend deserves further examination because the goal of the Draft TAR is 
to represent a future state of technology in 2022-2025.287 (emphasis 
added) 

This is in stark contrast to what was done for the NPRM. It appears that there was no 

analysis done to compare the modeled vehicle battery pack energy capacities to 

production vehicles to understand if the modeled values were reflective of reality. Figure 
V-9, below, shows that the NPRM modeled battery energy capacities, intended to 

represent vehicles out to 2030MY, have been oversized relative to what today’s 

production vehicles are already utilizing, thus artificially inflating costs used in the 

Agencies’ analysis. The figure shows, for a given battery capacity (x-axis), all of the 

modeled results achieve a lower range (nominally 200 miles) while the actual BEVs of 

today are able to achieve even more range out of the same battery capacity. There is 

no justification given for why the Agencies have chosen to omit the available information 

that they have used in the previous modeling efforts for the 2016 Draft TAR and EPA’s 

Proposed Determination and rely on a less rigorous analysis. 

 
 

                                            

287 2016 Draft TAR, p. 5-340. 
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Figure V-9 BEV Battery Pack Size vs. Range 

 
 

b. PHEV configurations do not match on road vehicles. 
The Agencies’ also model PHEVs inappropriately when compared to current production 
vehicles and, as a result, the costs assigned to the technology are inappropriately high 
for the following reasons: 
 

• Electric motors are grossly oversized 

• All-electric vehicle efficiencies (kilowatt-hour per mile) are low 

• Like BEVs, batteries are only resized in the modeling at certain mass 
reduction events, but not for any other road load reduction. This results in 
modeled battery energy capacities much higher than what is on current 
production vehicles. 

• Non-battery system costs for both 30-mile range PHEV and 50-mile PHEV 
(PHEV30 and PHEV50) technologies are inappropriately high compared 
to previous analysis. The source of the costs are not disclosed, so there is 
no way to analyze how the costs were developed and what specifically 
contributes to the inappropriately high modeled costs. Previously, NHTSA 
had disclosed that information288  

                                            

288 Documents associated with the MYs 2012-2016 rulemaking. NHTSA. Accessed on October 24, 2018. 
https://www.nhtsa.gov/es/corporate-average-fuel-economy/documents-associated-mys-2012-2016-rulemaking. 
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• Current production PHEV models, which have a strong HEV drivetrain 
option, do not have the additional complexity implied by the large 
incremental costs applied to the PHEV technologies over the strong HEV 
technologies.   

i. PHEV electric motors have been oversized.  

In almost all cases, the electric motors for the 30 mile all electric range plug-in hybrids 
(PHEV30) and 50 mile all electric range PHEVs (PHEV50) are grossly oversized, and 
the combustion engines also have too much power assigned to them relative to current 
production vehicles. Figure V-10 shows the maximum rated motor power in Watts for 
each electric motor for the Autonomie results for PHEV30s and PHEV50s (all classes of 
vehicles) and for some production PHEVs. 
 

Figure V-10 Autonomie Modeled PHEV 30 and PHEV 50 and Example Current 
Production PHEVs Electric Motor Power in Watts  

 
 
In the case of the 2016 Chevrolet Volt, which is the only current representative example 
of a PHEV50, its first electric motor is rated at 87kW (x-axis of the chart) and its second 
is rated at 47kW (y-axis of the chart). Both motors are far smaller than any motor 
combination in the Autonomie results, regardless of vehicle classification. The Agencies 
have disclosed virtually no information about how both the PHEV30 and PHEV50 non-
battery components were cost modeled, and very little about how the motors were 
sized.  However, the grossly oversized electric motors could be a dominant factor in 
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driving the high system costs that are inappropriately assigned to these technologies in 
the modeling, particularly if the Agencies are still using the outdated motor teardown 
information.   

ii. The Agencies incorrectly assumed overpowered engines on 
PHEVs. 

Figure V-11 Autonomie Modeled PHEV30 and PHEV 50 and Production Vehicle 
Examples 

(ICE Power vs. Electric Motor 2 (Starter/Generator) Power in Watt)  

 

 
Figure V-11 shows the relationship between the Autonomie modeled (all vehicle 

classes) PHEV30 and PHEV50 vehicle assumed gasoline combustion engine peak 

power in Watts (x-axis) and the Electric Motor 2 power in Watts (y-axis). The Electric 

Motor 2 in the Autonomie modeling is considered to be the starter/generator motor for 

the purposes of charging the battery pack when the vehicle is operating in pure electric 

mode. It is evident that the Electric Motor 2 is vastly oversized in every application 

relative to current, and previous, production PHEVs. Again, while there is little to no 

information on how these system were cost modeled by the Agencies, oversizing of 

components is likely a big contributor to the vastly inflated costs of these systems. 
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Previous analysis completed by the Agencies for the TAR compared the modeled motor 

sizing to actual production vehicles to ensure the Agencies modeling was realistic. 

Based on this analysis and a new power-to-weight study described in 
Section 5.3, EPA has revised the PHEV motor power ratings assumed 
for its GHG assessment. The assessment will therefore adopt power 
ratings closer to those suggested by the power-to-weight ratios that 
PHEV manufacturers appear to be following, while maintaining an 
estimated acceleration performance equivalent to conventional vehicles. 
Assigning a more accurate power rating to the PHEV motor will allow 
greater fidelity in the projected cost of both the battery and non-battery 
components of PHEVs. Specific adjustments to PHEV motor power 
sizing are discussed in Section 5.3.289 

Again, no justification has been provided for what the Agencies did in the NPRM but it is 
apparent that the Agencies did not compare and validate their modeled PHEV electric 
motor sizes against production vehicles and adjust if necessary, as they have done in 
previous analysis.  

Figure V-12 Label Range vs. Battery Capacity 

 
 

                                            

289 Draft TAR, p. 5-90. 
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Figure V-12 shows that in several cases, the modeled battery capacity (y-axis) to 
achieve a certain range (x-axis) in the Autonomie simulation results, is much bigger 
than what exists on several representative current production vehicles. The most 
evident example is the 2016MY Chevrolet Volt. It has 53 miles of all-electric range and 
is an EREV configuration virtually identical to what Autonomie attempted to model as 50 
mile extended range electric vehicle (EREV) (i.e., the square marker) in the upper right.  
However, the Volt’s battery capacity is already far smaller than any available 
combination of technologies that Autonomie modeled.  The modeled sizes, intended to 
be representative of ~2020MY through 2030MY PHEVs, already underestimate the 
state of technology introduced over two years ago with the 2016MY Volt.  When 
considering even modest rates of likely improvement into the future, the Autonomie 
results become even more unrealistic.  Even relative to today’s Volt, Autonomie 
oversizes the battery (and thus the costs) by over 25-40 percent. 
 
Figure V-12 also shows that many of the modeled combinations of technology have 
ranges that far exceed their targeted value. This is particularly true for the PHEV30s, 
shown as the cluster of triangle markers on the graph, that were intended to nominally 
all have a range of 30 miles.  As noted earlier where resizing of the battery pack is not 
done for the vast majority of actual technology combinations, one of the consequences 
is clearly noticeable as some of the intended 30 mile range vehicles reach nearly 50 
miles in range.  Further, not one of the modeled PHEVs actually hits the 30 mile target – 
all vehicles have greater than 30 miles extended range. This oversizing in the battery 
packs results in vehicles that are not representative of 30 mile PHEVs, and, in turn, 
greatly exaggerate the projected costs for that technology.  In addition to directly 
causing increased cost with a larger battery, the impact snowballs as the larger than 
necessary battery pack causes the vehicle’s curb weight to be higher than necessary 
which leads to the vehicle being less efficient which leads back to a need to have an 
even larger battery pack.  
 
In prior analyses, EPA recognized the need to recalibrate battery sizing as the battery, 
motor, and vehicle technology continued to advance.  For example in the 2016 Draft 
TAR, EPA revisited the original rulemaking assumptions by comparing predicted results 
to actual vehicles, and made changes to improve its sizing estimations.   
 

For the FRM analysis, EPA determined battery energy capacities and power 
capabilities for modeled PEVs using a spreadsheet-based sizing 
methodology that was described in Section 3.4.3.8.1 of the 2012 TSD. 
Because battery capacity and power requirements are strongly influenced 
by vehicle weight, and battery weight is a function of capacity and power 
while also being a large component of vehicle weight, sizing the battery for 
a BEV or PHEV requires an iterative solution. This problem is well suited to 
the iteration function available in common spreadsheet software. A 
spreadsheet-based methodology was therefore selected as being 
sufficiently powerful while remaining accessible to public inspection using 
standard commercially available software. EPA used Microsoft Excel for this 
purpose, with the Iteration setting enabled and set to 100 iterations. 
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This Draft TAR analysis is based on the same methodology, with significant 
refinements to reflect developments in the industry since the FRM and to 
improve the fidelity of the sizing estimates. The general methodology is 
reviewed below, followed by a review of the refinements.290 

For the NPRM, however, it appears the Agencies have reverted to outdated 

sizing assumptions as the projected PHEV battery sizes are clearly oversized 

relative to current production vehicles.  By not even considering the currently 

available data, the Agencies have generated a false representation of the costs 

to comply with the existing standards.  

The information presented by the Agencies in the 2016 Draft TAR and by the EPA in its 
Proposed Determination had far more supporting information and better documentation 
that points to a much more rigorous analysis of the components used in the PHEV 
systems.291  
 
There are several examples of vehicles in the market that support much lower non-
battery incremental costs for PHEVs than what the Agencies have put forth in this 
rulemaking. Those include the Toyota Prius Prime,292, 293, 294 the Chevrolet Volt, and the 
Hyundai Sonata and Kia Optima PHEVs. 
 
According to publicly available information published by Toyota, the plug-in hybrid Prius 
Prime utilizes virtually all of the same components as the non-plug-in Prius. The 
electrification components that are shared between the two models essentially 
encompass the entire drivetrain, including the ICE. The electrification components that 
are the same are: 

• Electric Motor (MG1) 

• Electric Generator (MG2) 

• Power Split Device 

• Reduction Gear 

• Power Control Unit – Includes DC/DC Converter, Boost Converter, and Inverter 
 
The Prius Prime has a few additional powertrain parts over the normal Prius which 
include: an on-board charger (which converts alternating current electricity to direct 
current electricity to charge the Prime’s battery pack); a one-way clutch on the 
generator electric motor to provide drive power when needed; and a higher energy 

                                            

290 2016 Draft TAR, p. 5-315. 
291 2016 Draft TAR, Sections 5.2.4. 
292 Hybrid Vehicle. Toyota. Accessed on October 24, 2018.   https://www.toyota-
global.com/innovation/environmental_technology/technology_file/hybrid.html#comm01. 
293 Toyota Prius Technical Specifications. Toyota. Accessed on October 24, 2018. http://media.toyota.co.uk/wp-
content/files_mf/1329489972120216MTOYOTAPRIUSTECHNICALSPECIFICATIONS.pdf. 
294 Prime Mover: Toyota Maxes Out Tech and Style in the World’s Best-Selling Hybrid to Create the 2017 Prius 
Prime. Toyota. Accessed on October 24, 2018. https://toyotanews.pressroom.toyota.com/releases/prime-mover-
toyota-creates-2017-prius-prime.htm. 

https://www.toyota-global.com/innovation/environmental_technology/technology_file/hybrid.html#comm01
https://www.toyota-global.com/innovation/environmental_technology/technology_file/hybrid.html#comm01
http://media.toyota.co.uk/wp-content/files_mf/1329489972120216MTOYOTAPRIUSTECHNICALSPECIFICATIONS.pdf
http://media.toyota.co.uk/wp-content/files_mf/1329489972120216MTOYOTAPRIUSTECHNICALSPECIFICATIONS.pdf
https://toyotanews.pressroom.toyota.com/releases/prime-mover-toyota-creates-2017-prius-prime.htm
https://toyotanews.pressroom.toyota.com/releases/prime-mover-toyota-creates-2017-prius-prime.htm
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capacity high voltage traction battery to enable the Prius Prime to be a plug-in hybrid 
vehicle.  
  
General Motors has stated publically that they were able to significantly reduce the cost 
of their second generation Chevrolet Volt relative to its first generation.295 During a 
presentation at the 2015 Global Business Conference, GM’s CEO296, The second 
generation Volt went from 38 miles of all electric range to 53 miles. The electric 
drivetrain unit, which GM refers to as the generation two Voltec Drive Unit, lost 45kg of 
mass as well.297 Charge sustaining fuel economy improved from 37 mpg to 42 mpg, 
combined.  
 
The Hyundai Sonata and Kia Optima PHEVs share most of their components with their 
non-plug-in, hybrid counterparts. They use the same electric motor in the P2 position, 
but for the PHEV version of the vehicles, the electric motor operates at a higher voltage 
and is able to produce more peak power.298 The other component differences and 
additions for the PHEVs over the non-plug-in hybrids include the addition of the on-
board charger, and the higher voltage, larger energy capacity battery pack. 
 
These three examples illustrate that what the Agencies are asserting for the incremental 
costs of a PHEV over strong HEV technologies are not supported in the market. 
Because the Agencies disclose very little about how their costs were developed for 
these technologies, particularly on the non-battery component side, it is virtually 
impossible to understand what the drivers are for the increases in costs relative to the 
Agencies’ previous analysis for the 2016 Draft TAR and EPA’s Proposed Determination. 
The available PHEV market offerings do not support the Agencies’ upward adjustment 
in costs relative to its previous analysis in the 2016 Draft TAR and EPA’s Proposed 
Determination, and significant incremental and total system costs, and no justification is 
provided for the change.  

c. The Agencies make incorrect assumptions regarding strong 
hybrids. 

Regarding strong hybrids, the analysis has several errors, incorrect assumptions, and 
methodology flaws.  These combine to result in inappropriate combinations of 
technologies with strong hybrids that are excessively costly and, in some cases, result 
in a disbenefit in fuel efficiency. 
 
For example, in the existing standards scenario, the model projects over 600 of the 
approximately 1600 total vehicle models will be strong hybrids in 2029MY with the vast 
majority of those 600 being P2 HEVs with an 8-speed automatic transmission and 

                                            

295 Vehicles with more efficiency at better margins. Insideevs. Accessed on October 24, 2018. 
https://insideevs.com/wp-content/uploads/2015/10/volt-profit-maring-increase.jpg. 
296 GM: Chevrolet Bolt Arrives In 2016, $145/kWh Cell Cost, Volt Margin Improves $3,500. Insideevs. Accessed on 
October 24, 2018.  https://insideevs.com/gm-chevrolet-bolt-for-2016-145kwh-cell-cost-volt-margin-improves-3500/. 
297 SAE Paper# 2015-01-1152, as presented at 2015 SAE Hybrid and Electric Vehicles Technologies Symposium. 
298 First Drive: 2016 Hyundai Sonata PHEV and HEV. Green Car Congress. Accessed on October 24, 2018.   
http://www.greencarcongress.com/2015/05/20150526-sonata.html. 
 

https://insideevs.com/wp-content/uploads/2015/10/volt-profit-maring-increase.jpg
https://insideevs.com/gm-chevrolet-bolt-for-2016-145kwh-cell-cost-volt-margin-improves-3500/
http://www.greencarcongress.com/2015/05/20150526-sonata.html
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coupled with an advanced gasoline engine with TURBO2 or CEGR1 technology.  
However, such a combination of advanced gasoline with a strong hybrid is an illogical 
combination because some of the efficiency improvements of the advanced gasoline 
engine are unnecessary and no longer have a worthwhile benefit when paired with a 
strong HEV.  Indeed ANL’s own modeling shows that in many cases, a TURBO2 or 
CEGR1 engine technology coupled with a P2 HEV results in worse fuel economy/higher 
GHG emissions than when coupled with a TURBO1 engine.  Each dot in the charts 
below represent the modeled fuel consumption improvement of a CEGR1 P2HEV 
incremental to a TURBO1 P2HEV.  The charts show that, for both the medium SUV and 
medium car vehicle classes, the improvement is negative meaning GHG emissions are 
actually higher than they would have been if the less advanced technology (and less 
costly) TURBO1 gasoline engine had been used.   
 

Figure V-13 Incremental fuel consumption improvement (or loss) for CEGR1 P2HEV 
relative to a Turbo1 P2HEV 

 
 
As another clear indication of the failure of the CAFE Model to carry out is primary 
purpose of finding the lowest cost path for compliance, the CAFE Model still selects 
these technology combinations in the final results.  This causes inflated costs (by 
including unnecessary advanced engine technology with the strong HEV system) and 
then of course, the model must also add even more technology to these or other cars 
because these combinations actually cause GHG emissions to be higher than they 
should.  While not all vehicle classes show similar negative results, 6 of the 10 vehicle 
classes show consistently negative results and 2 of the remaining classes show 
efficiency gains of less than 1 percent.  Such a small improvement could readily be had 
by cheaper combinations of technology than the advanced CEGR1 engine represents. 
 
Further, in several cases, the selected combinations of CEGR1 or TURBO2 with a 

P2HEV are worse or only negligibly better than if the P2HEV had been paired with a 

conventional gasoline engine with VVT.  In Figure V-14 and Figure V-15 below, the 

incremental efficiency improvements of CEGR1 P2HEV are plotted relative to a 

conventional DOHC VVT P2HEV for the medium and small SUV vehicle classes.  

Clearly the combination of technologies is illogical as the selection of such an advanced 

gasoline engine (in the case of CEGR1) increases cost substantially yet it only 

marginally decreases or, in some cases, actually increases GHG emissions-- yet the 

CAFE Model still selects that combination for some vehicles.  In addition to making the 
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analysis falsely indicate higher costs and more technology than what is actually needed, 

this again confirms that that CAFE Model is using inappropriate logic or algorithms.  A 

cost optimization model would not be designed to allow selection of combinations that 

are cost ineffective and conflict with the types of choices that vehicle manufacturers will 

make in product planning and final design.   

Figure V-14 Incremental improvement in fuel consumption for a medium and small SUV 
SHEVP2 paired with a CEGR1 engine over the same SHEVP2 paired with a 

conventional engine 

   
 
The model results also show unexpectedly and irrationally high differences in vehicle 
classes for the same technology combinations.  For instance, when comparing the 
same technologies as used in the previous examples (i.e., the relative improvement of a 
CEGR1 P2HEV versus a conventional DOHC VVT P2HEV) for a medium size car, the 
model predicts fuel consumption improvements of ~5 percent while the same 
combinations of technology on a medium size performance-designated car shows 
improvements in excess of 15 percent.   
   

Figure V-15 Incremental improvement in fuel consumption for a medium non-
performance and performance car SHEVP2 paired with a CEGR1 engine over the same 

SHEVP2 paired with a conventional engine 

 
Such discrepancies likely reflect fundamental mistakes in the inputs or Autonomie 
model logic and cast considerable doubt on the validity and robustness of the data 
relied upon for the NPRM analysis. 
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As noted above, utilizing the same rule to resize electric motors and batteries as was 
used to resize ICEs is improper, particularly for strong hybrids. Manufacturers have 
shown that they will optimize designs of both batteries and electric motors for each 
particular vehicle model, and resizing is not done based on some arbitrary mass 
reduction amount. The 3rd generation Toyota Prius introduced for the 2010MY has a 
listed curb weight of 3,042 pounds.299  The 4th generation Prius has a base curb weight 
of 3,050 pounds.300  Accordingly, the vehicle has undergone essentially no effective 
mass reduction from the 3rd generation to 4th generation as a whole vehicle, yet almost 
every aspect of the 4th generation powertrain has been redesigned and optimized.  This 
resulted in significant improvements in fuel efficiency and cost for the 4th generation 
model. The Agencies would not allow this optimization to occur and, as a result, 
mistakenly oversizes batteries and electric motors.  
   
Figure V-16 - Autonomie Modeled Power-Split Hybrid vs. Production Power-Split Hybrid 

Vehicle Electric Motor 1 & 2 Max Power 

 

                                            

299 2010 Toyota Prius Spec & Performance. Nada Guides. Accessed on October 24, 2018.  
https://www.nadaguides.com/Cars/2010/Toyota/Prius-4-Cyl/Liftback-5D/Specs. 
300 2016 Toyota Prius Spec & Performance. Naga Guides. Accessed on October 24, 2018.   
https://www.nadaguides.com/Cars/2016/Toyota/Prius/Liftback-5D-Three-I4-Hybrid/Specs. 
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As noted earlier, the Agencies provide little to no information of how costs were 

developed for non-battery components. Without that information, stakeholders can only 

guess as to why the costs have increased by such large amounts for strong hybrid 

systems relative to the Agencies’ previous analysis for the 2016 Draft TAR and EPA’s 

Proposed Determination. Without such details, it is unclear how much the improper rule 

on resizing of batteries, the incorrectly modeled batteries, or the much larger than 

necessary electric motors (that also have inappropriately high $/kW costs assigned to 

them) may be contributing to the overestimation of costs for the strong hybrid systems.   

d. The Agencies undervalue potential improvements for mild 
hybrids. 

For mild hybrids, the Autonomie modeling incorrectly assigns a smaller improvement for 

BISG and CISG systems than those systems can achieve.  Utilizing the fuel 

consumption incremental value (FCIV) output file from the CAFE model, the modeled 

improvements of BISG and CISG systems, relative to conventional engines, turbo-

charged engines, and high compression ratio engines without stop-start across the 

vehicle classes show a range of improvements from 4 percent to 6 percent.  And, when 

looking at the configurations actually selected by the model in the existing standards 

run, nearly 500 of the 1600 vehicle models in 2029MY are mild HEVs with 496 of those 

500 selected as BISG systems.  The vast majority of these are vehicles equipped with a 

PO speed (with level 2 improvements) automatic AT10L2 transmission and mated with 

a TURBO2 or CEGR1 engine.  A closer look at those combinations in the FCIV files 

show estimated improvements in the 5-6 percent for most vehicle classes and 4-5 

percent for pick-ups, the most common class that gets a BISG system. 

Figure V-17 BISG Efficiency for Medium-sized SUV (Incremental to Turbo2 or CEGR1) 
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Figure V-18 BISG Efficiency Pickup Truck (Incremental to Turbo2 or CEGR1) 

 

However, these improvements are substantially below all other estimates as to the 

benefits of a BISG system.  For example, Table 5.85 of the 2016 Draft TAR noted that 

EPA was estimating 8 percent-9.5 percent improvement from 48V mild hybrids while 

NHTSA’s modeling files from the Draft TAR indicated it was assuming 7.5 percent to 10 

percent across various vehicle classes.  The 2015 National Academy of Sciences 

report301 estimated a 10 percent reduction in fuel consumption for mild hybrid 

technology.  ANL’s recent report for DOE,302 using Autonomie and done by the same 

ANL staff that provided modeling results for the NPRM, indicated a modeled 

incremental fuel consumption improvement of 8.5 percent to 12.7 percent across 

vehicle classes from the 2015 to 2025 model years relative to turbocharged and non-

turbocharged gasoline spark ignited engines in the same model years.  The newly 

certified 2019 Ram 5.7L V8 2wd full size pickup is equipped with an optional 48V BISG 

system and certification data303 shows the option increases unadjusted fuel economy 

from 17.90/31.35/22.18 to 20.80/31.95/24.68 respectively for city/highway/combined, 

which represents an approximate 11 percent improvement in combined fuel economy.  

Ward’s Auto reported on a Delphi 48V prototype system that was installed on a Honda 

Civic and achieved a 10 percent reduction in CO2 emission levels back in July of 

2016.304  Continental reports its BISG system has a 13 percent fuel savings.305  Even 

                                            

301 Electrified Vehicles, National Research Council. “Cost, Effectiveness, and Deployment of Fuel Economy 
Technologies for Light-Duty Vehicles”. Washington, DC: The National Academies Press, 2015. 
https://doi.org/10.17226/21744. p. 155, § 4. 
302 “An Extensive Study on Sizing, Energy Consumption, and Cost of Advanced Vehicle Technologies. Argonne 
National Laboratory. Accessed on October 24, 2018. https://www.anl.gov/argonne-scientific-publications/pub/145412. 
303 Data for 2019 model year vehicles. Fuel Economy. Accessed on October 24, 2018.  
https://www.fueleconomy.gov/feg/epadata/19data.zip. 
304 “Delphi’s 48V Bet Feels Like Sure Thing”, Wards Auto. Accessed on October 24, 2018.  
http://wardsauto.com/technology/delphi-s-48v-bet-feels-sure-thing. 
305 48 Volt belt-driven Starter Generator with integrated Inverter. Continental Automotive. Accessed on October 24, 
2018.  https://www.continental-automotive.com/en-gl/Passenger-Cars/Powertrain/Electrification/48-Volt-Mild-
Hybrid/48-Volt-belt-driven-starter-generator. 

https://doi.org/10.17226/21744
https://www.anl.gov/argonne-scientific-publications/pub/145412
https://www.fueleconomy.gov/feg/epadata/19data.zip
http://wardsauto.com/technology/delphi-s-48v-bet-feels-sure-thing
https://www.continental-automotive.com/en-gl/Passenger-Cars/Powertrain/Electrification/48-Volt-Mild-Hybrid/48-Volt-belt-driven-starter-generator
https://www.continental-automotive.com/en-gl/Passenger-Cars/Powertrain/Electrification/48-Volt-Mild-Hybrid/48-Volt-belt-driven-starter-generator
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EPA’s prior analysis for the Proposed Determination estimated a higher technology 

effectiveness of 7 percent to 9.5 percent.306  The Agencies provide no explanation or 

cite any evidence to support why their estimations not only differ from previous 

estimates and other sources but also contradict modeling results by the same ANL staff 

for the recent DOE report.  

As noted earlier regarding costs for the BISG system, the rollback proposal  irrationally 

increases non-battery costs by a factor of 2.17 for small cars and small SUVs relative to 

medium size SUVs and trucks.  Additionally, battery costs for the BISG systems are 

substantially higher than previous analyses with no substantive evidence or rationale to 

support the change.  For the proposal, the Agencies assumed a 0.806 kWh battery 

would be necessary regardless of the vehicle class yet previous analysis by the 

Agencies relied on substantially small batteries of 0.25 to 0.5 kWh. 307,308  No 

explanation of the need to upsize the battery was identified.   

Further, the battery costs are now assumed to be ~$1,100 (2017MY) to ~$800 

(2025MY) while previous analysis such as EPA’s Proposed Determination used values 

from ~$500 to ~$300 in the same time period.309  The 2019 Ram eTorque system, 

noted earlier, only utilizes a 0.430 kWh battery for a full size pick-up.310  Hyundai and 

Kia use a 48V system in Europe on its Tucson and Sportage SUV models that utilizes a 

0.46 kWh battery.311  Resizing of the battery to a more representative size, which would 

be about 53 percent of the size utilized for the proposed rollback, would dramatically 

reduce costs to a level similar to those utilized in previous analyses. 

To assess how much the erroneous assumptions for mild hybrids could be influencing 

the results, CARB ran a sensitivity case with partially modified costs and efficiencies 

only for the BISG system.  Specifically, the fuel consumption improvements modeled by 

ANL in the most recent report for DOE312 were utilized in place of the assumptions used 

for the Agencies’ analysis.  As noted above, ANL, via Autonomie modeling, identified 

efficiencies between 8.5 percent to 12.7 percent for mild hybrids, relative to both 

gasoline spark ignited and relative to turbocharged gasoline spark ignited across five 

different vehicle classes.  Using approximately the smallest modeled improvement 

                                            

306 Table 2.90 GHG Technology Effectiveness of Mild Hybrids, page 2-339, Proposed Determination on the 
Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the 
Midterm Evaluation: Technical Support Document, EPA-420-R-16-021, November 2016.  
307 Table 6-29 – BatPac Results for Reference vehicle classes with MR0, Aero0 and Roll0, PRIA, p. 376-377. 
308 2016 Draft TAR, Section 5.3.4.3.2, p. 5-301. 
309 Table 2.125 Costs for MHEV48V Battery, page 2-399, Proposed Determination on the Appropriateness of the 
Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation: 
Technical Support Document, EPA-420-R-16-021, November 2016. 
310 New 2019 Ram 1500 Specifications. Iimediaevents. Accessed on October 24, 2018. 
https://iimediaevents.com/2019ram1500/Files_Only_Content/Press-Releases/PDFs/2019_Ram_1500_SP.pdf. 
311 Hyundai. Accessed on October 24, 2018.  https://www.hyundaimotorgroup.com/MediaCenter/News/Press-
Releases/kmc-powertrain-180515.hub#.W8rJQ42ouUk. 
312 “An Extensive Study on Sizing, Energy Consumption, and Cost of Advanced Vehicle Technologies. Argonne 
National Laboratory. Accessed on October 24, 2018. 
https://www.autonomie.net/pdfs/ANL_BaSce_FY17_Report_10042018.pdf. 

https://iimediaevents.com/2019ram1500/Files_Only_Content/Press-Releases/PDFs/2019_Ram_1500_SP.pdf
https://www.hyundaimotorgroup.com/MediaCenter/News/Press-Releases/kmc-powertrain-180515.hub%23.W8rJQ42ouUk
https://www.hyundaimotorgroup.com/MediaCenter/News/Press-Releases/kmc-powertrain-180515.hub%23.W8rJQ42ouUk
https://www.autonomie.net/pdfs/ANL_BaSce_FY17_Report_10042018.pdf
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across the 2015 to 2025 model years for each of the five classes, improvements of 8.5 

percent-11 percent were utilized for a modified CAFE Model run.  Further, non-battery 

costs for the cars and small SUVs were reduced to match the non-battery costs for the 

medium SUVs and trucks—which still reflects higher costs than those previously used 

by EPA in the Proposed Determination.  The battery costs, which were noted above to 

be excessive by approximately 50 percent due to erroneous oversizing of the battery, 

were not adjusted.  The results of this run are summarized in the table below.  The 

changes in BISG assumptions were significant as the first column shows average 

vehicle technology costs to meet the existing standards dropped by $300 to $500 per 

year, reflecting an approximate 25 percent drop in 2029 model year incremental 

technology costs to meet the existing standards relative to the rollback standards.   

Table V-15 Change in Average Vehicle Technology Costs with Corrected BISG 
assumptions313 

MY 
Existing Standards 

 Ave. Tech Cost (NPRM BISG 
assumptions) - Ave. Tech Cost (New 

BISG assumptions) 

Rollback Standards 
Ave. Tech Cost (NPRM BISG assumptions) - 

Ave. Tech Cost (New BISG assumptions) 

2016 0 0 

2017 41 0 

2018 120 9 

2019 166 16 

2020 147 12 

2021 211 22 

2022 248 18 

2023 342 15 

2024 337 15 

2025 321 14 

2026 369 13 

2027 380 14 

2028 427 15 

2029 470 16 

2030 462 14 

2031 454 14 

2032 450 13 

 

For CISG systems, the proposed rollback analysis indicates similarly low, and typically, 

even lower, efficiency improvements than the BISG systems.  Relative to BISG, CISG 

systems are generally considered more capable and more efficient as they do not have 

                                            

313 See submitted DVD, folder “BISG Changes Table V-15” for input and output files associated with this table. 
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the same belt-related constraints including maximum torque limitations, load restrictions 

on the front crank to avoid uneven crankshaft bearing wear, and mechanical energy 

transfer losses.  Further, the decision to implement a CISG system is typically made 

early in the design process because doing so often requires an engine block casting 

change.  The assumption that manufacturers would not optimize the engine and 

transmission when installing a CISG is not realistic and results in improper pairing of 

advanced gasoline engines and transmissions in the modeling and leads to 

underestimation of the efficiency benefits.   

The Agencies fail to disclose the necessary details to conclude why the mHEV systems 

are projected to have so much lower efficiency than past estimates.  However, they 

acknowledge it did not adjust final drive ratios, customize shift patterns, or resize 

engines when the model adds a BISG or CISG to a vehicle.  Directionally, all of these 

likely result in less than full optimization to take advantage of the capability of the 

system.  For instance, the ability of the CISG system to provide low end torque makes it 

an ideal technology to pair with an engine technology that may have poor low end 

torque but improved efficiency under other conditions.  Examples could include an HCR 

engine sized with minimal low end torque to maximize efficiency improvements in other 

operating conditions or a turbocharged downsized engine equipped with a larger turbine 

to reduce backpressure but provide improved efficiency over a larger portion of the 

engine map.   

It is also undisclosed whether the ANL modeling took full advantage of the system like 

vehicle manufacturers likely would to use the system not just at or near idle but to also 

provide temporary boosts for acceleration and to enable engine shut-off during coasting 

events such as Daimler’s EQ Boost system.314  Further, the technology package 

modeling results in the ANL files provided in the docket indicate that over 80 percent of 

the modeled systems with mild hybrids resulted in performance improvements over the 

baseline vehicle indicating some portion of the system capability was improperly 

modeled to improve performance rather than reduce CO2 emissions.  The assumption 

that CISG systems are typically worse efficiency than BISG system reflects a lack of 

understanding as to how the systems work and the underlying physics involved.  

Regardless the reason, the Agencies knew better and should have used a more 

appropriate estimate for the effectiveness of the system. By not doing so, the analysis 

has underestimated the benefits of mHEV 48V systems and overinflated the costs for 

compliance by forcing more costly technologies to be added to make up for the shortfall. 

Systematically, the Agencies have changed from previous analyses and utilized several 

key assumptions and methodologies that combine to generate artificially high 

technology costs.  The modeling of excessive over-compliance with the rollback 

standards to underestimate the impacts of increased fuel usage to consumers and the 

                                            

314 Mercedes Benz press release. Mercedes Benz. Accessed on October 24, 2018. 
https://www.mbusa.com/vcm/MB/DigitalAssets/AboutUs/PressReleases/PR-2019_Mercedes-BenzCLS.pdf. 

https://www.mbusa.com/vcm/MB/DigitalAssets/AboutUs/PressReleases/PR-2019_Mercedes-BenzCLS.pdf
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environment not to mention undermining the Agencies’ position that the rollback 

standards are maximum feasible.  The model itself uses a flawed ranking algorithm that 

results in application of cost-ineffective technologies and correspondingly finds a more 

expensive estimate of technology costs.  Additionally, the Agencies’ methodology of full 

simulation modeling failed to maintain baseline vehicle performance resulting in 

significant portions of the technologies being applied to improve vehicle performance 

rather than reduce vehicle GHG emissions causing even more technology (and cost) to 

be added.  Combined, these errors have a particularly exaggerated effect on the 

electrification packages that estimate exaggerated costs due to oversizing of 

components and batteries and significant vehicle performance gains. 

4. The CAFE Model shows over-compliance without any reasonable 
basis. 

For the NPRM analysis, the Agencies have inappropriately modeled substantial over-

compliance with the proposed rollback without any reasonable basis, thereby violating 

their own guidelines and statutory direction.  This approach also results in an incorrect 

calculation of the benefits and costs for the rollback as it underestimates significant 

costs to consumers, GHG emission impacts, and air quality impacts. 

In Table VII-22 of the NPRM,315 the Agencies show that the modeling run for the 

existing standards has the industry, as a whole, just meeting the required standard.  

The table indicates the required standard in 2029MY is projected to be 175 grams per 

mile (g/mi) and the achieved fleet average is 174 g/mi.  However, when it comes to 

modeling the proposed rollback, Table VII-23316 shows a required standard of 240 g/mi 

but the achieved fleet average is 230 g/mi, resulting in substantial over-compliance of 

10 g/mi.  Given the total difference in the rollback and existing standards is 65 g/mi, this 

over-compliance represents over 15 percent of the gap between the two.   

In the CAFE modeling, the over-compliance is even more excessive where Tables VII-

1317 and VII-2318 show that nearly 3 mpg of over-compliance is modeled in the proposed 

rollback representing over 28 percent of the entire gap between the required standard in 

the existing standards (46.6 mpg) and in the proposed rollback (37.0 mpg).  Over the 

course of the CAFE regulation, for which there is a lengthy record, manufacturers have 

not historically over complied with the required standards in any similar type of fashion 

as what has been modeled by the Agencies.  Based on data from EPA’s annual trends 

report and Oak Ridge National Lab’s (ORNL) Transportation Energy Data Book, Figure 
V-19 below shows that industry has not systematically over complied with the required 

standards.  Accordingly, it is inappropriate to be modeling such dramatic over-

compliance in the NPRM analysis.   

                                            

315 83 Fed.Reg. at 43,283. 
316 83 Fed.Reg. at 43,285. 
317 83 Fed.Reg. at 43,257. 
318 83 Fed.Reg. at 43,259. 
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Figure V-19 Fuel economy standards and actual unadjusted fuel economy319 

 
Modeling such over-compliance in the proposed rollback skews the results of the 

analysis and misleads the stakeholders as to the impacts on consumers and the 

environment.  It does so by falsely under-estimating the increase in fuel consumption 

that consumers will face in operating costs, the increase in criteria pollutant emissions 

from increased refining and handling of the additional fuel, and the increase in GHG 

emissions emitted by vehicles.  For example, the inappropriate modeling of the rollback 

scenario underestimates 18 billion gallons of gasoline being consumed, between 

calendar year 2016 through 2032. 

Lastly, the modeled over-compliance in the proposed rollback (which is used to define 

the benefits and costs of the rollback) shows that the industry as a whole, would actually 

comply with the existing 2021MY standards instead of the proposed rollback at 2020MY 

standards.  A full 13 of the 16 manufacturers would also individually meet the 2021MY 

CAFE standards even though the Agencies have proposed to flatline the standards at 

2020MY and claimed to model compliance only with the 2020MY standards.  Further, 

the remaining three (Ford, Fiat Chrysler, and Volkswagen) only fall short of the 2022MY 

standards because the Agencies presume a significant shift in fleet mix to more cars in 

the proposed rollback which effectively makes each of these three manufacturers’ 

standard over 2 mpg higher in the rollback scenario in 2021MY compared to the current 

standards scenario in 2021MY.  The presumption that this proposed rulemaking, which 

is yet to be finalized, would result in this dramatic shift in sales mix for a model year that 

                                            

319 See CARB created “FuelEconomy” Excel Spreadsheet, which uses data from the following sources: 
https://cta.ornl.gov/data/chapter4.shtml (Table 4.11) and EPA 2016 Trends Report: 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf. 
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is effectively only two years from now, is even more unrealistic considering both Ford320 

and Fiat Chrysler321 have publicly announced that they will be ending sales of virtually 

all car based models. And, in addition to the rollback scenario modeled by the Agencies 

having sufficient over-compliance to meet the 2021MY current standards instead of the 

proposed 2020MY maximum feasible standards, it has so much over-compliance that 

nearly 40 percent of the manufacturers would also meet the existing 2022MY standards. 

Given the entire analysis and its net benefits and costs are predicated on this modeled 

over-compliance, the Agencies have actually modeled compliance with more stringent 

standards than proposed.  According to EPA’s Guidelines for Preparing Economic 

Analyses322, the agency “…should develop baseline and policy scenarios that assume 

full compliance with existing and newly enacted (but not yet implemented) regulations.”  

Modeling substantial over-compliance in the rollback scenario is contrary to this 

guideline.  For NHTSA, this violates its requirement to adopt maximum feasible 

standards.  It cannot credibly define the 2020MY standards as maximum feasible (and 

flatline 2021 through 2026 standards from there) while basing its analysis on 

compliance at levels comparable to the more stringent existing 2021MY standards. 

In regards to assessing manufacturer compliance with the existing standards and 

proposed rollback, one of the fundamental principles of the Agencies’ analysis is that, 

within the defined constraints, manufacturers will seek the lowest cost to comply.  The 

PRIA states: 

The CAFE model applies a given technology to a given vehicle and 
estimates the incremental improvement in fuel consumption from the new 
combination of technologies on that vehicle – with the ultimate goal of 
applying the lowest cost technology combination that allows the vehicle 
to meet the CAFE or CO2 standard.323 

Within the defined constraints, this is usually done by adding the most effective 

technology (in terms of percent CO2 reduction) at the lowest achievable cost.  The 

CAFE Model, however, fails to accurately do that and results in an overestimation of the 

actual costs to comply with the existing standards. 

5. The Agencies failed to choose appropriate technology packages. 
In an attempt to decide which technologies to add to a vehicle, the CAFE Model uses an 

algorithm to calculate a metric that would be expected to represent the most cost-

effective technology to deploy.  This is intended to represent how each manufacturer 

                                            

320 “Ford Details Plans to Improve Fitness, Refocus Model Lineup 
and Accelerate Introduction of Smart Vehicles and Services” Ford Motor Company. Accessed on October 24, 2018. 
https://s22.q4cdn.com/857684434/files/doc_news/archive/1-16-2018-deutsche-bank-press-release.pdf  
321 Wayland, M. FCA to stop making Dart, 200; focus shifts to RAM, Jeep. The Detroit News. Accessed on October 
24, 2018. https://www.detroitnews.com/story/business/autos/chrysler/2016/01/27/fca-plan/79400188/. 
322 § 5.4.1, p. 5-9, Guidelines for Preparing Economic Analyses, December 17, 2010 (updated May 2014), National 
Center for Environmental Economics, Office of Policy, U.S. Environmental Protection Agency. 
323 PRIA, p. 357. 

https://s22.q4cdn.com/857684434/files/doc_news/archive/1-16-2018-deutsche-bank-press-release.pdf
https://www.detroitnews.com/story/business/autos/chrysler/2016/01/27/fca-plan/79400188/
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would quantitatively evaluate (i.e., rank) the available technologies to apply to a given 

vehicle to decide on which technologies to deploy.  In general, this metric would 

typically be defined as some ratio of costs versus benefits.  However, in the CAFE 

Model, this algorithm metric is largely defined as the difference between technology 

costs and fuel savings (only for the first 30 months of the vehicle’s life) divided by the 

total affected sales for that vehicle.  While this metric biases the model to select more 

technologies on high volume vehicles, it also results in an illogical decision making 

process for how a manufacturer would achieve compliance and results in a more costly 

compliance path.  

Specifically, this algorithm does not consider the full benefits associated with the 

technology being applied for individual vehicles.  Rather than look more simply at costs 

divided by the full benefits of the technology like that used by EPA in its OMEGA model, 

the formula in the CAFE Model primarily looks at costs minus the partial benefits of the 

technology—namely, the benefits in the form of fuel savings in the defined 30 month 

payback period.  While the algorithm does attempt to further consider a larger portion of 

the benefits of the technology, it does so in an inappropriate manner and still fails to 

capture the full benefits.   

The model emulates a CAFE compliance like approach where manufacturers can 

choose to pay fines rather than comply.  When modeling CAFE scenarios, the model 

compares the costs of adding further technology necessary to comply versus the costs 

of paying fines in lieu of complying.  When it is cheaper to pay fines, the model would 

stop applying technology.  However, no such option exists in the EPA GHG standards.  

Yet the CAFE Model still tries to monetize a theoretical fine that manufacturers would be 

able to pay for failing to comply and includes a valuation of how much would be saved 

in fines by adding the next technology.  In fact, the scenarios input file for the CAFE 

Model shows that it is directly using the CAFE fines amount (e.g., $5.50 per 0.1 mpg of 

shortfall) to calculate the theoretical value of a CO2 credit for use in the CO2 CAFE 

Model.  This approach is not only invalid for modeling of the GHG standards, it results in 

the partial benefits of the technology being scaled to a very small monetized value that 

has virtually no impact on the cost calculation in the algorithm.  EPA brought up the 

same concerns during its preliminary review: 

In reality, the value of a CO2 compliance credit to any manufacturer is a 
function of complex and interrelated factors, making it difficult to 
incorporate a realistic estimate into any model. The dollar value of a 
credit for a particular manufacturer would depend on their compliance 
status, their fleet composition and applied technologies, the cost of the 
available technologies for further reducing CO2 emissions, the availability 
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of banked credits, the level of future stringency increases, and many 
other factors.324 

To make matters worse, this term of the algorithm does not even consider the full 

benefit of the technology.  When evaluating a technology that would reduce the 

theoretical fines, the algorithm eliminates consideration or valuation of any benefits that 

occur from the technology causing the vehicle to over-comply with its standard.  As an 

example, if a vehicle is currently 30 g/mi above its standard and the addition of a 

specific technology would cause it to drop 40 g/mi to be at a net level of 10 g/mi below 

its standard, the algorithm will only value the benefit from the first 30 g/mi of reduction 

that would take the vehicle from 30 g/mi over to being in compliance at the standard.  

The additional 10 g/mi of benefit, while real, is assigned zero dollars of valuation.  This 

results in technologies being ranked based on a less than full recognition of their 

benefits and causes less cost effective technologies to be applied first.  Said another 

way, it results in the same technology being ranked lower if it is being considered for a 

car that is already at or near its standard versus how it would be ranked for a vehicle 

that is far dirtier than its standard.  EPA noted this same finding in their preliminary 

review of the model, stating: 

The problem is that in truncating credit values at zero as shown in Equation 4, the 

CAFE Model gives less consideration to technologies that reduce a vehicle’s CO2 below 

its target, regardless of how cost effective that technology might be.325 Even with both of 

the algorithm’s two terms for partial valuation of the benefits of the technology, the end 

result is that it causes the model to pick technologies with lower upfront cost rather than 

technologies with better overall cost effectiveness.  For example, on a vehicle that is 

below, at, or barely exceeding its standard, the model might evaluate two theoretical 

technologies.  The first could be a $1000 technology that saves $900 in fuel costs in the 

first 30 months (pays back 90 percent of its cost in that timeframe) which would make it 

a very cost effective technology.  However, that technology would not be applied by the 

model before a very cost ineffective technology that costs $100 and only saves $1 in 

fuel costs in the first 30 months (pays back 1 percent of its cost in that timeframe).  In 

the algorithm used by the CAFE Model, the second technology would look more 

attractive as the net cost minus fuel savings is $99 while the second one is a net cost of 

$100.  For a model that is intended to minimize costs, this makes absolutely no sense.  

Of course, it is also easy to see that you would need to put the second technology on 

900 cars (at a cumulative cost of $90,000) to save $900 in fuel (or improve the fleet 

emissions by the equivalent of saving $900 in fuel).  On the other hand, you could put 

the first technology on just one car (at a cumulative cost of $1,000 or just 1.1 percent of 

the other technology’s cumulative cost), and save the same $900 in fuel (or improve the 

fleet emissions by the equivalent of saving $900 in fuel). 

                                            

324 William Charmley, email message to Chandana Achanta, June 18, 2018. Regulations. Accessed on October 24, 
2018.  https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453, Attachment 5, p. 22. 
325 Ibid. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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In addition to the algorithm considering technology cost and early fuel savings, it also 

considers total vehicle sales and ranks the same technology as more favorable if it is 

being applied to a higher sales volume vehicle.  When combined with the partial 

valuation of the technology benefits that only considers full value for reductions on 

vehicles significantly dirtier than their standard, this causes the model to not just 

prioritize but inappropriately favor technology deployment on high volume vehicles that 

are the highest emitters relative to their standard.  In other words, for a given 

manufacturer, the model will prioritize application of technology packages that are the 

lowest up front technology cost to vehicles that are the dirtiest relative to their standard.  

If a particular vehicle is already close to its GHG standard, the same technology 

package that gets selected by a dirtier vehicle because it is the most cost-effective, will 

be ranked lower by the algorithm and not applied to the cleaner vehicle, even though it 

is equally cost-effective.   

Worse yet, the model will continue to apply additional technologies that are less cost-

effective to other more-polluting vehicle models, instead of applying the more cost-

effective package on a vehicle that is already meeting its foot-print based GHG 

standard.  This causes the model to pile on technologies that are actually less cost-

effective on the highest volume and dirtiest vehicles in lieu of adding more cost-effective 

technologies on lower volume or cleaner vehicles.  Given the standards are a fleet 

average standard and not standards that each individual vehicle model must meet, this 

approach is completely illogical and creates an artificial compliance scenario that is 

much more costly to the manufacturers.  Vehicle manufacturers can generally be 

expected to make prudent financial choices.  If they are faced with the option of 

lowering their fleet average by the same amount either by spending fewer cumulative 

dollars to put a more cost effective technology on their cleanest vehicles or by spending 

more dollars to put a less cost effective technology on their dirtier cars, they will chose 

the lower cost alternative.  The overall impact of this mistake in the ranking algorithm is 

to substantially inflate the costs associated with compliance, particularly in the early 

years of the existing standards. EPA also noted this in their preliminary review of the 

model: 

The As-Received CAFE model will only consider technology packages 
where the value of CO2 credits to the manufacturer exceeds the net 
package cost, ignoring the potential for any cross-subsidization within a 
manufacturer’s vehicle lineup. This net cost could be thought of as the 
amount a manufacturer would need to adjust the vehicle price, higher or 
lower, in order to offset any changes in consumers’ willingness to pay for 
the vehicle due to the added technologies.326   

                                            

326 William Charmley, email message to Chandana Achanta, June 18, 2018. Regulations. Accessed on October 24, 
2018.  https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453, Attachment 5, p. 21 (footnote 11). 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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As a simple demonstration of this fundamental flaw, a change to the ranking algorithm 

was made in the source code of the CAFE Model without changing any other part of the 

model.327 The only change made was to which technologies would be applied first by 

the model. The ranking algorithm was changed to a simpler ratio of technology costs 

(incremental technology cost minus the same fuel savings during the defined payback 

period as the original algorithm) divided by the full benefits of that technology, without 

regard to sales volume or theoretical CAFE-based fines or how far above the vehicle 

standards the car currently was.  This change resulted in reduced costs for both the 

existing standards and the proposed rollback that are summarized in Table V-16 below.   

As shown in the first column of the table, the average vehicle costs to comply with the 

existing standards are reduced by up to $700 per year in the early years of the 

regulation and result in substantially lower cumulative costs to industry, lower purchase 

price for consumers (and any associated impact on vehicle sales or scrappage), and 

shorter consumer payback from fuel savings. The second column shows an expected 

much smaller impact on the rollback standards where less technology is applied.  

Combined, this results in the incremental costs for the average vehicle to comply with 

the existing standards relative to complying with the rollback to be reduced by as much 

as $600 per year in early model years and approximately $200 per year in the latter 

years of the program.  The fact that this simple change found a cheaper path to achieve 

compliance than the original algorithm confirms that the Agencies’ analysis is incorrectly 

calculating costs of compliance.   

Table V-16 Comparison of average incremental technology costs for existing standards 
and proposed rollback when using simple technology cost ratio328 

MY 
Existing Standards 

Ave. Tech Cost (Old formula) -  
Ave. Tech Cost (New Formula) 

Rollback Standards 
Ave. Tech Cost (Old formula) -  
Ave. Tech Cost (New Formula) 

2016 $0 $0 

2017 $113 $43 

2018 $328 $50 

2019 $518 $86 

2020 $671 $88 

2021 $671 $40 

2022 $611 $38 

2023 $566 $37 

                                            

327 No changes to the efficiencies of any technologies or costs of any technologies or any of the other pathway 
constraints (proper or improper) imposed in the model for this analysis. 
328 See folder “Efficiency Algorithm Change TableV-16” for input and output files used to making this table. 
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2024 $306 $33 

2025 $172 $33 

2026 $34 $33 

2027 $71 $39 

2028 $174 $41 

2029 $242 $41 

2030 $227 $42 

2031 $232 $41 

2032 $251 $41 

 

The failure of the CAFE Model algorithm to find a cost-effective compliance path is also 

apparent in an examination of the sensitivity cases disclosed in the NPRM.  Specifically, 

Table VII-93 in the NPRM notes sensitivity runs for payback periods of 12, 24, and 36 

months relative to the default analysis using 30 months.329  As noted above, the ranking 

algorithm’s primary valuation of the benefits of a technology is reflected in the 

subtraction of fuel savings during the defined payback period from the technology costs.  

The three payback sensitivity runs show that, without changing anything in the model 

related to costs or benefits of the technology or platform/engine/technology availability 

or sharing constraints imposed by the CAFE Model, a change regarding the length of 

payback in the ranking algorithm results in the CAFE Model finding a cheaper path for 

manufacturers to comply, in every case.  When lengthening the payback period used in 

the algorithm, the average 2029MY manufacturer’s suggested retail price for vehicles 

estimated to meet the existing standards drops from $35,161, to $35,078, and then to 

$34,996 for 12, 24, and 36 month payback periods, respectively.  Again, this change 

does not alter how the technologies perform and only alters which technologies are 

applied first by the model and yet it finds a cheaper path that would save manufacturers 

and consumers money.  This is not a rational or logical outcome for the model to pick 

more or less cost effective routes to comply without making any changes to technology 

costs or benefits.   

The inappropriate use of fuel savings during the defined payback period in the ranking 

algorithm as the primary measure of the benefit of the technology is also highlighted in 

another of the sensitivity runs in Table VII-93 of the NPRM.  Specifically, the ‘high oil 

price with 60 month payback’ scenario shows a dramatic reduction in compliance costs 

                                            

329 83 Fed.Reg. at 43,360. 



 

172 
 

for 2029MY in the existing standards, even after adjusting for a different fleet mix.330  

The CAFE Model finds a much cheaper path to comply simply when it assumes 

customers will be faced with higher fuel prices and when the ranking algorithm 

considers fuel savings over 60 months instead of 30 months.  In the CO2 run output file 

‘compliance report’ for the sensitivity runs posted by NHTSA on its FTP site, this 

scenario resulted in lower average costs for both cars and trucks to comply.  As shown 

in Table V-1717 below, average car costs to comply were nearly $700 less and average 

truck costs nearly $50 less.  By utilizing the same car/truck fleet share ratio from the 

default run, the combined fleet average cost from the sensitivity run indicates the CAFE 

Model found a path that was nearly $400 per vehicle cheaper to comply.  A comparison 

of the achieved GHG levels shows that the sensitivity case also results in a fleet that 

over-complies by an additional 2 g/mi.   

Table V-17 Average vehicle costs in "High oil price and 60 month payback" sensitivity 
case compared to default central NPRM case 

 MY2029 Existing 
GHG Standards, 
Default run 

MY2029 Existing 
GHG Standards, 
High oil and 60 
month payback run 

Savings relative to 
default run 

Average Car cost $2,542 $1,858 $684 

Average Truck cost $3,114 $3,068 $46 

Combined* $2,815 $2,437 $379 

Combined* fleet 
average 
performance 

174 g/mi 172 g/mi 
2 g/mi additional 
over-compliance 

* Car/truck sales fractions from default run (52 percent car/48 percent truck) were utilized with 

the average car and truck costs in the sensitivity run to calculate a comparable combined fleet 

average cost and fleet performance level. 

This further demonstrates that the ranking algorithm utilized by the CAFE Model fails at 

its primary purpose—to find the most cost effective path to compliance given all the 

technology options and pathway constraints.  It is completely nonsensical that changes 

solely in the ranking algorithm, which make no change to the actual benefits or costs of 

the available technologies, results in dramatically different compliance costs.  By failing 

to consider the actual full CO2 benefit of the technology in the ranking algorithm, the 

model chooses to apply technologies in an illogical fashion that exaggerates costs.  

EPA recommended modifications to the “efficiency” metric, which would have resulted 

                                            

330 In the presence higher fuel prices, the model presumes consumers will seek out vehicles with higher fuel economy 
and simulates this by reducing the fraction of new vehicle sales that are trucks/SUVs and increasing the fraction that 
are cars.  The sensitivity case referenced caused such a shift so the individual car and truck average prices were 
used and reweighted back to the same car/truck fraction of new vehicle sales that is used in the default central NPRM 
analysis.  



 

173 
 

in lower costs and better utilization of efficient technologies.331  However, it appears this 

input was ignored in the model released with the NPRM.   

In addition to incorrect assumptions in the cost efficiency ranking algorithm, technology 

costs are further inflated when the CAFE Model applies technologies that have been 

modeled erroneously such that they provide little or no benefits (or even disbenefits).  In 

such cases, the manufacturer gains little in terms of achieving compliance but 

nonetheless must absorb the costs of applying those technologies because the ranking 

algorithm is not smart enough to avoid selecting them.  By examining the effectiveness 

and cost input files to the CAFE Model, CARB identified several advanced gasoline 

engine technologies and transmission technologies that appeared to provide little 

benefit in terms of CO2 reduction but were being applied in significant volumes to meet 

the existing standards in the Agencies’ analysis.  Setting aside the point that, in most of 

these cases, the Agencies have erroneously underestimated the benefits of these 

technologies as described above, the CAFE Model should still make valid decisions 

about which technologies are advantageous to deploy given their assumed costs and 

efficiencies.  However, this is not the case.  CARB examined one technology to illustrate 

this point, namely cooled exhaust gas recirculation (known in the Agencies’ analysis as 

CEGR1).  

CARB performed a sensitivity run in the CAFE Model to assess how removing CEGR1, 

a technology that is utilized substantially in the Agencies’ central analysis, from the pool 

of available technologies would affect the cost of compliance for both the existing 

standards and the proposed rollback.  This was done by entering “SKIP” flags for these 

technologies in the market input file of the CAFE Model, thereby preventing these 

technologies from ever being added to a vehicle during the model run.  Given the model 

is designed to pick the lowest cost compliance path for manufacturers and only apply 

the most effective technologies, it is expected that removing a technology that is utilized 

would increase costs for compliance. However, the results, which are summarized in 

Table V-18 below, show reduced costs to comply with the existing standards, which is 

the opposite of the expected and rational result.  The first column of the table shows the 

difference in average vehicle costs to comply with the existing standards between the 

default scenario (CEGR1 included) and the modified scenario where that technology 

was blocked from application by the model (CEGR1 removed).  This column shows 

removing CEGR1 reduces costs to comply with the existing standards by approximately 

$50 per year in the earlier years and over $100 in the later years.  This again confirms 

that the CAFE Model is flawed as it does not identify, within the constraints imposed 

and with unchanged costs and efficiencies of the remaining available technologies, the 

lowest cost path for manufacturers to comply.  

                                            

331 William Charmley, email message to Chandana Achanta, June 18, 2018. Regulations. Accessed on October 24, 
2018. https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453, Attachment 5, p. 6, 21-25. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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Table V-18 Comparison of compliance costs when CEGR1 technology is eliminated332 

 

Existing Standards 
Ave. Tech Cost (CEGR1 incl) -  
Ave. Tech Cost (CEGR1 removed) 

Rollback Standards 
Ave. Tech Cost (CEGR1 incl) -  
Tech Cost (CEGR1 removed)) 

2016 $- $- 

2017 $5 $0 

2018 $25 $- 

2019 $18 $0 

2020 $39 $0 

2021 $53 $0 

2022 $61 $0 

2023 $70 $0 

2024 $75 $0 

2025 $83 $0 

2026 $86 $0 

2027 $101 $0 

2028 $106 $0 

2029 $109 $0 

2030 $111 $0 

2031 $110 $0 

2032 $110 $0 

 

As a second example, CARB looked at excluding different transmission technologies.  

Transmissions were selected because the CAFE Model uses advanced transmissions 

on the vast majority of the fleet and, as noted earlier, there were some inconsistencies 

in the modeled improvements when advanced transmissions were coupled with different 

engine technologies.  Additionally, Figure 6-151 on page 356 of the PRIA (shown as 

Figure V-20 in this comment letter) showed a wide spread of modeled incremental 

benefits spanning a possible increase, decrease, or no change when looking at any 

advanced transmission above a 6-speed (with level 2 improvements) automatic 

transmission.   

 

                                            

332 See submitted DVD, folder “No CEGR Table V-18” for input and output files associated with this table. 
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Figure V-20 (Figure 6-151 from the PRIA) Range of effectiveness for automatic 
transmissions across all different technologies and vehicle classes 

 

By disabling all transmissions above a 6-speed (with level 2 improvements) automatic 

transmission in the input files for the CAFE Model, a run was done that was prevented 

from adding any of the advanced transmissions. The column on the right reflects the 

change to the average vehicle technology costs to meet the proposed rollback when the 

advanced transmissions are no longer available and shows an expected result.  That is, 

when a technology that is picked frequently by the model is removed from the list of 

available technologies, other more expensive technologies must be selected and 

average vehicle costs go up by approximately $60 per year.   
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Table V-19 Comparison of compliance costs when advanced transmissions are 
restricted333 

MY 

Existing Standards Rollback Standards 

Ave. Tech Cost (Default: Advanced  

Transmissions Available) -   

Ave. Tech Cost (Default: 

Advanced Transmissions 

Available) -  

Ave. Tech Cost (Advanced 

Transmissions restricted) 

Ave. Tech Cost (Advanced 

Transmissions restricted) 

2016 $0 $0 

2017 $18 $4 

2018 $32 $15 

2019 $59 $8 

2020 $94 -$19 

2021 $77 -$58 

2022 $70 -$58 

2023 $100 -$57 

2024 $142 -$57 

2025 $181 -$56 

2026 $241 -$60 

2027 $292 -$60 

2028 $310 -$68 

2029 $325 -$68 

2030 $318 -$63 

2031 $315 -$63 

2032 $317 -$62 

 

The first column in the table shows what happens to average vehicle costs to meet the 

existing standards.  As the existing standards are more stringent, there is an increased 

use of advanced transmissions coupled with advanced engines and the expected result 

would be that average vehicle costs would increase by eliminating the advanced 

transmissions.  However, the actual result is the opposite.  That is, average vehicle 

costs go down by $100 to $300 per year.   

The conclusion from these two model runs is counterintuitive to what a rational model 

would be expected to do: by eliminating available technologies for manufacturers to 

utilize, the CAFE Model finds a cheaper path for manufacturers to comply with the 

                                            

333 See submitted DVD, folder “No Advanced Transmissions Table V-19” for input and output tables associated with 
this table. 
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existing standards.  This is not just a quirk or anomaly but demonstrates that the logic 

utilized by the model to choose which technologies to apply is wrong. 

6. The Agencies did not conduct a performance-neutral analysis. 
Despite claims to the contrary, the Agencies did not conduct a performance neutral 

analysis to appropriately assess the isolated impacts of the existing and proposed 

rollback standards.  By failing to maintain performance neutrality, the analysis gives an 

inaccurate accounting of the benefits and costs attributable solely to the existing 

standards and proposed rollback, most notably by exaggerating the costs and types of 

technology that will be required to meet the existing standards. 

In several areas of the NPRM, the Agencies allude to an approach that was used in 

modeling to assure the performance of the baseline vehicles was maintained as various 

technologies were added.  For instance, the NPRM notes334: 

In the simulation modeling, resizing was applied to achieve the same performance 
level as the baseline for the least capable performance criteria but only with 
significant design changes. 

And:  

In addition, simulation modeling was conducted to determine the appropriate 
amount of engine downsizing needed to maintain baseline performance across all 
modeled vehicle performance metrics when advanced mass reduction technology 
or advanced engine technology was applied, so these simulations take into 
account performance neutrality… 

The PRIA apparently intended to also address the topic of performance neutrality by 

dedicating an entire section to describe the approach and rationale used.  However, 

other than designating a section title in the document, “6.2.3.1 Simulating performance 

neutrality,”335 nothing was provided as the entire section was left blank before moving 

on to the next section in the document. See below – headings with no words. 

Figure V-21 Subsection Titles from PRIA, Page 223 

 

Contrary to the stated intent (or unstated in the case of section 6.2.3.1) to maintain 

performance neutrality, the modeling and analysis did not actually carry this out.   

                                            

334 83 Fed.Reg. at 43,208, 43,026. 
335 PRIA, p. 223-224. 
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a. The Agencies inappropriately restricted engine resizing. 
When efficiency improvements are made to a vehicle, the engine no longer needs to 

deliver the same horsepower or torque to maintain the existing performance levels.  For 

instance, if a vehicle is made lighter, more aerodynamic, or utilizes a more efficient 

transmission, a less powerful engine can be utilized and still achieve the same 

acceleration and speed-related performance.  Accordingly, as additional improvements 

in efficiency are incorporated, the engine must be resized (generally done by changing 

to a smaller displacement or using fewer cylinders) to maintain the original performance.  

However, the CAFE Model inappropriately restricts resizing of an engine to only occur 

when the Agencies have arbitrarily decided that a particular vehicle model collectively 

has had ‘enough’ of a change in mass reduction to warrant a smaller engine.  This is a 

departure from past practice by EPA and is an artificial constraint that limits the 

optimization of the technologies being applied.  The Agencies defend this decision by 

saying vehicle manufacturers will not incur the expense of resizing the engine if only 

small reductions to mass or road load are made and uses a whimsical example of a 

manufacturer that would certainly not resize its engine upon opting to remove the floor 

mats from a vehicle.  While this may sound logical, it is not reflective of how 

manufacturers will approach the decision.  In the presence of the existing standards 

where technologies are being increasingly applied at added cost, manufacturers cannot 

afford to leave efficiency gains on the table by not maximizing the reductions of the 

added technologies to minimize added total costs and remain competitive. Further, 

manufacturers plan ahead to consider not only the impacts on this particular vehicle but 

on other vehicles that may ultimately also use a variant of the same engine.  These 

decisions reflect a complicated set of factors manufacturers must balance and the 

Agencies’ attempt to reflect this in a simplistic rule about which technology combinations 

would warrant a resizing of the engine is flawed. 

b. The Agencies erroneously resized engines. 
Secondly, even in the overly limited cases where the Agencies decided ‘enough’ 

technology had been applied to warrant resizing of the engine, the modeling did not 

actually carry it out appropriately.  As noted above, the Agencies represented that the 

analysis was “…conducted to determine the appropriate amount of engine downsizing 

needed to maintain baseline performance …when advanced mass reduction technology 

or advanced engine technology was applied.”  However, a review of the ANL Autonomie 

modeling result files in the docket developed by ANL staff for the CAFE Model to use as 

effectiveness values for each of the technology combinations indicate this was not 

actually done.  The files reveal that while resizing was limited, as indicated, to cases 

where significant mass reduction (which in the Agencies’ analysis would be at mass 

reduction level 3, called ‘MR3’, or above) was applied, the engine was not actually 

resized to match the baseline performance of the vehicle to which it was being applied.  

Instead, the resizing was only simulated for cases where those levels of mass reduction 

were applied, in the absence of virtually all other technology or efficiency improvements.   
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For example, in the midsize nonperformance vehicle class, of the nearly 106,000 

modeled technology combinations of engine technologies, transmissions, electrification 

technologies, mass reduction improvements, tire rolling resistance improvements, and 

aerodynamic improvements, only 164 combinations were resized.  Of the 164 that were 

resized, every single one assumed the vehicle for which the engine was to be resized 

was equipped with a base transmission (unimproved 6-speed automatic) and absolutely 

zero improvements in areas that would make the vehicle more efficient such as lower 

tire rolling resistance or improved aerodynamics.  Accordingly, the model attempted to 

find the optimal size of the engine only in unrealistic vehicle combinations of significant 

mass reduction combined with no other technological improvements.  This results in a 

systematic underestimation of the appropriate amount of engine resizing.  As one would 

expect, by the time a manufacturer has implemented a significant amount of mass 

reduction on a vehicle, it has also likely implemented a substantial number of other 

improvements in the vehicle be it through a more advanced transmission, better tires, 

improved aerodynamics, or even mild hybridization.  Because none of these other 

improvements are considered when determining the new size of the engine, the engine 

ends up being oversized for the vehicle resulting in improved performance and a less 

than optimal reduction in GHG emissions.   

This is clearly not reflective of what vehicle manufacturers would do as the decision to 

resize an engine is made early in the design process of the vehicle and such decisions 

are made with the knowledge of the intended levels of other technology being applied.  

It would be completely illogical for a vehicle manufacturer to size an engine for a future 

vehicle presuming it would use a 6 speed transmission and no other technologies, when 

the manufacturer knows that the vehicle is actually going to be equipped with a 

continuously variable transmission and specific levels of improvement in tire rolling 

resistance and aerodynamic drag.  The Agencies could and should have readily done 

more appropriate modeling to accurately reflect downsizing in concert with the actual 

technologies being applied and simply chose not to for undisclosed reasons.  

c. The Agencies failed to maintain performance neutrality in resized 
engines. 

Further, in the limited technology cases where the Agencies did engine resizing, they 

failed to maintain performance neutrality.  Table II-7 of the NPRM336 indicates the target 

0-60 miles per hour (mph) acceleration times for each vehicle class.  While the NPRM 

notes the Agencies was looking at passing time as a performance metric to maintain 

baseline vehicle performance, no defined target is disclosed in the NRPM.  However, a 

look at the ANL data files in the docket disclose both 0-60 mph acceleration time and 

passing time for each of the modeled combinations of technology.  These files 

consistently show substantial improvement in performance is modeled even when the 

engines were deliberately resized to maintain baseline vehicle performance. For 

                                            

336 83 Fed.Reg. at 43,027. 
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instance, in looking at the 164 cases noted above for the midsize nonperformance 

vehicle class, the NPRM indicates 9.4 seconds is the performance neutral target for 0-

60 mph acceleration time.  Yet every single one of the 164 modeled combinations 

results in a faster time indicative of improved performance. The histogram below shows 

that every combination is below 9.4 seconds, with half of the results significantly faster 

by more a margin of more than 0.5 seconds.  Even had the target time been 9.0 

seconds, effectively half of the simulations resulted in improved performance.  

Figure V-22 Midsize non-performance vehicle 0-60 mph acceleration times        (in 
cases where the engine was resized, seconds) 

 
 

With respect to passing time, the data also shows improved performance.  While the 
target time was not disclosed in the NPRM, one can presume that all modeled 
combinations met or surpassed the target (because any combinations that failed to 
maintain performance would have been rejected).  From a similar histogram, it is 
apparent that performance was improved in virtually all cases.  Presuming the target 
time was near 9.0 seconds, all but 4 of the 164 modeled combinations are substantially 
faster—reflecting over 2.0 seconds faster for most combinations.  Even if the target time 
was intended to be as fast as 7.0 seconds, approximately half of the modeled 
combinations, where performance neutrality was specifically being modeled, result in 
improved performance. 
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Figure V-23 Midsize non-performance vehicle passing times (in cases where the engine 
was resized, seconds) 

 
This systematic modeling of improved performance results in an underestimation of the 

CO2 reducing effectiveness of the deployed technologies and an overestimation of the 

level of technology (and corresponding costs) that must be deployed to meet the 

existing standards.   

d. Non-resized engine results in even greater performance 
improvements. 

In cases where the modeling did not resize the engine for the specific technology 

combination, the performance improvement is even more dramatic.  For example, as 

noted above, only 164 of the nearly 106,000 modeled technology combinations for the 

midsize nonperformance vehicle class involved engine resizing.  For the other 99.8 

percent of the packages, performance improvements were also falsely included in the 

modeling.  The histogram below shows 0-60 mph acceleration time for the midsize 

nonperformance vehicle class targeting a 9.4 second time.  Over 94 percent of the 

packages modeled result in improved performance thereby underestimating efficiency 

improvements of the technology.   
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Figure V-24 Midsize non-performance vehicle 0-60 mph acceleration times (in cases 
where the engine was not resized, seconds) 

 

The passing time data shows similar results in the histogram below where effectively 

100 percent of the modeled simulations are faster than the presumed target of 9.0 

seconds.  Again, even if the target was intended to be faster such as 7.0 seconds, more 

than half of the modeled simulations represent improved performance.   

Figure V-25 Midsize non-performance vehicle passing times (in cases where the engine 
was not resized, seconds) 

 

By including such performance improvements in the modeled packages, the overall 

efficiency improvement from the technology is underestimated.  This results in the 
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CAFE Model making inappropriate decisions as to which technology combinations to 

deploy as those with additional performance gains will appear to be less effective. 

Beyond looking only at the several hundred thousand possible technology combinations 
which are clearly biased towards improved performance, an analysis was done to look 
at which combinations were actually selected for the approximate 1,600 unique vehicle 
variants in the final CAFE modeled results for the 2029MY.  By comparing the 
technology combinations identified in the CAFE Model output files with the ANL data 
files for the same combinations, the analysis found the vast majority of selected 
technology packages did indeed result in significant performance gains.  The chart 
below shows the percentage improvement (faster) in 0-60 mph acceleration time that 
the selected combinations represented when applied to the modeled vehicles.  Fewer 
than 20 percent maintained baseline performance with gains of 2 percent or less in 
acceleration time.   
 

Figure V-26 Range of 0-60 mph acceleration time improvements across modeled 
technology packages actually used for 2029MY vehicles by the CAFE Model 

 

 
 

The fact that this analysis includes such performance improvements is significant.  As 
the Agencies go to great lengths in Section 8 of the PRIA in an attempt to quantify the 
value of attributes other than fuel economy to consumers, it is noteworthy that the 
section almost exclusively talks about a potential economic or welfare loss to 
consumers from more stringent standards.  That is, that there is a perceived tradeoff in 
more stringent standards that will cause vehicles to have fewer improvements in 
attributes that consumers would value more highly (like performance improvements) 
than the improved fuel economy.  Notably, it talks about a higher valuation of attributes 
like higher horsepower and faster acceleration and poses a theory that there should be 
an economic or consumer benefit modeled that represents a monetary value for some 
presumed amount of performance improvement that would happen in the absence of 
standards that require improved fuel economy.  However, the NPRM analysis for the 
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existing standards actually includes performance improvements for the vast majority, if 
not all, of the vehicles.  Accordingly, the Agencies should be discussing the added 
valuation to consumers of this improved performance to offset a portion of the 
technology costs.  Yet the Agencies fail to acknowledge any of this in its analysis and 
prefer to cherry pick by looking only at the possibility of valuation of a welfare loss to 
consumers as a result of theoretical foregone performance improvements.  Given the 
amount of mild and strong hybrid electrification the Agencies have modeled as 
necessary to meet the existing standards, and as discussed further below, significant 
gains in the noted performance metrics for those powertrains would also need to include 
a substantial additional valuation to consumers for improved performance.  And this 
would be even without any valuation of improved attributes such as more low end 
torque or reduced noise, vibration, and harshness that electrification brings—attributes 
that automotive media, reviewers, and consumer satisfaction surveys often highlight.  
The failure to appropriately model performance neutrality and falsely attempt to attribute 
a loss of performance improvements to the current standards indicates the analysis was 
purposely slanted to justify a pre-determined outcome to weaken the standards.  

e. The Agencies overly constrain engine optimization for 
manufacturers with shared engines across multiple vehicles. 

Another contributing factor to NPRM’s analysis not being performance neutral is the 

engine sharing constraints imposed by the model.  The NPRM notes: 

In the current version of the CAFE model, engines and transmissions that 
are shared between vehicles must apply the same levels of technology, in 
all technologies, dictated by engine or transmission inheritance.337 

The Agencies have stated the intent of these constraints is to better represent industry 

practices and avoid modeled solutions that represent increased levels of complexity in a 

manufacturer’s product portfolio.  However, the CAFE Model solution requires shared 

engines to be identical in all aspects which is a much more restrictive requirement than 

current standard industry practice, and leads to less optimization in the powertrain.  For 

example, Honda has often shared an engine across its Acura MDX, Honda Pilot, and 

Honda Odyssey models.  However, it has still made model specific changes to the 

engine to meet the individual vehicle needs such as a different intake, calibration, and 

fuel octane specification for the MDX version.  Toyota recently indicated its intent to 

deploy new engines across the vast majority of its global models using technology 

similar to the new Camry engine.  Yet Toyota acknowledges its intent is to “introduce 17 

versions of nine new engines by 2021”338 confirming that the industry practice of sharing 

engines is not reflected by the CAFE Model constraint requiring shared engines to be 

identical in all aspects.  GM currently utilizes an EcoTec single engine ‘family’ to create 

11 variants of 3 and 4 cylinder engines ranging in displacement from 1.0L to 1.5L, 

including turbocharged and naturally aspirated variants all built from just two blocks 

                                            

337 83 Fed.Reg. at 43,136. 
338 “Toyota revs engine development”, Automotive News. Accessed on October 24, 2018.  
http://www.autonews.com/article/20180305/OEM03/180309685/. 

http://www.autonews.com/article/20180305/OEM03/180309685/
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using common bore and bore spacing.  GM indicates these engines are “engineered 

and manufactured in multiple regions for global use” and that: 

The global engine family consolidation is part of GM’s larger product 
development strategy to reduce engineering and manufacturing complexity 
and cost while improving competitiveness, efficiency and quality.339340 

This overly restrictive sharing of identical engines newly imposed in the CAFE Model is 

not consistent with today’s industry practices and results in less optimal engine sizing 

and causes a systematic overestimation of technology costs to meet the existing 

standards.  

7. Modeling errors were exaggerated for electrified technology 
packages. 

In modeling of the electrified powertrains, the modeling methodology errors have an 

even larger impact on an underestimation of the efficiency gains from various 

electrification pathways.  These include failure to pair appropriate engines with various 

electrification levels, use of a fixed final drive ratio and transmission shift pattern, and 

failure to maintain performance neutral technology packages. 

For the Autonomie modeling, a fixed final drive ratio was utilized and, presumably, a 

fixed shift logic based on the selected transmission.  However as noted earlier, mild 

hybrids such as belt integrated starter generator (BISG) or crank integrated starter 

generator (CISG) systems can provide low end torque that, when optimized, allows a 

vehicle manufacturer to operate the engine more frequently in the higher efficiency 

regions (or, operate less frequently in poor efficiency regions such as near idle).  

Vehicle manufacturers are now also using such systems to boost engine torque at 

higher operating speeds such as Daimler’s “EQ boost” system so they can keep the 

engine operating in a more efficient operating region.  Manufacturers have also been 

utilizing such systems to allow a ‘sailing’ feature whereby the engine can be decoupled 

and turned off during coasting events, further expanding the effective benefits that 

deceleration fuel cut-off strategies and idle stop-start systems can obtain.  From the 

information disclosed in the NPRM, it appears that ANL did not utilize the system in 

these manners nor did they allow for changes in gear ratios, final drive ratio, or 

transmission shift logic to optimize for efficiency improvements when mated with 

different electrified powertrains.  As noted in the excel files in the docket indicating the 

technology packages modeled by ANL for the various vehicle classes, the modeling 

also chose to not resize the engine when coupled with a BISG or CISG system.  This 

omission results in a less than optimized system that does not take full advantage of the 

mild hybrid system.  As describe above, when optimized, vehicle manufacturers can 

                                            

339 Future Chevrolets to Benefit from Small Gas Engine Family. Chevrolet. Accessed on October 24, 2018.  
https://media.gm.com/media/us/en/chevrolet/news.detail.html/content/Pages/news/us/en/2011/Oct/1012_gas_eng. 
340 GM Introduces Extra-Small Block EcoTec Engine Family. Motor Trend. Accessed on October 24, 2018. 
https://www.motortrend.com/news/gm-introduces-extra-small-block-ecotec-engine-family/. 

https://media.gm.com/media/us/en/chevrolet/news.detail.html/content/Pages/news/us/en/2011/Oct/1012_gas_eng.html
https://www.motortrend.com/news/gm-introduces-extra-small-block-ecotec-engine-family/
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pair the system with an engine that has been sized and calibrated to achieve improved 

efficiency at higher torque points but would otherwise not be feasible given its stand 

alone performance at low torque points or during transient maneuvers (such as a 

smaller HCR engine or a turbocharged engine with a larger, lower backpressure 

turbine).  Manufacturers incorporating a CISG system often are required to make a 

engine casting change to accommodate the system which means that planning for the 

system is done at a very early stage and no manufacturer would fail to pair the system 

with an optimally sized engine and configured transmission to take full advantage of the 

system’s capabilities. 

For strong parallel hybrids (P2HEV or SHEVP2), the modeled technology packages 

also have errors.  While the NPRM notes that all power split HEVs (SHEVPS) are 

mated with HCR engines, the P2HEV has no such restrictions and is often paired with 

advanced engine technologies (TURBO1, TURBO2, CEGR).  These are not likely 

combinations utilized by manufacturers as they unnecessarily add both gasoline 

technology and hybrid technology that negates many of the benefits of the advanced 

gasoline technology.  This error in the Agencies’ modeling leads to inflated technology 

costs on vehicles that are converted into P2HEVs.  For reference, approximately 35 

percent of the final vehicle model configurations in the modeling simulations to meet the 

existing standards are P2HEVs so this overestimation on costs has a significant impact 

on fleet average costs. 

Lastly, while the Agencies state the intent of the simulations were to define packages 

that would maintain the baseline vehicle’s performance341 (i.e., performance-neutral); 

the reality is that the vast majority of electrified packages were sized such that 

performance was significantly improved.  Such improvements sacrifice efficiency 

improvements that the technology would have otherwise provided.  For example, in the 

medium car vehicle class, the data from the ANL simulations342 shows that 76 of the 88 

strong electrified packages (including P2HPV, SHEVPS, BEV, FCEV, PHEV), where 
ANL purposely resized the system to maintain performance neutrality, resulted in 

notably faster 0 to 60 mph acceleration times and passing times.  Designing packages 

such that 86 percent of them are improved performance is not a credible attempt at 

performance neutrality.  And in some cases such as the P2HEV as shown in the 

histograms in Figure V-27 below for the medium car performance vehicle class, the data 

shows that every single modeled package resulted in improved performance relative to 

the original vehicle performance.  The histogram on the left shows the distribution of the 

passing time for all of the modeled P2HEV technology combinations where the original 

vehicle is presumed to have a target time of 4.6 seconds. As the figure shows, virtually 

all of the modeled packages end up with passing times faster than 4.6 seconds.  On the 

                                            

341 83 Fed.Reg. at 43,026. “In addition, simulation modeling was conducted to determine the appropriate amount of 
engine downsizing needed to maintain baseline performance across all modeled vehicle performance metrics when 
advanced mass reduction technology or advanced engine technology was applied, so these simulations take into 
account performance neutrality, given logical engine down-sizing opportunities associated with specific technologies. 
342 Example of ANL file for midsize non-performance cars is “ANL_MidsizePerfo_07202017” file in the docket.  
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right hand side, the figure shows the distribution of 0 to 60 mph acceleration times for 

the modeled packages.  The NPRM indicates a 6.0 sec target for this vehicle class yet 

all of the modeled packages end up faster than the target.   

Figure V-27 Distribution of Performance Specifications for P2HEV Systems 

 

For mild hybrids (BISG and CISG), over 82 percent of the 48,600 modeled 

combinations result in improved acceleration and passing performance.  When looking 

at the data for all of the electrified packages (from mild hybrids through full BEVs) that 

were not purposely resized yet still intended to represent performance neutrality, 44,878 

of the 53,818 packages, or greater than 83 percent, result in improved performance.  

This failure to maintain performance neutrality with the modeling is a fundamental flaw 

that makes it impossible to accurately isolate and quantify the impacts of the current 

standards.  Instead, the analysis intermingles performance and efficiency improvements 

with the added technology but ascribes all of the cost solely to the standards.  Given the 

Agencies spend considerable time in Chapter 8 of the PRIA trying to substantiate how 

much consumers value added performance, it appears inconsistent that they fail to 

maintain performance neutrality for the analysis.  Such an approach is necessary to 

ensure the effect of the standards alone are being evaluated.  Otherwise, the analysis 

would need to recognize and quantify added value to the consumer in packages 

modeled with performance gains or reallocate costs of the technologies applied to 

apportion a share to enhanced performance rather than the standards.  A true 

performance neutral analysis would have resulted in the technology being applied in its 

full capacity to improve efficiency while neither reducing nor improving baseline 

performance.  As can easily be predicted, this would have resulted in less technology 

(and its corresponding costs) to meet the existing standards. 

D. The Agencies’ vehicle analysis is counter to the state of the art. 

An objective review of the rollback proposal in the limited time provided for comment, 

without all the information used by the federal Agencies, reveals significant 

shortcomings, omissions, and unsupported assertions. NHTSA and EPA have not 

considered important aspects of the state of the art for controlling emissions from and 

efficiently using fuel in motor vehicles. The Agencies have presented an analysis that is 

counter to the evidence before it, leading to unreasonable increases in the estimated 
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costs to meet the existing standards. The conclusions about the available technology, 

and capacity to develop technology, are not based on reasonable inferences or 

technical expertise. The facts have not significantly changed, just the view of the federal 

administration.  

The failure of the agencies to fairly consider the progress by the industry is shown by 

their comments on the proposal. At the public hearings on this proposal in Fresno, 

California, on September 24, and Dearborn, Michigan, on September 25, manufacturers 

and their trade associations testified they support increasing standards. While they have 

asked for flexibilities to accommodate a changing market, and CARB remains willing to 

discuss sensible, supported flexibilities, their conclusions and CARB’s are that the 

standards should steadily improve.  

If any changes are warranted, they must be based on sound data and analysis. To that 

end, CARB has requested information from the manufacturers and the agencies to 

support their positions. To date, the information provided has not demonstrated the 

technology has fallen short of its previous assessment.   

VI. The Fleet Impact Assessment is nonsensical, 
disconnected from empirical data and established theory.  

Having dramatically and erroneously inflated the costs of compliance, the Agencies next 

turn to overstating the impacts of these inflated costs. These efforts turn largely on a 

series of bootstrapped predictions, under which the Agencies purport to forecast 

consumer behavior as cars become less polluting or more fuel efficient. The models 

used to make these predictions have not been thoroughly reviewed, and turn out to 

make predictions that sharply diverge from reality. They are not a proper basis for 

abandoning the successful national program, much less for ignoring clear statutory 

directives or attacking California’s authority. 

As a threshold matter, relying on consumer preferences to generate asserted (and 

false) benefits of the rollback is improper to consider under Section 202 of the Clean Air 

Act and Section 43092 of EPCA. “Consumer preference” is not a factor in either statute 

and so must take a back seat to explicit direction to protect public health and conserve 

resources. The EPA Administrator is to set emissions standards for pollutants that 

endanger public health and welfare. When setting these standards, “[t]he driving 

preferences of hot rodders are not to outweigh the goal of a clean environment.”343  The 

Secretary of Transportation must set the “maximum feasible” fuel economy standards. 

While the Secretary may consider “economic practicability,” it would violate the statute 

to treat “consumer preference” as a limiting factor.  

Even if it were appropriate to base technical standards on consumer preference, the 

weight of the evidence shows that while consumers greatly value fuel efficiency, market 

                                            

343 International Harvester Co. v. Ruckelshaus (D.C. Cir. 1973) 478 F.2d 615, 640. 
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inefficiencies mask the full extent of their preferences. As Dr. David Greene explains in 

his attached report, Consumers’ Willingness to Pay for Fuel Economy and Implications 
for Sales of New Vehicles and Scrappage of Used Vehicles, discussed in detail below, 

the “energy efficiency paradox” is a well-established barrier to meeting consumers’ 

demand for efficient products.  

The Agencies fail to account for other market behaviors. The analyses do not 

adequately model how vehicle values will change in response to improving fuel 

economy, or the competing effects of other attributes.  

Besides inappropriately elevating consumer preferences as a decisional factor and 

failing to recognize the energy efficiency paradox, the federal Agencies rely on an 

inherently unsound model of how consumers make choices in the vehicle market. The 

modeling of new vehicle sales, vehicle replacement (scrappage), changes in vehicle 

miles traveled in response to changing fuel economy (rebound), and changes in 

expected fatalities due to lightweighting or changes in travel (safety effects) is 

fundamentally flawed in multiple respects.  

The models are reliant upon unfounded assumptions, and the conclusions the Agencies 

draw from the outputs of these models ignore principles of economics and rules of 

reliable statistical analysis. The Agencies use improper methods to model new sales, 

scrappage, and safety effects, which in turn produce incorrect and illogical results. In 

the case of rebound, the Agencies use an inflated assumption and model the effect 

incorrectly such that the resultant VMT is overestimated. 

These flaws are pervasive and bias the results. Indeed, EPA warned in interagency 

review comments that the models should be “tested for [their] validity,” remarking that 

“[r]easonable models can predict badly,” that stakeholders were concerned, and, in 

particular, that “[m]any of the policy conclusions of this proposal, especially regarding 

safety, rely on the new scrappage model’s findings. How has the model been reviewed 

and validated?”  It had not.   

These failures led NHTSA to flatly wrong conclusions. A closer look at the data by EPA 

appeared to show that the SAFE proposal was very much unsafe overall, including 

causing more fatalities even using some of the Agencies’ underlying (wrong) 

conclusions and assumptions: 

When EPA studied the CAFE model results (in CO-2 Mode) and broke 
them into 3 cohorts of vehicles: 1) MY1975-2016; 2) MY2017-2020; and, 
3) MY2021-2029, we found that roughly 7 percent of the proposal’s net 
benefits are attributable to the MY2021-2029 cohort. In other words, over 
90 percent of the net benefits are attributable to the MY1975-2016 and 
MY2017-2020 cohorts. This suggests that over 90 percent of the net 
benefits are being driven by the scrappage model and highlights 
concerns that have already been raised. This would also seem to make 
clear that over 90 percent of the net benefits are actually co-benefits of 



 

190 
 

the proposal. While co-benefits are still benefits, this break out of where 
the net benefits are being generated should be made clear and 
transparent in this preamble. Further, if the “Welfare Loss” associated 
with electrified vehicles is removed, as EPA believes it should be, then 
the net benefits of the proposal in the MY2021-2029 cohort moves into 
the negative (i.e., a net cost rather than a net benefit). In other the net 
benefits of the MY2021 and later standards is, in fact, positive which is 
inconsistent with claims made in this paragraph of “updated information 
on the costs and effectiveness of technologies.” Also, the foregone fuel 
savings in the MY2021-2029 cohort are made clearer and are on the 
order of $200-201 billion of foregone fuel savings as contrasted to the 
proposal’s foregone fuel savings on the order of $150-160 billion. 
Regarding VMT and fatalities, a breakout of cohorts as described here 
would also make clear the confusing VMT estimates generated by the 
CAFE model where the inclusion of a rebound effect results in 
considerably lower VMT for the MY1975-2016 cohort whether 
considering the Augural or proposed standards. It is not clear why 
rebound have any impact on those vehicles and why would rebound 
decrease their VMT? It could (if presented) also make clear that, while 
fatalities are projected to increase under the Augural standards relative 
to the proposed standards, it appears the fatality rate (fatalities per VMT) 
is actually higher under the proposed standards or, in other words, the 
risk of fatality is actually higher under the proposed standards. Further 
explanation of this issue is necessary.344 

It is remarkable that the Agencies ignored EPA’s advice. Doing so is the height of 

arbitrariness, and warrants judicial correction if the proposal is not withdrawn. 

These four fundamental errors permeate through the rest of the savings and benefit 

calculations, which falsely lead to a net benefit of the Agencies’ rollback. The analysis 

supporting the rollback does not and cannot reliably predict the impacts of the existing 

and proposed standards, given the flaws described below.  

 The New Vehicle Sales Model is flawed. 

The first of the Agencies’ errors is an assertion that consumers will not buy new vehicles 

at an appropriate rate because emissions reduction technologies will increase vehicle 

prices. In addition to the price effects being inflated, as we have discussed above, the 

consumer behavior projections are also wrong. Future overall new vehicle sales impacts 

are estimated using inappropriate statistical analysis and falsely premised on the fact 

that any vehicle price increase will have a negative impact on sales. However, research 

that the Agencies themselves cite demonstrates that consumers do value some, if not 

                                            

344 EPA Comments on the NPRM Sent to OMB (June 29, 2018). U.S. EPA. Accessed on October 24, 2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. p. 119. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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all, of the future fuel savings that result from improvements in fuel economy and GHG 

emissions. Furthermore, the Agencies used inappropriate methods to estimate these 

impacts. This means that one of the Agencies’ core premises – that consumers will not 

buy as many new cars under the existing standards – is unsupported. Indeed, reality 

confirms: new vehicle sales, and prices, have continued to increase over the last 

decade, even as the program has been successfully operating.345 

 The modeling logic is flawed. 
There is no basis to project that vehicle price increases associated with the existing 

standards will reduce new vehicle sales. The process of new vehicle purchasing is 

highly complex in a market of over one thousand configurations in any given model 

year, and consumers consider a wide variety of factors, including fuel economy, when 

deciding whether to purchase a new vehicle.  Certainly if vehicle prices increased as a 

result of a tariff or tax policy that did not affect any of the vehicles’ actual attributes (i.e. 

paying more for the same good), demand for vehicles would be depressed. However, 

according to the Agencies’ model, vehicle price is the only attribute that matters, and all 

remaining fluctuations in future annual sales levels are attributed to past sales and 

macroeconomic factors. 

a. Overreliance on average vehicle prices obscures and 
oversimplifies complex market dynamics. 

One issue with relying solely on vehicle price as the only attribute in the sales model is 

that the Agencies are seemingly346 using just the average price of a new vehicle sold in 

each quarter. Thus, when comparing the difference between policy scenarios, the 

Agencies are effectively treating new vehicles as a homogenous group and ignoring the 

significant variation in vehicle prices. There are thousands of models and configurations 

of additional options available for vehicles in every model year as a result of each 

automaker trying to differentiate itself from their competitors and meet the varied needs 

of vehicle buyers. Price increases associated with regulatory compliance does not 

necessarily imply that the average price of all vehicles will rise if consumers shift their 

purchasing patterns. The regulation does not result in consumers choosing to buy or not 

buy a car, but may rather just change which car they ultimately purchase -- which may 

or may not have a higher price. When the CAFE Model simulates manufacturer 

decisions for achieving compliance, the only type of decision they can make is whether 

to add fuel saving technology to a specific vehicle, and if so, how much. (The model 

does not allow for strategic pricing and cross-subsidization.) To the extent that 

additional technology translates to an increase in vehicle price, in the real world, 

consumers can choose to: 1)  buy the vehicle anyway, 2) shift to a different vehicle, or 

3) decide not to buy any vehicle.  Only the third choice lowers new vehicle sales. The 

                                            

345 See Figure VI-3 Annual U.S. Light Duty Sales, Average New Vehicle Transaction Price, Annual Median 
Household Income, and Average New Vehicle Fuel Economy      (Indexed, 1985 Levels =100, Current Dollars). 
346 The price data were not disclosed, and the data source is unable to supply the data to us, so it is not possible to 
verify if this is true. 
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total effect on the new vehicle market is the net effect of these individual vehicle 

decisions across consumers. Accurately capturing the relative impact of sales shifts 

versus no-buy decisions would require a more detailed consumer choice model, as 

recommended by the CAFE Model peer reviewers. The current new vehicle sales model 

has no way of capturing these types of effects. 

By using only a single average price in the model, the Agencies obscure all of the 

detailed dynamics in the highly competitive vehicle market that influence vehicle pricing 

and simply assume any price increase will decrease sales. However, vehicle purchasing 

is determined by many other factors, and consumers do not base their decision solely 

on trying to minimize costs. To illustrate the wide array of vehicle prices and the effect 

this could have on the average price of all vehicles, Figure VI-1 shows the range in 

average new vehicle prices for different segments. The average of all vehicles during 

this time period was $34,557, which is a function of all the various vehicle types sold. 

Some vehicle segments are less than the average and some are more. For example, 

Kelley Blue Book (KBB) shows that the overall average vehicle transaction prices 

between 4/2015 and 7/2018 was $34,557, which ranged from a low of $32,414 on 

5/2016 to a high of $36,756 on 12/2017. As shown in Figure VI-1, though, the range 

between the most and least expensive vehicles are more than double the average price. 

The average transaction prices for eleven vehicle segments (those in green) are below 

the overall average, and start at $15,999. These tend to be smaller vehicle bodies but of 

all styles: subcompact car, compact car, subcompact SUV/crossover, mid-size car, 

compact SUV/crossover, sports car, mid-size pickup truck, minivan, full-size car, and 

van. Notably, the hybrid/alternative energy cars are on average over $8,700 cheaper 

than the overall average transaction price while the transaction prices for electric 

vehicles are only $4,460 more expensive than the overall average transaction price. 

The vehicle segments with higher average transaction prices (those in blue) are those 

with large body styles as well as those vehicles in the luxury categories: mid-size 

SUV/crossover, entry-level luxury car, luxury compact SUV/crossover, full-size pickup 

truck, luxury mid-size SUV/crossover, luxury car, full-size SUV/crossover, luxury full-

size SUV/crossover, high performance car, and high-end luxury car.  
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Figure VI-1 Average Transaction Price of New Vehicles by Vehicle Segment (data 
compiled from Kelley Blue Book, 4/2015-7/2018, not including applied consumer 

incentives)  

 
 
The use of a single average for vehicle price in the model suggests that the prices of all 

vehicles are increasing uniformly, even though price data also show changes in the mix 

of vehicles being purchased, varying price changes up and down in different segments, 

and changes in the extent of luxury options consumers are choosing. As Kelly Blue 

Book (KBB) reported, the U.S. average transaction price for a compact car decreased 

by 0.5 percent from December 2016 to December 2017 while that of compact SUVs 

increased by 2.5 percent over the same time period.347 KBB explains on multiple 

occasions:  

                                            

347 “Average New Car Prices Set Record High up Nearly 2 percent in December 2017, According to Kelley Blue 
Book” Kelley Blue Book. Accessed on October 24, 2018. https://mediaroom.kbb.com/2018-01-03-Average-New-Car-
Prices-Set-Record-High-Up-Nearly-2- percent-In-December-2017-According-To-Kelley-Blue-Book. 
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In early 2018, the shifting sales mix to trucks and SUVs has been particularly 
extreme lately, and as volume shifts away from cars, the average vehicle price 
ticks up…348 

Then, average transaction price growth was headlined by SUVs, particularly in 
the mid-size and full-size segments349 

And once again, prices are up due to the mix of sales skewing more toward SUVs 
and away from cars.350  

This difference in trends is further supported by California DMV transaction price data 

for body style: 

Figure VI-2 Transaction Price by Vehicle Body Style (CA Only) 

 

 

                                            

348 “Average New Car Prices Rise Nearly 4 percent for January 2018 on Shifting Sales Mix, According to Kelley Blue 
Book” Kelley Blue Book. Accessed on October 24, 2018. https://mediaroom.kbb.com/2018-02-01-Average-New-Car-
Prices-Rise-Nearly-4- percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book. 
349 “Average New Car Prices Jump 2 percent for March 2018 on SUV Sales Strength, According to Kelley Blue Book” 
Kelley Blue Book. Accessed on October 24, 2018. https://mediaroom.kbb.com/average-new-car-prices-jump-2- 
percent-march-2018-suv-sales-strength-according-to-kelley-blue-book. 
350 “New Car Transaction Prices Increase more than 2 percent on Sales Mix Skewed Toward Utility Vehicles, Away 
from Cars, According to Kelley Blue Book” Kelley Blue Book. Accessed on October 24, 2018. 
https://mediaroom.kbb.com/new-car-transaction-prices-increase-more-than-2- percent-sales-mix-skewed-toward-
utility-vehicles-away-from-cars. 
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There are also other factors at play, such as dealer inventories: “Prices also are likely to 

strengthen as the average days in inventory has begun to recede for the first time this 

decade, which is a sign automakers are managing production well in the post-peak 

demand era.”351  

b. The new sales model omits consideration of other vehicle 
attributes, in contradiction to the Agencies’ own assessment in 
other parts of the CAFE Model. 

The omission of fuel economy/or vehicle operating costs (or any other vehicle attributes 

besides price) in the new vehicle sales model is inconsistent with the Agencies’ own 

discussion and treatment of consumers’ valuation of future fuel savings. Within the 

CAFE Model, the manufacturers are assumed to select technologies that can payback 

within 30 months, while the scrappage module includes multiple cost-per-mile variables 

and the dynamic fleet share model includes a miles per gallon parameter. So in multiple 

parts of the model, producers acknowledge that consumers are willing to pay for vehicle 

improvements that yield fuel savings and used vehicle buyers consider fuel costs per 

mile (which is comprised of both a vehicle’s fuel economy and current fuel prices); when 

it comes to whether new vehicle buyers make a purchase, though, these factors have 

been completely ignored. The Agencies even acknowledge:  

Estimating the sales response to changes in average prices at the level of total 
new vehicle sales likely fails to address valid concerns about changes to the 
quality or attributes of new vehicles sold – both over time and in response to 
price increases resulting from CAFE standards.352  

The Agencies defend their omission by citing the difficulties in data, analysis, and 

programming that would be required to address this and yet ultimately conclude:  

Because the values of changes in fuel economy and other features to 
potential buyers are not completely understood, the magnitude - and 
possibly even the direction - of their effect on sales of new vehicles is difficult 
to anticipate. On balance, the changes in prices, fuel economy, and other 
attributes expected to result from this proposed action to amend and 
establish fuel economy and CO2 emission standards are likely to increase 
total sales of new cars and light trucks during future model years.353  

How the Agencies arrive at this conclusion is unclear for multiple reasons. First, the 

Agencies claim that consumers could in fact negatively view fuel economy 

                                            

351 “Demand Quickly Backing Away from Cars, Pushing Average New-Car Transaction Prices Up for July 2018, 
According to Kelley Blue Book” Kelley Blue Book. Accessed on October 24, 2018. https://mediaroom.kbb.com/2018-
08-01-Demand-Quickly-Backing-Away-from-Cars-Pushing-Average-New-Car-Transaction-Prices-Up-for-July-2018-
According-to-Kelley-Blue-Book. 
352 PRIA, p. 958. 
353 PRIA, p. 959. 

https://mediaroom.kbb.com/2018-08-01-Demand-Quickly-Backing-Away-from-Cars-Pushing-Average-New-Car-Transaction-Prices-Up-for-July-2018-According-to-Kelley-Blue-Book
https://mediaroom.kbb.com/2018-08-01-Demand-Quickly-Backing-Away-from-Cars-Pushing-Average-New-Car-Transaction-Prices-Up-for-July-2018-According-to-Kelley-Blue-Book
https://mediaroom.kbb.com/2018-08-01-Demand-Quickly-Backing-Away-from-Cars-Pushing-Average-New-Car-Transaction-Prices-Up-for-July-2018-According-to-Kelley-Blue-Book
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improvements but do not support this claim with any research. While it might be true 

that some consumers value other vehicle attributes like vehicle size, comfort, or 

performance at the expense of fuel economy improvements, this is not the same as 

saying consumers would find vehicles with improved fuel economy as less appealing 

solely from this attribute per se. However, the Agencies are contending that some 

potential buyers may actually prefer to spend their money on gasoline rather than other 

goods. This is absurd, and many academic studies confirm that when the price of 

gasoline increases, demand for gasoline falls.354  In fact, even the empirical studies 

cited by the Agencies to support the rebound effect are based on the economic theory 

that consumers decrease their demand for fuel when its cost increases. 

The Agencies also contradict themselves. On the one hand, they conclude that fuel 

economy and other attributes do play a role in total vehicle sales.355 On the other, their 

new sales model completely omits both fuel economy and other vehicle attributes. To 

simply exclude a variable in a model because it is too onerous to include under the 

guise of lacking statistical significance is not sufficient justification to negate real-world 

effects that the Agencies acknowledge exist. In fact, elsewhere in the CAFE Model, 

manufacturers incorporate consumers’ willingness to pay for fuel economy 

improvements, while the scrappage model considers the cost per mile of both existing 

and future vehicles when estimating the probability of scrapping a vehicle. To include 

these other aspects elsewhere while ignoring them within the new vehicle market, 

whose consumers typically drive the most miles and stand to gain the most from fuel 

economy improvements, is inconsistent and invalidates the results of this model.  

This omission of the fuel savings that would result from the existing standards is also a 

misapplication of the Gruenspecht effect that the Agencies are trying to include in their 

model. As noted by Dr. Bunch, the Gruenspecht effect was initially posited for the effect 

of criteria pollutant emission standards, where the additional costs of compliance were 

not accompanied by any benefit to the purchaser. In the case of the CAFE and GHG 

standards, the costs associated with the standards should be net of any fuel savings 

that may result. So in the absence of including fuel economy or operating costs in the 

model, the additional vehicle price should be offset by the expected fuel savings for a 

proper accounting of the Gruenspecht effect. 

As shown by historical data, new vehicle sales can increase at the same time as new 

vehicle prices and fuel economy rise. Given that the documentation is ambiguous as to 

whether the model uses future price projections in constant or nominal dollars, both are 

presented here in Figure VI-3 and Figure VI-4. Comparing these trends illustrates the 

complexity in forecasting new vehicle sales, and minimally that even if fuel economy 

                                            

354 For example: Dahl, Carol, and Thomas Sterner. "Analysing gasoline demand elasticities: a survey." Energy 
economics 13.3 (1991): 203-210. 
355 83 Fed.Reg. at p. 43075 (“The purpose of the sales response model is to allow the CAFE Model to simulate new 
vehicle sales in a given future model year, accounting for the impact of a regulatory alternative’s stringency on new 
vehicle prices...”). 
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standards were depressing sales, other factors have overridden these price effects such 

that sales have recently reached record levels despite record prices. Importantly, during 

1986-1989 when CAFE standards were relaxed from 27.5 miles per gallon to as low as 

26 miles per gallon, there is no perceptible change in the rate of increase in new vehicle 

prices and yet sales declined regardless. Notably, the inflation-adjusted average price of 

new vehicles has actually been declining most recently, despite steady increases in fuel 

economy. 

Figure VI-3 Annual U.S. Light Duty Sales, Average New Vehicle Transaction Price, 
Annual Median Household Income, and Average New Vehicle Fuel Economy      

(Indexed, 1985 Levels =100, Current Dollars) 

 

*U.S. BEA, https://www.bea.gov/national/xls/gap_hist.xlsx “Motor Vehicles, Table 10” Accessed October 2, 2018 

**U.S. BEA, https://apps.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=underlying&1903=2055 

“Average consumer expenditure per car, Overall” Accessed October 2, 2018 

***U.S. Census Bureau, https://www.census.gov/data/tables/time-series/demo/income-poverty/historical-income-households.html  

“Table H-6 Median Household Income U.S. 1975-2017” Accessed October 2, 2018 

****U.S. EPA, https://www.epa.gov/fuel-economy-trends/report-tables-and-appendices-co2-and-fuel-economy-trends “Table 9.1 

EPA Adjusted, EPA Unadjusted Laboratory, and CAFE Values by Model Year” Accessed October 2, 2018 
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Figure VI-4 Annual U.S. Light Duty Sales, Average New Vehicle Transaction Price, 
Annual Median Household Income, and Average New Vehicle Fuel Economy (Indexed, 

1985 Levels =100, 2017 Dollars) 

 

*U.S. BEA, https://www.bea.gov/national/xls/gap_hist.xlsx “Motor Vehicles, Table 10” Accessed October 2, 2018 

**U.S. BEA, https://apps.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=underlying&1903=2055 

“Average consumer expenditure per car, Overall” Accessed October 2, 2018 

***U.S. Census Bureau, https://www.census.gov/data/tables/time-series/demo/income-poverty/historical-income-households.html  

“Table H-6 Median Household Income U.S. 1975-2017” Accessed October 2, 2018 

****U.S. EPA, https://www.epa.gov/fuel-economy-trends/report-tables-and-appendices-co2-and-fuel-economy-trends “Table 9.1 

EPA Adjusted, EPA Unadjusted Laboratory, and CAFE Values by Model Year” Accessed October 2, 2018 

 

The counterfactual – what would have happened to new vehicle sales had prices and all 

other market conditions remained unchanged– is difficult to estimate, and future sales 

impacts are even more difficult to predict. However, there is evidence that shows that 

consumers will continue to purchase vehicles with reduced operating costs, and even 

the NPRM acknowledges that “[a] number of recent studies have indeed shown that 

consumers value fuel savings (almost) fully.”356 At the very least, the NPRM does not 

prove, and the Agencies provide no supporting evidence for, the connections the 

Agencies posit between improvements in emission controls and fuel economy, vehicle 

price, and consumer preference.  

                                            

356 83 Fed.Reg. at p. 43075.  

0

20

40

60

80

100

120

140

19
85

19
86

19
87

19
88

19
89

19
90

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

Annual Light Duty Sales* Annual Median Household Income (2017$)***

Average New Vehicle Price (2017$)** Average New Vehicle Fuel Economy (Adj)****

https://www.bea.gov/national/xls/gap_hist.xlsx
https://apps.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=underlying&1903=2055
https://www.census.gov/data/tables/time-series/demo/income-poverty/historical-income-households.html
https://www.epa.gov/fuel-economy-trends/report-tables-and-appendices-co2-and-fuel-economy-trends


 

199 
 

c. The Agencies’ assumption that consumers are not willing to pay 
for vehicle improvements is contradicted by historical trends and 
market research.  

On the contrary, there is evidence that consumers in fact value fuel-efficient vehicles 

and seek to purchase them. As elaborated below, several analyses of vehicle sales and 

survey data show that consumers do want fuel-efficient large vehicles (which the 

footprint-based standards accommodate), are willing to pay for the increased fuel-

efficiency, and that SUVs and pickup trucks have seen their sales increase as they have 

become more fuel-efficient. An analysis by the Consumer Federation of America (CFA) 

shows that the percent of SUVs and light-duty trucks sales with a fuel economy of 16 

mpg or less decreased from 23.5 percent in 2012 to 6.3 percent in 2018, while the 

percent of these vehicles with a fuel economy greater than 23 mpg increased from 16.1 

percent in 2012 to 36.6 percent in 2018357. A different analysis by the CFA358 compared 

the sales of SUVs, CUVs, and light-duty trucks between 2011, the year prior to when 

the most recent current CAFE requirements went into effect, with those of 2017 (the 

sixth year of CAFE increases). This analysis shows that those vehicles with an increase 

of 15 percent or more in their fuel economy also experienced 20 percent more sales on 

average than similar vehicles that experienced less than a 15 percent increase in their 

fuel economy. For example, the Nissan Pathfinder SUV, which experienced an increase 

of more than 15 percent in its fuel economy between 2011 and 2017, had an increase of 

224 percent in annual sales within that time period. In contrast, the Kia Sorento SUV, 

which did not experience a 15 percent improvement in fuel economy between 2011 and 

2017, saw a decrease of 23 percent in sales between the same time period. 

Surveys also show that consumers value fuel economy. Annual surveys commissioned 

by the CFA from ORC International between 2013 and 2017 show that an overwhelming 

majority of American consumers support fuel economy standards (76-85 percent) and 

want their next vehicle to have better fuel economy (84-89 percent).359 The results hold 

true despite fluctuating gasoline prices during the survey years. Surveys funded by 

Consumers Union (CU) and administered by GfK in 2017360 and 2018361 targeting 

vehicle owners similarly show that 85-87 percent of respondents agree that automakers 

should continue to improve fuel economy and 73 percent agree that the U.S. 

government should continue to increase fuel efficiency standards. Another 78-79 

                                            

357 “Despite Low Gas Prices, Consumers Support MPG Standards“ Consumer Federation of America. Accessed on 
October 24, 2018. https://consumerfed.org/press_release/despite-low-gas-prices-consumers-support-mpg-
standards/. 
358 “SUVs, Crossovers and Pickups with High MPG percent Increases Sell Better“ Consumer Federation of America. 
Accessed on October 24, 2018. https://consumerfed.org/press_release/suvs-crossovers-and-pickups-with-high-mpg- 
percent-increases-sell-better/. 
359 “Despite Low Gas Prices, Consumers Support MPG Standards“ Consumer Federation of America. Accessed on 
October 24, 2018. https://consumerfed.org/press_release/despite-low-gas-prices-consumers-support-mpg-
standards/. 
360 “Nearly 9 in 10 Americans want automakers to raise fuel efficiency, according to latest Consumers Union survey” 
Consumers Union. Accessed on October 24, 2018.  https://consumersunion.org/news/2017-fuel-economy-survey/. 
361 Automotive Fuel Economy Survey Report. Consumers Union. Accessed on October 24, 2018.   
https://consumersunion.org/wp-content/uploads/2018/07/2018-Fuel-Economy-Survey-Fact-Sheet-3.pdf. 

https://consumerfed.org/press_release/despite-low-gas-prices-consumers-support-mpg-standards/
https://consumerfed.org/press_release/despite-low-gas-prices-consumers-support-mpg-standards/
https://consumerfed.org/press_release/suvs-crossovers-and-pickups-with-high-mpg-percent-increases-sell-better/
https://consumerfed.org/press_release/suvs-crossovers-and-pickups-with-high-mpg-percent-increases-sell-better/
https://consumerfed.org/press_release/despite-low-gas-prices-consumers-support-mpg-standards/
https://consumerfed.org/press_release/despite-low-gas-prices-consumers-support-mpg-standards/
https://consumersunion.org/news/2017-fuel-economy-survey/
https://consumersunion.org/wp-content/uploads/2018/07/2018-Fuel-Economy-Survey-Fact-Sheet-3.pdf
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percent agree that it is important to make large vehicles, such as SUVs and trucks, 

more fuel-efficient. Overall, 35-38 percent of respondents identified fuel economy as the 

top attribute of their current vehicle that has the most room for improvement. Drivers of 

vehicles averaging less than 20 mpg are almost three times more likely than drivers of 

vehicles averaging 30 mpg or more to identify fuel economy as an attribute most in 

need of improvement while drivers of larger vehicles are more than twice as likely as 

drivers of small and midsize vehicles to select fuel economy as an attribute that needs 

improvement. At the same time, 9 percent of respondents indicate they plan to move 

from towards larger vehicles and away from small or midsize cars.  

A 2017 AAA survey found that fuel economy was a major purchase consideration. 

Overall, 70 percent of respondents rated fuel economy as an important factor in 

selecting any vehicle, which was about equal to the importance of the cost (71 percent), 

crash rating (70 percent) and performance (69 percent), trailing safety technology (50 

percent), brand (48 percent), style, color and design (46 percent) and smartphone 

connectivity (34 percent).362 The National Renewable Lab also sponsored a survey 

partly focused on fuel economy that was administered by ORC International in August 

2015.363 Results from this survey show significant interest in fuel economy and 

willingness to pay for it. Overall, 46 percent of respondents identified fuel economy as 

either “one of the most important factors” or the “single most important factor” when 

considering a vehicle purchase. When asked “compared to your current vehicle, if you 

were to purchase a vehicle that was several years newer, would you prefer that the 

newer vehicle use technology advances to primarily…”, 28 percent responded “improve 

fuel economy”. The only other answer that received a higher percentage was “improve 

safety” (29 percent). Additionally, when given the choice between three exact vehicles 

except for one with better zero-to-sixty acceleration performance by one second, one 

that costs $500 less, and one that uses 10 percent less gasoline, 64 percent chose the 

more fuel-efficient vehicle, followed by 19 percent for the cheaper vehicle, and 10 

percent for the faster accelerating vehicle. Results also show that 62 percent of 

respondents would be willing to pay an upfront vehicle cost increase for fuel cost 

savings over the life of the vehicle, with a median upfront vehicle cost of $1,000 for a 

monthly saving of $50 on fuel. Similarly, 66 percent of respondents would be willing to 

pay an increased monthly payment for a monthly fuel cost savings of $50, with a 

median monthly increase of $50 over the life of a 3-year old vehicle loan.  

                                            

362 Fact Sheet: Consumer Attitudes – Electric Vehicles. American Automobile Association. Accessed on October 24, 
2018. https://newsroom.aaa.com/download/10155/ . 
363 Singer, M.  “Consumer Views: Fuel Economy, Plug-in Electric Vehicle Battery Range, and Willingness to Pay for 
Vehicle Technology.” National Renewable Energy Laboratory. Accessed on October 24, 2018.  
https://www.nrel.gov/docs/fy17osti/68201.pdf. 

https://newsroom.aaa.com/download/10155/
https://www.nrel.gov/docs/fy17osti/68201.pdf
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Results from a stated preference survey of vehicle buyers commissioned by the 

Consumers Union and administered by ORC International364 found that buyers are 

willing to pay more for higher fuel economy vehicles, especially at lower fuel economy 

levels. For example, for an additional 5-MPG increase in fuel economy, respondents 

were willing to pay $4,365 for vehicles starting at 20-24 mpg versus $3,105 for vehicles 

starting at 30-35 mpg. When respondents were shown the full EPA-mandated fuel 

economy label, they were willing to pay the most ($1,200 per each additional mile per 

gallon) compared to those presented other fuel economy information.365 Regardless of 

how fuel economy was shown, respondents were willing to pay an average of $690 

more per each additional mpg. The Consumers Union used the survey results to 

calculate that vehicle buyers were willing to pay $10,730 more to save $1,000 per year 

in fuel costs. Results also show that vehicle buyers are willing to pay an 11.4 percent 

premium on a $30,000 vehicle in order to increase the fuel economy of their vehicle by 

25 percent. Compared to fuel economy, respondents were only willing to pay 16.8 

percent and 15.8 percent more, respectively, to increase reliability and safety ratings by 

25 percent each. Notably, buyers particularly valued increasing the fuel economy of 

more inefficient vehicles. For example, the willingness to pay for an increase of one 

additional mpg for those interested in purchasing a small car ($450) or a small SUV 

($410) was less than half of that of those interested in a pickup truck ($1,140) and about 

half of those interested in a mid-size SUV ($850). These results are statistically 

significant. 

Consumers Union also analyzed consumer satisfaction based on survey data of about 1 

million of its members from the spring of 2016 with five different vehicle attributes. 366 

The analysis was performed using EPA fuel economy estimates as well as with fuel 

economy as reported by vehicle owners. This analysis showed that fuel economy was 

connected to higher reported levels of satisfaction with their vehicle. For example, the 

percentage of 2014-2015 Hyundai Genesis owners that reported satisfaction with their 

vehicle jumped from 45 percent to 70 percent for owners who reported achieving 15 vs 

30 miles per gallon. The same analysis by Consumers Union showed that a similar 

relationship between vehicle owner satisfaction and fuel economy was found among 

owners of all vehicle types when controlling for mechanical problems. For example, the 

predicted owner satisfaction for model year 2014 SUVs increases from 68 percent to 78 

percent as owners report achieving 15 vs 30 miles per gallon.  

                                            

364 Kormos and Sussman. “Auto buyer’s valuation of fuel economy: a randomized stated choice experiment” 
Consumers Union. Accessed on October 24, 2018. https://consumersunion.org/wp-content/uploads/2018/06/FINAL-
Kormos-and-Sussman-2018- percentE2 percent80 percent93-Auto-buyers-valuation-of-fuel-economy.pdf. 
365 Other information treatments included each of the following parameters on their own: MPG, annual fuel cost, five-
year fuel cost, amount saved or spent in fuel cost over five years relative to the average vehicle, and lifetime fuel 
costs. There was a control group were no fuel economy information was presented. 
366 Hazel et al. “Investigation of relationship between fuel economy and owner satisfaction,” Consumers Union. 
Accessed on October 24, 2018.  https://consumersunion.org/wp-content/uploads/2016/06/CU-MPG-Satisfaction-
report-final.pdf. 
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Furthermore, a recent analysis by the Consumer Federation of America based on fuel 

efficiency increases among “all-new” or redesigned 2018 model year vehicles367 shows 

that improvements in fuel efficiency either cost less than in the 2011 predecessor 

models or improved enough to pay for themselves.368 The analysis compared the EPA-

combined fuel efficiency estimates and vehicle prices of the 29 “all-new” 2018 vehicles 

with 20 of their direct predecessors in 2011, the year before the current CAFE 

standards were implemented. Results show that 27 percent of “all-new” 2018 vehicles 

cost less than their 2011 predecessor despite all having improved fuel economy. A 

separate 23 percent of these “all-new” 2018 vehicles were more expensive than their 

2011 predecessor, but their five-year fuel cost savings due to the increased fuel 

efficiency offset the entire price increase. The analysis also determined that the average 

fuel economy improvement was 3.2 miles per gallon, which translates to a cost of $320 

using a $100 per mpg cost technology estimate. However, assuming these vehicles are 

driven 14,000 miles per year with a gasoline price of $2.86, buyers saved an average of 

$1,184 over five years of ownership, with $864 going back into their pocketbooks.  

Consider consumer acceptance of the emerging crossover vehicle segment.  Overall, 

light-truck sales have increased over time, and much of that sales growth is due to small 

SUVs, commonly referred to as “crossovers” or “crossover utility vehicles” or CUVs.  

Figure VI-5VI-5 below shows annual U.S. sales of the top selling crossovers for the 

largest vehicle manufacturers between 2012 and 2016.  As shown, crossover sales for 

these six models have grown an average of 50 percent between 2012 and 2016, with 

the exception of the General Motors (GM) Equinox, which decreased 5 percent in sales 

during the same timeframe.   

                                            

367 “All-new” refers to vehicle models that are newly released based on a complete redesign and not part of a model 
series that undergoes small style and feature changes over the years. Typically vehicle models are “newly 
introduced” or undergo a redesign every 4 to 6 years. For example, the Honda Pilot was “all-new” in 2008 and 2016, 
although in the interim model years small changes to the vehicle did occur. 
368 “Fuel Efficiency Saves Consumers Almost Four Times Its Technology Cost.” Consumer Federation of America. 
October 24, 2018. 
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Figure VI-5 Annual U.S. Sales Top Selling CUVs 

 

During these same model years, manufacturers improved CO2 emissions by 9 percent 

between 2012 and 2016 for the same crossover models (see Figure VI-6 below).  The 

crossovers shown in Figure VI-6 certify as either passenger cars or trucks, which 

changes the standard each vehicle should meet in a given year, as well as the number 

of credits it would earn.  The values shown below are weighted averages for each 

model name and include both passenger car and truck versions of the named vehicle, 

as well as the earned air conditioning leakage and efficiency credits and off-cycle 

credits, according to the 2016 EPA GHG compliance report.   

 -

 50,000

 100,000

 150,000

 200,000

 250,000

 300,000

 350,000

 400,000

 450,000

2012 2013 2014 2015 2016

Fiat Chrysler Wrangler Ford Escape GM Equinox

Honda CR-V Nissan Rogue Toyota Rav4

Linear (Average)



 

204 
 

Figure VI-6 Average Top Selling CUV Compliance Values (CO2) 

 

Using data from the California Department of Motor Vehicles (CA DMV), transaction 

prices for crossovers are steadily increasing during the same period (7 percent on 

average).  The data are shown in Figure VI-7 below.   

Figure VI-7 Average Transaction Prices of Top Selling CUVs 

 

Together, these data show sales are not decreasing as vehicles reduce CO2 emissions 

over time.  In fact, sales are increasing, as are transaction prices, suggesting 

consumers are willing to pay for vehicles that are both fuel efficient and providing other 

desirable attributes.   
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d. Consumers want and are willing to pay for clean transportation. 
Not only do consumers value fuel economy for conventional vehicles, consumers also 

value and are willing to pay for electrification, something else the Agencies overlooked 

in their proposal. Annual ZEV and PHEV sales are increasing rapidly as more models 

are introduced. Notably, Tesla Model 3 sales have been doing so well in the U.S. that it 

was the top fifth best-selling sedan regardless of powertrain, size or price in the third 

quarter of 2018.369 Additionally, according to the California New Car Dealers 

Association the first two quarters of 2018 saw the California sales of PHEVs, BEVs, and 

FCEV increase by 41 percent, 29 percent, and 34 percent, respectively, compared to 

the first half of 2017.370  

As ZEV and PHEV sales increase, so is consumer interest in advanced-technology 

vehicles. For example, a 2018 survey commissioned by the American Automobile 

Association (AAA) shows that 20 percent of Americans will likely go electric for their 

next vehicle purchase, up from 15 percent in 2017.371  The same AAA survey shows 

that 31 percent of respondents are likely to buy a hybrid vehicle the next time they are in 

the market for a new or used vehicle. Surveys commissioned by CFA show a growing 

interest in purchasing a plug-in electric vehicle with 31 percent in 2015 and 36 percent 

in 2016.372 Interest in acquiring a plug-in electric vehicle was greater among 

respondents that know about plug-in electric vehicles (55 percent) compared with those 

who have no knowledge of plug-in electric vehicles (22 percent). When asked, “the next 

time you buy or lease a car, would you consider an electric vehicle if it costs the same 

as a gas-powered car, has lower operating and maintenance costs, has a 200 mile 

range between charges, and can recharge in less than an hour?”, Fifty-seven percent of 

respondents said they would be interested in purchasing this plug-in electric vehicle. 

Finally, a report by NREL, based on data from a survey administered in 2017 by ORC 

International, shows that 21 percent and 24 percent of respondents expect to purchase 

or expect to consider purchasing either a BEV or a PHEV, respectively.373 

Not only are consumers interested in purchasing a ZEV or PHEV, but they are also 

willing to pay for these vehicles. Results from a survey commissioned by NREL and 

                                            

369 Randall and Coppola.  “Tesla’s Model 3 Is Becoming One of America’s Best-Selling Sedans” Bloomberg. 
Accessed on October 24, 2018. https://www.bloomberg.com/news/articles/2018-10-03/tesla-s-model-3-is-becoming-
one-of-america-s-best-selling-sedans. 
370 “California Green Vehicle Report” California New dealers Association. Accessed on October 24, 2018.  
https://www.cncda.org/wp-content/uploads/Cal-Alt-Powertrain-Report-3Q-18-Release.pdf. 
371 “Fact Sheet: Consumer Attitudes Electric Vehicles” American Automobile Association. Accessed on October 24, 
2018. https://publicaffairsresources.aaa.biz/download/10790/. 
372 “New Data Shows Consumer Interest in Electric Vehicles Is Growing” Consumer Federation of America. Accessed 
on October 24, 2018.  https://consumerfed.org/press_release/new-data-shows-consumer-interest-electric-vehicles-
growing/. 
373 Singer, M. “The Barriers to Acceptance of Plug-in Electric Vehicles: 2017 Update”. National Renewable Energy 
Laboratory. Accessed on October 24, 2018. https://www.nrel.gov/docs/fy18osti/70371.pdf. 

https://www.bloomberg.com/news/articles/2018-10-03/tesla-s-model-3-is-becoming-one-of-america-s-best-selling-sedans
https://www.bloomberg.com/news/articles/2018-10-03/tesla-s-model-3-is-becoming-one-of-america-s-best-selling-sedans
https://www.cncda.org/wp-content/uploads/Cal-Alt-Powertrain-Report-3Q-18-Release.pdf
https://publicaffairsresources.aaa.biz/download/10790/
https://consumerfed.org/press_release/new-data-shows-consumer-interest-electric-vehicles-growing/
https://consumerfed.org/press_release/new-data-shows-consumer-interest-electric-vehicles-growing/
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administered by ORC International in 2015 found that 35 percent of U.S. adults sampled 

would be willing to pay an average of $5,607 up front for a BEV with a battery range of 

150 miles compared to a similar conventional gasoline vehicle.374 For a 100-mile range 

BEV, 29 percent of respondents would be willing to pay an average of $3,941 more than 

for the conventional gasoline vehicle. Additionally, 23 percent of respondents would 

consider both the 150- and 100-mile range BEV if it did not have an increased cost 

compared to the conventional gasoline vehicle. A peer-reviewed study based on a 

survey of Clean Vehicle Rebate Project (CVRP) participants in 2015 by the Center for 

Sustainable Energy375 found that the self-reported average vehicle price or agreed upon 

value when vehicle was purchased or leased of the rebated plug-in electric vehicle was 

$35,963, which is slightly higher compared to the average transaction price for all new 

vehicles in April 2015 (reported to be $33,560, according to authors of the summary 

report). This shows that between 2012 and 2015 California consumers were willing to 

pay $2,403 more on average for a plug-in electric vehicle376 than a conventional vehicle. 

The Agencies’ assertion that zero emission vehicle demand will be low based on poor 

historic hybrid electric vehicle sales levels is also not valid. We have survey data to 

show that the majority of plug-in electric vehicle drivers: 

• Have not replaced their hybrid electric vehicle with a zero emission vehicle;  

• Have not considered getting one while purchasing or leasing their plug-in hybrid 
electric vehicle, battery electric vehicle or fuel cell electric vehicle; and  

• Do not currently have a hybrid electric vehicle in their household.  
 

A recent peer-reviewed study by Hardman and Tal, based on a 2017 survey of 

Californian battery electric vehicle and fuel cell electric vehicle owners, shows that only 

18 percent of battery electric vehicle households have owned a hybrid electric vehicle 

previously compared to 33 percent for the fuel cell electric vehicle households.377 In 

fact, 49 percent of battery electric vehicle and 43 percent of fuel cell electric vehicle 

households have never owned alternative electric technology vehicle previously. CARB 

analyzed survey data from CVRP recipients who bought or leased their vehicle between 

June 2017 and January 2018378 and found that only 13 percent of all respondents 

replaced a hybrid electric vehicle with their plug-in hybrid electric vehicle, battery electric 

vehicle, and fuel cell electric vehicle, while the majority replaced a gasoline vehicle (62 

percent). Table VI-1 shows that about half of those who got a battery electric vehicle 

                                            

374 Singer, M. “Consumer Views: Fuel Economy, Plug-in Electric Vehicle Battery Range, and Willingness to Pay for 
Vehicle Technology” National Renewable Energy Laboratory. Accessed on October 24, 2018. 
https://www.nrel.gov/docs/fy17osti/68201.pdf. 
375 Johnson and Williams. “Characterizing Plug-in Hybrid Electric Vehicle Consumers Most Influenced by California’s 
Electric Vehicle Rebate” Transportation Research Record: Journal of the Transportation Research Board, No. 2628, 
2017, http://dx.doi.org/10.3141/2628-03. pp. 23–31. 
376 The split of rebated BEVs to PHEVs was nearly equal. 
377 Hardman and Tal. “Who are the early adopters of fuel cell vehicles?” International Journal of Hydrogen Energy, 
2018. Volume 43, Issue 37, pp. 17857-17866. https://doi.org/10.1016/j.ijhydene.2018.08.006.  
378 Survey was administered by the Center for Sustainable Energy, who administers the Clean Vehicle Rebate 
Project, between 8/1/17-3/13/18 for PHEV, BEV, FCEV purchases/leases between 6/1/17-1/31/18. 

https://www.nrel.gov/docs/fy17osti/68201.pdf
http://dx.doi.org/10.3141/2628-03
https://doi.org/10.1016/j.ijhydene.2018.08.006
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replaced a hybrid electric vehicle (9 percent) compared to those who got a plug-in 

hybrid electric vehicle (17 percent). plug-in electric vehicle consumers are repeat 

buyers, with about a fifth of those who got a battery electric vehicle replaced a different 

battery electric vehicle, and, similarly, plug-in hybrid electric vehicle consumers replaced 

with another plug-in hybrid electric vehicle. Furthermore, these consumers did not 

cross-shop a hybrid electric vehicle; results show that overall only 11 percent of 

respondents acquiring plug-in hybrid electric vehicle, battery electric vehicle or fuel cell 

electric vehicle also considered getting a hybrid electric vehicle when they shopped for 

their current rebated vehicle. For those who got a plug-in hybrid electric vehicle, 17 

percent considered getting a hybrid electric vehicle compared to 7 percent of those who 

got a battery electric vehicle. Instead, when shopping for their vehicle, those who got a 

plug-in hybrid electric vehicle, battery electric vehicle or fuel cell electric vehicle tended 

to consider other plug-in hybrid electric vehicles, battery electric vehicles or fuel cell 

electric vehicles. 

Table VI-1 percent breakdown of vehicle technology replaced by rebated technology of 
CVRP survey 

Rebated Technology Gasoline HEV PHEV BEV FCEV Other 
BEV (n=1,863) 63.2 

percent 
9.3 
percent 

5.0 
percent 

20.2 
percent 

0.1 
percent 

2.0 
percent 

FCEV (n=167) 73.1 
percent 

12.6 
percent 

6.6 
percent 

4.8 
percent 

0.6 
percent 

2.4 
percent 

PHEV (n=1,257) 59.0 
percent 

17.2 
percent 

18.2 
percent 

2.9 
percent 

0.1 
percent 

2.2 
percent 

 

The same CARB analysis of CVRP recipient survey shows that only 11 percent of 

respondents buying and leasing a PHEV, BEV or FCEV also have a HEV in their 

household compared to 74 percent having a gasoline vehicle, as summarized in Table 

VI-2. The percentage having other household vehicle technologies varies with the 

specific PHEV, BEV or FCEV technology they acquired. For example, 17 percent of 

FCEV households also have another HEV compared to 10 percent of those with BEVs. 
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Table VI-2 percent breakdownbreakdown of other current household vehicle technology 
by rebated technology of CVRP survey 

Rebated 
Technology 

Gasoline HEV PHEV BEV FCEV Other 

BEV (n=2,582) 73.0 
percent 

10.2 
percent 

4.1 
percent 

10.0 
percent 

0.0 
percent 

2.4 
percent 

FCEV (n=272) 72.4 
percent 

16.5 
percent 

2.6 
percent 

2.6 
percent 

3.3 
percent 

2.6 
percent 

PHEV (n=1,431) 76.0 
percent 

11.0 
percent 

6.3 
percent 

3.8 
percent 

0.3 
percent 

2.5 
percent 

TOTAL n=4,285) 73.6 
percent 

10.6 
percent 

4.5 
percent 

8.4 
percent 

0.2 
percent 

2.4 
percent 

e. The Agencies’ willingness-to-pay estimates for electrified 
vehicles are flawed. 

While neither the existing standards scenario nor the rollback scenario show that 

significant electrification would be needed to comply with either set of standards, the 

Agencies discuss the potential welfare or utility value loss that results from any type of 

electrification that does occur.379 Although ultimately the Agencies do not include a 

utility loss in their central analysis, the confusingly named “Utility Value Loss in 

HEVs”380 sensitivity case assumes these losses influence manufacturers’ decisions on 

technology deployment. However, this sensitivity case should not be considered on 

grounds of both a flawed premise and improper implementation.  

The premise that electrified vehicles, especially fully electric vehicles, necessarily 

results in a loss in utility for the consumer is based on outdated information. The 

Agencies argue – without citing any specific research but rather a nebulous “growing 

body of literature” 381 – that electric vehicles will force consumers to sacrifice cargo 

capacity or driving range. As noted in Section V.C, significant improvements have 

already been made, with more still to come, to increase all-electric travel range (and 

also reduced charging times). Energy density of batteries also continues to improve, 

meaning that battery packs do not need to be as voluminous and encroach upon cargo 

or cabin capacity. Additionally, purpose-built platforms for electrified vehicles can 

integrate the batteries so as not to result in reductions in cargo capacity and instead 

even increase cargo capacity, which early versions resulting from conversions of 

existing platforms were not able to do. Finally, many buyers are attracted to electric 

vehicles precisely because of their performance, not just the faster acceleration rates 

                                            

379 83 Fed.Reg. at 43,082. 
380 The description for this sensitivity case notes that PHEVs and EVs are included even though omitted from the title. 
381 83 Fed.Reg. at 43,083. “However, ongoing low sales volumes and a growing body of literature suggest that 
consumer welfare losses may still exist if manufacturers are forced to produce electric vehicles in place of vehicles 
with internal combustion engines (forcing sacrifices to cargo capacity or driving range) in order to comply with 
standards.”  However, no research literature is cited.   
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but also the smoothness and quietness of their operation as well as the convenience of 

home refueling.382 These benefits do not appear to be accounted for in the Agencies’ 

analysis. 

Furthermore, the method by which the willingness-to-pay values for electrified vehicles 

was calculated is flawed.  The Agencies are using the willingness-to-pay model to 

suggest that consumers’ willingness-to-pay for alternative technology vehicles is 

significantly lower that the technology costs needed to produce the alternative 

technology vehicles.  However, modeling decisions made by the Agencies likely bias 

the estimates of consumers’ willingness-to-pay in a way that makes them smaller than 

the true willingness to pay.  For example, the Agencies describe a process of using data 

on used vehicle prices to estimate consumers’ willingness to pay for a new vehicle of 

different technology types.  The Agencies do not provide a foundation for why the 

described methodology is valid.383 To estimate the price premium on new vehicles, the 

Agencies should rely on new vehicle transaction price data.  The used vehicle 

transaction price data also represents a lower bound on a consumer’s willingness to pay 

for a vehicle.  By purchasing a vehicle at a specific price, a consumer indicates that he 

or she was willing to pay the observed transaction price.  However, it is possible that the 

consumer would have been willing to purchase the vehicle at a higher price than 

observed.   

There are also several problems with the modeling that bring into question the validity of 

these willingness-to-pay estimates.  NHTSA states that the first step of the analysis was 

gathering used car fair market values for select vehicles.384  The select vehicles are 

said to be “nearly the same” except for powertrain.  However, even vehicles within the 

same model name may still have differences in vehicle characteristics that have not 

been included in the willingness-to-pay model.  For example, consider the case where 

higher quality interior features are available for the internal combustion vehicle and not 

available for a hybrid vehicle of the same nameplate.  The difference in the transaction 

prices between the hybrid vehicle and the internal combustion vehicle capture not only 

differences in the willingness to pay for various powertrain technologies, but also 

capture differences in the features between the two vehicles.  The better interior 

features of the internal combustion engine vehicle may narrow the gap between the two 

vehicles’ transaction prices.  If the model being used to measure the gap between the 

transaction prices of the two vehicles does not take into account the observable vehicle 

features, then it will interpret the gap between the two vehicle prices as the willingness 

to pay for an internal combustion vehicle versus a hybrid.  In the case just described, 

this would lead to an underestimate of the willingness to pay for the hybrid, because the 

estimated value of the internal combustion engine technology includes the better interior 

                                            

382 California’s Advanced Clean Cars Midterm Review: Appendix B, B-79. CARB. January 18, 2017. 
383 83 Fed Reg. at 43,083. 
384 83 Fed.Reg. at 43,083.  



 

210 
 

features, and that should not be counted.  While some manufacturers have included 

premium features on hybrid versions of models, or only offered a hybrid version in the 

model’s top trim level,385 there are also instances where upper trim levels are reserved 

for the conventional internal combustion vehicle.386  While the proposed rollback states 

that trim level and options packages were matched between internal combustion engine 

and electric powertrains to minimize the degree of non-powertrain differences between 

vehicle pairs, the regression equations presented in the NPRM clearly show that any 

remaining observable differences in vehicle attributes were not controlled for.  The 

regression presented only includes regressors for technology type and vehicle 

nameplate.  Other observable variables, such as horsepower, are not included in the 

regression, which in which will produce biased estimates for consumers’ willingness-to-

pay for different technologies. 387 Due to the omitted variables and potentially invalid 

comparisons, there should be little confidence placed on the estimates presented. 

Second, studying only “select” vehicles is problematic.  No long-range BEV is included 

in the analysis, yet, long-range BEVs make up 57 percent of all BEVs sold in the U.S. 

as of September 2018.388 Similarly, Tesla vehicles are also excluded from the analysis 

even though they make up 51 percent of all BEVs sold in same time period.389  

Additionally, the Agencies’ strategy of measuring the difference in transaction price 

between a conventional gasoline vehicle and an alternative powertrain vehicle of the 

same nameplate is not an appropriate comparison.  The majority of consumers do not 

consider the conventional gasoline vehicle as the alternative to the PEV under the same 

nameplate. According to a 2018 peer-reviewed study by Sheldon and Dua, if PEVs 

were not available, many consumers who purchase or lease these vehicles would 

instead get larger sized vehicles or premium vehicles instead of staying in the smaller 

compact and subcompact vehicle segments.390 Similarly, results from a survey of CVRP 

recipients who bought or leased their a PHEV, BEV, or FCEV between June 2017 and 

January 2018391 show that of other vehicles considered while shopping for their rebated 

vehicle, only 16 percent overall were gasoline vehicles.  

Many expressed continuing interest in electric power tram technology. As shown in 

Table VI-3, of those with rebated PHEVs, 39 percent considered a different PHEV and 

                                            

385 Iliff, Laurence. “Lexus testing new hybrid math” Automotive News. Accessed on October 24, 2018.   
http://www.autonews.com/article/20180219/RETAIL01/180219776/lexus-testing-new-hybrid-math.   
386 Hall-Geisler, Kristen. “2018 Toyota Camry vs. 2018 Toyota Camry Hybrid: Head to Head” U.S. News. Accessed 
on October 24, 2018. https://cars.usnews.com/cars-trucks/camry-vs-camry-hybrid.   
387 Bias means that the models estimate of a parameter does not reflect the true value of the parameter. For 
example, a regression model may estimate a consumer’s willingness-to-pay for a specific vehicle, but if the model 
does not properly control for other confounding factors, the model’s estimate may not actually reflect the consumer’s 
actually willingness-to-pay.   
388 Per compiled data from hybridcars.com. 
389 Per compiled data from hybridcars.com. 
390 Sheldon and Dua. “Gasoline savings from clean vehicle adoption” Energy Policy. Accessed on October 24, 2018. 
(120) p. 418-424. https://doi.org/10.1016/j.enpol.2018.05.057. 
391 Survey was administered by the Center for Sustainable Energy, who administers the Clean Vehicle Rebate 
Project, between 8/1/17-3/13/18 for PHEV, BEV, FCEV purchases/leases between 6/1/17-1/31/18. 

https://cars.usnews.com/cars-trucks/camry-vs-camry-hybrid
https://doi.org/10.1016/j.enpol.2018.05.057
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24 percent considered a BEV. Those with a rebated BEV were even more interested in 

a PEV than those with rebated PHEVs: 51 percent considered a different BEV and 24 

percent a PHEV.  When looking at specific PEV models, fewer conventional gasolines 

were considered by Nissan Leaf (9 percent) and Chevrolet Bolt (13 percent) consumers 

than BEV consumers overall (15 percent). A lower percentage of other vehicles 

considered by Chevrolet Volt consumers were conventional gasoline (15 percent) 

vehicles compared to PHEV consumers overall (18 percent). In fact, assuming that the 

other Nissan gasoline vehicles considered by the Leaf consumers were all Nissan 

Versa, only 3 percent of Leaf consumers would have considered a Versa while 

shopping for their vehicle. Similarly, less than 1 percent and 2 percent of other vehicles 

considered by Chevrolet Bolt and Volt consumers were Chevrolet gasoline vehicles, 

respectively. Of the other vehicles considered by Leaf consumers, a higher percentage 

were other BEVs (59 percent) compared to Bolt consumers (48 percent) and overall 

BEV consumers (51 percent). In contrast, a higher percentage of other vehicles 

considered by Volt consumers were BEVs (33 percent), while a similar percentage 

considered PHEVs (40 percent) as the average PHEV consumer (24 percent and 39 

percent, respectively). 

Table VI-3 percent breakdown of powertrain technologies of other vehicles considered 
(Survey of CVRP Recipients) 

Rebated 
Technology 

Gasoline HEV PHEV BEV FCEV Other 

BEV (n=1,884) 14.6 
percent 

6.7 
percent 

24.8 
percent 

50.8 
percent 

2.2 
percent 

0.7 
percent 

PHEV (n=1,396) 17.5 
percent 

16.8 
percent 

39.3 
percent 

23.9 
percent 

1.7 
percent 

0.9 
percent 

FCEV (n=304) 18.7 
percent 

11.3 
percent 

20.7 
percent 

30.7 
percent 

18.0 
percent 

0.7 
percent 

  

Third, when the Agencies estimates the value of vehicles at age zero, they assume that 

depreciation of vehicles is linear.  This is at odds with commonly accepted knowledge.  

For example, Edmunds, the same source that NHTSA used for the used vehicle price 

data, has articles that show vehicles depreciate the fastest in the first year.  After the 

first year, vehicles depreciate at a much slower rate.392  Edmunds data indicates that an 

average midsize sedan selling for $27,660 will lose $7,419 of its value in the first year 

alone, but in the subsequent three years will only lose an additional $5,976 of its value.  

Conceptually, the method that is being used by NHTSA estimates the willingness-to-pay 

for new vehicles by fitting a line through used vehicle transaction prices.  This will 

underestimate the true value that consumers place on a new vehicle because 

                                            

392 “Beat the depreciation curve when you buy your next car.” Edmunds. Accessed on October 24, 2018. 
https://www.edmunds.com/car-buying/drive-a-nearly-new-car-for-almost-free.html. 
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depreciation is not linear and the method that is described will not capture the initial 

large drop in depreciation that all new vehicles experience.   

 Any remaining weaknesses in the market demonstrate the need for 
regulation. 

For all the foregoing reasons, the Agencies’ claims about lack of demand for more 

efficient and cleaner vehicles do not hold. It is true that the ZEV and advanced 

technology vehicle market still is relatively small, but this is not an argument for a 

regulatory rollback. Instead, it is an argument for a regulatory foundation. Such support 

is appropriate for continued growth of this market, to provide consumers, who 

individually lack bargaining power for products that serve multiple needs and offer 

multiple features, a more robust set of choices. 

The 2016 Draft TAR described a number of explanations for why regulation is still 

needed on both the consumer and producer sides. On the consumer side, the reason 

some consumers do not purchase vehicles that will save them money may be as basic 

as a lack of information, or when information is presented the consumer may not 

understand or trust the information that shows the future fuel saving benefits. 

Alternatively, consumers may fully understand the potential opportunity for fuel savings 

but nonetheless heavily discount them those fuel savings due to their own uncertainty of 

how long they plan to own their vehicle or the uncertainty and volatility in fuel prices. A 

vehicle purchase is highly complex, with pricing and features varying widely between 

different models, and there is the possibility that fuel economy is not as salient an 

attribute as some other features, such as styling on performance. The desire for these 

other features may outweigh the suboptimal fuel costs, so long as the fuel economy is 

at least acceptable, even if not maximized. Thus, without regulations, especially for 

GHG emissions that have a less tangible impact on consumers, market demand may 

not be sufficient to produce the maximum, technologically feasible vehicle 

improvements.   

Since the publication of the 2016 Draft TAR, additional evidence has emerged that 

supports some of these explanations for why regulation is still needed, revealing that 

manufacturers are likely undercutting consumer knowledge and the market for these 

vehicles – a market inefficiency appropriate for government correction. A study of light-

duty vehicle marketing ads in the U.S. released in 2005, 2012, 2015, and 2017 across 

digital video, internet, newspaper, magazines, and television393 determined that themes 

related to vehicle performance are about three times more likely to appear than those 

related to fuel economy,394 which are present in about 15 percent of the ads. These four 

years were chosen to maximize the variety in national economic conditions, changing 

                                            

393 “Content Analysis of Unique Auto Ads in the United States: 2005, 2012, 2015, and 2017”. Consumers Union. 
2018. https://consumersunion.org/research/content-analysis-of-unique-auto-ads-in-the-united-states-2005-2012-
2015-and-2017/  
394 These also include some ads that relate the fuel economy to the environment, so the category is a little bit broader 
than fuel economy on its own. 

https://consumersunion.org/research/content-analysis-of-unique-auto-ads-in-the-united-states-2005-2012-2015-and-2017/
https://consumersunion.org/research/content-analysis-of-unique-auto-ads-in-the-united-states-2005-2012-2015-and-2017/
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regulatory landscape with the tightening of CAFE standards, and gasoline prices.  

Overall, emotional appeals were the most frequent theme of all ads, which appears 

more than twice than the second-ranked theme. Performance and vehicle price 

promotions are the second- and third-most common themes. The percentage of ads 

containing fuel economy-related themes changed dramatically between these four 

years: 9 percent in 2005, 30 percent in 2012, 15 percent in 2015, and 7 percent in 2017. 

The highest frequency of the fuel economy in vehicle ads in 2012 corresponds to the 

year in the sample with the highest gasoline prices and poorest economic conditions. 

The incidence of unique ads promoting SUVs increased 6 percent between 2005 and 

2017, while those for plug-in electric vehicles increased from 0 percent in 2005 to 1.41 

percent in 2017. Over all four years sampled, the ads for SUVs and pickup trucks had 

the most frequent inclusion of fuel economy-related themes (19 percent and 24 percent, 

respectively), compared to cars (16 percent), luxury cars (9 percent), minivans (10 

percent), and sport cars (6 percent). However, in 2017, the frequency of unique ads 

focused on the fuel economy category was ranked last out of 10 categories; only 7 

percent and 4 percent of SUV and pickup truck ads were about fuel economy-related 

themes. In contrast, performance was a top theme of the ads for pickups while safety 

was the most emphasized theme of SUV ads. Finally, it should be mentioned that there 

was range of percentages of ads referencing fuel economy related themes among 

different vehicle manufacturers, ranging from zero percent to 34 percent. The lack of 

advertising focused on fuel economy may be a reason why consumers may not be 

choosing fuel-efficient vehicles.  

Other studies also suggest a connection between a lack of fuel-efficiency-focused 

advertising and consumers not choosing fuel-efficient vehicles. The Northeast States for 

Coordinated Air Use Management (NESCAUM) commissioned a study by 

Competitrack, which tracks offline, online, and emerging media marketing data and 

spending estimates. The study shows that U.S. major vehicle manufacturers are 

spending nothing or very little to advertise their plug-in electric vehicles compared to 

specific internal combustion vehicles.395 The study compares the estimated 2017 ad 

spending in television, radio, print, and online advertising nationwide, and in the major 

designated marketing areas in California and in the Northeast States.  

Specifically, FiatChrysler, General Motors, and Volkswagen did not spend any money in 

2017 advertising the Fiat 500e, Volt or the eGolf in the U.S at all. However, FiatChrysler 

did spend money to advertise the Pacifica Hybrid (a plug-in hybrid electric vehicle) in 

California and nationwide. For the California marketing area, FiatChrysler spent nearly 

half of what they spent to advertise the Ram 1500 on advertising the Pacifica Hybrid. 

However, nationwide they spent less than 5 percent on advertising the Pacifica Hybrid 

as they did on the Ram 1500. Similarly, General Motors did spend money in 2017 to 

advertise the Bolt nationwide, with separate regional advertising campaigns in the 

Northeast States and in California, but they spent about one-sixth the amount compared 

                                            

395 “Analysis of Ad Spending on PEVs of Major U.S. Vehicle Manufacturers in 2017.”  NESCAUM. 2018. 
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to advertising for the Silverado nationwide. Toyota barely advertised the Prius Prime 

nationwide, including in the Northeast States, and did not advertise at all in California. In 

comparison, Toyota spent about 5 percent to advertise the Prius Prime nationwide as 

they did for the Rav4. Nissan did not advertise the Leaf in the Northeast States or in 

California, and spent about 5 percent of the amount to advertise the Leaf nationwide 

compared to what they spent on the Rogue. Similarly, Ford did not advertise the Fusion 

Energi or C-Max Energi in the Northeast States or in California and spent about 5 

percent of the amount to advertise these nationwide as they did for the F-150. It would 

be perverse if the Agencies rewarded the manufacturers for these feeble efforts by 

weakening the standards, rather than insisting the manufacturers make fuller efforts to 

comply. 

Finally, behavioral economics helps to explain why consumers may not always opt for 

vehicles that are seemingly in their self-interest from an economically rational 

perspective. Dr. Greene notes,396 and CARB staff agree, that consumers make choices 

differently within different contexts and tend to be loss averse when choices seem risky, 

as might be the case when confronted with the choice between a “standard” new 

vehicle or an “eco” or hybrid version of a new vehicle. In the context of these risky 

choices, consumers are likely to place much higher value on the option that minimizes 

risk as opposed to the option that may objectively be more economically rational. From 

the consumer’s perspective, they may perceive the benefits from the eco version as 

uncertain, as most consumers are aware that “[a]ctual results will vary…”397 when it 

comes to advertised fuel economy and that future fuel prices can be unpredictable. 

Nobel Prize winners have found that people in fact weigh potential losses twice as much 

as a potential gain.398 Standards imposed on the entire industry reduce the risks to 

consumers of not receiving the benefits from fuel economy improvements because all 

vehicles have been improved. In this context, fuel economy is just one of the many 

criteria that distinguish one vehicle from another, and consumers are no longer as prone 

to loss aversion, which results in them purchasing vehicles with improved fuel economy. 

Thus, the argument that past purchasing patterns are indicative of future purchasing 

behavior is invalid because the contexts are different for these two periods. 

On the producer side, the Draft TAR noted that market competition and the nature of 

technological innovation may prevent manufacturers from voluntarily adding fuel 

economy technology to their products.399 In the highly competitive new vehicle market, 

with each model year containing hundreds of distinct vehicle offerings, manufacturers 

strive to differentiate their products along multiple dimensions to tailor products to a 

                                            

396 Greene, D. How Consumers Value Fuel Economy and Implications for Sales of New Vehicles and Scrappage of 
Used Vehicles. October 21, 2018. (“Greene Report”). 
397 Disclaimer on fuel economy label required for all new vehicles. Fuel Economy. Accessed on October 24, 2018. 
https://www.fueleconomy.gov/feg/label/learn-more-gasoline-label.shtml. 
398 Greene Report. 
399 2016 Draft TAR, pp. 6-7. U.S. EPA. Accessed on October 24, 2018. 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. 

https://www.fueleconomy.gov/feg/label/learn-more-gasoline-label.shtml
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
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wide array of consumers. Fuel economy is just one of the many attributes that 

manufacturers use, and therefore not all vehicles in a company’s portfolio will have the 

maximum feasible fuel economy if other attributes are being emphasized (such as 

performance or luxury features that comes at the expense of fuel economy). As a result, 

fuel economy is inefficiently allocated across different vehicle models–in some cases 

undersupplied and other cases oversupplied.400 Secondly, manufacturers may be 

hesitant to make major innovations in the absence of standards due to potential first-

mover disadvantages. That is, being a leader costs more than being a follower, who can 

leverage learnings or free-ride on the leader’s initial investments. Universal standards 

eliminate these discrepancies. Furthermore, when multiple firms are seeking solutions 

to comply with tighter standards, there is a greater incentive for collaboration between 

manufacturers and suppliers are more motivated to innovate for a much larger potential 

customer base. These economies of scale, as well as the competition between 

suppliers, can further reduce prices for technologies. However, without standards, the 

default strategy of firms is inaction.401  

An overlooked aspect of the new car buyer experience is interaction with dealers.  Most 

every manufacturer uses a system of franchised dealers in order to move their products 

into the market.  By 2002, every state had passed franchise laws governing relations 

between car dealers and auto manufacturers.402  Through various comments on 

numerous rulemakings, manufacturers often contend that they do not have control over 

this aspect of the supply chain, especially when it comes to advanced and clean 

vehicles.  Dealers choose vehicles and incentives to offer in order to moderate the ebb 

and flow of their inventory.  In a 2014 working paper, researchers found dealers to be 

instrumental in aiding (or hindering) the PEV market.403  New car dealers’ franchise 

structures limit their ability and incentives to push advanced vehicles.404   

For all these reasons, regulation is needed to ensure rational market decisions. 

Congress has so determined by statute, and the evidence, as we have discussed, 

supports the conclusion that regulations can support and build rational markets for 

                                            

400 Fischer, C. Imperfect Competition, Consumer Behavior, and the Provision of Fuel Efficiency in Light-Duty 
Vehicles. Resources for the Future, Discussion Paper DP 10-60, December 2010. 
401 2016 Draft TAR, pp. 6-7 to 6-8. 
402 Higashiyama, J.  “State automobile dealer franchise laws: have they become the proverbial snake in the grass?” 
SSRN. Accessed on October 24, 2018. https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1394877. 
403 Cahill, E., Davies-Shawhyde, J. and Turrentine, T. “New Car Dealers and Retail Innovation in California’s Plug-In 
Electric Vehicle Market” UCD. Accessed on October 24, 2018. 
https://its.ucdavis.edu/research/publications/?frame=https percent3A percent2F percent2Fitspubs.ucdavis.edu 
percent2Findex.php percent2Fresearch percent2Fpublications percent2Fpublication-detail percent2F 
percent3Fpub_id percent3D2353. 
404 Cahill, E. “Distribution Strategy and Retail Performance in the U.S. Market for Plug-in Electric Vehicles: 
Implications for Product Innovation and Policy “. Institute of Transportation Studies, University of California, Davis, 
Research Report UCD-ITS-RR-15-29.  Accessed on October 24, 2018. https://its.ucdavis.edu/research/publications/ 
p. 276: “…dealers are optimized to ‘facilitate the sale’ in high-volume demand environments. The evidence presented 
here indicates dealers may be much less equipped to undertake activities fundamental to the success of innovative 
new products like PEVs.” 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1394877
https://its.ucdavis.edu/research/publications/?frame=https%3A%2F%2Fitspubs.ucdavis.edu%2Findex.php%2Fresearch%2Fpublications%2Fpublication-detail%2F%3Fpub_id%3D2353
https://its.ucdavis.edu/research/publications/?frame=https%3A%2F%2Fitspubs.ucdavis.edu%2Findex.php%2Fresearch%2Fpublications%2Fpublication-detail%2F%3Fpub_id%3D2353
https://its.ucdavis.edu/research/publications/?frame=https%3A%2F%2Fitspubs.ucdavis.edu%2Findex.php%2Fresearch%2Fpublications%2Fpublication-detail%2F%3Fpub_id%3D2353
https://its.ucdavis.edu/research/publications/
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improved vehicles. The Agencies’ contrary conclusion – that a rollback is appropriate – 

is contrary to the evidence and the law. 

 The Agencies’ dynamic new sales response modeling is 
conceptually flawed and mathematically invalid. 

In addition to all the conceptual and evidentiary problems discussed above, there are a 

number of technical problems with the Agencies’ dynamic response model of future new 

vehicle sales. The model was developed using an outdated and inappropriate statistical 

technique that is not suited for analyzing impacts from the proposed rollback. While the 

Agencies claim that their sales projections are “qualitatively”405 similar, our analysis 

shows no such similarities with future sales projections or any consistency with 

historical trends. Indeed, modifying parameter values to match with those published in 

the PRIA resulted in the model crashing. Such serious errors, along with the lack of 

peer review of this model and the failure to properly validate their results, disqualifies 

the use of this model for evaluating sales impacts.  

a. The overall approach is inappropriate for evaluating the new sales 
impacts of a rollback. 

The first significant problem is that the model was estimated using time-series analysis 

of aggregate data. An aggregate time-series model identifies the statistical relationship 

between variables over the time period analyzed, but does not identify the causal 

relationships between the various factors or institutional features that may link the 

various factors (i.e. existing standards, other regulations, assumptions about consumer 

behavior).  Using time-series analysis to analyze policies that make structural changes, 

like the proposed rollback, is inappropriate.  Aggregate time-series approaches are 

typically appropriate for short-term projections where all other factors are stable.  In this 

proposal here by the Agencies, a change in policy could disrupt historical relationships 

between sales and the other explanatory variables.   

The fatal flaw is that the model is unable to credibly predict the impact of vehicle prices 

on sales.  The model tries to use vehicle prices to predict vehicle sales without 

accounting for the fact that the level of vehicle sales can also impact vehicle prices.  

Ignoring the fact that vehicle prices and vehicle sales simultaneously affect each other 

leads to bias in the estimated results, and therefore, the inferences about the effects of 

vehicle prices on new vehicle sales are invalid.  

In this case, a structural model is required to estimate the impact of vehicle prices on 

vehicle sales.  A structural model would clarify how institutional and economic 

conditions affect the relationships between the variables and make clear what economic 

assumptions are relied upon to treat the regression results as causal links between the 

variables (not just a correlation between multiple variables).  The most common method 

for imposing structure on the model would be to introduce an instrumental variable.  An 

                                            

405 PRIA, p. 960. 
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instrumental variable would be one that impacts vehicle prices but is not correlated with 

vehicle sales.  Adjusting the modeling strategy to instrument for vehicle prices would 

allow the model to identify the impact of vehicle prices on sales.   

The new sales model also clearly suffers from omitted variables bias.  Omitted variables 

bias occurs when a model leaves out one or more relevant variables that are correlated 

with both the dependent variable of interest (new vehicle sales) and an independent 

variable (vehicle prices).  As mentioned above, the Agencies have not accounted for the 

fact that the quality of vehicles impacts how many are sold and the prices of vehicles. 

Vehicles under the augural standards will have higher fuel economy than vehicles under 

the proposed standards, so inclusion of measures of vehicle quality are an essential 

aspect of a new sales model used in the analysis.  Omitted variables in the new sales 

model are another source of bias, and without further analysis on the direction and 

magnitude of the bias, render the model’s predictions about the impacts of changes in 

prices on new vehicle sales invalid. 

 Given that this type of time-series statistical analysis (inclusion of instrumental 

variables and including enough control variables) is not new, it is noteworthy that the 

Agencies have not employed this method for any past joint rulemakings, despite having 

a similar need to understand the impacts of assorted vehicle regulations on sales levels. 

This suggests that the Agencies previously deemed this method inappropriate as well. 

The rollback proposal does not discuss at all their reasons for this change in approach 

or the reasonableness of their new methods. 

Rather, the development of the dynamic response model appears to be a cursory 

response to address comments from peer reviewers about the CAFE Model. Although 

none of the peer reviewers are economists or behavior analysts per se, two reviewers 

recommended that the model must address “consumer behavior”406 or “develop, resolve 

previous issues, and validate an economic behavioral model”407 to properly capture the 

effects of the proposed rollback. In response, NHTSA and Volpe Center staff essentially 

state that prior attempts to incorporate such effects into the CAFE Model did not 

progress beyond an “experimental context.” Furthermore, in response to additional 

comments related to employment and other macroeconomic impacts, NHTSA and 

Volpe Center staff responded that the model was updated to estimate impacts on new 

vehicle sales (and scrappage).408 However, it does not appear that these updates were 

subject to further review. And updating the model using this time-series approach was 

not what was recommended by the peer reviewers. 

Had the dynamic sales model been peer reviewed, the Agencies may have been alerted 

to the fact that the coefficients they describe in the PRIA do not match with those 

                                            

406 Docket ID: NHTSA-2018-0067-0055, p. 129. 
407 Ibid., p. 301. 
408 Ibid., p. 8 and p. 303. 
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programmed in the CAFE Model source codes. As shown below, although for some of 

the variables the discrepancy is not large, the difference is more substantial for others–

so substantial that when adjusting the CAFE Model values to match exactly those 

published in the PRIA, the model results in a negative fleet population, which is a 

nonsensical result.409 Given that the Agencies have provided insufficient supporting 

documentation, it is impossible to replicate their model estimation to determine which 

set of coefficients is correct. 

Comparison of Coefficients in PRIA Table 8-1 to Model 

Variable 

Value shown 
in PRIA Table-
8-1 

Value 
programmed in 
CAFE Model 

Intercept 0.4145 0.5090738477 

LD.Sales, lag1 0.6116 0.6117051252 

LD.Sales, lag2 0.2068 0.2047812576 

GDP.Growth.Rate 0.1435 0.1488134968 

Delta.Transaction.Price -0.00017 -0.0001719814 

Labor.Force.Participation 0.00033 0.0002462322 

Labor.Force.Participation, 
lag1 

-0.00316 -0.0002292395 

 

Just four days before the close of the comment period, NHTSA responded directly to 

CARB’s letter notifying them of this mismatch and acknowledged the error in Table 8-1 

of the PRIA. Their letter notes that a revised PRIA includes a corrected table that has 

revised the values to match with those programmed in the model.  

As a threshold matter, this action compounds and affirms the failure to provide a 

reasonable opportunity to comment after denying many requests for additional time. 

Posting a revision to a foundational document of more than 1,500 pages, four days 

before the end of an already-inadequate comment period, distributing information 

selectively in response to requests rather than publicly, and failing to provide the 

information at the inception nullify the proposal. Adding to the inadequacy, the 

information provided lacked adequate documentation (e.g., of table calculations which 

used the R scripts) and was incomplete (e.g., the new vehicle sales data from the 

National Automobile Dealers Association.)410 

                                            

409 Note that minor changes to the values currently programmed do not result in the model crashing. So the crashing 
is not related to the act of modifying the parameter values per se but an issue with the values themselves. 
410 We also note the Agencies fail to acknowledge the inconsistency of relying on undisclosed data here, while 
simultaneously pursuing actions to preclude proposing regulations based on data that has not been publicly disclosed 
in its entirety. See EPA’s advance notice of proposed rulemaking “Increasing Consistency and Transparency in 
Considering Costs and Benefits in the Rulemaking Process,” 83 Fed. Reg. 27,524 (June 13, 2018).  CARB has 
separately commented on that proposal. EPA-HQ-OA-2018-0107-1308. 
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Adding further confusion as to which set of coefficients is correct, the outputs of the 

model do not match the values shown in PRIA Table-8-2. The shaded columns in Table 

VI-4 are new data to compare to the original table (unshaded columns). CARB 

produced the output data from running the CAFE Model itself. As shown in bold, the 

values from the model output begin to differ from the PRIA values beginning in 2021, 

the first year of the proposed changes. While the differences between the two columns 

are not large, such discrepancies further complicate verification of their model, as users 

are unable to know whether results cannot be replicated due to their own error or simply 

the Agencies misreporting their outputs. 

Table VI-4 Modified PRIA Table 8-2 Comparing Sales Forecasts under Existing 
Standards 

Year 

CAFE 

Model 

(PRIA) 

CAFE 

Model 

(CAFE 

Output) 

CAFE 

Model 

(GHG 

Output) 

IHS/Polk 
AEO 

2017 

AEO 

2018411 

CAR 

Outlook 

Actual 

CY 

Sales
412 

2016 16.34 16.34 16.34 17.78 16.43 16.24 17.50 17.55 

2017 16.83 16.83 16.84 18.20 17.05 15.63 17.50 17.25 

2018 17.19 17.19 17.19 18.08 16.91 16.10 17.40 16.78 

2019 17.48 17.48 17.49 17.68 16.32 16.05 17.30 16.60 

2020 17.66 17.66 17.66 17.23 16.27 15.97 17.00  

2021 17.75 17.74 17.79 17.12 16.54 15.60 17.50  

2022 17.76 17.77 17.75 17.02 16.40 15.61 17.60  

2023 17.74 17.75 17.73 17.08 16.28 15.74   

2024 17.73 17.75 17.74 17.16 16.71 15.79   

2025 17.71 17.74 17.74 17.30 16.70 15.86   

2026 17.70 17.76 17.74 17.33 16.45 16.00   

2027 17.74 17.77 17.77 17.41 16.57 16.07   

2028 17.81 17.83 17.81 17.21 16.58 16.20   

2029 17.87 17.88 17.84 17.08 16.88 16.24   

Note: Shaded cells reflect CARB additions to PRIA Table 8-2.  

b. The validation of the Agencies’ new sales model fell short. 
The Agencies also state that “the dynamically produced sales projection from the CAFE 

Model is not qualitatively different from the others” (i.e., from IHS/Polk, AEO 2017, or 

CAR413) as the only evidence of the soundness of their results. However, when plotting 

these results of the existing standards, it is difficult to see how these forecasts are even 

                                            

411 Reference Case Table 39. U.S. Energy Information Administration. Accessed on October 24, 2018. 
\https://www.eia.gov/outlooks/aeo/tables_ref.php. 
412 2018 and 2019 are forecasts based on Stoddard, H. Global and U.S. Automotive Outlook. Wards Intelligence. 
Accessed on October 24, 2018.  https://www.chicagofed.org/~/media/others/events/2018/automotive-outlook-
symposium/stoddard-pdf.pdf 
413 PRIA, p. 960 

https://www.eia.gov/outlooks/aeo/tables_ref.php
https://www.chicagofed.org/%7E/media/others/events/2018/automotive-outlook-symposium/stoddard-pdf.pdf
https://www.chicagofed.org/%7E/media/others/events/2018/automotive-outlook-symposium/stoddard-pdf.pdf
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qualitatively similar. The CAFE Model whether analyzing the proposed (CAFE or GHG 

standards) shows a gradual increase before stabilizing just short of 18 million new sales 

annually.  

Meanwhile, all the other forecasts show some years of decline and other years of 

increase, and, for those analyses reaching 2029, settle around 17 million new sales. 

Although a difference of one million vehicles in one year may seem relatively 

insignificant, note that this is greater than the total volume of additional new vehicles 

that the Agencies project to be sold as a result of the rollback standards over the entire 

period of 2021-2029 (not just in a single year). When looking at the most recent AEO 

forecast released in February 2018, the discrepancy appears even larger, resulting in a 

difference in annual sales in 2029 of over 1.5 million vehicles. This further puts the 

Agencies’ model results into question. Given the notable differences between these 

sales projections, it is unclear whether the proposed rollback could actually be attributed 

to having a real impact on new vehicles sales if the difference between the rollback and 

existing standards is so much smaller than the variance between the model outputs and 

other forecasts. This is shown in the figure below. 

 

Figure VI-8 Comparison of New Vehicle Sales Forecasts 

 
 

Moreover, EIA’s interactive data tool allows running scenarios to model new vehicle 

sales using sets of pre-determined assumptions (like high and low fuel price, high and 
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low economic growth, etc.).  EIA’s AEO 2018 reference case assumes the existing 

standards wound in place and held them steady in all subsequent model years after 

2025.  EIA also includes a scenario called “no new efficiency requirements” which 

reflects the Agencies’ proposed rollback. Figure VI-9 below shows that under these two 

scenarios, new vehicles sales are still higher under the Reference case (which assumes 

the existing standards remain in place), which is the opposite of the Agencies’ finding. 

Figure VI-9 AEO New Vehicle Sales Projections: Reference Case vs. No new efficiency 
standard case 

 
 

Source: U.S. EIA, https://www.eia.gov/outlooks/aeo/data/browser/#/?id=48-AEO2018&region=1-

0&cases=ref2018~effrelaxall&start=2016&end=2050&f=A&linechart=~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ref2018-

d121317a.67-48-AEO2018.1-0~effrelaxall-d030918a.67-48-AEO2018.1-0&map=effrelaxall-d030918a.4-48-AEO2018.1-

0&ctype=linechart&sourcekey=0, Accessed October 9, 2018. 

Finally, there are a number of inadequately supported modeling decisions that are 

poorly supported by the Agencies. The coefficients for the new sales model were 

derived based on quarterly sales data, while the model itself was applied to calculate 

sales annually when implementing the CAFE Model. This inconsistency created errors 

in the annual new vehicle sales forecasts.   

Additionally, quarterly data may exhibit seasonal variation, which does not appear to be 

controlled for when extrapolating to an annual model. The use of quarterly data also 

likely means that the underlying sales data used to build the model were on a calendar-

year basis rather than a model-year basis, as model year data are rarely reported in a 

quarterly format. The Agencies acknowledge that their analysis conflates these two 

types of years, but then states that without any evaluation or evidence the difference is 
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not important in the long run.414 However, it is unclear the extent to which this conflation 

contributes to the large variability between forecasts discussed previously. Although the 

Agencies compare their model results to actual historic sales numbers,415 the observed 

sales data shown in PRIA Figure 8-5 are presumably calendar-year-based rather than 

model-year-based—but this is not specified, which makes the comparison difficult for 

evaluating the validity of the sales model. Further, there was no model validation based 

on historic model-year sales rather than calendar year to support their assertion that the 

conflation does not matter. 

Indeed, recent real-world evidence shows that new vehicle sales increase even when 

prices increase, which is the opposite of the Agencies’ new sales model’s results. 

Copeland et al. (2018)416 conducted a statistical analysis of national monthly data from 

February 1972 to December 2011 to empirically examine the impacts of real interest 

rates faced by households and firms on the new light-vehicle market.  They found that 

“real prices [of new light vehicles in the U.S.] are somewhat positively correlated with 

sales and output.”  Thus, when new vehicle prices increase, we may also expect new 

vehicle sales and production to increase to a degree as well.  The Agencies’ new sales 

model does not comport with this recent, real-world evidence.   

The significant differences between the CAFE Model’s sales projections and other 

forecasts are signs that the model lacked rigorous testing and validation that should 

have been done before deciding to use the model for this important regulatory analysis.  

The testing and validation of the new sales model appears to be limited to a single 

comparison of the model’s estimates of annual car and light truck sales to their actual 

sales.417  The problem with the NPRM’s approach is that the new sales model’s results 

are compared directly to the data that were used to construct the model.  As a result, it 

is unsurprising that the modeled results can closely match the real world data.  

However, there is no certainty that the model would perform well in predicting new 

vehicle sales in the future.  In other words, the ability of the model to predict out of 

sample is questionable.  A common method that could have been used by the Agencies 

would be estimating the new sales model on a subset of the data, and then seeing if the 

model performed well on the data that were withheld initially.   

 The Fleet Share Model is not based on reasonable assumptions. 
The dynamic fleet share model is also fatally flawed for a variety of reasons. Although 

the dynamic fleet share model is its own separate module from the new sales model, it 

allocates new vehicles between the passenger car and light truck categories. As a 

matter of public notice and proper procedure there is insufficient documentation about 

                                            

414 PRIA p. 960, fn. 498. 
415 PRIA Figure 8-5. 
416 Copeland et al., 2018a. Interest Rates and the Market for New Light Vehicles. Working Paper and Appendices. 
Available at: http://people.brandeis.edu/~ghall/papers/CHM_paper_JMCB_RR_final.pdf (Last accessed 10/24/2018). 
417 PRIA p. 958-959. 

http://people.brandeis.edu/%7Eghall/papers/CHM_paper_JMCB_RR_final.pdf
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this module except to say that the coefficients were taken from the National Energy 

Modeling System (NEMS), though “applied at a different level” due to the recent 

increase in crossover utility vehicles that span both compliance categories.418  The 

Agencies do not explain why the model needs to be adapted when ultimately the body 

styles are re-aggregated into two compliance categories in the model output. 

Additionally, how this process of re-aggregating the three body styles happens is not 

explained or justified, given that there are physical differences (off-road capability, 

expanded cargo area, etc.) that determine a vehicle’s compliance category, and the 

Agencies do not specify using data with this level of detail within the fleet share model.   

Further, the Agencies provide no explanation or justification demonstrating it is 

reasonable to apply the coefficients designed for compliance category to body styles. 

They simply repurpose the coefficients. The results regarding the future fleet 

composition do not necessarily alleviate concerns about the acceptability of this 

modification. Part of the rationale for the proposed rollback is that consumers have 

recently demonstrated a preference for vehicles that fall into the light-truck category. 

However, the results of the fleet share model show that under the proposed rollback, 

the fraction of new light trucks that would be sold in the future would be smaller than 

under the existing standards. This modeling does not reflect moves by some 

manufacturers, such as Ford and Fiat Chrysler,309, 310 to shift focus to trucks and away 

from sedans.  Thus, the Agencies seem to be suggesting that the proposed rollback will 

inhibit the very vehicles it is intended to enable. Finally, as the fleet share model was 

taken from NEMS used for the EIA’s Annual Energy Outlook, there is an expectation 

that their forecast of the fleet share should match with the CAFE Model’s projected fleet 

shares under the existing standards. However, EIA’s fleet share match neither of the 

CAFE Model outputs, which again raises the question of whether the model coefficients 

can simply be applied “at a different level.”   

                                            

418 PRIA, p. 961. 
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Figure VI-10 CAFE Model Default GHG Run New Vehicle Sales PC/LT Fleet Share 

 

Finally, as Figure VI-11 shows, a greater proportion of new sales are projected to be 

passenger cars under the CAFE regulation than projected under GHG regulation, 

particularly in later model years. Although these differences are not as large as the 

deviations with the EIA projections, even under a so-called harmonized standard, the 

Agencies produce two separate and slightly inconsistent results.  
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Figure VI-11 New Vehicle Sales – Existing Scenario (Differences between GHG and 
CAFE Model Runs) 

 

 

 In summary, the new vehicle sales model should be rejected. 
In sum, the Agencies’ new sales model is invalid and should not be included in the 

CAFE Model.  The new sales model glosses over or ignores the many factors that go 

into and frame the context of new vehicle purchases.  Notably, consumer valuation of 

fuel savings is completely ignored in this model, despite considerable evidence 

substantiating that consumers do value fuel savings, as well as the Agencies 

themselves concluding that consumers likely mostly or fully value future fuel savings at 

the time of purchase.  Moreover, the results produced by the new sales model 

overestimate future sales projections, as compared to both historical data and other 

projections of future sales, by over 1 to 1.5 million vehicles.  The results published in the 

NPRM and PRIA also do not match those put out by the CAFE Model.  These results 

seem to be driven by inappropriate modeling methods, such as using quarterly 

calendar-year data instead of annual model-year data as well as using a time-series 

approach—a tool suited for short-run projections based on continuing past trends—to 

predict structural, longer-term responses to a change in standards.  However, it is not 

possible to replicate or verify the Agencies’ results from the new sales model because 

the Agencies did not provide the underlying data for this model, nor, apparently, are 

 7,000,000

 7,500,000

 8,000,000

 8,500,000

 9,000,000

 9,500,000

 10,000,000

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

N
ew

 V
eh

ic
le

 M
od

el
 S

al
es

Model Year

CO2 Default Run - Cars CO2 Default Run - Trucks

CAFÉ Default Run - Cars CAFÉ Default Run - Trucks



 

226 
 

these exact data available anywhere else.  CARB requested these data but the 

Agencies did not provide a response until four days before the end of the comment 

period, and that response was incomplete.  As a result, it is impossible to determine 

exactly why the new sales model produces its unexpected results.  Instead, we are left 

with inappropriate and unreliable new sales projections.  Thus, the Agencies should 

refrain from using this new sales model.   

 The “Dynamic Scrappage” Model relied upon is flawed. 

As with the new sales model, the dynamic scrappage model is similarly flawed. The 

vehicle scrappage rates estimated by the Agencies are based on a model that produces 

results that are contrary to fundamental economic theory and good practices for setting 

public policy.  

Although the Agencies justify the rollback due to fatalities from a slowing of new vehicle 

sales that causes used vehicles to remain on the road longer rather than being 

scrapped, they have not in fact modeled this dynamic. There is no connection between 

the sales model and the scrappage model and the number of vehicles sold has no effect 

on the scrappage model. Rather, the scrappage model and the fatalities it projects are 

solely a function of the model’s dubious projections that an increase in existing vehicle 

prices will lead to individuals holding onto their vehicles rather than scrapping them, the 

fleet size increasing as a result, and the unsupportable assumption that those vehicles 

will be driven just as much as the average vehicle of that type and age, and the fact that 

increased driving leads to increased risk of accidents and fatalities. 

The model is also plagued by improper design and validation that disqualifies its use to 

predict the effects of sales and scrappage that the federal Agencies contend will occur. 

Of particular note is that the scrappage model causes vehicle retention (and thus the 

total number of vehicles) to balloon exorbitantly under the existing standards. Even if 

the model outputs on the number of vehicles on the road were correct (which we do not 

believe to be true), the subsequent vehicle miles traveled (VMT) these vehicles are 

expected to drive is overestimated because the Agencies have failed to consider the 

realities of what factors influence travel demand. Finally, all of the scrappage effects are 

premised on the increase in new vehicles prices. However the Agencies have not 

supported their assumption that rolling back the standard will be passed onto 

consumers; if vehicle prices are the same between the two standards (but the vehicles 

are qualitatively different), no scrappage effects would materialize.  

The Agencies did not follow good practices and subject the model to peer review. Had 

this occurred, the Agencies may have been able to correct their analysis. 

 The modeling is illogical and the outputs are wrong. 
The scrappage model suffers from a number of inconsistencies with economic theory. 

Many of these problems result from the lack of interaction with other considerations 
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within the vehicle market. These problems should disqualify the use of this model for 

evaluating the scrappage effects from the proposed rollback.  

A serious omission is the disconnect between the scrappage model and the new vehicle 

sales model, as well as the related failure to fully model basic economic relationships.  

The scrappage model is not connected to the new vehicle market except through the 

use of a shared new vehicle price variable. However, the reality is that today’s new car 

sales become tomorrow’s used car supply. Therefore, changes in new vehicle sales will 

impact the future supply of used vehicles.  This in turn will impact used vehicle prices 

and scrappage rates. However, the Agencies have failed to include these basic 

economic relationships in the scrappage model,419 even ignoring used vehicle prices 

completely despite the academic literature cited in the NPRM describing how used 

vehicle prices (not new vehicle prices) are related to scrappage rates.420 For instance, 

Mark Jacobsen and Arthur van Benthem, professors at the University of California, San 

Diego, and the University of Pennsylvania, respectively, commented on the NPRM 

clarifying that their paper, which the Agencies rely on, estimated changes in scrap rates 

based on changes in used vehicle prices.421 

Under the NPRM’s assumption that the augural standards would result in higher new 

vehicle prices and fewer new vehicle sales than under the rollback, economic theory 

would suggest that the total vehicle fleet under the augural standards would be smaller 

than under the rollback.  When new vehicle sales decrease, some households who 

would have bought new cars would instead choose to buy used cars.  This would 

decrease the demand for used cars and as a result cause used car prices to increase.  

With both new and used car prices being high, households would decide to own fewer 

cars and either use their current existing cars more intensively or move to other modes 

of transportation.  This would result in the total fleet of cars being smaller. 

The only scenario where the total fleet size could possibly increase is if the augural 

standards resulted in new car sales to increase.  If new car sales increased, this would 

imply that some households that previously purchased cars were pulled from that 

market.  The decrease in demand for used cars would result in decreased used car 

prices.  Decreased used car prices would in turn lead some households to decide to 

own more cars, either expanding their fleets or drawing households away from other 

modes of transportation.  At the same time, when used vehicle prices decrease, some 

households will decide to scrap their vehicle and get another used vehicle rather than 

repair it – resulting in a decrease of used cars on the road.  In this scenario, there could 

                                            

419 See also Kenneth Gillingham, Yale University, How Fuel Economy Standards Affect Fleet Turnover and Used 
Vehicle Scrappage: Comment on the Safer Affordable Fuel-Efficient (SAFE) Vehicles Proposed Rule for Model Years 
2021-2026 Passenger Cars and Light Trucks, 4-5 (2018) [hereinafter “Gillingham, Fleet Turnover”]. 
420 PRIA, p. 1007 cites: (1) Jacobsen, M. R. & Van Benthem. A. A. “Vehicle Scrappage and Gasoline Policy.” 
American Economic Review, vol. 105, no. 3, 2015, doi:10.1257/aer.20130935; (2) Greenspan, A. & Cohen, D. “Motor 
Vehicle Stocks, Scrappage, and Sales.” Review of Economics and Statistics, vol. 81, no. 3, 1999, 
doi:10.1162/003465399558300.; (3) Bento, A. et al. “Vehicle Lifetime Trends and Scrappage Behavior in the U.S. 
Used Car Market.” The Energy Journal, vol. 39, no. 1, Jan. 2018, doi:10.5547/01956574.39.1.aben.     
421 Comment from Mark Jacobsen & Arthur van Benthem, EPA-HQ-OAR-2018-0283-2650 (Oct. 18, 2018).  
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be either an increase or decrease in the total size of the fleet.  However, the NPRM 

does not consider the scenario in which the augural standards lead to an increase in 

new car sales.  Instead, the NPRM’s assertion that new car sales would decrease 

should imply that the total fleet shrinks.   

However, the NPRM does not consider the interactions between the scrappage model 

and the new vehicle sales model. Without this feedback between the two models, the 

resultant fleet sizes produced by the scrappage model under the existing standards are 

allowed to grow unchecked to unreasonable levels that are inconsistent with theory. In 

essence, the Agencies are modeling increased durability for vehicles that in many cases 

has already been produced. Figure VI-12 below shows the total fleet population counts 

for the existing and rollback standards. Although total fleet size can increase in the 

future as a result of population and economic growth, the sizeable difference in growth 

under the two policy scenarios is not supported. 

Figure VI-12 Total fleet sizes under existing and rollback standards 

 

Even though new vehicle sales are wrongly estimated to decline under the existing 

standards, Figure VI-13 shows that the difference in used vehicle populations grows at 

a disproportionate level, far outweighing the reduction in new vehicle sales. For every 

additional vehicle not sold under the existing standards relative to the proposed 

rollback, 4 to 23 more vehicles are retained in that same year. Looking at it another 

way, comparing the average year-over-year differences in new vehicle sales and 
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retained vehicles for the two scenarios yields a ratio of more than 60 used vehicles 

retained for every new vehicle not sold. 

 

Figure VI-13 Vehicle Count Differences between Existing-Rollback Standards (based on 
GHG Default Run) 

 

EPA also noticed the illogical and incongruous results between the new sales model 

and the scrappage model, and the affect this had on total fleet size.422  EPA informed 

both NHTSA and the Office of Management and Budget (OMB) that:  

[t]he new vehicle sales model produces small reductions in projected sales 
under the Augural standards, while the scrappage model projects an 
increase in fleet size that far outweighs the sales reductions (by a factor of 
60:1).  The combined result is a fleet size that grows much more rapidly 
than AEO projections.423   

EPA found it “hard to imagine any real-world scenario under which over 60 additional 

used vehicles are retained for each new vehicle that the sales model predicts will be 

unsold as a result of the higher new vehicle prices.”424  Moreover, EPA observed that:  

                                            

422 William Charmley, email message to Chandana Achanta, June 18, 2018. Regulations. Accessed on October 24, 
2018.  https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453, Attachment 5, p. 3, 13-15. 
423 Id. at p. 3.  
424 Id. at p. 14.  
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NHTSA’s written description in the draft NPRM indicates that the intent of 
the As-Received scrappage model was to capture the effect of changes in 
new vehicle prices and fleet fuel economy on the composition of total fleet 
(i.e., the balance between new and old vehicles and proportion of the 
various vehicle types), rather than the effect on the total fleet size.  The 
emphasis on fleet composition is re-iterated in one of NHTSA’s conclusions 
in the scrappage model section of the draft NPRM, that ‘differences in the 
composition of the baseline fleet and the fleet under each alternative are 
the source of many of the proposed action’s benefits and costs.’425   

EPA attempted to fix the scrappage model “to align with NHTSA’s state intent, so that 

the scrappage model predicts fleet composition, but does not dictate total fleet size.”426  

However, because these problems persist in the proposal, it would appear EPA’s 

modifications were ignored, and the Agencies proceeded with the flawed scrappage 

model and its unrealistic projections on used vehicle populations anyway.   

The substantial increases in the used vehicle population can also be seen when 

examining the survival rates under the different policy scenarios. The survival rate 

represents the portion of a cohort (in this case, all new vehicles initially sold in a single 

model year) that remains on the road at different ages. Figure VI-14 shows various 

survival curves for MY2025 vehicles. The input survival curve is what is included in the 

CAFE Model parameter file and used in model runs when the dynamic scrappage 

model is disabled. The two CAFE Default curves are derived from the CAFE Model 

outputs for MY2025 passenger cars based on the default assumptions used for both 

policy scenarios. Both of these curves exhibit higher survival rates than the input 

survival curve, and show limited attrition of vehicles in the early years. For example, 

according to the input curve, 10 percent of an age cohort will be scrapped by the time 

the cohort reaches age 6; according to the CAFE Model curves, it will take until age 10 

for 10 percent of the cohort to be scrapped, which seems to be a significant delay 

imposed by the dynamic scrappage model. Scrappage at early ages tends to be from 

severe accidents and collisions rather than mechanical failures that are more likely to 

arise towards the end of a vehicle’s life.427 The increased survival rate from the CAFE 

Model thus inexplicably implies that all newer vehicles will be involved in fewer 

accidents than historical data indicate. 

 

                                            

425 Id.  
426 Id.   
427 PRIA, p. 1005. 



 

231 
 

Figure VI-14 Comparison of CAFE Model input and output survival rates for MY2025 
passenger cars 

 

Additionally, the curves show a difference in the survival rates between the two policy 

cases. The existing standard (baseline) survival curve is higher than the rollback 

(proposed alternative) survival curve. The difference begins to spread around age 12 

and reaching a maximum at age 22, after which the dynamic scrappage model switches 

the equation is uses to predict vehicle survival to begin using a decay function, which 

causes the two curves to converge again around age 30 (and presumably to ensure the 

flawed scrappage model does not produce everlasting vehicles). Although this figure 

shows only the survival rates for MY2025 vehicles, the existing and rollback curves from 

the CAFE Model outputs for MY 2017 and MY 2021 vehicles exhibit similar differences 

even though these model years are not directly affected by the proposal. This artificial 

shifting of the survival curves produced by the Agencies to delay the scrappage of 

vehicles is the cause of inflated impacts related to emission benefits and fatalities. 

To gauge the soundness of the CAFE Model survival rates, we compare them to the 

survival rates produced by the EPA’s Motor Vehicle Emission Simulator, commonly 

referred to as MOVES428. MOVES is a set of modeling tools for estimating emissions 

produced by onroad and nonroad mobile sources. This is EPA’s required model for 

evaluating state implementation plans (other than California’s EMission FACtors, or 

                                            

428 MOVES and Other Mobile Source Emissions Models. U.S. EPA. Accessed on October 24, 2018. 
https://www.epa.gov/moves. 
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EMFAC, model) for meeting air quality requirements and is used to estimate the impact 

of regulations on emission inventories. The model estimates greenhouse gases, criteria 

pollutants, and certain air toxic emission levels. MOVES’ survival curves were 

developed using national registration data as summarized in the National Transportation 
Energy Data Book Edition 32.429 While MOVES shows minor fluctuations in survival 

rates between different model years, the curves are largely consistent with one another. 

Figure VI-15 compares the output survival curves from the scrappage module in the 

CAFE Model to the MOVES curves, showing that the CAFE scrappage curves are much 

higher than the MOVES curves at ages above 15 years and therefore are inconsistent 

with the MOVES curves.  

Figure VI-15 Comparison of survival rates in MOVES and CAFE Models 

 

 

                                            

429 Population and Activity of On-road Vehicles in MOVES2014. U.S. EPA. Accessed on October 24, 2018. 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100O7VJ.pdf, § 3.9 on p. 20. 
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As a second comparison, a survival curve was derived based on California vehicle 

registration data from the California Department of Motor Vehicles (DMV) to gauge the 

output survival curves from the scrappage module against empirical data. The California 

DMV data reviewed the average rates of vehicles that survived at each age from what 

was originally sold.  For example, for a specific vehicle type (such as passenger cars), 

the survival rate at a given age is the number of those vehicles that still exist at that age 

divided by the original sales at age zero. The DMV-derived survival curve is 

substantially lower in the earlier years, but more similar in later years to the CAFE 

Model survival curves. Because true scrappage is difficult to distinguish from migration 

out of state (a vehicle that disappears from DMV might have been scrapped or might 

have moved to another state), state-level DMV-derived survival curves would be 

expected to be lower than the curves representing the entire country. By that token, 

though, California-specific data would likely show higher survival rates at older ages 

than the national average due to the more temperate climate that allows for greater 

longevity of vehicles. This would suggest that the CAFE Model survival curves for the 

older ages are still too high as the “best case” California survival curves fall below these 

levels. 

Figure VI-16 Comparison of CAFE Model output survival rates to California data 
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The survival curves for passenger cars are typically slightly different than those for light-

trucks, with a greater portion of light trucks still operating in their later ages and overall 

the longest-lived trucks survive to an older age than passenger cars. The figures above 

illustrated comparisons only for passenger cars; however, the trends for light trucks also 

show similar results. 

The implication of these higher survival curves is that the scrappage model produces 

unrealistic fleet population estimates to which unrealistic vehicle miles traveled (VMT) 

schedules are applied to exacerbate the impacts associated with the existing standards. 

Figure VI-17 below shows that the growth in both the fleet size predicted by the CAFE 

Model differs substantially from those produced for EIA’s430 AEO 2018 for calendar 

years 2016 to 2032. The total fleet population size of the existing standards scenario is 

an average of 3.7 million more vehicles than the rollback in calendar years 2016 to 

2032, and the difference was as high as 8.2 million in calendar year 2032. The 

cumulative number of additional vehicles in the existing standards relative to the 

Agencies’ proposed rollback scenario from 2016 to 2032 is 66.5 million vehicles.   

The additional VMT attributable to these additional vehicles produced by the scrappage 

model can be estimated by comparing the difference in VMT for the rollback and 

existing standards with and without the scrappage model turned on and assuming a 

zero percent rebound. Using this method, it was observed that the existing standards 

generate an additional 979 billion VMT from scrappage compared to the rollback 

standards of pre-model year 2030 vehicles through calendar year 2050. 

                                            

430 The EIA is the statistical and analytical agency within the U.S. Department of Energy. EIA collects, analyzes, and 
disseminates independent and impartial energy information to help promote unbiased policymaking and public 
understanding regarding energy and its interaction with the economy and the environment. EIA is the Nation’s 
premier source of energy information and, by law, its data, analyses, and forecasts are independent of approval by 
any other officer or employee of the United States Government. John Maples Testimony to The Future of 
Transportation Fuels and Vehicle Subcommittee, March 7, 2018. 
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Figure VI-17 Total Vehicle Population Projections from CAFE Model GHG Default Runs 
and AEO 

 

AEO Source: 

https://www.eia.gov/opendata/qb.php?category=2642014&sdid=AEO.2018.REF2018.ECI_STK_TRN_LDV_NA_NA_

NA_MILL.A Accessed Aug 29, 2018. 

In addition to producing fleet population counts that are inconsistent with AEO 

predictions, the model also produces results that are inconsistent with historical 

populations. As shown in Figure VI-18, the outputs of the CAFE Model indicate that the 

number of vehicles scrapped each year as a percentage of new vehicle registrations is 

on average 69 percent for CY2016 to CY2032 (existing regulation scenario). This value 

is lower than the national historical average for CY2001 to 2013 (excluding CY2009) of 

86 percent.431  

Furthermore, according to the CARB’s mobile emissions inventory model EMission 

FACtors (EMFAC), which is based on DMV registration data, the scrappage and net 

emigration432 share of the total new vehicle registrations in the state averaged 85 

percent for CY2006-2016.  Additionally, as stated previously, EMFAC 2014 was 

approved by EPA in December in 2015; with its approval, EMFAC 2014 became the 

model California is required to use for the majority of SIP planning purposes.  Although 

the data available to CARB preclude observing the difference between a vehicle being 

scrapped from one that is emigrating out of the state, by definition the number of 

                                            

431 Source: Compiled by Earth Policy Institute with 2001 from R.L. Polk & Company data cited in National Automobile 
Dealers Association, NADA DATA 2012 (McLean, VA: 2012), p.16; 2002-2003 from  R.L. Polk & Company data cited 
in National Automobile Dealers Association, NADA DATA 2013 (McLean, VA: 2013), p.16; and 2004-2013 from IHS 
Automotive cited in National Automobile Dealers Association, NADA DATA 2014 (McLean, VA: 2014), p.16. 
432 Net emigration reflects the number of vehicles leaving California minus the number of vehicles entering California. 
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vehicles scrapped cannot exceed the combined scrapped and emigrating vehicle total. 

Therefore, assuming the emigrating population is non-zero, the scrapped population 

would be a portion of this total, which would imply a lower percentage of the new sales 

totals, suggesting the projected scrappage rate may be similar to historic scrappage 

rates in magnitude but the model does not produce any of the volatility that has 

occurred in the past. 

Figure VI-18 percent of scrapped vehicles per new vehicles sold (historical and 
projected) 

 

Ultimately, the ballooned vehicle fleet under the Agencies’ scrappage model, and its 

inconsistency with other established fleet predictions, show, as Professor Gillingham 

notes and with which CARB agrees, that the Agencies fail to acknowledge and 

incorporate the scale effect of scrappage, instead only focusing on the composition 

effect. If, for example, the Agencies’ fundamental argument were true in that scrappage 

would increase under the existing standards due to higher used and new vehicle prices 

and decreased new vehicle sales, the fleet would become older (composition effect), as 

consumers shift more to used vehicles and hold on to their used vehicles longer, as well 
as simultaneously smaller (scale effect), as consumers buy less new and used vehicles 

and the supply of used vehicles contracts.433 In their current scrappage model, the 

Agencies only include the composition effect and also somehow predict a larger fleet 

under the existing standards even while vehicle prices increase and consumers do not 

                                            

433 Gillingham, Fleet Turnover, pp. 4-5.  
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value fuel savings at the time of purchase. As Professor Gillingham put it, 

“straightforward economic logic tells us that [the Agencies’] calculations must be 

incorrect.”434 

a. The CAFE Model assumes vehicles will be driven for no apparent 
reason, just because they exist. 

This excessive growth in total vehicle population results in unrealistic total VMT 

estimates. As shown in Figure VI-19Error! Reference source not found., like the fleet 

size estimates, the VMT predicted by AEO grows at a much lower rate than VMT output 

from the CAFE Model. The CAFE Model’s average annual VMT growth of 

approximately 2 percent per year is more than double the Department of 

Transportation’s (DOT) Federal Highway Administration’s (FHWA) projections of future 

VMT growth for light-duty vehicles of 1.1 percent per year.435 

Figure VI-19 Total VMT Projections from CAFE Model GHG Default Runs and AEO 

AEO Source: https://www.eia.gov/outlooks/aeo/data/browser/#/?id=7-AEO2018&cases=ref2018&sourcekey=0 

(Accessed August 29, 2018) 

The growth in VMT is even greater for the existing standards than for the proposed 

rollback standards. Part of this increase is due to the increase in driving resulting from 

the rebound effect (to be discussed in the next section). However, the Agencies note 

that for calendar year 2050, non-rebound induced VMT is still 0.4 percent higher for the 

current standards, which they argue is consistent with the larger fleet size.436 By the 

                                            

434 Id. at 5.  
435 Special Tabulations. Federal Highway Administration. Accessed on October 24, 2018. 
https://www.fhwa.dot.gov/policyinformation/tables/vmt/vmt_forecast_sum.cfm. 
436 83 Fed.Reg. at 43099. 
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Agencies’ logic, aside from the rebound effect, the total number of vehicles is what 

determines the total number of miles traveled. The Agencies modeling approach is 

premised on the effects being sequential, as illustrated by only one-way arrows in PRIA 

Figure 8-20 – price influences sales, to which a regimented schedule of VMT is 

assigned for each vehicle. As a result, the additional average 5.5 vehicles retained in 

calendar years 2016 to 2032 in the existing regulation scenario are still being driven 

according to a fixed, age-dependent mileage schedule (i.e. vehicles of each age group 

all drive the same annual miles regardless of household characteristics or travel needs; 

the number of miles driven each year decreases as the vehicles get older).  

EPA also noted the unrealistic VMT increase to both NHTSA and OMB.  Specifically, 

EPA stated that:  

A change in the overall fleet size due to the Augural standards might not 
in and of itself be problematic, as long as the VMT schedules are 
adjusted to account for overall travel activity that is distributed over a 
larger number of vehicles.  However, the As-Received version of the 
[scrappage] model does not adjust VMT schedules, with the result that 
the additional unscrapped vehicles inflate total VMT proportionally. . . .  
The effect of this error is to erroneously inflate the total VMT . . . .437   

EPA developed mileage accumulation scaling factors in order to produce what it thought 

would be more realistic total VMT under the scrappage model.  However, given that 

total VMT still is increasing unrealistically in the proposal, it would appear EPA’s scaling 

factors were ignored, and the Agencies knowingly proceeded with this flaw in place 

anyway.   

While implementing a regimented schedule of VMT may simplify the modeling task, this 

does not reflect how vehicle travel decisions are actually made in real life and 

overestimates the effect of a larger fleet population. First, this logic is the opposite of 

traditional travel demand theory and commonly used travel demand forecasting models 

where households determine the trips needed and then determine how best to 

accomplish this travel demand (i.e. drive, ride transit, walk, etc.). In other words, 

households first assess the total amount of travel they need to do, and from there 

decide whether or not to purchase a vehicle and how many miles to drive it. While the 

availability of additional vehicles may increase a household’s VMT, the amount of the 

increase will be limited by the number of additional drivers to operate those vehicles. 

The Agencies do not present any evidence to suggest a greater number of drivers in the 

population under the existing standards compared to the rollback that would support 

their methodology. As Dr. Handy notes, “it is not necessarily true that, as the Agencies 

state in the NPRM, “the overall size of the on-road fleet determines the total amount of 

                                            

437 William Charmley, email message to Chandana Achanta, June 18, 2018. Regulations. Accessed on October 24, 
2018.  https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453, Attachment 5, p. 3, 14-15.  

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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VMT”438 as the relationship between fleet size and the total amount of VMT is 

moderated by the ratio of drivers to vehicles.”439 Additional VMT needs to be estimated 

within a household context and not simply based on the total number of vehicles in the 

fleet.  

Furthermore, papers and scholars such as Bento,440 Jacobsen,441 and EPA’s peer 

review of Small’s work442 all model the decisions of vehicle ownership, usage, and 

efficiency as being simultaneously solved. That is, when deciding to own a vehicle, 

consumers consider concurrently their expected usage of the vehicle and the vehicle’s 

fuel economy. The choice of vehicle fuel economy is also determined by how many 

miles the consumer expects to travel – the more miles anticipated, the more likely they 

will choose a vehicle with better fuel economy, while those with fewer travel demands 

may sacrifice better fuel economy for other vehicle attributes. 

Instead, the Agencies’ model contends that households first decide whether or not to 

buy a vehicle and from there the number of miles it is driven is essentially preordained. 

If households need to travel more miles, by the Agencies’ reasoning the solution is 

purchase another vehicle, not to drive their existing vehicle(s) more miles. Why, under 

the existing standards, do households need to own one to nine million more vehicles in 

a single year than they do under the rollback standards when the only difference 

between these two cases is the price and fuel economy/GHG emission rate of the 

vehicles after MY2021? Or, conversely, under the proposed rollback, how are those one 

to nine million households able to fulfill their travel needs without those vehicles? The 

reader is left to assume that the proposed rollback has made alternative modes of 

transportation more appealing or simply eliminated the need for passenger vehicle 

travel. 

Households do not decide whether to own a vehicle based simply on the current value 

of their vehicle as the Agencies’ model assumes. As described by Dr. Bunch,443 levels 

of vehicle ownership are determined by an assortment of household factors, such as 

income, size, and employment status. The characteristics of the vehicles themselves 

play a more limited role in the decision of whether or not to own a vehicle at all; vehicle 

attributes are more influential in determining which vehicle to own rather than the 

decision to add or not add a vehicle to the household. Furthermore, a vehicle’s relative 

market value does not change households’ needs for mobility. In reality, whether people 

                                            

438 83 Fed.Reg. at 43,098, August 24, 2018. 
439 Handy, S. Potential Federal Actions to Reduce Vehicle Travel. October 2018. p. 3. (Handy Report). 
440 Bento, Antonio M., et al. "Distributional and efficiency impacts of increased US gasoline taxes." American 
Economic Review 99.3 (2009): 667-99. 
441 Jacobsen, Mark R. "Evaluating US fuel economy standards in a model with producer and household 
heterogeneity." American Economic Journal: Economic Policy 5.2 (2013): 148-87. 
442 O’Rourke, Larry. Peer Review of December 2013 LDV Rebound Report by Small and Hymel. Prepared for U.S. 
Environmental Protection Agency, January 31, 2014. 
443 Bunch, D. An Evaluation of NHTSA’s Economics-based Modeling and Implications for Benefit-Cost Analysis in the 
NHTSA/EPA August 24, 2018 Notice of Proposed Rulemaking (NPRM) [“The Safer Affordable Fuel-Efficient (SAFE) 
Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks”] (Bunch Report) October 24, 2018.  
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decide on ow ning any vehicle is not simply based on the price of that vehicle but the 

price of that vehicle measured against the services that the vehicle can provide; the 

Agencies have completely ignored this latter aspect. Vehicle ownership still has benefits 

even if the cost of ownership is higher, particularly if there are no suitable alternatives 

available (such as in rural areas). 

Finally, the Agencies’ model produces results counter to economic theory. As the 

Agencies recognize with the inclusion of a rebound effect on the usage of vehicles, 

consumption increases with cost decreases. But their scrappage model states the 

opposite. In the existing standards, vehicles are more expensive than they would be 

under the proposed rollback, and yet this price increase results in greater consumption 

levels of vehicles. This is contradictory to basic economic principles of market demand. 

Further, the increase in vehicle populations occurs largely in the older vehicle ages that 

are typically owned by lower income households444. How these households are now 

supposed to be able to purchase a relatively more expensive vehicle (when presumably 

they did not own any/as many vehicles) is not at all explained by the Agencies. The fleet 

size cannot grow unless there is demand for those vehicles. The Agencies have not 

described why demand for vehicles should be different under the two policy cases. If 

anything, under the existing standards, the vehicles being retained and contributing to 

the larger fleet size have worse operating costs than the newer vehicles, and yet for 

some reason consumers (likely lower income consumers more sensitive to operating 

costs) are demanding more of these inferior goods, even despite their higher price. 

Conversely, the Agencies have failed to demonstrate how a rollback of vehicle 

standards would materially alter the services that are provided by personal vehicle 

ownership, such that vehicle ownership is less appealing, even though vehicles are 

relatively less expensive. 

Despite these inconsistencies, the Agencies defend the need to use a dynamic 

scrappage model, rather than retain static retirement schedules, to account for 

increases in vehicle durability over the past several decades.445 However, the Agencies 

fail to explain why vehicle durability should be different, and analyzed differently, in the 

future between the existing and rollback standards. Based on the CAFE Model outputs, 

Table VI-5 shows the expected lifetime mileage of model year 2025 vehicles would be 

about seven thousand and four thousand miles higher for passenger cars and light 

trucks, respectively, under the existing standards than the proposed standards. 

Presumably, the rebound effect contributes to much of this increase, as would be 

expected. What is not explained is how vehicles under the existing standards would not 

have exhausted their usable life sooner due to their more intensive use earlier in their 

                                            

444 Federal Highway Administration, 2017 National Household Travel Survey (NHTS).  Tabulation created on the 
NHTS website at http://nhts.ornl.gov. Households with less than $50,000 in annual income owned older vehicles (11 
years and older) on a percentage basis than middle ($50-100k) or higher ($100k+) income groups.   
445 83 Fed.Reg. at 43,097. 

http://nhts.ornl.gov/
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life, such that they have the same lifetime mileage potential but that these potentials are 

reached at different points in the life of the vehicle.  

Table VI-5 Survival-weighted lifetime mileage estimates for model year 2025 vehicles  

 
Note: table produced using default CAFE Model assumptions  

The Agencies appear to contend that the projected higher initial vehicle price under the 

existing standards continues to ripple down toward the end of the vehicle’s life. This 

retained value (unlike the retained value of a similarly aged vehicle in the rollback 

scenario) is asserted to sufficiently greater in the future that it will justify the cost of more 

significant repairs that will be necessary to keep it on the road. However, this logic does 

not consider that vehicles with higher mileage tend to have lower resale value than 

similarly aged vehicles with lower mileage. Therefore, it is questionable whether the 

resale values – and hence scrappage rates – of vehicles of similar vintages would be 

appreciably different between the two scenarios. 

 The input assumptions have no basis. 
Even assuming that the model structure were appropriate, the results between the 

current and proposed standards are largely driven by the assumption that new vehicle 

prices will be lower in the proposed rollback scenario than under the existing standards 

scenario. However, the Agencies simply assume this to be the case with no supporting 

evidence. In fact, looking at past trends, even during periods of stagnant vehicle 

emission standards, inflation-adjusted new vehicle prices continued to increase 

steadily.446 While it may be possible that a rollback of the standards could slow the rate 

of price increases, it is also possible that manufacturers could maintain similar price 

increases as the existing standards by providing alternate features in lieu of fuel 

economy/emission reduction technology. Automakers are profit-maximizing entities and 

will seek to extract the highest price that consumers are willing to pay for their products. 

Without tighter requirements for fuel economy and emission reductions, manufacturers 

may instead add additional optional equipment, such as greater connectivity or semi-

autonomous driving features (adaptive cruise control, lane keeping assistance, etc.).447 

Alternatively, as noted in the PRIA,448 during periods of flat standards energy efficiency 

improvements are diverted towards other attributes like horsepower, torque, weight, or 

interior volume over fuel economy improvements. Given the research and development 

costs into powertrain improvements already invested by manufacturers, a rollback of 

                                            

446 See Figure VI-3 Annual U.S. Light Duty Sales, Average New Vehicle Transaction Price, Annual Median 
Household Income, and Average New Vehicle Fuel Economy      (Indexed, 1985 Levels =100, Current Dollars). 
447 PRIA p. 1099 “…those other attributes that producers are instead likely to make on individual car and light truck 
models when they face less demanding fuel economy standards.” 
448 PRIA Table 8-32, p. 1101. 

Units: miles Passenger Car Light Truck
Augural 175,445 182,546
Rollback 168,939 178,135
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standards at this time may simply result in companies diverting any planned 

improvements for fuel economy benefits towards improving these other features. As the 

technology would have been engineered and installed in both cases, consumers would 

need to be charged the same amount regardless. As a result, average new vehicle 

prices could be identical under both the current and proposed standards, which in turn 

would mean scrappage rates would also be the same under both policy cases.  

Similarly, the Agencies argue that used vehicle life can be prolonged due to their 

increasing value outweighing the repair costs. However, they provide no evidence that 

vehicle repairs costs would not increase proportionally with higher used vehicle values 

under the existing standards. Vehicle components are increasingly electronically 

controlled. While repairing some of these components may be optional, e.g. sunroofs no 

longer open, repairing others may be required for the vehicle to function at all, or to 

pass state inspection/maintenance programs. In these situations, the repair costs may 

still exceed the value of the vehicle, which would result in scrappage occurring at a 

similar rate in both scenarios. 

Both CARB and Dr. Bunch considered all these factors together. When scrappage is not 

delayed (e.g., when prices are the same in both cases, by turning off the scrappage 

model), the difference in societal benefits become negative, meaning that the proposed 

rollback would impose a cost to society as compared to the existing standards.449  Thus, 

the scrappage model corresponds to neither the evidence nor best practices, and 

produces wildly unrealistic results with its flawed input assumptions.  

Finally, it is worth noting that the Agencies claim to have run a sensitivity scenario for 

the scrappage model that held prices constant at model year 2016 levels throughout the 

model simulation.  However, the input parameter files of the model appear to suggest 

that the sensitivity did something else entirely.  Instead of re-estimating the scrappage 

curves for cars, vans/SUVs, and pickups, holding prices constant at model year 2016 

levels, it appears as if dynamic scrappage model itself was re-estimated without any 

new vehicle price variables or variables that were interacted with new vehicle prices.  

Instead of keeping vehicle prices constant, this method ignores prices completely.  This 

fails to actually test the sensitivity of the model, meaning not even the Agencies can 

have an accurate understanding of how sensitive/reliable their own model is to different 

vehicle price assumptions. To base a huge rulemaking in critical part on an unverified 

model is completely arbitrary.  

 The Dynamic Scrappage Model also has core structural flaws. 
Some of the errors reflect deep methodological and structural flaws with the model 

itself. The Agencies created the dynamic scrappage model seemingly in response to 

peer review comments on the CAFE Model. However, like the new sales model, the 

                                            

449 See Bunch Report; CARB modeling. 
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dynamic scrappage model was not subsequently reviewed by any outside experts. As a 

result, the dynamic scrappage Model suffers from multiple structural issues, although, 

as with much of the Agencies’ analysis, the underlying data used to estimate the logit 

function450 used in the model are not available for inspection, which limits the ability to 

fully critique the scrappage model. It does not directly account for the impact of used 

vehicle prices, having no meaningful relationship or interaction between the new and 

used vehicle markets. It over-fits the data in a way that does not provide reliable 

predictions of behavior. It was not validated. Its results are inconsistent with economic 

theory.   

a. Approach 
Time-series analysis for modeling scrappage is also inappropriate for the same reasons 

as it was for the new vehicle sales model—particularly because time-series analysis 

does not capture structural changes, which the scrappage model seeks to illustrate. In 

particular, as Professor Bunch concludes and with which CARB agrees, the time-series 

analysis does not have the capability of capturing consumers’ behavior in the face of 

changing vehicle prices and attributes.451 The decision of whether or not to scrap a 

vehicle is a complicated decision in that it may depend on many factors and 

relationships (such as new vehicle price, used vehicle price, use vehicle supply), all of 

which individually affect consumer behavior. If consumer preferences and behaviors are 

not adequately captured, a scrappage model cannot meaningfully predict changes in 

scrappage.  

b. Structural issues 
In constructing the dynamic scrappage model, the Agencies have not directly accounted 

for the impact of used vehicles prices. According to the academic literature on 

scrappage (including some that are discussed in the NPRM and PRIA), the economic 

rationale behind an entity choosing to scrap a vehicle is that it eventually comes into 

disrepair and the cost of the repair to restore its functionality exceeds the (scrap) value 

of the vehicle.452 The impact of used vehicle prices on scrappage has been studied in 

the literature, including Bento et al. (2018) and Jacobsen and van Benthem (2015). 453  

Both papers find that higher used vehicle prices are associated with decreases in 

                                            

450 PRIA, p. 1020. 
451 David S. Bunch, University of California, Davis, An Evaluation of NHTSA’s Economic-based Modeling and 
Implications for Benefit-Cost Analysis in the NHTSA/EPA August 24, 2018 Notice of Proposed Rulemaking (NPRM), 
7 (2018) [hereinafter “Bunch, Evaluation of Modeling”].  
452 Note that the decision to scrap a vehicle is slightly different than the decision for a household to replace one 
vehicle with another. From an emissions perspective, a vehicle can change hands multiple times and have a limited 
impact on the total emissions inventory. The more important issue is when the vehicle is no longer operating on the 
roads because it has truly been scrapped. As noted in Jacobsen and van Benthem, households are typically not the 
decision makers when it comes to scrapping a vehicle; rather, dealers, mechanics, and dismantlers are more likely to 
be in the position of weighing repair costs and market value. 
453 Bento, Antonio, Kevin Roth, and Yiou Zuo. "Vehicle Lifetime Trends and Scrappage Behavior in the US Used Car 
Market." The Energy Journal 39.1 (2018). 
Jacobsen, Mark R., and Arthur A. Van Benthem. "Vehicle scrappage and gasoline policy." American Economic 
Review 105.3 (2015): 1312-38. 



 

244 
 

scrappage rates.  Thus, parameters for repair costs and used vehicle prices towards the 

end of life should likely be included in a scrappage model. However, neither of these 

variables appear in the Agencies’ model. Instead, the Agencies have relied only on new 

vehicle prices, which is an indirect determinant, at best, of future used vehicle prices, 

given variable resale values for different vehicle makes and models based on brand, 

mileage, condition, etc. 

By only including new vehicle prices and no other controls for vehicle quality, the 

Agencies’ scrappage model omits variables that are important predictors of scrappage 

rates and of vehicle prices.  Prior work that has relied on new vehicle prices to estimate 

scrappage rates have also included some aspects of quality improvements, meaning 

taking into account that the vehicle is improving in some way.  For example, Greenspan 

and Cohen (1996) include both the Bureau of Labor Statistics (BLS) new vehicle price 

index and the BLS cost of repair index.  In contrast, the Agencies’ analysis excludes any 

quality improvements associated with new vehicle price increases as well as any 

controls for used vehicle prices or maintenance.  As a result, the model’s estimates of 

the impact of vehicle prices may be biased.454 

Furthermore, the model as constructed cannot be used to identify the causal impact of 

new vehicle price changes on the scrappage rate.  In addition to the omitted variables 

regarding vehicle quality, the model suffers from an endogeneity problem; in other 

words, the model tries to rely solely on new vehicle prices to predict scrappage rates 

without realizing or controlling for the fact that scrappage rates may also affect new 

vehicle prices.  Specifically, the scrappage rates of used vehicles affects the supply of 

used vehicles, which in turn may impact demand and prices of new vehicles.  At the 

same time, changes in new vehicle prices may cause consumers to substitute between 

new and used vehicles, which in turn changes the scrappage rate.  Because both 

scrappage rates and new vehicle prices may influence one another, the Agencies would 

need to utilize different statistical techniques to credibly identify the impact of new 

vehicle prices on scrappage rates.  For example, the Agencies would need to identify an 

instrumental variable that impacts new vehicle price but that does not impact the 

scrappage rate.  Models that suffer from endogeneity problems will have biased 

estimates.  In other words, the estimates from these models cannot be used to inform 

policy, because they do not actually tell us how new vehicle prices impact scrappage. 

Another issue is a mismatch between the level of aggregation of the scrappage model 

structure and the underlying price data used to develop the model. The scrappage 

model uses three different sets of equations to estimate the scrappage probabilities for 

                                            

454 The Agencies acknowledge that the cost of maintenance and the value of a vehicle of a vehicle are components of 
vehicle scrappage.  In the case of maintenance, they state that “no model considered for analysis showed the 
expected signs on that variable… For this reason, the preferred model excludes the variable.” (PRIA 1019).  In stating 
this, the Agencies acknowledge that the model is flawed; the model does not conform to what economic theory would 
suggest.  Yet, instead of redesigning the model, the Agencies instead choose to omit these important variables.    
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each vehicle body style: (1) passenger cars, (2) vans and SUVs, and (3) pickups. 

However, it appears that the underlying average new vehicle price data, upon which 

these models were estimated, were not disaggregated into body styles.455 (Again, 

despite multiple attempts to obtain the underlying price data, it has not been available to 

the public for either inspection or purchase, making it difficult to verify all of the 

Agencies’ modeling methods.) This means, for instance, that even if average prices 

increase only because of higher sales of more expensive, luxury SUVs and pickup 

trucks, the scrappage model for cars may still identify a correlation between vehicle 

prices and car scrappage rates, even though average car prices are unchanged.   

The aggregation of average new vehicle price is problematic because, as discussed 

above, vehicle prices between different body types often exhibit different temporal 

trends from year to year. For instance, as discussed previously, the average price 

increases seen recently have been the result of a greater share of light-truck sales.  

Therefore, for recent years, the scrappage model would be capturing changes in 

scrappage rates of cars, vans and SUVs, and pickups that are associated with price 

changes that are driven by a greater share of light-truck sales.  Future changes in 

vehicle prices due to the standards may affect prices of different vehicle body types in a 

different way than shown in the historical data used in the scrappage model.  If that is 

the case, we should not expect that the scrappage rates among the vehicle body styles 

would react the same way.  For example, if the reason average new vehicle prices 

increased is because car prices increase, there would be a different impact on car 
scrappage than compared to a scenario where average new vehicle prices increased 

because of SUV prices increasing (in the former, we would expect car scrappage to 

decline, while in the latter we would expect car scrappage to essentially remain 

unchanged).  The model presented by the Agencies suggests that the impact of 

scrappage rates would be the same in both scenarios regardless of the cause of the 

price increase.  

Additionally, from the final scrappage models shown in PRIA Tables 8-10 to 8-12, the 

model appears to be significantly overfit and to suffer from multicollinearity.  An overfit 

model means that the model is able to precisely replicate past trends, but only through 

the use of too many variables.  An overfit model fits the data too well, fitting the noise or 

errors in the data in addition to the underlying relationships between the variables of 

interest. Because an overfit model also fits the noise and errors of the data, the out-of-

sample predictions are unreliable. The overfitting and heavy use of lag variables also 

results in multicollinearity.  Multicollinearity occurs when many highly correlated 

explanatory variables are included in the regression, making it impossible to identify 

which of those explanatory variables are responsible for the observed changes in the 

                                            

455 “Importantly, these transaction prices were not available by vehicle body styles…“ PRIA, p. 1017.  Moreover, the 
“2018_NPRM_parameteres_ref” document provides the prices for MY 1977 through 2015 vehicles.  The transaction 
price data in the file shows the same prices for cars, SUVs, and trucks.  
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dependent variable of interest.  The predictive power models with multicollinearity and 

overfitting are therefore rather limited.   

The scrappage model includes up to 34 variables, many of which are related to each 

other and also shown to be statistically insignificant. Together, these variables can 

replicate past trends, but this combination does not capture the underlying relationships 

driving scrappage for the reasons discussed earlier, such as the omission of used 

vehicle prices or repair costs. This soup of variables, especially with all the 

corresponding lagged variables, means the scrappage model’s outputs are just 

unspecific noise. It is impossible to isolate which age variable or which new price 

variable, for instance, is affecting the probability of a vehicle being scrapped. Because 

of this, the scrappage model cannot produce adequate or reliable scrappage 

predictions.  

The Agencies’ scrappage model clearly suffers from multicollinearity.  The Agencies’ 

model includes the explanatory variables of age, age2 and age3.  For values of age 

between 0 and 34, a linear combination of age and age2 are almost able to precisely 

estimate the value of age3.  Dr. Greene’s report discusses that these three variables 

alone result in measures of multicollinearity that exceed commonly used thresholds 

applied in the academic literature by at a factor of twenty.456 

Moreover, potentially due to overfitting and multicollinearity, the estimated coefficients 

presented in PRIA Tables 8-10 through 8-12 are often counterintuitive and are not 

explained well by the Agencies.  The scrappage model predicts that some variables will 

have different impacts to cars, trucks, and SUVs when we would expect the impact to 

be the same.  For example, Table 8-10 suggests that new vehicle prices alone are not 

statistically significant predictors of car scrappage, while Table 8-11 suggests that 

higher new vehicle prices are associated with higher rates of scrappage for SUVs, and 

Table 8-12 suggests that higher new vehicle prices are associated with lower rates of 

scrappage for trucks.  As another example, Table 8-10 suggests that the operating 

costs of new cars do not have a statistically significant impact on car scrappage rates, 

Table 8-11 suggests that higher operating costs of new SUVs results in higher 

scrappage of SUVs, and Table 8-12 suggests that higher operating costs of new trucks 

results in lower scrappage rates for new trucks.   

While changes vehicle prices or operating costs may have impacts of different 

magnitudes on the scrappage rates depending on the vehicle type, it is unlikely that 

changes in one of the variables should be associated with increases in scrappage rates 

for one vehicle type and decreases in scrappage rates for another vehicle type. A likely 

cause of the modules predicting opposite responses in scrappage behavior to similar 

variables is multicollinearity among the variables.  

                                            

456 See Greene Report, p. 24.  
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As further potential evidence of overfitting, we see that the dynamic scrappage model is 

not robust enough to handle more extreme input values. When bypassing the dynamic 

fleet share model in the CAFE Model and simply specifying that all future new vehicles 

are either 100 percent passenger cars or 100 percent light trucks, the model produces 

dramatically different results for used vehicle populations. While the case with 100 

percent passenger cars produces populations similar to the default fleet share 

assumptions, the case with 100 percent light trucks produces used vehicle populations 

only about one-tenth of the default case. This is despite new vehicle sales rates being 

similar between the two cases (as well as with the default case), implying that the 

scrappage model is working to quickly eliminate vehicles from the fleet.  

Figure VI-20 Comparison of Fleet Share Results based on Vehicle Classification 

 

Turning off the scrappage model restores the used vehicle populations to more 

expected volumes, which supports the notion that parts of the scrappage model are not 

functioning properly. Granted this is a rather extreme scenario, the fact that the 100 

percent passenger car scenario does not produce such a dramatic result suggests 

something inherent to the specification in scrappage for the different body styles. As 

discussed previously, the signs for coefficients are not consistent across the body 

styles, meaning that the model predicts, for example, that increasing new vehicle prices 

will reduce the probability of scrapping a passenger car or light truck (i.e. the sign is 

negative) while increasing the probability of scrapping a van/SUV (i.e. the sign is 
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positive). While intuition and the economic theory on scrappage would support the 

notion that the new vehicle price coefficient should be negative, there is no reasoning 

provided for why the sign for vans and SUVs should be positive or otherwise different 

from the other body styles, and the Agencies even admit to not understanding why the 

signs are conflicting.457  The positive sign may be contributing to the extreme scrappage 

rates produced by the model when pushed towards a hypothetical future fleet of only 

light trucks. Without any connection to broader considerations for vehicle ownership, the 

model is allowed to produce unrealistic retention rates of used vehicles in the future.  

c. Model validation and statistical significance. 
A further flaw in the model is improper validation. Statistical analyses are typically 

accompanied by various diagnostics to demonstrate the soundness of the estimate and 

the confidence with which conclusions can be drawn. In the case of the scrappage 

model, the Agencies failed to provide customary measures of multicollinearity. 

Additionally, many variables included in the models were not statistically significant at 

the 0.05 level. Statistical significance at the 0.05 level means that there is less than a 

five percent chance that you would incorrectly reject the null hypothesis, that the 

estimated parameter of the model is different from zero.  If a variable is not statistically 

significant at the 0.05 level, this means there is more than a five percent chance that the 

true value of the coefficient associated with the explanatory variable is zero, or in other 

words, the explanatory variable has no effect on the dependent variable.  Statistical 

significance at the 0.05 level has historically been one of the common threshold used in 

statistical analysis.458  Tests of statistical significance can indicate how compatible the 

data are with a specified statistical model, and the 0.05 level often appears as an 

anchoring value in many economics articles, including those cited in the NPRM.459 

As evidence that the dynamic scrappage model was not rigorously tested and validated, 

the dynamic scrappage model results in estimates of the scrap rate elasticity that 

implausibly large in magnitude and depending on the year considered take on both 

positive and negative values.  Using the CAFE Model’s assumptions of new vehicle 

prices and scrappage rates, Dr. Bunch calculated estimates of the scrap rate elasticity 

with respect to changes in new car prices.  He finds that the dynamic scrappage model 

implicitly has scrap rate elasticities that range between -142.79 to 163.88.   

Between 2018 to 2032, the average scrap rate implied by the dynamic scrappage model 

is -8.93.  In other words, for one of the years, an increase in new vehicle prices of 1 

percent is associated with an increase in scrappage of 163.88 percent. This scrap 

                                            

457 PRIA, p. 1025. 
458 Wasserstein, Ronald L., and Nicole A. Lazar. "The ASA’s statement on p-values: context, process, and purpose." 
The American Statistician 70.2 (2016): 129-133. 
459 For example: Jacobsen, Mark R., and Arthur A. Van Benthem. "Vehicle scrappage and gasoline policy." American 
Economic Review 105.3 (2015): 1312-38. and Bento, A. et al. “Vehicle Lifetime Trends and Scrappage Behavior in 

the U.S. Used Car Market.” The Energy Journal, vol. 39, no. 1, Jan. 2018, doi:10.5547/01956574.39.1.aben. include 
markers for which variables are statistically significant at the 0.05 level in their regression tables.  



 

249 
 

elasticity is working in the opposite direction that economic theory would suggest if the 

increased prices were associated with more used car retention. In general, the scrap 

elasticities estimated are significantly higher than estimates in the economic literature 

and higher than implied scrap elasticities in other models that have implied scrap 

elasticities in the range of -0.88 to -3.90.460  The reasons for the illogical results from the 

scrappage model can be traced back to the previously discussed problems—

particularly, that the scrappage model is based on a single-equation aggregate time-

series regression where no effort was made to incorporate structure or behavioral 

factors.   

Dr. Bunch finds even more evidence that the dynamic scrappage models was not 

thoroughly tested and validated when comparing the scrappage model results to results 

from the recent academic literature and to scrappage curves from historical data.  For 

instance, he finds that the shape of the scrappage curves is at odds with what would 

typically be expected from theory.  Almost all of the scrappage rate response to 

changes in the input variables is concentrated on vehicles that are more than 18 years 

old, and the CAFE model produces scrappage curves with kinks and reversals.461 

All statistical models have inherent uncertainty, and, even though a single output is 

presented, it should not be interpreted as being the only possible value. Most models 

therefore report standard errors to represent this uncertainty. Using these errors, Dr. 

Bunch calculated 95 percent confidence intervals for the coefficients used in the 

scrappage model – meaning that the analyst is 95 percent confident that the true value 

lies within this range.462 The confidence intervals demonstrate that the resultant 

scrappage rates under the existing and proposed standards lie within each other’s 

confidence intervals and are therefore not statistically significantly different from each 

other. So, although the scrappage model produces a different and seemingly distinct set 

of results for the two policy scenarios, the differences are not meaningful due to the 

uncertainty.  

 In summary, the dynamic scrappage model should be rejected. 
In sum, the Agencies’ new dynamic scrappage model is invalid and should be 

abandoned.  The model, despite being created to supposedly predict fleet distribution 

(used versus new cars), is not meaningfully connected to the new sales model; without 

this connection, the scrappage model actually dictates fleet size unchecked and 

balloons the fleet size under the existing standards. These fleet populations and lack of 

connection with the new sales model do not comport with economic theory.  Moreover, 

the differences in predicted vehicle fleet sizes are strictly driven by the predicted 

differences in vehicle prices, but the Agencies have not supported their assumptions 

that vehicle prices would increase as substantially as predicated nor that the predicted 

                                            

460 Bunch report. 
461 Id. 
462 Id. 



 

250 
 

rollback savings would translate into lower vehicle prices.  Even if the predicted fleet 

sizes were correct (which they are not), the subsequent VMT the retained vehicles are 

expected to drive are overestimated, as they ignore reality and are counter to economic 

theory.  It defies logic to predict a scenario where the cost of vehicles (and, according to 

the Agencies, the risk of injury or death) increases and yet at the same time people 

drive more.   

 

Finally, the scrappage model itself is structurally unsound and improperly designed and 

validated.  The Agencies are using a time-series approach, helpful in short-term 

predictions relying on continuing past trends, to predict structural and longer-term 

changes in fleet composition and use.  The model both excludes important variables for 

scrappage prediction, like a cost of repair index, while also including too many similar 

variables, causing it to be overfit and unable to counteract any effects the variables 

have on each other.  The Agencies also failed to have the model peer reviewed, or to 

test it through any of the standard, accepted means.  In other words, the scrappage 

model is only able to spit out a cacophony and not produce anything adequate or 

reliable.   

 

Based on these deficiencies invalidating the scrappage module, the CAFE Model 

should not enable this model and rely instead on the survival rate curves used in prior 

rulemakings. In fact, this model is so flawed that disabling the scrappage model and 

making no other changes to inputs results in net societal costs and not net societal 

benefits as the Agencies claim.  

 

 The CAFE Model asserts an exaggerated, unfounded rebound 

effect. 

Thus far, the Agencies have wildly overestimated technological costs, overstated their 

effect on new vehicle sales, and then inappropriately and incorrectly modeled 

scrappage, resulting in an illusory larger fleet of supposedly dangerous used cars. Piling 

error on error, the Agencies also insist that lowering fuel economy standards and 

emissions standards will make these cars more expensive to drive – which, they insist, 

is a good thing, because driving is dangerous.  This paternalistic approach is flawed for 

many reasons, not least that driving is actually rapidly becoming safer, and because 

wastefully charging people to drive is an extremely inefficient way of enhancing safety. 

The analysis around increasing the cost of driving is also overstated, because the so-

called “rebound” effect has been set by the Agencies at double what the evidence 

demonstrates. 

The rebound effect is the degree to which drivers increase their vehicle miles traveled 

(VMT) in response to the lower cost of driving resulting from the standards. The 

Agencies posit that “[a]s the vehicles become less expensive to operate, they are driven 
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more (20 percent more than the difference between initial and present travel costs, 

precisely).”463 That rate is unsupported and higher than reasonable estimates.  

As a result of the over-estimate, the Agencies’ analysis artificially deflates the criteria, 

toxics, and GHG emission increases from rolling back the existing GHG standards and 

augural fuel economy standards, understates the energy security costs, overestimates 

the congestion and noise benefits, and overestimates fatality impacts. The Agencies 

should restore their estimate of this effect to 10 percent as used in prior rulemakings, if 

not something less.  

Moreover, regardless of the magnitude of the assumed rebound effect, it is not properly 

modeled, so the magnitude of the impacts attributed to this phenomenon are erroneous 

in any event and twice as high as if the rebound effect were correctly applied. The 

erroneous fatality impacts resulting from this effect should not be included as part of the 

justification for rolling back the standards. 

 The rebound effect is overestimated. 
The Agencies changed their estimate of the magnitude of the rebound effect from 10 

percent used in prior rulemakings to 20 percent for their analysis. Their justification for 

this increase is flawed and based on a selective and misinformed review of the literature 

on this topic. Although raised in EPA’s memo464 to NHTSA that recent studies on this 

topic had been omitted from the discussion, these studies remain excluded from the 

NPRM. Furthermore, these studies all suggest that the rebound effect is less than the 

Agencies’ estimate of 20 percent.465   

Of the studies that are included, some were not interpreted or presented accurately, nor 

are they all directly comparable to each other. Indeed, the Agencies seem to weight 

each of the studies it relies upon equally, which is inappropriate.  Many of the studies 

cited are from other countries and therefore inapplicable to the U.S. The domestic 

studies cited do not use the same type or quality of data; this is discussed further below.   

The Agencies particularly emphasizes the study by Hymel and Small (2015) as one of 

the main justifications for increasing the rebound effect to 20 percent; however, the 

Agencies do so inaccurately.  Hymel and Small (2015) include an estimate of 18 

percent, which is higher than the Agencies’ previous estimates based on earlier data.466 

Though the 18 percent is cited correctly, what is omitted from the discussion is that the 

authors also estimate an effect of only 4.0 or 4.2 percent for the same time period when 

                                            

463 83 Fed.Reg. at 43,105. 
464 William Charmley, email message to Chandana Achanta, June 18, 2018. Regulations. Accessed on October 24, 
2018.   https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453, Attachment 5, p 53, 116-122. 
465 See Gillingham, K. The Rebound Effect of Fuel Economy Standards: Comment on the Safer Affordable Fuel-
Efficient (SAFE) Vehicles Proposed Rule for Model Years 2021-2026 Passenger Cars and Light Trucks. Yale 
University. October 19, 2018. (Gillingham Rebound Report.). 
466 Hymel, Kent and Kenneth Small. “The rebound effect for automobile travel: Asymmetric response to price changes 
and novel features of the 2000s.” Energy Economics 49 (2015): 93-103. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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assuming that consumers respond differently to price increases compared to price 

decreases (i.e. they respond asymmetrically depending on the direction of the change). 

Indeed, Professor Small commented on the NPRM, explaining that the 18 percent is in 

fact a long-run rebound estimate produced from a simpler model.467 The more accurate 

long-run rebound estimates produced by Hymel and Small (2015) are 4.0 and 4.2 

percent under more realistic models capturing consumers’ asymmetrical responses.468  

Even assuming there is no asymmetry, the 18 percent estimate is inappropriate to use 

for future years because it includes the fuel price shocks of 2008 and 2009, and Hymel 

and Small have demonstrated that the magnitude of the rebound effect increases with 

fuel prices. Omitting these two anomalous years from the estimate yields a rebound 

estimate of 15 percent. Given that the Agencies are contending that future fuel prices 

will remain stable and that fuel price shocks are unlikely as a result of increased 

domestic supply,469 the lower (15 percent) rebound estimate would be more 

representative; otherwise, should they wish to use the higher (18 percent) estimate, 

they should adjust their future fuel price assumptions.  

Furthermore, also omitted from the discussion is that these rebound estimates from 

Hymel and Small (2015) are long-run estimates, extending well beyond the lifetime of 

the vehicle, whereas most other estimates in the literature a short- or medium-run 

estimates. Short-term impacts are generally considered to be smaller in magnitude than 

long-term impacts, as often people are not able to respond quickly to changes in driving 

costs in a manner that would dramatically change their annual VMT, e.g. find a new job 

or a new home that would reduce commute distances. Hymel and Small indicate that 

their short-run estimates would be only one-sixth the magnitude,470 which decreases the 

possible estimates to 0.67, 0.7, or 3 percent. Because the long-run rebound extends 

indefinitely, the actual rebound effect for the lifetime of a vehicle, according to Professor 

Small, would be somewhere between either 0.67 and 4.0 percent or 0.7 and 4.2 

percent.471  

Hymel and Small (2015) also notes that the rebound effect declines with increasing 

income levels. The NPRM states that incomes have not risen as expected, which may 

explain why the Hymel and Small’s 2015 estimate is higher than prior estimates. 

However, for assessing this proposal, future income levels are more relevant than past 

trends, but the Agencies do not provide any reference to support assuming income to 

only grow at half the level that they previously assumed.472 

                                            

467 Comment by Kenneth A. Small, Professor Emeritus, University of California, Irvine, EPA-HQ-OAR-2018-0283-
2698 (Oct. 18, 2018).  
468 Id.  
469 PRIA, p. 1080. 
470 Comment by Kenneth A. Small.  
471 See Comment by Kenneth A. Small.  
472 83 Fed.Reg. at 43,105. 
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Many of the studies the Agencies rely upon for this increase in magnitude were focused 

on evaluating driving cost changes more generally or solely from fuel price changes, 

such as those resulting from marketplace volatility or tax policies. Such estimates are 

inappropriate to rely upon, as they do not reflect impacts expected from the proposed or 

existing standards (i.e. these standards are not expected to significantly alter fuel 

prices). For example, Bento et al.’s rebound estimate of 34 percent in the NPRM is 

related to increased fuel taxes and not at all applicable to changing vehicle standards; 

rather, the rebound estimate for fuel economy standards is in the range of 5 to 10 

percent. Similarly, the Agencies cite an estimate from Gillingham (2014) of 22 percent, 

which is solely from a gasoline price shock. Meanwhile, in a subsequent paper not cited 

by the Agencies, Gillingham et al. (2015) estimate a 10 percent rebound (as relates to 

changes in the cost of driving). Likewise, the 40 percent estimate referenced from Liu et 

al. has no consideration of vehicle fuel economy and is inappropriate to consider. One 

of the authors, Professor Cirillo, submitted a letter to the docket stating that Liu et al.’s 

estimate was an elasticity to fuel price, and that “[e]lasticity to fuel price (which is 

calculated in Liu et al., 2014) and rebound effect are not the same concept.”473  Indeed, 

Professor Cirillo emphasizes that Liu et al. (2014) was constructed to study “the 

rebound effect from energy policy aiming at reducing VMT by for example increasing 

fuel cost,” not the rebound effect from changes in fuel economy.474   

Often, studies assume that a response to fuel price changes is equivalent to responses 

to the overall cost of driving (which actually includes both fuel prices and fuel economy); 

however, there is limited evidence to support this. Fuel efficiency improvements have 

been occurring more recently at a gradual rate of increase, whereas fuel prices reflect 

much higher variability and, as such, can affect both short- and long-term impacts in a 

different manner. There is some evidence that the fuel price component may be 

stronger than the fuel economy component. Few studies attempt to separately examine 

the impacts of vehicle technology changes resulting in increased fuel efficiency rates, 

which would be most directly applicable to evaluating the effects from the existing 

standards. Those that do find the magnitude to be much smaller. For example, 

Gillingham (2011) found only a one-percent rebound effect specifically relating to fuel 

economy changes. Additionally, Professor Small explains that when trying to separate 

the rebound effect just from fuel economy (as opposed to fuel price), studies have not 

been able to produce rebound estimates statistically distinguishable from zero; in other 

words, the available literature cannot prove that the rebound effect from changes in fuel 

economy is greater than zero.475 

Aside from the variability in the specific effects the researchers are evaluating, the data 

on which these analyses are based also vary in quality. Studies that rely on multiple 

odometer readings provide more accurate data on VMT and are often taken from 

                                            

473 Comment from Cinzia Cirillo, Professor, University of Maryland, NHTSA-2018-0067-7819 (Oct. 19, 2018).  
474 Id.  
475 Comment by Kenneth A. Small.  
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statewide inspection/maintenance programs that capture a large sample of the 

population.  Studies that rely on survey data may have issues with sample selection 

bias, as households that are willing to take the time and effort to record detailed data 

over a day or several weeks may be different from households that choose not to 

participate in the survey.  These surveys may also suffer from poor recall on the part of 

respondents, such that trips may be inadvertently omitted or travel distances are 

inaccurately reported.  

Joshua Linn, an economics professor at the University of Maryland and whom the 

Agencies cite, also commented on the NPRM and strongly echoed these concerns 

around quality and study-weighting. Professor Linn notes that studies using odometer 

data are less “noisy” (i.e., produce more meaningful and reliable results) and more 

statistically sound.476 Professor Linn also explains that studies using odometer data, 

estimating the rebound effect due to changes in fuel economy (as opposed to changes 

in fuel price), and within the U.S. should receive greater weight (in fact, Professor Linn 

also advocates for completely dropping any non-U.S. study).477 Indeed, isolating the 

studies using the higher-quality odometer data and excluding international studies yields 

an average rebound effect of only 8 percent.478 

 The rebound analysis fails to account for travel demand. 
Another issue arises from the fact that data are collected on individual vehicles when, in 

reality, the majority (more than 80 percent) of households own more than one 

vehicle.479 Therefore, even if the VMT of an individual vehicle increases, this may 

simply be the result of miles shifting from one vehicle to another, as opposed to being a 

true increase in miles for the household as a whole. For example, when a new vehicle is 

purchased by a household, this vehicle may be favored because it is more reliable or 

contains more amenities that make it more desirable to drive, and the remaining 

vehicles in the household are driven less. Newly purchased vehicles commonly travel 

more miles than older vehicles within a given household that has two or more vehicles. 

A shift of VMT from older, less reliable, and often less fuel-efficient vehicles to newer, 

more reliable, and often more fuel-efficient vehicles is a typical pattern seen in state 

odometer data sets as well as the National Household Travel Survey data set. And 

while individual vehicle data can register this increase, without household identifiers it is 

not possible to capture the portion of miles that are simply displaced from other 

household vehicles.  

                                            

476 Comment from Joshua Linn, Associate Professor, University of Maryland, EPA-HQ-OAR-2018-0283-1642 (Oct. 
15, 2018).  
477 Id.  
478 Kenneth Gillingham, Yale University, The Rebound Effect of Fuel Economy Standards: Comment on the Safer 
Affordable Fuel-Efficient (SAFE) Vehicles Proposed Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, p. 4 (2018) [hereinafter “Gillingham, The Rebound Effect”].  
479 Federal Highway Administration, 2017 National Household Travel Survey (NHTS). “Number of Household 
Vehicles” Tabulation created on the NHTS website at http://nhts.ornl.gov.  

http://nhts.ornl.gov/
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When examining typical household annual VMT levels, the results do not indicate that 

significant increases in household driving patterns occur after purchase of a new 

vehicle. For example, West et al. (2017) found that households do not drive more, 

“suggesting that behavioral responses do not necessarily undermine the effectiveness 

of fuel economy restrictions at reducing gasoline consumption.”480 Ignoring the 

household effects may therefore overstate the response to fuel economy improvements, 

and, if indeed overall VMT remains unchanged, the Agencies’ projected emission and 

fatality impacts would not materialize. Furthermore, if VMT in older vehicles is being 

displaced by VMT in newer vehicles, the model-year effects (see fatality discussion 

below) would suggest that fatalities can decrease even if total VMT remains distributed 

across the same vehicle composition. 

There are other mechanisms by which the estimates based on historical data may result 

in overstating the rebound effect that might be expected in the future as a result of 

increasingly stringent standards. First, many of the studies are based on historical data 

during periods of stagnant vehicle standards. Aside from needing to rely on fuel price 

fluctuations as the main source of the change in operating cost discussed above, this 

also neglects the additional vehicle price consumers would be paying in the future for 

their reduced operating costs. Consumers may need to apply some of the fuel savings 

towards their higher vehicle payment, which effectively reduces the change in operating 

cost and yields a smaller VMT response. Additionally, baseline fuel consumption levels 

also contribute to the size of the response. Prior to 2005, fuel economy standards (GHG 

standards were non-existent at this time) for light trucks were stagnant at 20.7 mpg 

(unadjusted for real-world driving conditions that would reduce actual mileage). When 

fuel economy is that low, the response is larger. The NPRM projects that by 2020, the 

fuel economy of light trucks should increase to 31.3 mpg. Diminishing returns would 

suggest that at a higher baseline fuel economy, a 20% rebound effect would not occur. 

Additionally, baseline fuel consumption levels also contribute to the size of the 

response. Prior to 2005, fuel economy standards (GHG standards were non-existent at 

this time) for light trucks were stagnant at 20.7 mpg (unadjusted for real-world driving 

conditions that would reduce actual mileage). When fuel economy is that low, the 

response is larger. For example, Gillingham et al. (2015)481 examines heterogeneity the 

responsiveness of VMT to gasoline prices based on vehicle fuel economy.  Using 

odometer readings from annual vehicle inspections in Pennsylvania over the period of 

2000 to 2010, this paper finds that the vehicles in the lowest fuel economy bracket (less 

than 20 mpg) are the most responsive to change in gasoline prices and appear to be 

the primary driver of the short-run VMT elasticity with respect to the price of gasoline of 

-0.1 for the full dataset.  In contrast, drivers of vehicles of higher fuel economy (vehicles 

with fuel economy of 20 mpg and higher) are barely responsive to changes in gasoline 

                                            

480 West, J., Hoekstra, M., Meer, J., & Puller, S. Vehicle miles (not) traveled: Fuel economy requirements, vehicle 
characteristics, and household driving. Journal of Public Economics. Volume 145, January 2017, pp.  65-81. 
481 Gillingham, Kenneth, Alan Jenn, and Inês ML Azevedo. "Heterogeneity in the response to gasoline prices: 
Evidence from Pennsylvania and implications for the rebound effect." Energy Economics 52 (2015): S41-S52. 
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prices.  The estimates of the short-run VMT elasticity with respect to the price of 

gasoline for vehicles in this group range from -0.008 to -0.059 and are not statistically 

significantly different from zero.  One possible explanation for this is that gasoline 

prices, and therefore vehicle operating costs, are simply more salient to consumers of 

lower fuel economy vehicles due to the higher fuel bill.  The NPRM projects that by 

2020, the fuel economy of light trucks should increase to 31.3 mpg. Diminishing returns 

would suggest that at a higher baseline fuel economy, a 20 percent rebound effect 

would not occur. 

For all of these reasons, the Agencies should at least return to their prior estimate of a 

10 percent rebound, which is still likely an overstated estimate of the true effect, but not 

inappropriate like 20 percent.   

 The CAFE Model improperly considers the rebound effect. 
The Agencies have chosen an unconventional method of applying the rebound effect to 

model the impacts of fuel economy standards on VMT.  The Agencies’ method of 

applying the rebound effect leads to overestimating the VMT change between the 

augural and proposed standards.  Overestimating the VMT change leads to the 

Agencies to inflate the estimates of costs that are associated with additional driving 

under the existing standards such as noise, congestion, and fatalities. 

As pointed out by Professor Gillingham’s expert report, the appropriate way to apply 

estimates of the rebound effect is to begin with a baseline scenario of forecasted VMT 

in each year that is informed by a credible source.  To calculate the VMT change from 

the rebound effect from fuel economy standards, the baseline level of forecasted VMT 

in each year would be adjusted by subtracting the rebound effect multiplied by the 

assumed percentage change in the cost per mile in each year.  With this method, the 

only factor that creates a difference between baseline VMT and VMT under different 

fuel economy standards is the change in cost per mile caused by changes in fuel 

economy.482 

Instead of beginning with a baseline scenario of forecasted VMT in each year, the 

NPRM uses 2016MY vehicles as a baseline for VMT.  In other words, the Agencies 

established a baseline year for VMT, rather than a baseline scenario of forecasted VMT 

for each year. The rebound effect in the NPRM is based on the difference in the cost 

per mile between new vehicles in any given year and the cost per mile of 2016 model 

year vehicles.  Because the cost per mile equals the price of gasoline divided by fuel 

economy and the Agencies’ method is based off comparisons to 2016, the Agencies’ 

method for calculating the effects of rebound in their analysis mixes the impacts of the 

rebound effect from changes in fuel economy with changes in gasoline prices.  Not only 

                                            

482 Gillingham, The Rebound Effect, p. 15. 
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has fuel economy of vehicles changed since 2016, but the price of gasoline has also 

changed.483   

The Agencies’ method of applying the rebound effect biases the estimates of VMT 

change between the augural and proposed standards.  Professor Gillingham finds, with 

which CARB agrees, that, for model year 2021 vehicles, the VMT change between the 

existing and proposed standards are more than 20 percent higher when the rebound 

effect is applied incorrectly versus when the rebound effect is applied correctly.484  In 

almost all cases, the NPRM’s method overestimates the VMT change.485  As a result, 

the NPRM also overestimates costs associated with noise, congestion, and fatal and 

non-fatal crashes. 

 The federal analysis wrongly attributes fatalities from rebound to the 
standards. 

Lastly, although the societal cost estimates include “mobility benefits” that offset the 

fatality costs related to the rebound effect, the Agencies still report the total fatalities 

ascribed to the rebound effect, even though the Agencies acknowledge that additional 

driving is an individual choice providing utility to the driver. Nevertheless, the Agencies 

partially justify the rollback of fuel economy standards based on these (supposed) 

reductions in fatalities. The notion that fuel economy standards should be rolled back in 

the name of safety is hypocritical, though, when other federal policies would have 

similar fatality impacts. Recently, this administration has called for both accessing the 

Strategic Petroleum Reserve486 and for petroleum-producing countries to increase 

production487 in an effort to reduce gasoline prices.488 Using the underpinning logic of 

the rebound effect, any resultant decrease in gasoline prices would likewise increase 

VMT, which, based on the Agencies’ modeling, categorically increases fatalities. 

Nonetheless, this administration continues to pursue policies to reduce gasoline prices 

and fails – it fails in fact489 as the average U.S. retail gas price has increased from 

$2.837 on January 1, 2018, to $2.984 as of October 8, 2018, and it fails to consider the 

potential change. Similarly, the federal government continues to fund highway 

expansion projects when the phenomenon of induced demand, i.e. increasing highway 

                                            

483 See Gillingham, The Rebound Effect, pp. 14-16.  
484 Gillingham, The Rebound Effect, p. 15. 
485 Gillingham, The Rebound Effect, p. 16.  
486 Natter, A. Trump Considers Tapping U.S. Oil Reserve as Prices at the Pump Rise. Bloomberg. Accessed on 
October 24, 2018. https://www.bloomberg.com/news/articles/2018-07-13/trump-said-to-mull-tapping-u-s-oil-reserve-
as-pump-prices-rise. 
487 Reed, S. & Zaveri, M. Trump Pressures Saudi Arabia to Increase Oil Production. The New York Times. Accessed 
on October 24, 2018. https://www.nytimes.com/2018/06/30/us/trump-oil-saudi-arabia.html, Said, S. & Nicholas, P. 
Trump asks Saudi Arabia to pump more oil, citing high prices. Wall Street Journal. Accessed on October 24, 2018. 
https://www.wsj.com/articles/trump-asks-saudi-arabia-to-boost-oil-production-1530360926. 
488 Note the irony that the Agencies are claiming the existing standards are no longer necessary because future fuel 
prices are expected to remain low, and yet the administration is considering actions to reduce current fuel prices that 
are believed to be too high. 
489 See US Retail Gas Price: .961 USD/gal for Wk of Oct 15 2018. YCharts. Accessed on October 24, 2018. 

https://ycharts.com/indicators/gas_price. 
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capacity, merely increases highway usage and leads to a direct increase in VMT and 

subsequent fatalities.  

 In summary, the Agencies wrongly consider the rebound effect. 
The federal Agencies improperly inflate the rebound effect. They begin with an 

overestimate that does not comport with academic literature. The Agencies cherry-

picked the studies that they included to inflate the number, instead of using studies 

based on American drivers and using real odometer readings. Then, like the scrappage 

modeling, this portion of the analysis fails to consider the results in the context of real-

world constraints. It does not consider travel demand, congestion limits, or economic 

constraints. The rebound estimate is then incorrectly applied to improperly double the 

resultant projected VMT, leading to significantly overstating the fatalities from this travel.  

In sum, the Agencies’ rebound value of 20 percent is overestimated, not supported by 

the literature, and not including all relevant factors.  The Agencies exclude many 

important studies from consideration while including studies in other countries as well as 

weighing all studies equally regardless of their origin or type and quality of data.  

Moreover, the Agencies incorrectly interpret many of the cited studies, like Hymel and 

Small (2015) and Liu et al. (2014), and conflate a travel response from a change in fuel 

price with a travel response from a change in fuel economy.  The Agencies also fail to 

account for travel demand, as new vehicles often displace miles traveled from older 

vehicles, leaving household miles traveled relatively unchanged.  These errors lead the 

Agencies to a rebound value at least twice as high as what the best evidence would 

support.   

The Agencies also incorrectly apply their inflated rebound estimate in the model.  The 

Agencies apply the rebound estimate to the difference between operating costs of a 

given model year under each scenario (existing and rollback) and operating costs of a 

2016 model year vehicle—which greatly exaggerates the impact, as the Agencies are 

effectively evaluating the response to all vehicle standards after 2016 instead of just the 

response from this rulemaking.  This error results in the doubling of subsequent VMT 

due to rebound.   

D. The Agencies’ fatality analysis is flawed and wrong. 

Now we will examine the proposition that people will drive 20 percent more if their cars 

become more fuel efficient. The Agencies are at pains to insist that a great many new 

fatalities will result, requiring them to act to save the American people from the roads.  

This fatality analysis is also flatly wrong in several respects. 

Almost all of the fatalities NHTSA and EPA are projecting that they can reduce by rolling 

back the standards come from their projections that people will drive less if the fuel 

economy and GHG reduction improvements are not achieved.  Driving certainly carries 

risks, and more driving carries more risk, and NHTSA should pursue the many options 

laid out below to make driving safer and make alternative means of transportation more 

available. But it is inappropriate for NHTSA and EPA to argue that they cannot fulfill 
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their statutory obligations to improve fuel economy and reduce harmful air pollution 

because they need to keep people safe by keeping them from driving.   

There are many ways NHTSA can directly improve highway safety. We discuss several 

below. Because NHTSA concludes that the standards have no statistically significant 

effect on the safety of new vehicles, it should pursue those measures simultaneously 

with fulfilling its obligation to conserve resources.  

1. There are pervasive flaws in the Agencies’ assessment regarding the 
impacts of CAFE and GHG standards on vehicle safety. 

The Agencies’ safety assessment is flawed, and the results it produces are based on 

faulty assumptions and mass safety coefficients that are statistically insignificant, 

rendering the results inadequate on which to draw reliable conclusions.  As explained 

further below, the following two major categories of flaws lead the Agencies to produce 

inaccurate estimates about the effects of GHG and fuel economy standards on vehicle 

safety:   

 Scrappage and Rebound Fatalities 

• NHTSA fails to properly account for the safety benefits that new safety 
technologies in future vehicles will generate for the entire on-road fleet. 

• NHTSA assigns flawed safety coefficients to older vehicles by not controlling 
for the effects of driver characteristics and calendar year in their safety model. 

 

 Mass Reduction Fatalities 

• NHTSA does not properly take into account how automobile manufacturers 
have improved, and will continue to improve, vehicle design to reduce mass 
while increasing crash safety, and therefore: 

o Fails to properly consider the current relationship between vehicle 
mass and vehicle safety; 

o Improperly presumes that manufacturers will not focus their 
lightweighting on the larger vehicles that have greater potential for 
mass reduction and fuel economy benefits without compromising 
safety. 

• NHTSA utilizes statistically insignificant coefficients to quantify the effect of 
mass reduction on fatality risk, reaching erroneous conclusions that are no 
more reliable than guesses. 

• NHTSA’s regression analysis is erroneously based on the performance of 
historical vehicles, which are not a good indicator of the safety performance of 
future vehicles purposely designed to be lightweighted with lighter yet 
stronger materials and designs. 

• The analysis mistakenly assigns an incorrectly high median weight to discern 
between light trucks and heavy trucks, resulting in an underestimation of 
heavy trucks that have a beneficial impact from lightweighting and 
overestimation of light trucks that have an assumed detrimental impact from 
lightweighting. 
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• The analysis calculates incorrect fatality results because it inappropriately 
assumes a static future fleet, both in median weights utilized by the model to 
determine the magnitude of mass reduction impacts and in the weighting of 
crash type and frequency, while the rest of the analysis uses a dynamic fleet 
that actually changes in median weight from mass reduction and sales 
impacts and, accordingly, statistical likelihood of different crash types.  

 

2. The Agencies are wrong about scrappage and rebound fatalities. 

a. NHTSA fails to properly account for the safety benefits that new 
safety technologies will generate for the entire on-road fleet. 

Fundamentally, the Agencies’ analyses suppose that fatalities should be increasing, 

because vehicle costs, vehicle pollution controls, and vehicle fuel economy have all 

been increasing for years.  But this is not what has been happening. 

Historical data has shown that the number of fatalities per 100 million vehicle miles has 

steadily decreased from about 44.6 in 1910 calendar year to 1.1 in 2015 as illustrated in 

Figure VI-21.  These fatality reductions can be attributed to continual improvements in 

vehicle safety technology, improvements in road safety design, and positive changes in 

driver behavior.  These safety improvements generally provide systematic safety 

benefits to all vehicles in the on-road fleet, not only to new vehicles.  However, 

NHTSA’s safety model assigns safety coefficients to vehicles solely based on their 

model year and it fails to incorporate the effect that new safety designs and 

technologies will have on systematically improving fleet-wide on-road safety.  As a 

result, NHTSA’s safety model does not adequately quantify the safety benefits of future 

improvements to vehicle safety technology, road design, and societal changes in driver 

behavior. 

Figure VI-21: Historical Trend for Fatalities per 100 million Vehicle Miles Travelled 
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The implementation of vehicle safety features like crash avoidance, pre-collision assist, 

lane departure warning, and blind spot assist are expected to substantially reduce total 

fatalities; not just from new vehicles that are equipped with these features but also from 

old vehicles.  For example, new vehicles with crash avoidance features, like blind-spot 

and pre-collision braking assistance, will reduce crashes of new vehicles that have this 

feature and will also reduce crashes of the vehicles that they would have potentially 

collided with in the absence of these safety features.  As these safety features penetrate 

into the on-road fleet, the overall number of fatalities in multi-vehicle crashes will be 

reduced, including those between new vehicles that have these features and older 

vehicles that do not have these features.  As a result, both old and new vehicles will 

have reduced fatalities as these new safety features become available in future 

vehicles.  While NHTSA assigns safety coefficients to new vehicles that reflect these 

technology improvements, it fails to correspondingly adjust the safety coefficients of old 

vehicles, leading to overestimates for the number of fatalities from older vehicles. 

In addition to vehicle safety feature improvements, continual improvements in road 

safety design are expected to reduce fatality rates of the entire on-road fleet.  Examples 

of past improvements include placement of speed activated speed limit signs to 

discourage speeding, improvements to roadside signage and signal systems, strategic 

placements of speed bumps, addition of highway rumble strips as lane departure 

warnings, strategic placement of roadway medians to avoid dangerous head-on 

collisions, and placement of roundabouts to reduce collisions at intersections.490  All of 

these advances in road safety design improve safety for all on-road vehicles, and we 

can expect that these improvements will continue into the future.  Nevertheless, NHTSA 

does not capture these systematic safety improvements in their safety model. 

The Agencies also fail to account for the safety improvements from societal changes in 

driver behavior.  One example is impaired driving.  Various methods have been 

implemented over the several past decades to reduce impaired driving, including 

changes in legally allowed blood alcohol concentrations (BAC) for drivers, BAC test 

refusal penalties, increased enforcement, sobriety checkpoints, implementation of well-

defined penalties for impaired driving, mass-media campaigns against impaired driving, 

and raising social awareness of the issue by grassroots organizations.491  As a result of 

these strategies, there was a marked decline in alcohol-impaired driving fatalities from 

21,113 in 1982 to 10,497 in 2016.492  Similar efforts to reduce speeding, distracted 

                                            

490 Ragland, D.R., Grembeck, O., Chen, K., Medury, A., & Cooper, J.F.  Safety Impacts of Potential Rollback of 
Vehicle Efficiency Standards and Policies/Countermeasures to Increase Safety. University of California Berkeley. 
2018. 
491 Ibid. 
492 “2016 State of Drunk Driving Fatalities in America”. Foundation for Advancing Alcohol Responsibility. Accessed on 
October 24, 2018. https://www.responsibility.org/wp-content/uploads/2018/02/2016-State-of-Drunk-Driving-
Fatalities.pdf. 
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driving, and other traffic infractions also provide systematic safety benefits to all on-road 

vehicles.  

The projected improvement of new vehicle safety features, like the implementation of 

advanced collision prevention features, and the continued improvements in road safety 

design and positive societal changes to driver behavior means that the crash probability 

and the fatalities of the entire on-road fleet will be systematically reduced.  NHTSA’s 

safety model is flawed because it only predicts safety improvements for new vehicles 

based on their model year as shown in Figure II-9 in the NPRM,493 but it does not model 

the safety benefits that new crash avoidance features and highway safety 

improvements will have for older vehicles.  As a consequence of this flaw, NHTSA’s 

model overestimates the fatality rates for older vehicles, particularly in the assessment 

of the effects of vehicle scrappage on fatality risk.  

b. NHTSA assigns flawed safety coefficients to older vehicles by not 
controlling for the effects of driver characteristics and calendar 
year in their safety model. 

To estimate the fatality rate of new and old vehicles, NHTSA conducted a statistical 

analysis of the crash data in the Fatality Analysis Reporting System (FARS).  However, 

NHTSA’s modelling of older vehicles is flawed since it does not control for factors that 

can have a significant influence on fatality risk, such as crash circumstances and driver 

characteristics.  The Agencies admit this in the NPRM by stating that the “CAFE model 

lacks the internal structure to account for other factors related to observed fatal crashes 

– for example, vehicle speed, seat belt use, drug use, or age of involved drivers or 

passengers.”494  The NPRM further explains that “drivers of older vehicles, on average, 

tend to have lower belt use rates, are more likely to drive inebriated, and are more likely 

to drive over the speed limit,”495 yet the NHTSA model does not adjust for the effect of 

these driver characteristics when modelling fatality rates for older vehicles.  In contrast, 

Kahane’s model controls for seat belt use and the resulting model curve is substantially 

different than NHTSA’s model, as shown in Figure II-11 in the NPRM.496  Consequently, 

the fatality rate difference between newer and older vehicles are much smaller in 

Kahane’s model, indicating that NHTSA’s model overestimates fatality rates for older 

vehicles.   

To derive fatality rates for older vehicles, the Agencies only consider two factors: vehicle 

age and vehicle model year.  The Agencies confirm this in the NPRM by stating that 

“rather than looking at each crash and the specific factors that contributed to its 

occurrence, staff looked at the total number of fatal crashes involving light duty vehicles 

over time with a focus on the influence of vehicle age and vehicle vintage.”497  The 

                                            

493 83 Fed.Reg. at 43,143. 
494 83 Fed.Reg. at 43,136. 
495 83 Fed.Reg. at 43,143. 
496 83 Fed.Reg. at 43,145. 
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Agencies goes on to describe a detailed model developed by NHTSA for the projected 

fatality rates based on both vehicle model year and vehicle age.  However, the model 

generates implausible results when turning on the vehicle age portion of the model. In 

analyzing the fatality rate of a 34 year old vehicle, Mike Van Auken, a vehicle safety 

expert from Dynamic Research Inc., states, “The fatality rate for this 34 year old vehicle 

predicted by this equation using the estimated model coefficients indicated in the Volpe 

Model source code is -15.6 fatalities per billion VMT, which is negative and not 

possible.”498   

Furthermore, Van Auken’s analysis of NHTSA’s model indicates that only the vehicle 

model year portion of the model is actually implemented in the rulemaking analysis and 

that the vehicle age portion of the CAFE Model was not used.  NHTSA’s fatality rate 

model is fundamentally incorrect, or at least valid only across a restricted age range of 

vehicles, but that range is not specified or acknowledged in the proposal.  Instead, to 

address this issue, NHTSA arbitrarily and without supporting data limits fatality rates to 

values greater than or equal to 2 fatalities per billion VMT.499  

Another issue, again identified by Van Auken, is that the Agencies only model fatality 

rate as a function of model year, but fatality rate should be a function of both model year 

and calendar year since, “Fatality rates for a given model year vehicle are expected to 

decrease over time due to improved crash avoidance capabilities and crash 

compatibilities of collision partner vehicles in the fleet, as well as improved safety of 

roadway designs and infrastructure, human factors such as increased seat belt use, and 

improvements in crash emergency notification, response, and medical treatment.”500  

Incorporating the effect of calendar year on vehicle fatality risk would account for 

systematic safety improvements to the entire on-road fleet, as discussed in the previous 

section and would provide a more accurate estimate than NHTSA’s model.   

Van Auken proposes a simple logarithmic model as shown in the equation below, which 

calculates fatalities as a function of calendar year and model year.  The β0 coefficient in 

this equation is 3.151 and it represents the logarithm of the fatality rate of a 1975 model 

year vehicle in calendar year 2015.  The β1 and β2 coefficients are both -0.02635, which 

indicate that “the fatality risk will continue to decrease at a rate of 2.635 percent per 

model year and 2.635 percent per calendar year in the future based on the historical 

trends.”501  The annual fatality risk reduction of 2.635 percent for the calendar year 

effect is similar to values suggested in other sources.502  The values for these 

                                            

498 Van Auken, R.M. Comments on the Preliminary Regulatory Impact Analysis of the Proposed Safer Affordable 
Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021-2026 Passenger Cars and Light Trucks. DRI-TR-18-07. 

October 25, 2018. 
499 Id. 
500 Id. 
501 Id. 
502 Glassbrenner, D., “An Analysis of Recent Improvements to Vehicle Safety”. DOT HS 811 572, National Highway 
Traffic Safety Administration, Washington, D.C., 2012. 
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coefficients were rough estimates calculated by Van Auken from the limited data 

provided by the Agencies in the NPRM.  More accurate values could be calculated if the 

Agencies were to provide the full original data that was used to generate Figure II-5 in 

the NPRM.503   

Log(Fatalities per billion miles) = β0 + β1*(MY-1975) + β2*(CY-2015) 
 

 

Utilizing the logarithmic equation above will provide more accurate estimates of the 

fatality risk than NHTSA’s model since NHTSA fails to account for the effect of calendar 

year on vehicle safety improvements that tend to occur and systematically benefit all on-

road vehicles.  A comparison of the fatality rates per billion VMT from the two different 

model is illustrated in Figure VI-22.  The figure shows the differences between the two 

models and shows the simpler form of Van Auken’s model that does not include sharp 

transitions and waves that can be an indication of over-parameterization and over-fitting 

based on noise in the data like in NHTSA’s model.  Furthermore, the safety model only 

provides a single curve that is a function of vehicle model year as shown in Figure 
VI-22. Conversely, the curve shown in Figure VI-22 for Van Auken’s model is specific to 

each calendar year (shown only for calendar year 2015) and there would be other 

similar curves for other calendar years.  

Figure VI-22: Improved Fatality Rate Model that Captures the Effects of Calendar Year 
and Model Year504 

 

                                            

503 83 Fed.Reg. at 43,137. 
504 Van Auken Report. 
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To demonstrate the effects of incorporating calendar year effects in the safety model, 

Figure VI-23 provides a side-by-side comparison of the results obtained with NHTSA’s 

model (solid bars) and Van Auken’s model (hatched bars).  The data shows that the 

difference in fatalities between the rollback proposed by NTHSA and the existing 

standards is substantially reduced when calendar year effects are properly considered.  

This illustrates just one example that very different fatality estimates can be derived 

based on more accurate model assumptions.  Ergo, the fatality rate estimates in 

NHTSA’s model are faulty because NHTSA’s model only considers the effect of vehicle 

model year on fatality rates and does not control for calendar year effects, important 

driver characteristics, and crash circumstances, such as the likelihood of speeding and 

seat belt use, which are crucial factors in determining the fatality risk of a crash.  These 

flaws in NHTSA’s model result in unreliable fatality rate estimates and overinflated 

fatality numbers.  

Figure VI-23: Comparison of NPRM Model with Van Auken’s Improved Model that 
Includes the Effect of Calendar Year on Safety505 

 

 

Van Auken also raised concerns with other issues with NHTSA’s fatality rate model, 

namely, NHTSA’s model appears to be numerically ill-conditioned and the age 

polynomial terms are over parameterized.506  According to Van Auken, NHTSA’s model 

is  

numerically ill-conditioned because the range of the age polynomial terms 
vary from 40 to 40^4=2,560,000. As a result the reported values in the 
NPRM Table II-67 do not have the accuracy required to calculate the fatality 

                                            

505 Van Auken Report. 
506 Ibid. 
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rate”.  Furthermore, Van Auken explains that “The signs of the age 
polynomial coefficients also suggest that the age polynomial is over 
parameterized, which is undesirable and can lead to coefficient instability. 
Coefficient instability is the condition where the individual terms have nearly 
equal and opposite effects which tend to cancel out, and the coefficients are 
very sensitive to small changes in the data.  

Because of these issues, it is possible for NHTSA’s model to produce impossible 

results, such as negative fatalities, as demonstrated by Van Auken in his analysis.  The 

use of a simpler logarithmic model, such as the one suggested by Van Auken in Figure 
VI-22 would avoid these problems.   

The net effect of these errors is reflected in how the Agencies’ model predicts that the 

majority of fatalities are due to scrappage. The models estimate fatality increases due to 

the scrappage model and their subsequent additional VMT of 13 percent and 12 percent 

in the existing and rollback scenarios, respectively, compared to when the scrappage 

model calculations are turned off.  

3. The Agencies are wrong about fatalities from mass reduction. 

a. NHTSA utilizes statistically insignificant coefficients to quantify 
the effect of mass reduction on fatality risk. 

The Agencies’ core safety argument turns on their unsupported insistence that 

enhanced vehicle pollution and fuel economy standards will somehow lead to people 

driving exceptionally more in older cars. But they also offer a fatality analysis rooted in 

claims that reductions in vehicle mass, which may be made to reduce emissions or 

improve fuel economy, increase risk.  This claim turns out to be entirely unsupported; 

among other flaws, it is based on statistically insignificant data. Indeed, EPA recognized 

that lightweighting analyses were wrong, writing: 

Compared to runs where the mass effect is ignored (by setting the 
coefficients for fatalities per 100lb reduced to zero), inclusion of the mass 
effect shows a reduction in fatalities, rather than an increase as stated 
here. The reduction in fatalities is the result of the safety benefit of mass 
reduction in heavier vehicle outweighing the safety disbenefit of mass 
reduction in lighter vehicles.507 

To estimate the effect of vehicle mass on safety, NHTSA analyzes historical crash data 

to develop fatality risk coefficients for five different vehicle size classes, ranging from 

small passenger cars to heavy light trucks and vans (LTVs).  This analysis was 

conducted without properly accounting for the weakening relationship between vehicle 

mass and safety.  To determine the strength of a relationship between two variables, 

                                            

507 EPA Comments on the NPRM Sent to OMB (June 29, 2018). U.S. EPA. Accessed on October 24, 2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. p. 17. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453
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statistical analysis often utilizes a measure called statistical significance.  In explaining 

statistical significance, Kahane states, “When the range in the interval estimate includes 

zero, the point estimate can be called “not statistically significant.” When the interval is 

entirely positive, or entirely negative, it provides some evidence that the observed effect 

is “real” – the tighter the interval, the stronger the evidence.”508  Therefore, statistical 

significance is an indication if an estimate is significantly different from zero.   

To illustrate the lack of statistical significance in NHTSA’s analysis, Figure VI-24 shows 

point estimates and the associated 95 percent confidence intervals for the coefficients 

used by NHTSA to estimate the effect of vehicle weight reduction on vehicle safety for 

five different light-duty vehicle classes.  These values are all taken directly from the 

NPRM.509  The figure shows that two vehicle categories have negative coefficient 

estimates, indicating potential safety benefits of mass reduction, and that three vehicle 

categories have positive coefficients, which imply that there may be an increased fatality 

risk associated with vehicle mass reduction.  However, all five coefficient have 95 

percent confidence bounds that not only include zero, but also cross over the zero axis.  

As a result, the five fatality risk coefficients derived by NHTSA are all statistically 

insignificant at a 95 percent confidence level, the most common confidence interval 

used in statistical analysis.  These facts show that the safety coefficients for all five 

vehicle class categories used in the Agencies’ proposed rulemaking analysis are not 

significantly different from zero.  This was also the case in NHTSA’s 2016 Puckett 

report.510 

                                            

508 Kahane, C. J. “Vehicle Weight, Fatality Risk and Crash Compatibility of Model Year 1991-99 Passenger Cars and 
Light Trucks”, NHTSA Technical Report. DOT HS 809 662. Washington, DC, 2003. Accessed on October 24, 2018. 
http://www-nrd.nhtsa.dot.gov/Pubs/809662.PDF. p. xii. 
509 83 Fed.Reg. 43,111. 
510 Puckett, S.M. and Kindelberger, J.C. (2016).   

http://www-nrd.nhtsa.dot.gov/Pubs/809662.PDF
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Figure VI-24: NPRM estimates for the effect of mass reduction on fatality risk while 
holding footprint constant511 

 

The confidence bounds shown in Figure VI-24 are the 95 percent confidence intervals 

provided in the NPRM.  The use of a 95 percent confidence interval is common in 

statistical analysis.  Van Auken states that “A 95 percent confidence interval, which 

corresponds to a 0.05 level of statistical significance, is more commonly used and 

widely accepted” and that “the 95 percent confidence interval is also the default value 

for many statistical software packages.”512 However, going even beyond the typically 

utilized 95 percent confidence level, none of the five fatality risk coefficients are 

statistically significant at a 90 percent confidence level.  The NPRM states that only two 

of the five safety coefficients are statistically significant at an 85 percent confidence 

level, but one of these two coefficients, that of heavy light-duty trucks above 5014 lbs., 

indicates a fatality decrease due to mass reduction.  Therefore, even at an 85 percent 

confidence level, an increase in fatality risk is associated with mass reduction for only 

one vehicle category, that of small passenger cars.  However, the use of an 85 percent 

confidence level is arbitrary since it is not a common confidence interval used in 

statistical analysis, and Van Auken, in his review, states that “The NPRM suggested the 

use of an 85 percent confidence interval, which is unusual”.513 Furthermore, the safety 

coefficients in NHTSA’s model for heavy passenger cars, for cross-over vehicles and 

minivans, and for smaller light-duty trucks are not statistically significant even at an 

arbitrary 85 percent confidence level and it is unclear at which confidence level the 

safety coefficients for these three vehicle classes become statistically significant since 

the Agencies do not provide a statistically significant confidence level for the fatality risk 

                                            

511 83 Fed.Reg. 43,111. 
512 Van Auken Report. 
513 Id.. 
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coefficients for these three vehicle classes and does not provide any supporting 

documentation regarding the data used to derive these coefficients.  In past 

assessments, NHTSA typically provided hundred page reports to support the derivation 

of these coefficients.514  

Consequently, any conclusions made from the use of the five safety coefficients derived 

by NHTSA and used in its central analysis are not statistically solid.  NHTSA admits this 

in the NPRM by stating that “NHTSA does not consider this conclusion to be definitive 

because of the relatively wide confidence bounds of the estimates,”515 yet NHTSA 

continues to use the 5 safety coefficients, as statistically insignificant as they are, in 

estimating fatality rates in a definitive manner throughout their analysis.  The use of 

these five coefficients leads NHTSA to estimate that mass reduction will lead to fatality 

increases for its proposed rollback and the existing standards.516  However, due to the 

lack of statistical significance, NHTSA should not be attributing any increases in 

fatalities due to vehicle mass reduction.  The five coefficients that estimate the effect of 

mass reduction on fatality risk should be set to zero since the estimates are not 

significantly different from zero. 

NHTSA also provides alternate safety coefficient estimates for different sensitivity cases 

in Table II-65,517 and the table shows that there is quite a large variation in the safety 

coefficients derived for the sensitivity cases compared to the safety coefficients that 

NHTSA uses to estimate fatalities in its central analysis.  Although the sensitivity cases 

have large variations in safety coefficients that may lead to different conclusions 

regarding the effects of vehicle lightweighting on vehicle safety, NHTSA’s analysis lacks 

thoroughness and does not provide the corresponding fatality estimates for the 

sensitivity cases in Table II-65.  To fill-in these missing links, Van Auken utilized some 

of the alternate safety coefficient estimates for different sensitivity cases in Table II-65 in 

the NPRM and used NHTSA’s CAFE Model to assess the impacts on fatalities. 

The results of Van Auken’s analysis are demonstrated in Figure 5.  Except for the 

Lawrence Berkeley National Laboratory (LBNL) model, all the alternate sensitivity 

models in Figure VI-255 used mass safety coefficients that were provided by NHTSA 

itself.518  The figure shows the relative difference in fatalities due to mass reduction 

between the proposed rollback and the existing CAFE standards.  The results reveal 

that NPRM’s central analysis predicts that the proposed rollback will results in fewer 

fatalities than the existing standards.  However, the alternate sensitivity analyses all 

predict directionally opposite results, which indicate that the proposed rollback will result 

in higher fatalities than the existing standards.  This outcome is further proof that the 

safety coefficients used in the Agencies’ analysis to determine the effect of vehicle 

                                            

514 Kahane, C.J. (2003), Kahane, C.J. (2010), Kahane, C.J. (2012), Puckett, S.M. and Kindelberger, J.C. (2016). 
515 83 Fed.Reg. at 43,111. 
516 Van Auken Report. 
517 83 Fed.Reg. at 43,132. 
518 83 Fed.Reg. at 43,132. 
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mass on safety do not provide reliable results because the Agencies’ fatality estimates 

are very sensitive to safety coefficient changes. Significantly different results can be 

obtained by using alternate mass safety coefficients that are provided by the Agencies 

in the NPRM.  This highlights that the Agencies’ analysis lacks thoroughness since it 

does not dutifully conduct this analysis using their own alternate coefficients and 

underscores the observation that the safety analysis performed for the NPRM for 

vehicle mass reduction is statistically insignificant and unreliable.   

Figure VI-25: Comparison of Fatality Differences in NPRM’s Central Analysis and 
NPRM’s Sensitivity Models 

 

b. NHTSA’s regression analysis is based on historical non-
lightweighted vehicles which are not a good indicator of the 
safety performance of future purpose-designed lightweighted 
vehicles. 

NHTSA derives the safety coefficients from crash data of vehicles that were sold as 

model years 2004 to 2011.  The use of historical vehicle data from vehicles that were 

sold as model years 2004-2011, most of which were designed several years before the 

initial greenhouse gas emission standards were adopted by California for the 2009 

model year, does not seem appropriate to represent the future state of safety design 

that will be available for vehicle model years that are under consideration.  The 

historical crash data that NHTSA uses to model the safety coefficients for mass 

reduction is mostly limited to comparing differences in vehicles that are intrinsically 

different weights, but a lighter car is not the same as a purpose-designed lightweighted 

car.  The weight difference in historical vehicles were generally from vehicles that 

happened to be lighter than some of their contemporary competitor vehicles due to 

inclusion or exclusion of vehicle features that are irrelevant to safety performance like 

option content, creature comforts, spare tires, and plush seats.  Vehicle safety 
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technology is constantly evolving and, in contrast to past historical vehicles, future 

vehicles are expected to implement advanced lightweighting features like the use of 

advanced high-strength materials and smart designs that improve crash safety.   

Tom Wenzel is a Research Scientist for the Energy Efficiency Standards Group at the 

Lawrence Berkeley National Laboratory. Since 1992, he has analyzed how vehicle 

technology and government policy affect transportation energy use and emissions and 

has published extensively on the relationship between mass reduction and vehicle 

safety. In his study of the same crash data that the Agencies use,519 Wenzel notes that: 

“In essence, the regression models are comparing the risk of a 2600-lb 
Dodge Neon with that of a 2500-lb Honda Civic, after attempting to 
account for all other differences between the two vehicles. The models 
are not estimating the effect of literally removing 100 pounds from the 
Neon, leaving everything else unchanged.” 

Yet, the Agencies are using the results of the regression model in that exact manner--to 

estimate the effect of removing 100 pounds from future cars even though the model is 

not derived from data representative of that impact. 

Future vehicles that are intentionally lightweighted with the use of lighter materials like 

aluminum and the availability of better design capability, for example, using “3G” 

optimization for material selection (grade), thickness (gauge), and shape (geometry), 

will allow manufacturers to reduce vehicle weight while retaining large vehicle size and 

footprint in a way that is fundamentally different than the historical vehicles used to 

derive the safety coefficients in NHTSA’s model.  When deriving the safety coefficients, 

NHTSA’s analysis overlooks these fundamental changes in future vehicle safety design.  

NHTSA admits to this flaw in its model by stating that “lightweight vehicle designs are 

introducing fundamental changes to the structure of the vehicle, there is some concern 

that historical safety trends may not apply.”520  Nonetheless, NHTSA does not 

adequately address this concern in its mass reduction safety analysis.   

As a result, NHTSA’s derived fatality risk coefficient are fundamentally flawed because 

they are not based on vehicles that were intentionally lightweighted with high-strength 

materials and smart design, in a manner that future vehicles are expected to be 

designed, but are based on historical data from model year 2004-2011 vehicles that 

were simply lighter because of less vehicle content.  Because of the fundamental 

differences in safety design between historical and future vehicles, transferring historical 

fatality rates of MY 2004-2011 vehicles to future lightweighted vehicles that use high 

strength materials and smart design will not be an accurate representation of the safety 

impacts of future vehicle lightweighting.  Consumers care about safety and studies have 

                                            

519 Wenzel, Thomas P. Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass, and Footprint in 
Model Year 2004-2011 Passenger Cars and LTVs” (LBNL Phase 1). 2018. LBNL-2001137. 
520 83 Fed.Reg. at 43,133. 
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indicated that vehicle lightweighting can be done strategically without affecting vehicle 

safety and that lightweighted vehicles will still be able to pass all required crash and 

safety tests.521, 522 

Analyses done by Wenzel,523 looked further at the crash data to try and validate the use 

of historically lighter vehicles as a valid surrogate for future lightweighted cars.  By 

looking at higher sales volume vehicles, he was able to track the safety performance of 

individual models as they became lighter or heavier through redesigns.  This analysis 

more directly looks at the impacts of how a particular vehicle model’s safety 

performance would change if it were lightweighted rather than how one brand or model 

would perform versus some other brand or model that happened to be lighter or 

heavier.  In the analysis, Wenzel observed that: 

While the analysis of all vehicle models of a given type suggests that 
there is a relationship between increased mass and fatality risk, analysis 
of the ten most popular four-door car models separately suggests that 
this relationship is weak: in many cases when the mass of a specific 
vehicle model is increased societal fatality risk is unchanged or even 
increases. These results suggest that increasing the mass of an 
individual vehicle model does not necessarily lead to decreased societal 
fatality risk. 

This finding confirms that the historical correlation is weak and not an accurate indicator 

of future safety performance and should not be relied upon in the NPRM analysis.  

NHTSA’s fleet simulation model attempts to estimate the effects of intentional 

lightweighting on fatality risk, but the fleet simulation model is very limited in scope as it 

only models a few selected vehicles and only a few limited types of crashes.  The fleet 

simulation model is also flawed since NHTSA explains that the fleet simulation model 

did not optimize the vehicle restraint systems for lightweighted vehicles, but the use of 

proper restraints, such as seatbelts, is one of the most critical factors in reducing fatality 

risk.  Moreover, the results of the fleet simulation model in Table II-66524 for cross-over 

utility vehicles (CUVs) are directionally inconsistent with NHTSA’s regression analysis in 

the NPRM, the Kahane 2012 report, and the Puckett 2016 report as shown in Table II-

45 and Table II-46 of the NPRM.525  In the latter three studies, cross over vehicles had 

negative safety coefficients, implying that there are safety benefits when mass reduction 

                                            

521 Singh, H., Kan, C-D., Marzougui, D., & Quong, S. “Update to future midsize lightweight vehicle findings in 
response to manufacturer review and IIHS small-overlap testing”. Report No. DOT HS 812 237. Washington, DC: 
National Highway Traffic Safety Administration. 2016. 
522 Lotus Engineering Inc. “Evaluating the Structure and Crashworthiness of a 2020 Model-Year, Mass-Reduced 
Crossover Vehicle Using FEA Modeling”. CARB. Accessed on October 24, 2018. 
https://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf. 
523 Wenzel, Thomas P. “Relationship between US Societal Fatality Risk per Vehicle Miles of Travel and Mass, for 
Individual Vehicle Models over Time (Model Year)”. 2016 LBNL-1006316. 
524 83 Fed.Reg. at 43,134. 
525 83 Fed.Reg. at 43,111. 
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is applied to CUVs.  These inconsistencies indicate that the fleet simulation model lacks 

credibility and that reliable conclusions cannot be drawn from the very limited results of 

the fleet simulation model.  As a result, the NPRM lacks proper analysis of the future 

use of smart materials and designs for vehicle lightweighting and the NPRM relies too 

heavily on historical mass/size/safety data for assessing safety impacts of future 

lightweighted vehicles. 

c. NHTSA fails to properly consider the current relationship between 
vehicle mass and vehicle safety. 

NHTSA’s safety analysis investigates the impact of vehicle mass reduction on vehicle 

safety while holding vehicle footprint constant.526  The motivation for NHTSA’s analysis 

is based on past studies that analyzed data from historical vehicles and found that there 

was a relationship between vehicle mass and safety, even when holding vehicle size 

constant.527  However, these previous studies also found that the effect of mass 

reduction on safety was only statistically significant for two vehicle categories: small 

passenger cars and heavier light trucks and vans (LTVs). For large LTVs, historical 

trends have generally shown that vehicle weight reduction has beneficial effects on 

safety and is associated with a reduction in fatality risk.528  The NPRM explains this by 

stating that “heavier LTVs would reduce societal fatality risk by reducing the fatality risk 

of occupants of lighter vehicles colliding with those heavier LTVs.”529 

Conversely, historical trends have also indicated that there was an increase in fatality 

risk when weight reduction was applied to small passenger cars. However, the 

increased fatality risk for small passenger cars was based on data from vehicles that 

were simply lighter, rather than those that were intentionally lightweighted with lighter 

but higher strength materials, as is expected to happen for vehicles under consideration 

in the proposed rulemaking.  Therefore, while past studies have pointed to a historical 

relationship between vehicle mass and vehicle safety for small passenger cars, those 

studies rely on data from historical vehicle fleets that do not contain a representative 

portion of vehicles that were intentionally lightweighted. 

As purposely lightweighted vehicles have penetrated the on-road fleet, more recent 

studies have indicated that the historical relationship between vehicle mass and safety 

is becoming weaker.  This weakening relationship between vehicle mass and safety for 

small passenger cars is apparent in the data from studies that were sponsored by 

                                            

526 83 Fed.Reg. at 43,108. 
527 Kahane, C. J. “Relationships between Fatality Risk, Mass, and Footprint in Model Year 1991–1999 and Other 
Passenger Cars and LTVs”, in Final Regulatory Impact Analysis: Corporate Average Fuel Economy for MY 2012–MY 
2016 Passenger Cars and Light Trucks, National Highway Traffic Safety Administration. 2010. pp. 464–542. 
528 Kahane, C. J. “Relationships between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger 
Cars and LTVs – Final Report,” Technical Report. Washington, D.C. – NHTSA. 2012. Report No. DOT-HS-811-665. 
529 83 Fed.Reg. at 43,109. 
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NHTSA and cited in the NPRM.530,531  As shown in Figure 6 the fatality risk for small 

passenger cars has continually declined in each successive study, from 2.21 percent in 

NHTSA’s 2010 report to 1.20 percent in NHTSA’s 2018 NPRM, a relative reduction in 

fatality risk of 45 percent.  Furthermore, as shown in the figure below, the confidence 

bounds error bars have widened, indicating a weakening relationship between mass 

reduction and safety.  The confidence bounds are also extending further and further into 

negative values, which imply that mass reduction in smaller passenger cars may have a 

safety benefit.  While the relationship between mass reduction and safety was 

statistically significant in the Kahane 2010 and 2012 reports, it became statistically 

insignificant in the latest 2016 and 2018 reports.  These changes coincide with the 

implementation of GHG standards and the introduction of newer vehicles, which use 

higher strength materials for intentional lightweighting, into the on-road fleet.   

The results in Figure 6 were derived from data of historical vehicles, ranging from model 

year (MY) 1991 to MY 2011 across the four different studies.  The weakening of the 

effect of mass reduction on vehicle safety is already starting to become apparent as 

some intentional lightweighting was starting to penetrate into the on-road fleet in 

vehicles at the latter end of the aforementioned model year range.  Future fleets, which 

are under consideration in the proposed rulemaking, would likely apply a higher degree 

of advanced lightweighting and extend this weakening trend further.  Yet NHTSA 

overlooks and ignores these recent changes and proceeds with their safety assessment 

without accounting for this weakening relationship between vehicle mass and safety. 

                                            

530 Puckett, S.M. and Kindelberger, J.C. Relationships between Fatality Risk, Mass, and Footprint in Model Year 
2003-2010 Passenger Cars and LTVs – Preliminary Report. (Docket No. NHTSA- 2016-0068). Washington, D.C. - 
NHTSA.  2016. 
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Figure VI-26: Effect of mass reduction on fatality risk, while holding vehicle footprint 
constant, for small passenger cars in NHTSA-sponsored studies 

 

In addition to the above-mentioned studies that were sponsored by NHTSA, results and 

comments from independent researchers reinforce the premise that the effects of mass 

reduction on safety are relatively minor.  In his review of the 2010 Kahane report, Lie 

commented: 

The report is not stressing enough that vehicle safety mainly comes from 
design and engineering. Mass and footprint are relatively minor factors 
in comparison to engineering.  A recent study on the effect of good Euro 
NCAP scores shows that the difference in modern cars is significant. For 
fatalities the difference between 2 star cars and 5 star cars were 68 ± 32 
percent.532   

This comment puts into perspective the relatively negligible effect that mass reduction 

has on fatality risk for small passenger cars, 1.20 ± 1.55 percent, compared to vehicle 

safety design, which is only expected to improve in future vehicles.  Recent studies from 

LBNL and DRI phase II reports have also indicated that mass reductions in small cars 

may reduce fatality risk per crash, although it may increase crash frequency.533, 534  The 

National Academy of Sciences report cites Wenzel and states that “Other vehicle 

attributes, driver characteristics, and crash circumstances have a much greater effect 

on fatality risk than a reduction in vehicle mass or footprint” and also “When discussing 

                                            

532 Lie, A., (2011). Item 0003 in Docket No. NHTSA–2010–0152. 
533 Wenzel, T. An Analysis of the Relationship between Casualty Risk Per Crash and Vehicle Mass and Footprint for 
Model Year 2000–2007 Light Duty Vehicles. Lawrence Berkeley National Laboratory Report. Accessed on October 

24, 2018.http://eta-publications.lbl.gov/sites/default/files/lbnl-5697e.pdf. 
534 Van Auken, R.M., and Zellner, J.W. (2013), Docket No. NHTSA–2010–0152-0063. 
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the vehicle itself, the most comprehensive statistical analyses to date suggest that 

vehicle footprint has a greater influence on fatality risk than vehicle mass.”535  The 

comments from these studies imply that the effect of vehicle mass and size on safety is 

small compared to other factors and that vehicle size has a bigger impact than vehicle 

mass on vehicle safety.  The GHG standards already account for vehicle size changes 

because they are footprint based standards that discourage manufacturers from 

downsizing vehicles.   

d. The analysis uses incorrect modeling assumptions. 
In the analysis, median car and truck weights are determined to segregate lighter and 

heavier (than median) vehicles so that they can be assigned to the appropriate fatality 

risk bin for mass reduction.  However, the analysis has solely used the weights of 

vehicles that were involved in fatalities to determine the median weight rather than the 

weights of all vehicles on the road or even all vehicles in accidents (including non-fatal 

accidents).  This assumption results in inappropriate apportioning of cars and trucks into 

the corresponding lighter or heavier bins.  Further, the analysis mistakenly includes 

medium-duty pick-ups (class 2b and 3) into the truck bins when determining median 

vehicle weights.  Inclusion of these heavier vehicles, that are not being regulated by this 

NPRM, has the impact of falsely indicating the median truck weight is higher than it is 

for the trucks that are subject to this rulemaking.  Correspondingly, this causes more of 

the affected trucks to be put into the lighter truck bin, resulting in a purported detrimental 

impact from lightweighting instead of the heavier truck bin that would have a beneficial 

impact.  The analysis should continue to include heavier trucks in the crash partner 

analysis as it does with other categories such as motorcyclists and pedestrians and 

heavy-duty vehicles that are not subject to this regulation but it should not be including 

them when determining the assignment of bins used to directly identify impacts of this 

regulation.  The assumption regarding median weight of the trucks results in an 

overestimation of fatalities in the lighter truck category and an underestimation of the 

lives saved in the heavier truck category.  

Additionally, the model uses static values for the median weights based on fleet 

composition in the historical data to determine which future cars and trucks are lighter or 

heavier.  However, the NPRM analysis is then looking at impacts of lightweighting (and 

sales mix changes) that are resulting in the median car and truck becoming lighter over 

time.  As the median weight for the safety determination does not change, the impact of 

the fleet getting lighter is inappropriately exaggerated.  As the whole fleet gets lighter, 

the actual median weight gets lower even though the assumed median weight for safety 

classification does not.  This results in a higher fraction of the vehicles to be erroneously 

classified as lighter cars or trucks and assigned a corresponding detrimental impact on 

safety.  

                                            

535 Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-Duty Vehicles. National Academy of 
Sciences. Accessed on October 24, 2018. http://nap.edu/21744. 

http://nap.edu/21744
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Failure to account for the change in the vehicle fleet also results in erroneous 

assignment of the safety coefficients.  While the Agencies tend to only show a single 

point estimate coefficient for each of the five categories of vehicles as in Table 11-1 

from the PRIA shown below as Table VI-7, each of those point estimates is actually a 

weighted average based on impacts from different types of crashes. 

Table VI-6 Fatality Increase ( percent) per 100-Pound Mass Reduction While Holding 
Footprint Constant – MY 2004-2011 CY 2006-2012 

  

From Wenzel’s report, Tables 2-2 and 2-3,536 seen above as Table VI-7 and below as 

VI-8 on the same crash data set, identify the historical frequency of the different types of 

crashes and the impacts of mass reduction in each of the crash types. 

Table VI-7 Baseline fatal crash involvements, by case vehicle type and crash type 

 

Several items are noteworthy about this data.  First, the Agencies already recognize 

that the historical frequency of different crash types is inappropriate to use for the future 

                                            

536 Wenzel, Thomas P. Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass, and Footprint in 
Model Year 2004-2011 Passenger Cars and LTVs (LBNL Phase 1). 2018. LBNL-2001137. 
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because new safety technologies have disproportionate impacts on the crash types.  

Table 2.2 shows the Agencies already reweight the crash frequency for a future 

expected full deployment of electronic stability control on all vehicles.  However, the 

Agencies make no such attempt to further reweight the crash types based on safety 

technologies currently being deployed and expected to be prevalent in the future such 

as lane departure avoidance systems, automated braking, pedestrian airbags or safety 

improvements, or any form of autonomous cruising or driving.  While the Agencies do 

predict a modest overall improvement in the fatality rate for future model years, they do 

not account for any reweighting of the different crash types that such technologies 

would cause.  This causes even more uncertainty in accuracy of the assumed point 

estimates.   

Second, the tables show substantial differences in the projected impacts of mass 

reduction if the crash involves a lighter or heavier vehicle (car or truck).  Again, the 

frequency of these types of crashes is assumed to be static in the analysis yet, for other 

portions of the analysis, the Agencies are presuming vehicles will become lighter and 

the sales mix of cars and trucks will shift.  Clearly, if the entire fleet is becoming lighter 

or shifting to a different fleet mix, the likelihood of the particular crash types such as 

crashing with a lighter car or a heavier car will change.  It is contradictory for the 

Agencies to assume the fleet is static for some portions of the analysis and then turn 

around and rely on a change in the fleet to derive the vast majority of the calculated 

benefits and costs used to support the proposed rulemaking changes.  

Lastly, Table 2-3, shown below as Table VI-9, shows that the single point estimates are 

a weighted average of substantially different calculated results for each crash type.  For 

example, the assumed 0.42 percent detrimental impact point estimate on heavy cars 

reflects a weighted average of values from a -8.89 percent beneficial impact in some 

crash types to a 3.55 percent detrimental impact in other crash types.  Without a doubt, 

the frequency of the different types of crashes will shift in the future both as the fleet mix 

changes, as vehicles get lightweighted, and as new safety technologies proliferate 

through the fleet.  With the variability in the impact expected from mass reduction on the 

different types of crashes, even fairly small changes in the distribution can have 

significant impacts on the weighted average.  Such sensitivity to small changes further 

highlights the uncertainty in the point estimates and indicates that they should not be 

relied upon as primary indicators to determine the impacts of the current and proposed 

standards.   
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Table VI-8 Estimated effect of mass or footprint reduction on U.S. fatality risk per VMT, 
by type of crash 

 

 

4. NHTSA should apply its tools for directly improving highway safety. 
In sum, there is really no good evidence for the inflated fatality claims that the Agencies 

have claimed to justify their proposed rollback. Instead, cars, and the roads they drive 

on, have become steadily safer, even as they have become cleaner and more efficient. 

Yet, the Agencies are still proposing to reduce highway traffic safety fatalities by making 

cars worse, a decision which will result in an accelerating climate crisis that threatens to 

kill millions of people. This is the height of arbitrariness. If the Agencies truly wished to 

further improve safety, however, there are a host of options that are more effective – 

and better on net for public health and climate this proposal– than destroying any 

prospect for a survivable climate, as the Agencies propose to do. 

Other strategies that could be implemented to increase traffic safety, and in turn, 
decrease traffic fatalities include accelerating proven counter measures, supporting 
emerging technologies and promoting approaches such as safe systems towards zero 
fatalities.  These are discussed in further detail by Dr. David Ragland, director of Safe 
Transportation Research and Education Center (SafeTREC). 537  Proven 
countermeasures include seat belts, alcohol related legislation, and minimum drinking 
age, lower speed limits, and enforcement that are in affect now could achieve 
substantial gains with continued and accelerated implementation.  Since human error is 
the main factor in 94 percent of serious crashes, automated technologies could have 
the potential to reduce crashes and should be promoted.  In addition, making continued 
progress towards the “Safe Systems” model would encourage designs where the road 
is more “forgiving” of errors made by the driver and have a zero tolerance for fatalities 

                                            

537 Ragland, D. Strategies to Improve Traffic Safety in the United States and Comments on Safety Impacts of 
Potential Rollback of Vehicle Efficiency Standards. (Ragland Report) 2018. 
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and serious injuries.  All these strategies combined can be effective in reducing 
fatalities.  
 
The Agencies assume a rebound of 20 percent.  Recent studies show a rebound effect 
of closer to 10 percent.538  Even if the newer vehicles are driven more, these vehicles 
come with more safety features and the newer vehicle driver may have different driving 
habits.  There are multiple factors that determine fatalities and an increase in VMT may 
not be proportionate to an increase in fatalities.  If the vehicles are not increasing in 
MPG, the manufacturers may tradeoff with horsepower and increase horsepower.  
Depending on the degree to which the manufacturers increase horsepower, this would 
lead to higher speed, which is a major factor in fatalities.  A lower MPG standard may 
have an opposite effect of increasing horsepower and speed, therefore increasing 
fatalities.   
 
NHTSA’s core responsibility is promoting motor vehicle safety, which is “the 

performance of a motor vehicle [or its] equipment in a way that protects against 

unreasonable risk of accidents.”539 The fuel economy of the engine is not a safety 

design feature. EPA’s consideration of safety is related to the risks of emission control 

devices.540  

With these directives in mind, the Agencies can directly promote highway safety and the 

fatalities from driving. As described by Dr. Ragland, these would be through proven 

counter-measures, such as programs promoting safety belts and reducing impaired 

driving. Advanced vehicle technologies that are already under development should be 

encouraged. Automated technologies have the potential to mitigate human error, which 

NHTSA reports is a leading factor in 94 percent of serious crashes, and save many 

lives. NHTSA and other governmental agencies should continue their deployment of 

“Safe Systems” approached to traffic management and roadway design. NHTSA has 

documented progress toward zero deaths on a state-by-state basis following this 

approach.541 

Susan Handy examined other actions the federal government could potentially take 
instead of relaxing fuel economy standards to reduce vehicle miles travelled (VMT) and 
offset the rebound effect i.e. to dampen any increase in VMT that might occur in 
response to an increase in fuel efficiency.542  The federal government has many direct 
and indirect tools at their disposal that they could expand.  The direct tools include 
actions that directly affect drivers and indirect tools include actions that influence other 

                                            

538 Tierney, S.F. and Hibbard, P.J. Vehicle Fuel-Economy and Air-Pollution Standards: A Literature Review of the 
Rebound Effect. Analysis Group. Accessed on October 24, 2018.    

http://www.analysisgroup.com/uploadedfiles/content/insights/publishing/ag_fuel_economy_rebound_effect_june_201

8.pdf. 
539 See 49 U.S.C. § 30102(9). 
540 42 U.S.C. § 7522(a)(4). 
541 Ragland Report, pp. 5-6.  
542 Handy Report. 

http://www.analysisgroup.com/uploadedfiles/content/insights/publishing/ag_fuel_economy_rebound_effect_june_2018.pdf
http://www.analysisgroup.com/uploadedfiles/content/insights/publishing/ag_fuel_economy_rebound_effect_june_2018.pdf
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agencies, such as state, regional or local that in turn affect drivers. To reduce VMT, the 
goal is either to reduce the distances that people drive or increase alternatives to 
driving.  Reducing VMT in this way will have many environmental and social benefits in 
addition to reducing fatalities.  
 
The top direct action the federal government can take to influence VMT is to increase 
the gas tax.  Increases in gas taxes have shown a strong influence on vehicle miles of 
travel.  In fact, studies show than a rapid change in price is likely to produce a larger 
effect than a gradual increase.543  In addition to reducing VMT, a gas tax adjustment is 
needed to reflect inflation and to keep up with the needs of the highway system.  
Another direct pathway is tax breaks to transit and bicycling benefits provided by the 
employer by either exempting employer-provided benefits from income taxes or by 
allowing employees pre-tax income to pay for transportation services.  The effect of this 
policy will be amplified if employers increased the cost of parking.  Expanding employer-
based trip reduction programs can also influence VMT.  This includes programs such as 
transit passes, carpool or vanpool, supporting bicycle commuting, alternate work 
schedules, and telecommuting and compressed work schedules.  Expanding such 
programs for federal employees, could have a measurable impact on VMT and act as a 
model for other large employers.  Lastly, increasing funding in transit-specific categories 
and creating categories specific to active travel would also increase investments in 
these modes and reduce VMT. 
 
The federal government influences the actions of other government agencies which 

directly influences the choices of travelers.  Several federal actions could push other 

agencies towards investments that would, in turn, reduce VMT.  The top three actions 

include enabling states to toll federal highways, increase flexible funding for transit and 

active modes, and require the use of VMT as a performance measure.  Tolls add to the 

cost of travel, and similar to the gas tax, this cost to the consumer would reduce travel. 

The federal government could loosen the restriction on states to add tools to federal-aid 

highways.  Additionally, shifting funding from highway-specific to flexible categories 

would spur investment at a more local level.  To bolster that further, implementing a 

VMT performance measure in state-wide or regional transportation planning provides an 

opportunity also to influence VMT.   

5. In summary, the Agencies wrongly conclude the existing standards 
will cause highway fatalities. 

The Agencies’ fatalities analysis is flawed in myriad ways.  First, the analysis ignores 

evidence showing that there has been and continues to be a weakening in the fatality 

risk from intentional lightweighting.  Second, the Agencies ignore data showing that the 

number of fatalities per 100 million vehicle miles has notably declined over time, as both 

roads and vehicles have become progressively safer.  This trend can only be expected 

to continue, as features like crash avoidance, pre-collision assist, lane departure 

                                            

543 Gillingham, K. Identifying the elasticity of driving: evidence from a gasoline price shock in California. Regional 
Science and Urban Economics, 2014. 47: 13-24. 
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warning, and blind spot assist permeate the fleet.  Third, the Agencies’ coefficients are 

flawed because the safety model fails to control for the effects of driver characteristics 

or calendar years.  Moreover, the mass coefficients are also statistically insignificant at 

a 95 percent confidence interval, meaning the model is not capable of producing reliable 

conclusions.  NHTSA itself acknowledged the wide range in the confidence bounds 

yields the results “not definitive,” and yet the Agencies still base the proposal in part on 

these unreliable results.  Fourth, the Agencies’ historical crash data is based on older 

vehicles that pre-date California’s GHG standards and therefore do not represent 

intentionally lightweighted vehicles, meaning the data cannot provide an adequate 

representation of how these vehicles will fare in crash scenarios.  Moreover, evidence 

shows that the relationship between increased mass and fatality risk in crashes in weak 

at best.  Fifth, the Agencies make several inappropriate assumptions in the safety 

model, including using static values for median weights, even as the fleet becomes 

progressively lighter.   

In sum, the Agencies have created an impressively flawed safety analysis that 

incorrectly and unreliably predicts more fatalities under the existing standards.  The 

Agencies then propose an unexpected solution: to make driving more expensive as a 

disincentive.  If the main goal of the Agencies is to reduce fatalities, there are many 

other effective countermeasures that can be taken other than rolling back the existing 

standards.   

VII. The federal proposals undermine public health and impose 
major costs on California and the public. 

We now discussed the many ways the federal proposal’s foundations rest on sand. It 

ignores federal mandates, and it is not support by substantial evidence. We next turn to 

the damage the proposal will do, including its proposal to rollback key components of 

state authority. 

 The federal proposal increases emissions, frustrates meeting the 

NAAQS, harms public health, and threatens the climate. 

1. The federal proposal increases criteria emissions and undermines 
state implementation plans and modeling. 

Cooperative federalism is at the core of the federal Clean Air Act.  Congress recognized 

that “air pollution preventing… and air pollution control at its source is the primary 

responsibility of States and local governments” but that “federal financial assistance and 

leadership is essential” for this cooperative effort.544 For years, this partnership has 

dramatically improved air quality throughout the country, with the benefits vastly 

                                            

544 42 U.S.C. § 7401(a). 
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outweighing the costs.545 The Agencies’ proposal reverses this progress. It would yank 

away tools states, including California, need to comply with state and federal ambient 

air quality standards, and to meet climate mandates. The result is perverse: failure to 

comply with these standards has serious financial and public health consequences, yet 

EPA is using its authority to render these standards nearly impossible to meet, and 

especially so as climate change worsens air quality. Further, EPA is critically 

undermining a wide range of state laws and policies, developed in reliance upon its 

current standards and its adjudicatory decision to grant California a waiver for the 

current standards. 

Such interference with states and their police power obligations to protect their publics 

on behalf of an executive agency is simply improper, raising the same profound 

separation of powers and federalism concerns we have already discussed. As the 

Supreme Court reminds us, the “States … retain ‘a residuary and inviolable 

sovereignty.’ The Federalist No. 39, at 245. They are not relegated to the role of mere 

provinces or political corporations, but retain the dignity, though not the full authority, of 

sovereignty.”546 A core incident of sovereignty, recognized in the scheme of the federal 

Clean Air Act, is the ability to protect the public. Congress so recognized in general via 

its recognition of the central role of the states in air pollution prevention, and specifically 

with regard to its decision clearly to preserve and expand California’s specific vehicle 

regulatory power. 

 At this stage, many state decisions turn upon these Congressional actions, made 

against the background of our federal system. “Although the Constitution grants broad 

powers to Congress, our federalism requires that Congress treat the States in a manner 

consistent with their status as residuary sovereigns and joint participants in the 

governance of the Nation.”547 The Agencies’ treatment of the states here – breaching a 

settled unified national program, ignoring decades of precedent, Congress’s direction, 

and the evidence – is simply not consistent with the authorities of the states, including 

those reserved to them by the Act. The Agencies have created an entirely improper 

Catch-22 in which the states are stripped of the very authority which Congress relied 

upon them to use to fulfill their sovereign obligations.  

e. States are required to prepare Implementation Plans under federal 
law. 

The State Implementation Plan (SIP) is the instrument by which the states exercise their 

obligations under their public sovereign responsibilities and under federal law. A SIP is 

a federally enforceable plan for a state, which identifies how that state will attain and 

maintain a federal air quality standard.  The federal Clean Air Act (CAA) sets out 

                                            

545 See U.S. EPA’s extensive studies on this point, available at: https://www.epa.gov/clean-air-act-overview/benefits-
and-costs-clean-air-act. 
546 Alden v. Maine, 527 U.S. 706, 714 (Kennedy, J.).   
547 Id., at 748. 
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requirements for EPA’s adoption of air quality standards,548 as well as the required 

elements of SIPs.549  SIPs must identify both the magnitude of reductions needed and 

the actions necessary to achieve those reductions.  SIPs also include a demonstration 

that: the area will make reasonable further progress toward attainment, is implementing 

reasonably available control technology on all major sources, has a program in place to 

address emissions from new stationary sources, and meets transportation conformity 

requirements.   

In the Clean Air Act, the U.S. Congress developed a program based on science and 

implemented by state and local regulators to provide safe, healthy air to the American 

population.  The scientific community is tasked to determine levels of pollution that are 

acceptable and will not adversely influence human health and local regulators are 

tasked to implement programs to lower the pollution-causing emissions.  Understanding 

that science is an iterative process where discoveries lead to not only a better 

understanding of the actual dangers of pollution but also a new baseline of knowledge 

to investigate these dangers further, the Clean Air Act requires EPA to revisit the 

NAAQS on a regular 5-year cycle to verify that the NAAQS are in line with the most 

recent science.   

Since setting the original ozone NAAQS, the NAAQS has been revised three times.  

The most recent 8-hour ozone NAAQS was set in 2015 at 70 ppb.  Lowering ozone 

levels from the current 75 ppb to the more health-protective 70 ppb 8-hour ozone 

standard in California is predicted to reduce annual premature mortality by an estimated 

72 to 120 deaths, asthma exacerbations for 160,000 people, and lost days at work and 

school by more than 125,000.550  Delaying implementation of the latest ozone NAAQS 

would harm the health and well-being of millions of people, not only in California but 

throughout the country.  Simply put, meeting the ozone standard is a public health 

imperative. 

The NAAQS551 provide California with achievable goals to protect the health of 

Californians from health effects associated with air pollution.  The Clean Air Act adds 

deadlines for meeting the NAAQS and consequences if these deadlines are not met.  

With its health-based air quality standards, meaningful deadlines, and requirements for 

comprehensive plans, the Clean Air Act has been the tool for achieving California’s 

success in both clean air quality goals and economic success.  The Clean Air Act 

requires early, comprehensive planning and any delays in implementing the Clean Air 

                                            

548 42 U.S.C. § 7409. 
549 42 U.SC. § 7410. 
550 Regulatory Impact Analysis of the Final Revisions to the National Ambient Air Quality Standards for Ground-Level 
Ozone. U.S. EPA. Accessed on October 24, 2018.  https://www.epa.gov/sites/production/files/2016-
02/documents/20151001ria.pdf. 
551 California, like many states, has parallel state ambient air quality standards, for which it must also plan 
implementation steps. The Agencies’ actions offend compliance with these standards in the same ways they 
undermine NAAQS compliance, and so invade State preregoatives in this regard as well. 

https://www.epa.gov/sites/production/files/2016-02/documents/20151001ria.pdf
https://www.epa.gov/sites/production/files/2016-02/documents/20151001ria.pdf
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Act requirements can increase cost.  California uses the early planning required by the 

Clean Air Act as a tool to minimize costs in the long-term.552 

If EPA disapproves a submitted SIP, the Clean Air Act requires EPA to issue a finding of 

failure-to-submit an approvable SIP with notice that, if an approvable SIP is not 

submitted, sanctions will be applied within 18 months.553  The Act provides for two types 

of sanctions required after EPA makes a finding of failure: “offset” sanctions occurs 

within 18 months of the finding and “highway” sanctions that occur within six months 

after the offset sanctions (i.e., 24 months after the finding).  The offset sanctions apply 

to new or expanded stationary sources that emit pollutants for which the area is in 

nonattainment.  The source must offset their increased emissions by reducing existing 

emissions by two tons for every one ton of new emissions.  Highway sanctions prohibit 

the use of federal funds for transportation projects within the area impacted by the 

failure. 

f. California’s State Implementation Plan meets federal law. 
SIPs must contain enforceable commitments to achieve the level of emissions 

necessary to meet federal air quality standards, as defined by a plan’s attainment 

demonstration.  California’s “State SIP Strategy”554 proposes new mobile source SIP 

measures and quantifies the State’s SIP commitments for covered areas of California to 

meet these reduction needs.  The total emission reductions, and the obligation to 

propose certain actions, that are contained in the State SIP Strategy become 

enforceable upon approval by EPA of the elements of the State SIP Strategy that are 

included in each air district’s SIP to meet the planning needs of that district.  The 

measures included in California’s 2016 State SIP Strategy incorporate elements of 

CARB’s Mobile Source Strategy, including measures to accelerate the deployment of 

cleaner technologies.   

All of the California ozone and PM2.5 SIPs submitted to EPA since approximately early 

2016 have included benefits of the California Advanced Clean Car program in their light-

duty vehicle emission inventories.  These SIPs include the South Coast Air Basin, the 

San Joaquin Valley, the West Mojave Desert, the Coachella Valley, Sacramento Metro, 

Eastern Kern County, Ventura County, Imperial County, Western Nevada County, and 

San Diego County.  Two of California’s areas, the South Coast Air Basin and the San 

Joaquin Valley, with the worst ozone pollution in the nation, will need the next iteration 

of California’s Advanced Clean Car regulations to meet the latest ozone standard.  To 

meet the ozone standard in 2031, these areas require additional emission reductions 

from light-duty vehicles.   

                                            

552 Legislative Hearing on S. 2882 and S.2072, 2016, Oral Testimony by Kurt Karperos on Examining Pathways 
Towards Compliance of the National Ambient Air Quality Standard for Ground-Level Ozone. 
553 42 U.S.C. § 7509. 
554 CARB. Revised 2016 State Strategy for the State Implementation Plan. Accessed on October 24, 2018. 
https://www.arb.ca.gov/planning/sip/2016sip/rev2016statesip.pdf. (Adopted by Reso. 17-7.) 

https://www.arb.ca.gov/planning/sip/2016sip/rev2016statesip.pdf
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A clear example of the dire importance of California’s Advanced Clean Car program to 

SIP planning comes from the South Coast Air Quality Management District’s plan for 

how it will meet the 2032 ozone NAAQS.  For the South Coast Air Basin to attain this 

standard, California must reduce NOx emissions by an additional 118 tons per day NOx 

in 2031 beyond the current programs already providing significant NOx reductions.  This 

means California must ensure more ZEVs are introduced than are required by 

California’s current light-duty fleet ZEV requirements. 

Actions at the federal, State and local levels have resulted in a decrease in NOx 

emissions of over 75 percent in both mobile and stationary source NOx emissions since 

1990.  New reductions that will continue to accrue from implementation of California’s 

existing mobile source control program will reduce NOx emissions in 2031 by over 50 

percent from 2016 levels.  These programs will also result in significant reductions in 

PM2.5 emissions. The key remaining challenges are meeting ozone NAAQS in South 

Coast and PM2.5 NAAQS in the San Joaquin Valley. Further reductions in the South 

Coast will also be necessary to provide for attainment in the Coachella Valley and 

Mojave Desert regions downwind of the South Coast. 

Air quality modeling for South Coast indicates NOx emissions will need to decline to 

approximately 141 tons per day in 2023 and 96 tons per day in 2031 to provide for 

attainment in the remaining portions of the region that do not yet meet the 8-hour ozone 

NAAQS.555 Reaching these levels will require approximately 70 percent reductions in 

NOx from today’s levels by 2023 and an overall 80 percent reduction by 2031. 

Achieving an 80 percent reduction in NOx emissions will require comprehensive efforts 

to address emissions from both stationary and mobile sources through ongoing 

implementation of already adopted measures as well as new actions. These efforts 

have been the driver for the substantial air quality progress that has occurred to date in 

the South Coast region. Looking forward, continued implementation of current control 

efforts would reduce mobile source NOx emissions a further 50 percent by 2031.  

Controls on these mobile sources are crucial as more than 80 percent of the current 

NOx emissions originate from mobile sources,556 and, while continued implementation 

of current programs will continue to achieve emission reductions in the future, mobile 

sources will remain the largest source of ozone-forming emissions.   

Achieving the benefits of the current control program will continue to require significant 

efforts for implementation and enforcement. For example, as part of the Advanced 

Clean Cars program more stringent passenger vehicle standards began with model 

year 2017 vehicles. Even absent the potential impacts of this proposal, this will require 

ongoing efforts associated with vehicle certification and in-use surveillance. Outreach 

                                            

555 Ibid. p. 23. 
556Final 2016 Air Quality Management Plan Appendix III. SCAQMD. Accessed on October 24, 2018. 
http://www.aqmd.gov/home/air-quality/clean-air-plans/air-quality-mgt-plan/final-2016-aqmp . 

http://www.aqmd.gov/home/air-quality/clean-air-plans/air-quality-mgt-plan/final-2016-aqmp
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and infrastructure development will be needed to continue to grow the market for light-

duty ZEVs to meet the ZEV regulation.   

g. The proposal increases criteria pollutant emissions. 
CARB staff have estimated that the Agencies’ proposal to rollback fuel economy and 

GHG standards can significantly impact California’s criteria and GHG emissions in 

future years.  

Passenger cars and light trucks are a major contributor to NOx emissions in California. 

The State’s 39 million residents557 collectively own about 24 million passenger 

vehicles558 and drive more than most other Americans. Over ten million of these 

vehicles are in South Coast.559 The vast majority of these vehicles have internal 

combustion engines and use gasoline. The light-duty vehicle sector is projected to grow 

to approximately 30 million vehicles statewide by 2031. CARB’s 2016 State Strategy for 

the SIP560 calls for reducing NOx emissions by approximately six tons per day from the 

light duty sector561 in order for South Coast air basin to attain the 75 ppb ozone 

standard. According to the State Strategy, a fraction of these emissions reductions 

(about 0.6 tons per day) will be achieved through a combination of aggressive light-duty 

vehicle strategies such as higher zero emission vehicle (ZEV) sales requirement, and 

more stringent tailpipe standards. The remaining NOx emission reductions (about 5 tons 

per day) need to be achieved through incentive programs by accelerating the turnover 

of the oldest, highest emitting vehicles. This would mean removing older, dirtier vehicles 

from the road, either by replacing 1.1 million old vehicles with the cleanest conventional 

vehicle in 2031 or 700,000 zero emission vehicles.   

Passenger cars and light trucks are a major contributor to NOx emissions in California. 

The State’s 39 million residents562 collectively own about 24 million passenger 

vehicles563 and drive more than most other Americans. Over ten million of these 

vehicles are in South Coast.564  The vast majority of these vehicles have internal 

combustion engines and use gasoline. The light-duty vehicle sector is projected to grow 

to approximately 30 million vehicles statewide by 2031.  

                                            

559 EMFAC2014. CARB. Accessed on October 24, 2018. https://www.arb.ca.gov/emfac/2014/. 
559 EMFAC2014. CARB. Accessed on October 24, 2018. https://www.arb.ca.gov/emfac/2014/. 
559 EMFAC2014. CARB. Accessed on October 24, 2018. https://www.arb.ca.gov/emfac/2014/. 
562 Department of Finance Population Estimates for Cities, Counties, and the State, 2011-2018 with 2010 Census 
Benchmark. California Department of Finance. Accessed on October 24, 2018. 
http://www.dof.ca.gov/Forecasting/Demographics/Estimates/E-4/2010-18/documents/E-4_2018InternetVersion.xls.  
562 Department of Finance Population Estimates for Cities, Counties, and the State, 2011-2018 with 2010 Census 
Benchmark. California Department of Finance. Accessed on October 24, 2018. 
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564 EMFAC2014. CARB. Accessed on October 24, 2018.  https://www.arb.ca.gov/emfac/2014/. 

https://www.arb.ca.gov/emfac/2014/
https://www.arb.ca.gov/emfac/2014/
https://www.arb.ca.gov/emfac/2014/
http://www.dof.ca.gov/Forecasting/Demographics/Estimates/E-4/2010-18/documents/E-4_2018InternetVersion.xls
http://www.dof.ca.gov/Forecasting/Demographics/Estimates/E-4/2010-18/documents/E-4_2018InternetVersion.xls
http://www.dof.ca.gov/Forecasting/Demographics/Estimates/E-4/2010-18/documents/E-4_2018InternetVersion.xls
https://www.arb.ca.gov/emfac/2014/
https://www.arb.ca.gov/emfac/2014/
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As a result of the Agencies proposal, CARB staff has estimated that regional criteria 

and local toxic emissions would further increase in California non-attainment regions 

such as South Coast, primarily from increased fuel production activity at refineries and 

fuel distribution systems. More gasoline consumption means more diesel tanker truck 

trips to community gasoline stations, and therefore higher diesel PM emissions and 

refueling evaporative emissions.  

According to staff analysis, the proposed rollback creates an additional 1.24 tons per 

day of NOx emissions in the South Coast air basin,565 90 percent of which is from 

upstream fuel activity increases. Because of the SIP commitments for federal ozone 

standards, these increased refinery emissions would have to be offset elsewhere. This 

means that even more vehicles would need to be removed to compensate for the 

NPRM increased NOx emissions of 1.24 tons per day.  Because the dirtiest vehicles 

would already be removed to achieve the targets set by South Coast, comparatively 

newer and cleaner vehicles would need to be removed--either an additional 1.3 million 

clean conventional vehicles or 1 million zero emission vehicles.566 This will almost 

double the number of vehicles that were originally supposed to be replaced to meet the 

region’s air quality commitments.   

The federal proposal to rollback vehicle standards and withdraw Clean Air Act 

preemption waivers granted to California for its GHG standards and Zero Emissions 

Vehicle (ZEV) mandate will not allow California to achieve the 2031 South Coast SIP 

commitments or statewide 2030 and 2045 GHG requirements. This may result in 

dramatic counter-measures to meet emission reduction requirements; these measures 

would be costly and impact the state’s economic growth and mobility needs.  If such 

measures cannot be developed within the strict time frames dictated by the Clean Air 

Act, regions of California could suffer the costs associated with federal “offset” and 

“highway” sanctions.  Such sanctions are onerous and would have lasting impact on the 

economic development of the impacted area.  In addition to the immense direct cost of 

developing needed counter-measures and the potential sanctions that would flow from a 

failure to do so, one must consider the costs that would flow from the time-consuming 

SIP planning process itself.  These costs would impact government both at the local 

district and State levels.  

h. The proposal threatens California’s federally approved modeling 
of emissions.  

The GHG emission standards and ZEV requirements in California’s Advanced Clean 

Cars (ACC) program, with its approval into California’s SIP in 2012, was integrated into 

the EMission FACtor (EMFAC2014) transportation model.  The EMFAC model is a 

                                            

565 Calculated using data from CARB’s EMFAC and Vision models. 
566 Calculated using data from the EMFAC model (Attachment – Saved in CARBDOJcollaboration/references/ File 
Name: EMFAC DATA SHOWING CRITERIA IMPACTS FROM PROPOSAL.xlsx). 
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computer model that can estimate emission rates for on-road mobile sources operating 

in California for calendar years 2000 to 2050. EMFAC provides outputs of the modeled 

emissions for hydrocarbons, carbon monoxide (CO), NOx, PM10, PM2.5, lead, carbon 

dioxide (CO2), and sulfur oxides (SOx).  Once approved by EPA,567 EMFAC 2014 

became the model California is required to use for the majority of SIP planning.  

Accurate modeling of projected emissions is crucial to meeting the Clean Air Act’s SIP 

requirements.  The Clean Air Act requires that SIP inventories include motor vehicle 

emission estimates based on the latest planning assumptions and emission model to 

calculate inventories that are available at the time the SIP is developed.568  Accordingly, 

EPA has agreed that EMFAC2014 meets these criteria; inventories based on 

EMFAC2014 have thus been used in recent federally-mandated SIPs.  The Clean Air 

Act’s general conformity requirements bar federal agencies from supporting any actions 

that are not consistent with (i.e. “conform to”) an approved SIP, while the Clean Air Act’s 

transportation conformity requirements ensure that federally supported regional 

transportation plans (RTPs), transportation improvement programs (TIPs), and highway 

and transit projects are consistent with the purpose of the SIP.  

If California’s programs to achieve reductions from the light-duty sector are invalidated, 

the inventories based on EMFAC 2014 would no longer be valid, and EPA would 

disapprove SIPs and associated motor vehicle emission budgets (MVEB) used to 

demonstrate transportation conformity, as the budgets derived from EMFAC2014 would 

include the effects of regulations no longer valid.  Consistent with 40 CFR section 

93.120, if EPA disapproves such SIPs without a protective finding,569 then the 

transportation conformity budgets from the SIP may not be used for conformity 

purposes, resulting in a conformity freeze.  This would halt new RTPs and TIPs in the 

region until the issue causing EPA’s disapproval of the SIP is remedied.  During a 

conformity freeze only transportation projects scheduled to occur in the first four years 

of the conforming RTP and TIP could continue to advance, and no new regional 

conformity determinations for RTPs, TIPs, or RTP/TIP amendments could be made.  If 

conformity of an RTP and TIP has not been determined within two years of EPA’s SIP 

disapproval using budgets that EPA approves or finds adequate from a new SIP that 

has replaced the disapproved SIP, then highway sanctions would apply and the 

conformity freeze would become a conformity lapse.   

During a conformity lapse, no new RTPs, TIPS, or regionally significant transportation 

projects may be adopted or approved unless the project is a Transportation Control 

Measure or if all necessary approvals were in place prior to the date of the lapse.  Either 

of these scenarios (conformity freeze or conformity lapse) would greatly limit the ability 

                                            

567 80 Fed.Reg. 77,337 (Dec. 14, 2014). 
568 40 CFR §§93.110, 93.111.  
569 A protective finding may be made when EPA finds the SIP identifies control measures sufficient to achieve 
Reasonable Further Progress or attainment and that SIP disapproval does not affect the validity of the mobile source 
budgets.  (40 CFR 93.101.).   
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of California’s Metropolitan Planning Organizations to amend their RTP and TIPs, and 

so would severely impact their ability to plan, fund, and implement transportation 

projects.   

Another impact that would flow from this proposal’s effect on EMFAC2014 is the likely 

disapproval of numerous California SIPs, as their underlying modeling would be 

invalidated.  This could result in Clean Air Act sanctions being imposed on California.  

As described above, when SIPs are disapproved, the Clean Air Act requires EPA to 

issue a finding of failure to submit an approvable SIP with notice that if an approvable 

SIP is not submitted, sanctions (first “offset” and later “highway”) will apply.   

All SIPs that California has submitted since January 1, 2016 have utilized EMFAC2014 

for modeled attainment demonstrations and Reasonable Further Progress 

demonstrations, both of which are required by the Clean Air Act to be part of an 

approvable SIP.  As of this writing, 16 California SIPs have been submitted that used 

EMFAC2014.  If EMFAC2014 is invalidated, EPA would most likely disapprove the 14 of 

those submitted SIPs that they have not yet acted upon and possibly make calls for 

revisions to the two it has acted on due their being rendered substantially inadequate 

through the invalidation of their modeling. Other states that have relied on either the 

federal or California light-duty emission standards would face similar consequences if 

the proposed rollback is finalized. Through this proposal, the Agencies are effectively 

breaking approved SIPs throughout the nation, without so much as acknowledging it, 

much less discussing the impacts and how states can prevent the damage that will 

come from not meeting legal planning requirements or actually improving air quality – 

which is what this is ultimately all about. 

i. The proposal threatens California’s Conformity Plan. 
Figure VII-1 shows a comparison of CARB’s estimated NOx emissions impacts in 

California non-attainment/maintenance areas570 versus those estimated by the 

Agencies in Appendix A571 of the Draft Environmental Impacts Statement. The 

Agencies’ emissions impact assessment shows reduction in NOx emissions in almost 

all non-attainment or maintenance areas except for Los Angeles-San Bernardino 

counties and San Francisco Bay Area, where almost 12 out of 15 refineries that 

produce transportation fuels are situated.  However, CARB’s estimates which are based 

on robust emissions modeling using California specific information that considers the 

proposal’s impacts on tailpipe emissions as well as emissions from fuel production and 

distribution, reach a different conclusion.  CARB’s estimates indicate that, as a result of 

the Agencies’ proposal, NOx emissions will increase in all non-attainment regions of 

                                            

570 Designations in US EPA Regions for the 2008 8-Hour Ozone National Ambient Air Quality Standards. U.S. EPA. 
Accessed on October 24, 2018. https://www3.epa.gov/region9/air/maps/pdfs/air1100018-7.pdf  
571 Draft Environmental Impact Statement. NHTSA. Accessed on October 24, 2018. 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_my2021-26_deis_appendices_0.pdf  

https://www3.epa.gov/region9/air/maps/pdfs/air1100018-7.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_my2021-26_deis_appendices_0.pdf
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California.  CARB’s estimates show that 90 percent of these increases flow from 

upstream fuel activity increases.  

Figure VII-1 NOx emissions impact in 2035 from the Agencies proposal in California 
non-attainments or maintenance areas – CARB vs. the Agencies estimates572 

 

                                            

572 Note: to generate Figure VII-1, CARB’s statewide estimates were disaggregated to different regions using tailpipe 
emissions as surrogates.  The supporting documentation for this figure is titled “Attachment – Emissions Impact 
Alternative1.xlsx, included in the submitted DVD.   
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Figure VII-2 NOx emissions impact in 2025 from the Agencies proposal in California 
non-attainments or maintenance areas – CARB vs. the Agencies estimates 

 

These increases will have dire implications for SIP planning in some of California’s 

major metropolitan areas.  These impacts are not explained in the proposal due to the 

Agencies’ reliance on modeling that is not the most detailed and accurate available, and 

that is different from the more detailed and accurate modeling that California is required 

to use in its SIP planning.  The Agencies’ failure to utilize the appropriate modeling 

when describing the criteria impacts of the proposal is arbitrary.  

As addressed in California’s comments on the DEIS, an additional criteria-related issue 

is whether the proposed action meets the Clean Air Act’s general conformity 

requirements.573  NHTSA offered a discussion of general conformity in its DEIS, but did 

                                            

573 To ensure compliance with SIPs and progress toward NAAQS attainment, the Clean Air Act’s conformity provision 
requires that federal agencies not “engage in, support in any way or provide financial assistance for, license or 
permit, or approve, any activity” that does not “conform” to a SIP. 42 U.S.C. § 7506(c)(1).  EPA is responsible for 
determining that its action is consistent with the applicable SIP and does not cause or contribute to any new NAAQS 
violation, increase the severity or frequency of an existing NAAQS violation, delay attainment of a standard, 
emissions reduction, or other milestone. To guide an agency’s conformity determination, the EPA has promulgated 
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so utilizing modeling other than the relevant EMFAC2014.  Regardless, the DEIS lists 

general conformity thresholds, but it states those thresholds are “provided for 

information only; a general conformity determination is not required for the Proposed 

Action.574  NHTSA arrived at this conclusion because it claims the proposed action 

would not cause any direct or indirect emissions within the meaning of the General 

Conformity Rule.575   

There are three fundamental issues with NHTSA’s handling of the Clean Air Act’s 

general conformity requirements.  First, NHTSA uses inappropriate modeling to reach 

its conclusion.  NHTSA has – without explanation – chosen not to utilize EMFAC 2014, 

the model that California is required to use under the Clean Air Act, to generate the 

numbers relevant to a conformity determination under the Act. Second, NHTSA argues 

that any emissions flowing from its actions are neither direct nor indirect for general 

conformity purposes under 40 CFR section 93.152, stating that it cannot control the 

technologies that auto manufacturers would use or consumer behavior (including 

purchasing).576  Yet this assertion flies in the face of the primary reason NHTSA is 

undertaking this rulemaking, which is that the existing standards’ costs purportedly are 

causing new vehicles to become more costly and thereby negatively impacting 

consumer purchasing behavior. NHTSA then attempts to justify this course of action by 

predicting, using new modelling inputs of its own design, the emissions levels that would 

flow from its action. In other words, the rulemaking is premised on understanding 

consumer purchasing and the emissions implications of such purchasing, while NHTSA 

claims on the other hand that it cannot make assumptions about these very things when 

it comes to satisfying general conformity obligations.  NHTSA cannot have it both ways. 

Indeed, the Ninth Circuit Court of Appeals has previously recognized that “[b]y allowing 

particular fuel economy levels, which NHTSA argues translate directly into particular 

tailpipe emissions, NHTSA's regulations are the proximate cause of those emissions 

just as EPA Clean Air Act rules permitting particular smokestack emissions are the 

proximate cause of those air pollutants….”577 Finally, in the context of this joint 

rulemaking between NHTSA and EPA, it is inappropriate that NHTSA’s determination 

regarding its own conformity obligations, regardless of its independent merit or lack 

thereof, does not address any conformity-related obligations EPA may have that flow 

from the joint rulemaking. 

                                            

two sets of regulations—a Transportation Conformity Rule, and a General Conformity Rule. The EPA’s General 
Conformity rule requires that federal agencies perform a conformity determination if the action’s cumulative direct and 
indirect emissions in a nonattainment or maintenance area exceed specified thresholds. 40 C.F.R. § 93.153(b). 
574 See, e.g., DEIS, Appendix A, p. A-19. 
575 DEIS at 4-14 and 4-15. 
576 DEIS at 4-14 and 4-15. 
577 Ctr. for Biological Diversity v. Nat'l Highway Traffic Safety Admin., 538 F.3d 1172, 1217 (9th Cir. 2008). 
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2. The federal proposal increases community exposures to air 
pollution. 

Removal of CARB’s ZEV regulation under the proposed rollback will cause increased 

air pollution exposures for people living within 200-500 meters of high-volume 

roadways. This will increase rates of health impacts associated with vehicle air pollution 

such as cancer, lung disease, asthma, and increased rates of mortality.  These impacts 

are disproportionately imposed on low-income communities and communities of color in 

California because there are disproportionally higher concentrations of these 

communities living near major roadways, and this concentration is expected to increase 

in the next two decades. CARB is committed to prioritizing environmental justice and 

ensuring that regulatory efforts focus on communities facing cumulative environmental 

and economic burdens, which include disadvantaged communities.  Hindering CARB’s 

regulatory efforts to increase the number of zero-emission cars operating on California’s 

roadways, therefore also hinders environmental justice and CARB’s efforts to improve 

health and quality of life in disadvantaged communities. Specifically, the removal of 

even one of CARB’s mobile source control regulations impedes CARB’s efforts to 

significant reduce air toxic contaminant and criteria pollutant emissions in the most 

burdened communities under California Assembly Bill Number 617.578  

a. The federal proposal increases the concentration of harmful 
pollutants near major roadways. 

Near-source exposure from vehicle emissions poses a significant health risk for those 

living within 300 to 500 meters of a major roadway.579 As noted in analysis underlying 

the proposed rollback, locations near to major roadways have elevated concentrations 

of many air pollutants emitted from vehicles, making these “microclimates” or “hot spots” 

of harmful pollution.580  

Traffic on major roadways is the largest source of near-source pollution due in part to 

the combustion of gasoline.581 Traffic pollution is a complex mixture of gaseous and 

particulate pollutants, including particulate matter, NOx, and benzene.  The extent of 

exposure to these components depends on a number of factors, including 

upwind/downwind location, meteorological conditions, time of day, and season. For 

instance, high volumes of vehicles on a roadway during early morning commute hours 

can increase traffic delay and thus concentrations of near-roadway emissions. 

Differences in meteorology can contribute to pollutants from roadways traveling farther 

                                            

578 Garcia, Cal. Stats. 2017, Ch. 136. 
579 A. Carlson, The Clean Air Act’s Blind Spot: Microclimates and Hotspot Pollution, 65 UCLA L. Rev. 1036, 1056 
(2018) (hereinafter Hot Spot Pollution); Health Effects Institute, Traffic-Related Air Pollution: A Critical Review of the 
Literature on Emissions, Exposure, and Health Effects, Special Report 17, available at 
https://www.healtheffects.org/publication/traffic-related-air-pollution-critical-review-literature-emissions-exposure-and-
health (hereinafter HEI 2010). 
580 83 Fed.Reg. at 43,344; Hot Spot Pollution, 1038. 
581 Hot Spot Pollution, 1056. 

https://na01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.healtheffects.org%2Fpublication%2Ftraffic-related-air-pollution-critical-review-literature-emissions-exposure-and-health&data=02%7C01%7C%7Cc6fc24f5c48541741e2f08d63065dbce%7C9de5aaee778840b1a438c0ccc98c87cc%7C0%7C0%7C636749611363985551&sdata=qkh8c8ZgoZRL8J3oLpRWTYDmqbGt8aqu6SxDFFfv%2Bas%3D&reserved=0
https://na01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.healtheffects.org%2Fpublication%2Ftraffic-related-air-pollution-critical-review-literature-emissions-exposure-and-health&data=02%7C01%7C%7Cc6fc24f5c48541741e2f08d63065dbce%7C9de5aaee778840b1a438c0ccc98c87cc%7C0%7C0%7C636749611363985551&sdata=qkh8c8ZgoZRL8J3oLpRWTYDmqbGt8aqu6SxDFFfv%2Bas%3D&reserved=0
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into nearby areas at night and during early morning hours than during the day.582 Also, 

NO2 concentrations have been shown to increase with rush hour traffic and areas of 

traffic delay.583 At trafficked intersections, levels of PM can be elevated by as much as 

40 percent for larger PM (PM 10) and by 16 percent to 17 percent for fine PM (PM 

2.5).584 These pollutants can enter vehicles, further exposing those driving on major 

roadways. For instance, significantly high levels of PM have been measured inside of 

Los Angeles-area buses.585 The vehicle pollutants can also enter homes through open 

windows and vents in the early morning due to air patterns.586  

Exposure to vehicle pollution by those living within 300 to 500 meters of a major 

roadway has been shown to contribute to and exacerbate asthma, impair lung function, 

and increase cardiovascular mortality.587 Additionally, there is evidence linking near-

roadway pollution exposures to higher rates of heart attacks, strokes, lung cancer, pre-

term births, childhood obesity, autism, and dementia. Epidemiological studies have 

shown that even levels below the PM2.5 NAAQS588 can increase the risk of health 

impacts. These studies estimate that “[f]or every increase of 10 micrograms per cubic 

meter of PM 2.5, mortality increased by 13.6 percent.”589  

California studies have indicated that some groups are more sensitive to traffic-related 

pollutants than the general population including children, the unborn, the elderly, and 

those with preexisting conditions. One study found that the total number of deaths from 

cardiovascular disease associated with near-roadway pollution will increase by 2035 

due to an increased number of the elderly in the population at risk, even though the 

exposures and the risk to individuals will be reduced.590 Traffic exposure can be linked 

to an increased prevalence of childhood asthma and bronchitis symptoms.591 The 

Children’s Health Study, conducted in California, demonstrated that particulate pollution 

                                            

582 Hu et al. Atmospheric Environment 43 (2009) 2541-49. 
583 Hot Spot Pollution, 1057. 
584 Hot Spot Pollution, 1058. 
585 Hot Spot Pollution, 1058. 
586 Hot Spot Pollution, 1057. 
587 Hot Spot Pollution, 1052 and 1057. 
588 See, University of Southern California Environmental Health Centers, References: Living Near Busy Roads or 
Traffic Pollution. University of Southern California. Accessed on October 24, 2018. 
https://envhealthydrocarbonenters.usc.edu/infographics/infographic-living-near-busy-roads-or-traffic-
pollution/references-living-near-busy-roads-or-traffic-pollution. 
589 Hot Spot Pollution, 1053. 
590 Ghosh, R., et al. “Near-roadway air pollution and coronary heart disease: burden of disease and potential impact 

of greenhouse gas reduction strategy in Southern California” Environmental Health Perspectives, 2016. 124(2):193-

200.  
591 Kim JJ, Smorodinsky S, Lipsett M, Singer BC, Hodgson AT, Ostro B. Traffic-related air pollution near busy roads: 

the East Bay Children's Respiratory Health Study. American Journal of Respiratory and Critical Care Medicine, 2004. 

170 (5): 520-6; Delfino RJ, Gong H Jr, Linn WS, Pellizzari ED, Hu Y. Asthma Symptoms in Hispanic Children and 

Daily Ambient Exposures to Toxic and Criteria Air Pollutants. Environmental Health Perspectives vol 111 number 4 

April 2003; Delfino RJ, Gong H, Linn WS, Hu Y, Pellizzari ED. Respiratory symptoms and peak expiratory flow in 

children with asthma in relation to volatile organic compounds in exhaled breath and ambient air. Journal of Exposure 

Analysis and Environmental Epidemiology, 2003. 13, 348–363. 

https://envhealthcenters.usc.edu/infographics/infographic-living-near-busy-roads-or-traffic-pollution/references-living-near-busy-roads-or-traffic-pollution
https://envhealthcenters.usc.edu/infographics/infographic-living-near-busy-roads-or-traffic-pollution/references-living-near-busy-roads-or-traffic-pollution
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may significantly reduce lung development in children, and that these effects are likely 

permanent.592 The investigators found associations between children exposed to heavy 

traffic and slower lung development, as well as significant increases in asthma 

prevalence, asthma medication use, and wheezing.593 Living near heavy traffic could 

also be associated with increased rates of new cases of asthma.594 Ongoing studies 

examining long-term health trends in the Children’s Health Study participants have 

found that the recent reductions of air pollution in South Coast are associated with 

significantly reduced bronchitic symptoms and clinically significant positive effects on 

lung development in these children.595 Both regional particulate matter pollution and 

local near-roadway exposures affect children’s health independently, resulting in 

reduced lung function.596 Other investigators have found adverse birth outcomes, such 

as low birth weight seen in infants whose mothers are exposed to traffic pollution.597 

Short-term exposure to PM2.5 causes premature mortality, and long-term exposure 

additionally may cause reproductive harm, developmental problems in children, and 

cancer.598 

The specific component or components of traffic pollution responsible for the health 

impacts observed are not known and the mechanisms of toxicity are an active area of 

research.  Epidemiological studies worldwide, as well as California-specific studies, 

however, have clearly shown that adverse health effects are associated with vehicle 

emissions and are concentrated within a few hundred meters of heavily traveled 

freeways and major roadways. A comprehensive review of traffic impacts by the Health 

                                            

592 Avol EL, Gauderman WJ, Tan SM, London SJ, Peters JM. “Respiratory effects of relocating to areas of differing 
air pollution levels,” American Journal of Respiratory and Critical Care Medicine, 2001. 164: 2067-2072; Gauderman 
WJ, Avol E, Gilliland F, Vora H, Thomas D, Berhane K, McConnell R, Kuenzli N, Lurmann F, Rappaport E, Margolis 
H, Bates D, Peters J. “The effect of air pollution on lung development from 10 to 18 years of age,” New England 
Journal of Medicine, 2004. 351(11): 1057-1067. Erratum in: New England Journal of Medicine 2005 352(12):1276. 
593 Gauderman WJ, Avol E, Lurmann F, Kuenzli N, Gilliland F, Peters J, McConnell R. Childhood asthma and 

exposure to traffic and nitrogen dioxide. Epidemiology, 2005. 16 (6): 737-43;  

Gauderman WJ, Vora H, McConnell R, Berhane K, Gilliland F, Thomas D, Lurmann F, Avol E, Kunzli N, Jerrett M, 

Peters J. Effect of exposure to traffic on lung development from 10 to 18 years of age: a cohort study. Lancet, 2008. 

369 (9561): 571-7; McConnell R, Berhane K, Yao L, Jerrett M, Lurmann F, Gilliland F, Kunzli N, Gauderman J, Avol 

E, Thomas D, Peters J. Traffic, susceptibility, and childhood asthma. Environmental Health Perspectives, 2006. 114 

(5): 766-72. 
594 McConnell R, Islam T, Shankardass K, Jerrett M, Lurmann F, Gilliland F, Gauderman J, Avol E, Künzli N, Yao L, 

Peters J, Berhane K. Childhood incident asthma and traffic-related air pollution at home and school. Environmental 

Health Perspectives, 2010. 118 (7): 1021-1026. 
595 Gauderman, W.J., et al. “Association of improved air quality with lung development in children” New England 
Journal of Medicine, 2015. 372(10):905-913; Berhane, K. et al. “Association of changes in air quality with bronchitic 
symptoms in children in California, 1993-2012”, Journal of the American Medical Association, 2016. 315(14):1491-
1501. 
596 Urman, R, McConnell R, Islam T, Avol EL, Lurmann FW, Vora H, Linn WS, Rappaport EB, Gilliland FD, 

Gauderman WJ. “Associations of children’s lung function with ambient air pollution: joint effects of regional and near-

roadway pollutants” Thorax, 2014. 69(6):540-547doi: 10.1136/thoraxjnl-2012-203159. 
597 Michelle Wilhelm, Jo Kay Ghosh, Jason Su, Myles Cockburn,Michael Jerrett, and Beate Ritz. Traffic-Related Air 
Toxics and Term Low Birth Weight in Los Angeles County, California vol. 120 no. 1.  January 2012  Environmental 
Health Perspectives. 
598 Hot Spot Pollution, 1053. 
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Effects Institute (HEI) concluded that there is evidence to indicate that traffic-related 

pollution is a public health concern.599  

The proposed rollback acknowledges that there are elevated concentrations of air 

pollutants from vehicles near major roadways. This acknowledgement supports the 

importance of keeping California’s ZEV rule in place as an effective method to reduce 

near-roadway emissions. The proposed rollback asserts that it will reduce such 

exposures without conducting an analysis of reductions as compared to the ZEV rule.  

b. Low-income communities and communities of color are 
disproportionately burdened by near-roadway exposures. 

Many communities in California are located near major roadways. California has three 

cities in the top ten largest U.S. cities by population, and some of the largest freight 

corridors in the U.S. are located in or near those cities. Busy traffic corridors have been 

built adjacent to and through existing neighborhoods (sometimes as a result of planning 

policies), and new developments have been built near existing roadways due to a 

variety of factors, including economic growth, demand for built environment uses, and 

the scarcity of land available for development in some areas. Estimations based on the 

2000 Census suggest that 24 percent of all Californians live within 500 meters of a 

highway and 44 percent within 1000 meters of a highway.600 In Los Angeles, more than 

a third of the population lives within 300 meters of a major roadway.601   

Of those living near major roadways, there is a disproportionate concentration of low 

income communities and communities of color. In California, Latinos, African 

Americans, Asian/Pacific Islanders, and low-income individuals and families are more 

likely to live next to a major roadway than whites or high-income earners.602 And almost 

half of Californians living next to major roadways are “poor or near-poor.”603 

Economically disadvantaged neighborhoods and individual residences have been linked 

to higher levels of traffic air pollution604 and more asthma symptoms, among other 

health impacts.605 Near-roadway exposures exacerbate existing health impacts 

experienced by these communities, and a lack of resources inhibit responses that might 

otherwise promote healthy outcomes.606 For instance, lack of access to health care, 

                                            

599 Traffic-Related Air Pollution: A Critical Review of the Literature on Emissions, Exposure, and Health Effects. HEI 
Special Report 17. Health Effects Institute. 2010. Accessed on October 24, 2018. 
https://www.healtheffects.org/publication/traffic-related-air-pollution-critical-review-literature-emissions-exposure-and-
health. 
600 Census 2000. 
601 Hot Spot Pollution, 1057-58. 
602 Hot Spot Pollution, 1047. 
603 Hot Spot Pollution, 1047. 
604 Gunier RB, Hertz A, Von Behren J, Reynolds P. Traffic density in California: socioeconomic and ethnic differences 
among potentially exposed children. Journal of Exposure Analysis and Environmental Epidemiology, 2003. 13(3): pp. 
240-46. 
605 Meng Y-Y, Wilhelm M, Rull RP, English P, Nathan S, Ritz B.  "Are frequent asthma symptoms among low-income 
individuals related to heavy traffic near homes, vulnerabilities, or both?" 18:343-350 Annals of Epidemiology. 2008. 
606 Gunier, R.B., et al., Traffic density in California: socioeconomic and ethnic differences among potentially exposed 
children. Journal of Exposure Science and Environmental Epidemiology, 2003. 13(3): pp. 240-246.  

https://na01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.healtheffects.org%2Fpublication%2Ftraffic-related-air-pollution-critical-review-literature-emissions-exposure-and-health&data=02%7C01%7C%7Cc6fc24f5c48541741e2f08d63065dbce%7C9de5aaee778840b1a438c0ccc98c87cc%7C0%7C0%7C636749611363985551&sdata=qkh8c8ZgoZRL8J3oLpRWTYDmqbGt8aqu6SxDFFfv%2Bas%3D&reserved=0
https://na01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.healtheffects.org%2Fpublication%2Ftraffic-related-air-pollution-critical-review-literature-emissions-exposure-and-health&data=02%7C01%7C%7Cc6fc24f5c48541741e2f08d63065dbce%7C9de5aaee778840b1a438c0ccc98c87cc%7C0%7C0%7C636749611363985551&sdata=qkh8c8ZgoZRL8J3oLpRWTYDmqbGt8aqu6SxDFFfv%2Bas%3D&reserved=0
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historical discrimination, and the inability to move to an affordable, healthier location can 

present obstacles to fair and equal health and economic outcomes for low income 

communities and communities of color.   

Ultimately, historical inequities can be compounded by the continuation and increase in 

air pollution, by disproportionately burdening these communities with the health impacts 

of harmful pollutants from traffic. These unfair outcomes for particular communities are 

a result of decades of decision-making that did not prioritize fundamentally fair 

outcomes for all Californians regardless of their economic, racial, or ethnic background. 

Environmental justice is of critical importance to reduce and eliminate health, 

environmental, and economic disparities that disproportionately negatively affect 

communities of color and low-income communities in California and to create a more 

fair economy and quality of life for all Californians. A priority for CARB is to achieve 

environmental justice and to make it an integral part of its activities to improve their 

health outcomes and quality of life. This reflected in the ZEV regulation, which ultimately 

works to directly reduce near-roadway exposures, improving health outcomes for those 

living near major roadways.  

Despite the EPA’s reaffirmed commitment to environmental justice, the proposed 

rollback does not adequately analyze the effect of removing the ZEV regulation on 

furthering environmental justice, particularly as a result of increasing near-roadway 

exposures.607 In 1994, a federal Executive Order directed federal agencies to identify 

and address the disproportionately high and adverse human health or environmental 

effects of their actions on minority and low-income populations, to the greatest extent 

practicable and permitted by law. The order also directed each agency to develop a 

strategy for implementing environmental justice. This executive order has not been 

revoked and is a core statement of federal policy in effect today. Further, EPA’s 

Environmental 2020 Action Agenda creates procedures to consider environmental 

justice routinely throughout agency decision-making. Additionally, the February 23, 

2018 memo by EPA Associate Administrator Samantha Dravis notes that EPA will 

“[a]chieve measureable environmental outcomes for underserved and overburdened 

communities in areas of [. . .] reduction of air pollutants [. . .] and [s]trengthen the ability 

of our partner agencies to integrate [environmental justice] in their work through 

enhanced coordination and collaboration with states, tries and local governments to 

address [environmental justice] concerns.”608 

However, this commitment is not reflected in the proposed rollback, which would 

eliminate CARB’s ability to enforce its ZEV regulation. A statement of commitment to 

environmental justice is ineffective without corresponding action to ensure the 

commitment and its expected benefits are realized. In the proposed rollback’s 

                                            

607 Memorandum on EPA’s Environmental Justice and Community Revitalization Priorities. U.S. EPA. Accessed on 
October 24, 2018.  https://www.epa.gov/sites/production/files/2018-02/documents/epa_ej_memo_02.23.2018.pdf. 
(hereinafter EPA Environmental Justice Memo); Executive Order, 59 Fed.Reg. 32 (Feb. 18, 1994). 
608 EPA Environmental Justice Memo. 

https://www.epa.gov/sites/production/files/2018-02/documents/epa_ej_memo_02.23.2018.pdf
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Environmental Justice section, it attempts to delegitimize the disproportionate health 

impacts experienced by low-income communities and communities of color and makes 

an unfounded and unanalyzed conclusion that the emissions reductions from the 

proposed rule will have the most direct air quality improvements by those living near-

roadways.  

Moreover, the proposed rollback’s Environmental Justice section appears to 

misunderstand the purpose of implementing environmental justice. The proposed 

rollback states that it is other stressors associated with low-income communities and 

communities of color that are largely to blame for any worsened health outcomes; 

however, it fails to acknowledge the significant impact social and economic disparities 

have on exposure disparities. There is no analysis or description in the proposed 

rollback of how economic circumstances; historical, social, and economic discrimination 

and inequities; and health are interrelated and can work to exacerbate negative 

outcomes. As stated above, the proposed rollback acknowledges that vehicle pollution 

causes significant health impacts for those living near major roadways and the 

importance of reducing such exposures. Nonetheless, the rollback’s Environmental 

Justice section concludes by stating that direct emissions reductions will occur from the 

proposed rollback, and thus reduce near-highway exposures, without any supporting 

analysis.  

The fact that there are disproportionate stressors within low-income communities and 

communities of color is a significant reason for prioritizing environmental justice and fair 

treatment by government actions. Reducing pollution exposures and improving health 

can in turn increase economic and social benefits, thereby reducing other disparities 

experienced in these communities. For example, reducing rates of asthma or asthma 

symptoms can increase school and work attendance. The existence of other stressors 

that affect health does not lessen the connection between vehicle pollution and health 

impacts, as the proposed rollback appears to imply, it strengthens the justification for 

the necessity of the ZEV regulation to cause direct reductions of near-roadway 

exposures.   

3. Increasing ZEVs are essential to improving the health of those living 
near major roadways.  

Full electrification of all vehicles in California would avoid the majority of near-source 

exposure health impacts. The ZEV regulation intends to push California towards that 

goal, and the revocation of California’s authority to implement this rule will substantially 

impair the immediate reductions of near-highway exposures and future anticipated 

reductions. CARB’s policies and plans to reduce car and truck pollution statewide are 

already improving air quality, but will take time before the full benefits are achieved. 

Revoking California’s authority to implement the ZEV regulation is particularly harmful to 

ongoing efforts to reduce exposures to the most burdened communities such as through 

CARB’s Community Air Protection Program pursuant to Assembly Bill 617. These direct 

near-roadway emission reductions are necessary because the size of the population 
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living near major roadways in California is growing, increasing the risk of health impacts 

and related harms to these expanding communities.  

Under Assembly Bill 617, CARB and local air districts are partnering to transform 

California’s air quality programs to address air pollution disparities at the neighborhood 

level. The goal is to substantially reduce air toxic contaminants and criteria air pollutant 

exposures in communities that experience the most significant exposure burdens. 

CARB selected these first ten communities. The air district for each community must 

develop and implement a Community Emissions Reduction Program (CERP) that will 

include strategies to reduce toxic air pollutants and criteria air pollutants from stationary 

sources in the community in the near-term. CARB, for its part, is to adopt new and 

implement existing mobile source controls to support the emissions reductions.  

The ZEV regulation is a critical part of the existing regulatory regime expected to reduce 

emissions in these communities. Many of the communities have major roadways that 

cause near-highway exposures of harmful vehicle pollutants, contributing to the 

pollution burden of these communities. Without the ZEV regulation, CARB will not have 

one of the most effective tools to reduce pollution exposures in these communities. 

Additionally, according to the U.S. Census Bureau, California is the second-fastest 

growing state and Los Angeles is also one of the fastest growing cities in the U.S.609 

The Southern California Association of Governments (SCAG), the regional planning 

agency for Los Angeles, Ventura, Orange, Riverside, San Bernadino, and Imperial 

Counties estimates that the population in these counties that will live within 500 feet 

(152 meters) of a freeway will increase by 250,000 by 2035.610 As populations increase, 

so do the numbers of vehicles on the roadways, increasing vehicle emissions and 

exposures for those living near the freeways. In areas where infill development is 

prioritized, the populations near roadways are also expected to increase in the coming 

decades.  

CARB intended to rely on its existing programs, such as the ZEV regulation, and its new 

efforts, such as Assembly Bill 617, to attempt to minimize emissions that otherwise 

would be expected to grow with increasing populations and vehicles operated in 

California. To remove the ZEV regulation causes substantial harm to this effort and will 

directly result in increases in near-roadway emissions exposures for Californians during 

this time of population growth.  

4. Reducing near-term exposures must be addressed in part by 
increasing use of ZEVs. 

Reducing near-roadway exposures requires a comprehensive, integrated approach 

through reducing emissions from the vehicles themselves and reducing emissions 

                                            

609 Census Bureau Reveals Fastest-Growing Large Cities. U.S. Census Bureau. Accessed on October 24, 2018. 
https://www.census.gov/newsroom/press-releases/2018/estimates-cities.html. 
610 Regional Transportation Plan 2012-2035, Environmental Justice Appendix. SCAG. Accessed on October 24, 
2018. http://rtpscs.scag.ca.gov/Documents/2012/final/SR/2012fRTP_EnvironmentalJustice.pdf. 

https://www.census.gov/newsroom/press-releases/2018/estimates-cities.html
http://rtpscs.scag.ca.gov/Documents/2012/final/SR/2012fRTP_EnvironmentalJustice.pdf
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exposures from the transportation system. This comprehensive approach is needed 

because no one solution can meet the overall reductions that are needed, and the 

potential to reduce emissions in the near term compared to the longer term differs.  

Motor vehicle regulations like the ZEV regulation provide an opportunity to reduce 

emissions in the near- and mid-term, while reductions in emissions from the 

transportation system and land use, which are equally important, provide an opportunity 

to reduce exposure and emissions in the mid- and long-term.  Further, reducing 

emissions from vehicles are seen as the “low hanging fruit” from a cost-effectiveness 

perspective, and are therefore the appropriate first line of defense when developing a 

strategy to improve air quality and reduce exposure for communities, especially the 

most vulnerable ones.  If removing the ZEV regulation would mean that the State must 

rely solely on mechanisms to reduce emissions or exposures from the transportation 

system and land use to achieve the same public health benefits, this would include 

reducing reliance on vehicles (such as reducing VMT) or creating more distance 

between communities and roadways. These two options are important and being 

pursued through existing efforts by the State agencies and local jurisdictions, but they 

cannot be the sole mechanisms to reduce vehicle pollutant emissions or exposures. 

First, the amount of time it takes to implement these solutions means that exposure is 

prolonged when there are cost-effective measures to address them (i.e. ZEV 

regulation).  Second, it is logistically impractical and costly to expect all near-roadway 

exposure is achieved solely from changes to all existing and future infrastructure. Lastly, 

it is a substantial burden to impose on local jurisdictions to use their authorities to 

reduce this magnitude of near-roadway exposure. Increasing the use of ZEVs is 

essential to the multi-prong effort to reduce pollution exposures from vehicles and that is 

best achieved through the ZEV regulation.   

There are numerous efforts underway in the policy, planning, and technology areas in 

California to reduce reliance on vehicles and otherwise reduce VMT. These efforts are 

undertaken for a variety of reasons, including to improve quality of life (e.g., reducing 

congestion and commute times), reduce consumer costs, and reduce vehicle pollution.  

These efforts are also necessary because of the speed of population growth – and 

personal car ownership – in the State and the inability of existing housing and 

transportation infrastructure to serve these populations and vehicles. Examples of 

ongoing efforts to reduce reliance on vehicles include incorporating VMT into the project 

evaluation and mitigation process through CEQA,611 Sustainable Communities 

Strategies to meet regional GHG reduction targets from light-duty vehicles by regional 

Metropolitan Planning Organizations under Senate Bill 375,612 and State grants to local 

jurisdictions to build active transportation infrastructure.613 These efforts, however, face 

implementation challenges as a result of a number of factors, including existing federal, 

                                            

611 Cal. Senate Bill (SB) 743, Chap. 386, Stats. 2013 (Steinberg). 
612 Cal. Senate Bill (SB) 375, Chap. 728, Stats. 2008 (Steinberg). 
613 Cal. Senate Bill (SB) 99, Chap. 359, States 2013; Cal. Assembly Bill (AB) 101, Chap. 354, Stats. 2013.  
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state, and local transportation fund structures that favor investments in roads over 

alternative modes, inadequate affordable housing near jobs, and increases in use of 

ride-hailing companies, all of which promote the use of vehicles or longer trip lengths.  

First, the amount of time it takes to implement transportation infrastructure and land use 

development solutions means that resident exposure will be unnecessarily prolonged if 

forced to solely rely on these strategies to achieve near-roadway pollution exposure 

reductions.  In general, transportation infrastructure projects are identified and 

programmed in a way that helps to influence the distribution of population, employment 

growth, and associated land use changes.  It then takes several years to update local 

general plans and zoning codes to reflect more sustainable land use planning, followed 

by several more years to affect land use changes on individual parcels. The elapsed 

time to affect transportation system and land use change is on the order of several 

decades.  These efforts will be an important strategy to achieve public health benefits, 

but not at the scale that clean vehicles can provide in the near-term. 

Second, it is currently logistically and legally impracticable and costly to solely rely on 

changes to the transportation system and land use to achieve near-roadway pollution 

exposure reductions. As noted above, about one third of residents of Los Angeles live 

near a major roadway. To modify existing infrastructure to reduce the number of 

residents living near a major roadway, or to reduce the number of vehicles driving on 

that roadway, could require movement of millions of people and jobs; large amounts of 

capital and other funds; and or new legal authority to allow for road user pricing 

strategies.   

Lastly, it would be a substantial burden on local jurisdictions to solely rely on changes to 

the transportation system and land use to achieve near-roadway pollution exposure 

reductions. These local jurisdictions have primary authority to determine transportation 

and land use patterns within their boundaries within the parameters set by State law. 

This is a significant responsibility. Local jurisdictions are on the front lines of 

understanding what their communities need and how funding availability, population 

growth, new transportation services (such as ride-hailing companies), and housing 

availability affect the health, prosperity, and wellbeing of their residents. While their role 

is integral to shaping the low-pollution communities of the future, local jurisdictions 

should not be expected to use their authority to meet all GHG and pollution reduction 

goals, especially when ZEV technologies are available today. CARB developed a 

Technical Advisory that identifies effective strategies that planners and other land use 

decision-makers can implement locally. The Technical Advisory specifically calls out the 

ZEV regulation as one of the mechanisms expected to reduce emissions in tandem with 

local development. ZEVs can be deployed feasibly, cost-effectively, and immediately in 

large numbers over the next few decades, causing substantial reductions in near-

roadway emissions exposures and creating immediate air quality, public health, and 

environmental justice benefits. 
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5. The significant climate impacts of motor vehicle emissions compel 
reductions. 

California is one of the most geographically and ecologically diverse regions in the 

world, with landscapes ranging from sandy beaches to coastal redwood rainforests to 

snow-covered alpine mountains to dry desert valleys. California suffers from compelling 

and extraordinary circumstances in part because it is highly vulnerable to climate 

change. It contains multiple climate zones, and each region could experience a 

combination of impacts from climate change unique to that area. These include drought, 

prolonged and extreme heat waves, proliferating wildfires, and rising seas. Climate 

change poses an immediate and escalating threat to California's environment, public 

health, and economic vitality.  

CARB’s estimates indicate that the Agencies proposal can increase the CO2 emissions 

in California by almost 12 million metric tons in 2030614 accounting for both vehicle and 

fuel production emissions. This is equivalent to about half of the projected annual GHG 

benefits from the Advanced Clean Cars and represent 9 percent of the GHG reductions 

needed to meet the targets set by the California Global Warming Solutions Act of 2006.  

Figure VII-3 Carbon Pollution in California Increases under Cleaner Cars Rollback 

 

 

California is already experiencing the effects of climate change, and projections show 

that these effects will continue and worsen over the coming centuries. Changes in 

weather patterns can influence the frequency of meteorological conditions conducive to 

the development of high pollutant levels. Some of the key air pollutants (ozone, 

                                            

614 Calculated using data from the EMFAC model. 
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secondary particulate matter) depend strongly on temperature. Increases in 

atmospheric GHGs since the Industrial Revolution are well-known to warm global near-

surface and tropospheric air temperatures. Some of the other broad range of effects of 

higher temperatures on air quality could include increases in emissions of biogenic 

gases year-around, in electric power and vehicle-fuel emissions in summer, in the 

temperature-dependent rates of photochemical reactions, and vaporization of volatile 

particle components. Higher temperatures will also impact meteorology by increasing 

atmospheric stability due to enhanced cloudiness but decreasing in stability due to 

warmer near-surface temperatures.  

The impacts of climate change disproportionately impact the state’s most vulnerable 

populations. The magnitude and rate of climate change in this century will likely exceed 

that experienced by California’s native peoples over past millennia. California is 

committed to accelerating efforts to incorporate climate science and adaptation into its 

planning activities. California’s leadership in climate change program is built on a strong 

foundation of scientific research addressing the impacts of climate change on the state. 

The ability for all Californians to withstand impacts to climate change is dependent on 

considering climate change impacts in scientific discussions and coordinating public 

agencies efforts to address these issues. Hence, as climate change exacerbates inland 

and coastal flooding, wildfires, droughts, extreme heat and other hazards, Californians 

and their public agencies are working alongside to prioritize long-term safety and 

resilience. This year two major reports prepared by the Office of Environmental Health 

Hazard Assessment and California Energy Commission, provide the scientific 

foundation for understanding climate-related impacts at the local scale that serves the 

growing needs of state and local-level decision-makers from a variety of sectors.  

2018 Report: Indicators of Climate Change in California: The impacts of climate 

change have been compiled by the California Office of Environmental Health Hazard 

Assessment (OEHHA) in the Indicators of Climate Change Report, which details a 

number of already occurring changes.  The report documents the growing number of 

extreme weather-related events in recent years, such as the devastating 2017 wildfires 

and the record-setting 2012-2016 drought. Some of the long-term warming trends 

underlying these events, including the rise in average temperatures and the number of 

extremely hot days and nights, have accelerated in recent decades. The report also 

tracks a variety of other climate change indicators: the declining snowpack and dramatic 

retreat of glaciers in the Sierra Nevada, unprecedented tree mortality in California 

forests, a rise in ocean temperatures off the California coast, and the shifting ranges of 

many species of California plants and animals. These impacts are similar to those that 

are occurring globally. The following highlight the report findings: 

• Atmospheric concentrations of CO2 continue to increase. Measurements at 
California coastal sites are consistent with those at Mauna Loa, Hawaii, where 

the first and longest continuous measurements of global atmospheric CO2 
concentrations have been taken.  
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• As atmospheric concentrations of CO2 increase, so do levels in the ocean, part of 
a process known as “ocean acidification”. The net result of adding CO2 to 
seawater is to increase seawater acidity, a fundamental ‘building block’ for 
organisms forming shells of calcium carbonate. 

• Since 1895, annual average air temperatures have increased throughout the 
state, with temperatures rising at a faster rate beginning in the 1980s. The last 
four years were notably warm, with 2014 being the warmest on record, followed 
by 2015, 2017, and 2016. 

• California has become drier over time. Five of the eight years of severe to 
extreme drought occurred between 2007 and 2016, with unprecedented dry 
years in 2014 and 2015. 

• Since 1950, the area burned by wildfires each year has been increasing, and five 
of the largest fire years have occurred since 2006. The largest recorded wildfire 
in the state (Thomas Fire) occurred in December 2017. 

• The amount of water stored in the state’s snowpack — referred to as snow-water 
content — ranges from a high in 1952 of about 240 percent to a record low of 5 
percent in 2015. With less spring runoff, less water is available during summer 
months to meet the state’s domestic and agricultural water demands. 

• Compared to the 1930s, today’s forests have more small trees and fewer large 
trees. Pines occupy less area statewide and, in certain parts of the state, oaks 
cover larger areas. The decline in large trees and increased abundance of oaks 
are associated with statewide increases in climatic water deficit. 

• Along the California coast, sea levels have generally risen. Since 1900, mean 
sea level has increased by about 180 millimeters (7 inches) at San Francisco. 

• Climate change poses a threat to public health. Warming temperatures and 
changes in precipitation can affect vector-borne pathogen transmission and 
disease patterns in California. West Nile Virus currently poses the greatest 
mosquito-borne disease threat. Heat-related deaths and illnesses, which are 
severely underreported, vary from year to year. In 2006, they were much higher 
than any other year because of a prolonged heat wave. 

 

California’s Fourth Climate Change Assessment (Fourth Assessment): California is 

committed to further supporting new research on ways to mitigate climate change and 

to understand its ongoing and projected impacts. California’s Fourth Climate Change 

Assessment further updates our understanding of the impacts from climate change in a 

way that directly informs State agencies’ efforts to safeguard the State’s people, 

economy, and environment.  The Fourth Assessment report also includes new climate 

projections with higher spatial resolution to better simulate and project extreme events. 

These updated projections reinforce past findings about temperature and precipitation 

extremes. The key findings from the Fourth Assessment are summarized below: 

• Economic Impacts: Emerging findings for California show that costs associated 

with direct climate impacts by 2050 are dominated by human mortality, damages 
to coastal properties, and the potential for droughts and mega-floods. The costs 
are in the order of tens of billions of dollars. If global greenhouse gas emissions 
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are reduced substantially from the current business-as-usual trajectory, the 
economic impacts could be greatly reduced.  

• Wildfire Projections: By 2100, if greenhouse gas emissions continue to rise, one 

study found that the frequency of extreme wildfires burning over approximately 
25,000 acres would increase by nearly 50 percent, and that average area burned 
statewide would increase by 77 percent by the end of the century. In the areas 
that have the highest fire risk, wildfire insurance is estimated to see costs rise by 
18 percent by 2055 and the fraction of property insured would decrease.  

• Sea Level Rise Projections: A new study estimates that, under mid-to high-sea-

level rise scenarios, 30 to 70 percent of Southern California beaches may 
completely erode by 2100 without large-scale human interventions. Statewide 
damages could reach nearly $17.9 billion from inundation of residential and 
commercial buildings under 50 cm (around 20 inches) of sea-level rise, which is 
close to the 95th percentile of potential sea-level rise by the middle of this 
century. A 100-year coastal flood, on top of this level of sea-level rise, would 

almost double the costs.  

• Public Health Impact: Heat-Health Events (HHEs), which better predict risk to 

populations vulnerable to heat, will worsen drastically throughout the State: by 
midcentury, the Central Valley is projected to experience average HHEs that are 

two weeks longer, and HHEs could occur four to ten times more often in the 
Northern Sierra region.  

• Water Supply Impact: Current management practices for water supply and flood 

management in California may need to be revised for a changing climate. As one 

example, the reduction in the Sierra Nevada snowpack, which provides natural 
water storage, will have implications throughout California’s water management 
system.  

• Delta Levees and Infrastructure Impact: New measurements found mean 
subsidence rates for some of the levees in the Sacramento-San Joaquin Delta of 
about 0.4 to 0.8 inches per year. This subsidence compounds the risk that sea-
level rise and storms could cause overtopping or failure of the levees, exposing 
natural gas pipelines and other infrastructure to damage or structural failure. At 
this rate of subsidence, the levees may fail to meet the federal levee height 
standard (1.5 feet of freeboard above 100-year flood level) between 2050 and 
2080, depending on the rate of sea-level rise.  

• Agriculture Impact: Many of California’s important crops, including fruit and nut 
trees, are particularly vulnerable to climate change impacts like changing 
temperature regimes and water-induced stress. A Fourth Assessment study 
indicates that adaptive decision-making and technological advancement may 
maintain the viability of California agriculture. However, additional studies show 
that viability of the sector overall may be at the expense of agricultural jobs and 
the dairy sector.  

• Oceans Impact: There is increasing evidence that climate change is transforming 
and degrading California’s coastal and marine ecosystems due to impacts 
including sea-level rise, ocean acidification, and ocean warming. Continued 
climate-driven changes to the ocean and coast will have significant 
consequences for California’s coastal ecosystems, economy, communities, 



 

307 
 

culture, and heritage.  Together, historical data, current conditions, and future 
projections provide a picture of California’s changing climate. Sea level rise, 
droughts, floods, and forest impacts are just some of the impacts affected by 
climate change, and as GHG emissions continue to accumulate, such destructive 
events will become more prevalent.  The historical record, which has long 
provided the basis for our expectations for the traditional range of weather and 
other natural events, is becoming an increasingly unreliable predictor of the 
conditions we will face in the future. Climate disruption can drive extreme 
weather events such as coastal storm surges, drought, wildfires, floods, and heat 
waves. Thus, California’s efforts are vital steps toward minimizing risks to public 
health, safety, and the economy and maximizing equity and protection of the 
most vulnerable so that they do not simply survive climate-related events, but 
thrive despite and after these events. 
 

Recognizing the facts, the California Legislature has acted to reduce GHG emissions in 

California. In 2006, the California Legislature passed, and the Governor signed, 

Assembly Bill 32, the California Global Warming Solutions Act of 2006.615 Assembly Bill 

32 requires CARB to enact regulations to achieve the level of statewide GHG emissions 

in 1990 by 2020, authorizes and directs CARB to monitor and regulate sources of GHG 

emissions,616 and specifically directs CARB to “adopt rules and regulations … to 

achieve the maximum technologically feasible and cost-effective greenhouse gas 

emission reductions from sources … subject to the criteria and schedules set forth in 

this part.”617   

In 2016 California’s Legislature passed, and California’s Governor Brown signed Senate 

Bill 32,618 which requires CARB to ensure that California’s statewide emissions of GHG 

emissions are reduced to at least 40 percent below the level of statewide GHG 

emissions in 1990, no later than December 31, 2030.619   

In addition to its directional shift in 2012 based on the 2009 Vision modeling mentioned 

above, CARB has reconfirmed it needs to obtain significant reductions in GHG 

emissions from the transportation sector (which includes mobile sources) in order to 

comply with the above mentioned statutory mandates, especially since the 

transportation sector is largest source of GHG emissions in California.620  CARB has 

identified strategies to obtain GHG emissions from mobile sources that include policies 

to move toward a goal of achieving 100 percent ZEV sales in the light-duty vehicle 

sector and reductions in vehicle miles travelled, and accelerating the use of clean 

                                            

615 Cal. Assembly Bill (AB) 32, Chap. 488, Stats. 2006 (Nunez). 
616 Cal. Health & Saf. Code § 38510. 
617 Cal. Health & Saf. Code § 38560. 
618 Cal. Sen. Bill 32, Chap. 249, Stats. 2016 (Pavley). 
619 Cal. Health & Saf. Code § 38566. 
620The 2017 Climate Change Scoping Plan Update. CARB. 2017. p 98.   
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vehicle and equipment technologies and fuels through the targeted introduction of zero 

emission and near-zero emission technologies in other sectors.621  

These analyses maintain the need for strong GHG fleet-wide standards in congruence 

with meaningful ZEV requirements.  As mentioned above, the ZEV regulation acted as 

an incubator for hybrid technology, and hybrid technology (once commercialized) was 

used to help set the 2012 LEV III GHG emission standards for all cars.  Now, the 

aforementioned analyses show ZEV technology is imperative for meeting long-term 

emission reduction goals.  Manufacturers would not likely make a more expensive 

technology to reduce GHG emissions (like a BEV) if there were other technologies that 

could still help achieve GHG standards at less cost.  The ZEV regulation can help set a 

floor to ensure manufacturers are developing technologies that can be used to set 

meaningful GHG fleet-wide standards in the future.  

6. California and the nation must reduce greenhouse gas emissions 
from motor vehicles and promote zero-emission vehicles.  

There is an urgent need to help the transportation system take the next step in 

innovation to reduced- and zero-emission technologies. The ZEV regulation is designed 

to accelerate technology development through steadily increasing minimum sales. 

These technologies are necessary to reverse the increasing emissions from the 

transportation sector. Total ZEV and PHEV sales and the number of available vehicle 

models are steadily climbing. Manufacturers have over-complied with the requirements, 

and costs are falling faster than predicted.622  

As detailed above the rollback scenario creates an additional 1.24 tons per day increase 

in NOx emissions in the South Coast air basin, 90 percent of which is from upstream 

fuel activity increases. Because of the SIP commitments for federal ozone standards, 

these increased refinery emissions would have to be offset elsewhere. This means that 

even more vehicles would need to be removed to compensate, and because the dirtiest 

vehicles would already have been removed, more newer and cleaner vehicles would 

need to be removed - either an additional 1.3 million clean conventional vehicles, or 1 

million additional electric vehicles. This will almost double the number of vehicles that 

must be replaced to meet the region’s air quality commitments. To put it plainly, 

California’s ZEV regulation is a practical necessity to meeting the National Ambient Air 

Quality Standards for ozone.  

California is not putting all the burden on manufacturers. To further advance zero-

emission technology, California enacted a law to reduce emissions from the next frontier 

of transportation: ride-hailing, or transportation network, companies.623 California 

                                            

621 Id. at 97-102. 
622 California’s Advanced Clean Cars Midterm Review. CARB. Accessed on October 24, 2018. 

https://www.arb.ca.gov/board/books/2017/032317/17-3-8pres.pdf. pp. 21-29. 
623 Cal. Senate Bill (SB) 1014, Chap. 369, Stats. 2018. 

https://www.arb.ca.gov/board/books/2017/032317/17-3-8pres.pdf
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requires local governments to reduce greenhouse gas emissions through coordinated 

land use and transportation planning.624 California is providing funding, policies, 

regulatory frameworks, and other resources to provide the necessary incentives for 

innovation and investment to reach those targets, and to ensure the most advanced 

technologies are available to all, not just the most affluent.625  

 The assumed social cost of carbon in the federal proposal is 

wrongly discounted. 

The social cost of carbon (SC-CO2) is the cost to society (in U.S. dollars) of adding 1-

metric ton of CO2 to the atmosphere in a particular year—it is intended to provide a 

measure of the damages from global climate change. Framed alternatively, it is the 

avoided cost (or benefit) of reducing CO2 emissions by the same amount in a given 

year. The SC-CO2 is a critically important metric to accurately estimate because fuel 

economy and CO2 emissions are the very subjects of the proposed regulation. Without 

an accurate estimation of the SC-CO2 the Agencies cannot provide the informed 

analysis required by law.  

In 2008, the U.S. Ninth Circuit Court of Appeals set aside NHTSA’s 2006 CAFE 

standard as arbitrary and capricious because it failed to monetize the benefits of GHG 

emission reductions.626  There, the Court characterized reductions in carbon emissions 

as, “the most significant benefit of more stringent CAFE standards.”627  Subsequently, 

federal agencies have incorporated the social costs of GHGs, including carbon dioxide, 

methane, and nitrous oxide, into their analysis of regulatory actions in an effort to 

comprehensively account for the economic impact of regulations that impact GHG 

emissions. 

In 2009, the President’s Council of Economic Advisors and the U.S. Office of 

Management and Budget convened the Interagency Working Group (IWG) on the 

Social Cost of Greenhouse Gases to develop a methodology for estimating SC-CO2.  

This methodology relied on a standardized range of assumptions that could be used 

consistently when estimating the benefits of regulations across agencies.  The IWG, 

comprised of scientific and economic experts, recommended the use of SC-CO2 values 

based on three integrated assessment models (IAMs) developed over decades of global 

peer-reviewed research.  William Nordhaus, awarded the Sverigse Riksbank Prize in 

Economic Sciences in Memory of Alfred Nobel in 2018 and a member of the IWG,628 

defines IAMs as “approaches that integrate knowledge from two or more domains into a 

                                            

624 Cal. Senate Bill (SB) 375, Chap. 728, Stats. 2008. 
625 See Cal. Senate Bill (SB) 1014, Chap. 369, Stats. 2018, § 1.  
626 Ctr. for Biological Diversity v. Nat'l Highway Traffic Safety Admin., 538 F.3d 1172, 1203 (9th Cir. 2008). 
627 Id. at 1199. 
628 The Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel 2018. The Nobel Prize. Accessed 
on October 24, 2018. https://www.nobelprize.org/prizes/economics/2018/summary/. 

https://www.nobelprize.org/prizes/economics/2018/summary/
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single framework.”629  IAMs used in the estimation of the SC-CO2 combine models of 

the global economy and atmosphere to estimate geophysical and economic variables 

over time.  Given the complexity of IAMs, the IWG provided guidance in transparency of 

methodology and assumptions as well as consistency across the input and models used 

to estimate the SC-CO2, issued as Technical Support Documents. These models and 

methodologies have been modified and updated since first being utilized and represent 

the best available science in the field.  

The Agencies are bound to utilize the best available science when setting standards 

and analyzing alternatives. The Agencies are further directed by Executive Order 12866 

(as modified by E.O. 13563) to conduct a cost benefit analysis for all economically 

significant regulations, be based on the “best available science”, use the “best available 

techniques” to quantify anticipated present and future benefits and costs, and use the 

best reasonably obtainable scientific, technical, and economic information. The Office of 

Management and Budget (OMB) Circular A-4 further directs the Agencies’ actions in 

preparing regulatory analysis under E.O. 12866. OMB Circular A-4 requires the 

Agencies to quantify anticipated benefits and costs of proposed rulemakings as 

accurately as possible using the best available techniques, and to ensure that any 

scientific and technological information or processes used to support their regulatory 

actions are objective.   

On March 28, 2017, the Presidential Executive Order on Promoting Energy 

Independence and Economic Growth, E.O. 13756, disbanded the IWG, withdrew the 

Technical Support Documents issued by the IWG, and instead directed all federal 

agencies to follow the guidance in OMB Circular A-4 when monetizing the value of 

changes in GHG emissions resulting from regulatory changes.630  E.O. 13753 is 

internally inconsistent in that it withdrew the IWG’s peer-reviewed Technical Support 

Documents that clarified how to implement and monetize the SC-CO2 as no longer 

representative of governmental policy, yet also directed agencies to base their 

regulatory analysis on the best available science and economics, as well as OMB 

Circular A-4. The Executive Order’s direction to disband the IWG and withdraw peer-

reviewed and vetted scientific documents does not call into question the validity and 

scientific integrity of the IWG’s social cost of carbon estimates, or the merit of 

independent scientific work in regulatory processes. This Executive Order provided no 

rationale or defense of this withdrawal, and offers no scientific or economic rationale for 

the changed SC-CO2 valuation, which is in violation of existing EPA Guidance and 

against the consensus of experts.631  E.O. 13753 requires agencies to follow 

                                            

629 Nordhaus, William. Integrated economic and climate modeling. In Handbook of computable general equilibrium 
modeling, ed. Dixon Peter B. Jorgenson Dale W., 1069-1131. Amsterdam: North Holland, Elsevier. 2013. 
630 Presidential Executive Order on Promoting Energy Independence and Economic Growth. White House. Accessed 
on October 24, 2018.  https://www.whitehouse.gov/presidential-actions/presidential-executive-order-promoting-
energy-independence-economic-growth/. 
631 Drupp, M., Freeman, M., Groom, B., & Nesje, F. Discounting Disentangled. American Economic Association. 
Accessed on October 24, 2018. https://www.researchgate.net/publication/322402903_Discounting_Disentangled. 

https://www.whitehouse.gov/presidential-actions/presidential-executive-order-promoting-energy-independence-economic-growth/
https://www.whitehouse.gov/presidential-actions/presidential-executive-order-promoting-energy-independence-economic-growth/
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contradictory statutory and executive mandates when monetizing the social cost of 

carbon that simultaneously require using the best available science, while also 

purporting to prohibit the use of the best available science on the subject.  The IWG’s 

work remains relevant, reliable, and appropriate for use for these purposes.  CARB 

supports continued use of the IWG SC-CO2 values and strongly suggests that the 

agency support and promote the IWG SC-CO2 values for transparency and consistency 

of regulatory analyses, including this proposal. 

1. The federal proposal fails to use the best available science.   
“NHTSA . . .  cannot put a thumb on the scale by undervaluing the benefits and 

overvaluing the costs of more stringent [CAFE] standards.”632  The SC-CO2 analysis 

presented by the Agencies is undermined by several fatal flaws, including the utilization 

of an inappropriate and poorly modeled “domestic” social cost of carbon, and presenting 

only two inappropriate discount rates. These errors lead to social cost values (listed in 

Table 8-24 of the PRIA) to be dramatically lower than the IWG’s SC-CO2 used in 

hundreds of regulatory proceedings at the federal level.  The revised SC-CO2 is in direct 

violation of the Agencies’ statutory mandates, E.O. 12866, 13563, & 13783, and 

Circular A-4. 

2. The decision to utilize a “domestic perspective” to calculate social 
cost is arbitrary and capricious. 

The Agencies’ analysis utilizes a social cost of carbon (SC-CO2) valuation that directly 

contradicts Executive Order 13783’s statement that it is essential for estimates of the 

social cost of greenhouse gases used in regulatory analyses to be, “based on the best 

available science and economics”.  The proposed SC-CO2 is also inconsistent with the 

guidance contained in OMB Circular A-4 that the analysis “should focus on benefits and 

costs that accrue to citizens and residents of the United States”, and “where . . . a 

regulation that is likely to have effects beyond the borders of the United States, these 

effects should be reported separately.” The presented domestic-only SC-CO2 breaks 

with almost a decade of accepted peer-reviewed methodologies without rationale or 

justification and does not rely on the best available science and economics. 

The domestic-only SC-CO2 is in violation of E.O. 13783 and Circular A-4.  It does not 

reflect the best available science for evaluating the impacts of carbon pollution that has 

a global impact. A domestic valuation does not represent the consensus of economic 

experts, does not rely on best available science and economics, and does not consider 

the impact to U.S. citizens who either live outside the United States or have significant 

international investments.  As stated on page 1065 of the PRIA, the 2017 National 

Academy of Science (NAS) report highlighted the challenges in developing domestic 

SC-CO2 estimates, given complex interactions related to migration, and economic and 

political destabilization.  The domestic-only SC-CO2 does not account for these 

                                            

632 Ctr. for Biological Diversity, 538 F.3d at 1198. 
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interactions and instead focuses only on the impact of carbon emissions on U.S. soil.  In 

addition, focusing only on domestic impacts does not allow for consideration of U.S. 

citizens living abroad, including active members of the U.S. military, or U.S. citizens with 

significant international investments—which is in direct conflict with OMB Circular A-4’s 

direction to focus on benefits and costs that accrue to U.S. citizens. 

A domestic SC-CO2 does not follow the best available science because the existing 

IAMs used to estimate the domestic-only SC-CO2 are not calibrated for domestic 

valuations. In the 2010 Technical Support Document for the Social Cost of Carbon, the 

IWG states, “As an empirical matter, the development of a domestic SCC is greatly 

complicated by the relatively few region- or country-specific estimates of the SCC in the 

literature.”  The IWG determined that a range of values from 7 to 23 percent should be 

used to adjust the global SC-CO2 calculate domestic effects.  However, the IWG 

cautions that, “these values are approximate, provisional, and highly speculative.  There 

is no a priori reason why domestic benefits should be a constant fraction of net global 

damages over time.”633 Revising the SC-CO2 to consider only domestic impacts without 

modifying the IAMs is also in direct violation of expert recommendations of the NAS 

which state, “Estimation of the net damages per ton of CO2 emissions to the United 

States alone, beyond the approximations done by the IWG, is feasible in principle; 

however it is limited by the existing SC-IAM methodologies, which focus primarily on 

global estimates and do not model all relevant interactions among regions.634  Peer-

reviewed research released in 2017 also suggests that efficient outcomes arise only 

when countries use the SC-CO2 and use the global estimate for policy analysis; 

necessarily, cost estimates limited to domestic impacts may result in lower than optimal 

action to address the environmental damage cause by carbon emissions.635 In addition, 

this research discusses the need for more analysis on any potential domestic SC-CO2, 

which is not reflected in the SC-CO2 utilized in the proposed rule.   

Further, it should be noted that the Agencies inconsistently purport whether global or 

domestic social cost of carbon estimates were considered. On page 43106, the NPRM 

states, “the costs of CO2 emissions and resulting climate damages from both domestic 

and global perspectives were considered.” However, on page 43226, in alerting readers 

to the differences between this and previous rulemakings, the NPRM states, “the social 

cost of carbon is different and accounts only for domestic (not international) impacts.” 

Further complicating matters, the PRIA states, “the SC-CO2 estimates used in this RIA 

focus on the direct impacts of climate change that are anticipated to occur within U.S. 

                                            

633 Technical Support Document: Social Cost of Carbon for Regulatory Impact Analysis 
Under Executive Order 12866. U.S. EPA. Accessed on October 24, 2018. 
https://www.epa.gov/sites/production/files/2016-12/documents/scc_tsd_2010.pdf.  
634 Valuing Climate Damages: Updating Estimation of the Social Cost of Carbon Dioxide. National Academices of 
Sicences, Engineering, and Medicine. Accessed on October 24, 2018. 
https://sites.nationalacademies.org/DBASSE/BECS/Valuing-Climate-Damages/index.htm. p. 12. 
635 Kotchen, M. Which Social Cost of Carbon? A Theoretical Perspective. Yale. Accessed on October 24, 2018. 
http://environment.yale.edu/kotchen/pubs/whichscc.pdf. 

https://www.epa.gov/sites/production/files/2016-12/documents/scc_tsd_2010.pdf
https://sites.nationalacademies.org/DBASSE/BECS/Valuing-Climate-Damages/index.htm
http://environment.yale.edu/kotchen/pubs/whichscc.pdf
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borders.”636 It is unclear from the presented analysis whether domestic, global, or 

“international” impacts were modeled, considered, or utilized. Despite the PRIA’s claim 

that, “The full set of SC-CO2 results through 2050 is available in the docket” no such 

results have been posted. The lack of modeling results and clarity about what the 

Agencies actually considered makes an informed analysis impossible. Nonetheless, the 

Agencies report and appear to utilize only the domestic impact numbers presented in 

Table 8-24 of the PRIA.  

Dr. Auffhammer agrees that the domestic-only SC-CO2 is inconsistent with Circular A-4 

as there are important impacts to the United States that do not stop at the U.S. border  - 

including impacts to American owned capital and Americans, including U.S. servicemen 

and women, living abroad.  Dr. Auffhammer also finds the domestic only SC-CO2 also 

ignores impacts to national security through potential impacts to trade flows and global 

commodity markets.  In addition, a recent peer-reviewed journal article suggests that a 

domestic SC-CO2 for the United States is in the range of $48, rendering the value used 

in the NPRM inappropriately low.637  

3. Presenting discount rates of only 3 percent and 7 percent is 
inappropriate. 

The Federal Proposal’s SC-CO2 analysis presents results of only two discount rates—3 

and 7 percent. This incorrectly purports to be in compliance with OMB Circular A-4. 

Circular A-4 suggests that utilizing discount rates of 3 and 7 percent is likely 

appropriate, at minimum, but it does not provide that only these two discount rates are 

appropriate in all circumstances. Specifically, in regards to costs and benefits that arise 

across generations, e.g., intergenerational discounting, Circular A-4 suggests that rates 

ranging from 1 to 3 percent are more appropriate. The Agencies’ choice to examine 

discount rates of only 3 and 7 percent is also against the IWG recommendations, which 

utilize 2.5, 3, and 5 percent discount rates. 

The SC-CO2 is highly sensitive to discount rates. Higher discount rates decrease the 

value today of future environmental damages. The analysis should follow the IWG SC-

CO2 and present results for the three discount rates of 2.5, 3, and 5 percent to 

represent varying valuation of future damages. These rates are based on peer-reviewed 

expert input. The value today of environmental damages in the future is higher under 

the 2.5 discount rates compared to the 3 or 5 percent rates, reflecting the trade-off of 

consumption today and future damages. The IWG estimates and presents results for 

the SC-CO2 across the 2.5, 3, and 5 percent discount rates that encompass a variety of 

assumptions regarding the correlation between climate damages and consumption of 

goods and are consistent with Circular A-4.  

                                            

636 PRIA, p. 1062. 
637 Auffhammer, M. “The Use of the Social Cost of Carbon in the Federal Proposal “Safer Affordable Fuel-Efficient 
(SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks. [83 Fed.Reg. 42,986 (Aug. 24, 
2018)]. (Auffhammer Report). 
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Further, the 3 and 7 percent estimates included in Circular A-4 represent the before-tax 

rate of return to private capital and are not appropriate as the central estimates for an 

intergenerational valuation of the willingness-to-pay to avoid environmental damages 

like the SC-CO2 represents. The SC-CO2 does not represent a ‘private return to capital’ 

and therefore the application of the 3 and 7 percent discount rates alone are 

inappropriate. The 3 and 7 percent discount rates are also not in line with scientific or 

economic consensus. In a forthcoming peer-reviewed report, researchers surveyed 197 

experts on the long-term social discount rates. While there was much variation, the 

median preferred social discount rate is 2 percent and 92 percent of experts surveyed 

preferred a social discount rate between 1 and 3 percent, lower than the lower discount 

rates utilized in the revised SC-CO2.638   

Dr. Auffhammer finds that the use of the 3 and 7 percent discount rate places an 

extremely low value on future generations which is not consistent with the best available 

science. He cites a forthcoming paper (Drupp, et al.) that shows a median discount rate 

of 2 percent is consistent with a review of experts in regards to the optimal social 

discount rate. Dr. Auffhammer also shows the consequences of using an inappropriately 

high discount rate are substantial. Moving from a 7 percent to a 2.5 percent discount 

rate (above the median optimal rate in Drupp, et al.) represents a 13.9 fold increase in 

the SC-CO2.639  

4. Potential updates to the best available science all point towards a 
higher, not lower, social cost of carbon.  

It is critical to update estimates of climate damages as the science and economic 

understanding of climate change and its impact improve over time, there is an active 

discussion within government and academia about the role of SC-CO2 in assessing 

regulations, quantifying avoided climate damages, and the values themselves.  At the 

request of the U.S. federal government, in January 2017, the NAS released a report 

examining potential approaches for a comprehensive update to the SC-CO2 

methodology developed by the IWG to ensure resulting cost estimates continue to 

reflect the best available science and economics.  The NAS review did not modify the 

estimated values of the SC-CO2, but evaluated the models, assumptions, handling of 

uncertainty, and discounting used in estimating the SC-CO2.  The Report titled, 

“Valuating Climate Damages: Updating Estimation of the Social Cost of Carbon 

Dioxide,” recommends near-term improvements to the IWG SC-CO2 as well as a long-

term strategy to more comprehensive updates.  The Agencies should follow the IWG 

SC-CO2, including changes outlined in the NAS report, and incorporate appropriate 

peer-reviewed modifications to estimates based on the latest available science and 

data.   

                                            

638 Drupp, M.A., Freeman, M., Groom, B. and Nesie, F. Discounting Disentangled. American Economic Journal. 
Accessed on October 24, 2018.  https://www.researchgate.net/publication/322402903_Discounting_Disentangled.  
639 Auffhammer Report, p. 12.  

https://www.researchgate.net/publication/322402903_Discounting_Disentangled
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Resources for the Future (RFF) has launched the Social Cost of Carbon Initiative which 

is a multi-year, multidisciplinary research initiative that will advance the NAS 

recommendations and lead to a comprehensive update of the IWG SC-CO2 estimates.  

The Agencies must rely on the best available science in accordance with E.O. 13783 

and must continue to rely on the IWG SC-CO2 until updates to the estimates are made 

in accord with the NAS recommendations through the RFF or other peer-reviewed 

process.   

Recent peer-reviewed research also suggests that the IWG SC-CO2 estimates on 

sector-specific impacts may be too low as economic and scientific modeling have 

progressed over time and new data has been incorporated into IAMs.  A 2017 report 

published in Nature Communications presented new damage functions based on 

current scientific literature and estimate that the agricultural impacts as estimated in the 

IWG SC-CO2 are too low.640  The report finds that the impacts in the agricultural sector 

increase from a net benefit of $2.7 a tonne under the IWG SC-CO2 to a net cost of 

$8.50 per tonne using the latest available science. This update alone of the agricultural 

impacts would cause the total IWG SC-CO2 to more than double.  

A 2018 working paper from the University of Chicago used subnational data from 41 

countries to improve the estimation of mortality impacts due within the IWG SC-CO2.  

The updated median willingness-to-pay to avoid excess mortality from warming could 

increase the IWG SC-CO2 by up to $39 per tonne.  These recent findings point to the 

IWG SC-CO2 estimate as too low and that an updated estimate based on peer-reviewed 

science would be higher than the IWG values.   

Dr. Auffhammer finds that the Agencies do not rely on the best available science as it 

relies on outdated representations of damage functions.  As Dr. Auffhammer notes, the 

2016 National Academies of Sciences report concluded that the IAMs underlying the 

IWG SC-CO2 rely on outdated damage functions.  He also points out that no study 

published after 2010 was cited in the NPRM in regards to the SC-CO2 – including 

updates suggested to the IWG SC-CO2.  Finally, Dr. Auffhammer also highlights that 

while updating the damage functions in IAMs is non-trivial, there are significant research 

agendas underway to update IAMs that were completely and inappropriately ignored by 

the Agencies.641      

a. The federal proposal fails to consider increased congestion and 
noise. 

The VMT estimates in the Agencies’ analysis are a crucial input into the CAFE Model’s 

calculation of the costs and benefits of the proposed rule.  However, the proposed 

rulemaking uses a 20 percent rebound effect, which does not follow the best evidence 

                                            

640 Moore, F., Baldos, U., Hertel, T., & Diaz, D. New science of climate change impacts on agriculture implies higher 
social cost of carbon. Nature Communications. Accessed on October 24, 2018. 
https://www.nature.com/articles/s41467-017-01792-x. 
641 Auffhammer Report. 

https://www.nature.com/articles/s41467-017-01792-x


 

316 
 

available.  This results in a larger differences in VMT estimated in the proposed rollback 

versus the existing standards.  To estimate economic cost associated with traffic 

externalities, the Agencies’ analysis multiplies the differences in VMT estimates in the 

rollback and existing standards by estimates of per-mile congestion and noise costs 

caused by increased use of automobiles and light trucks that were previously developed 

by the Federal Highway Administration.642  To estimate economic cost associated with 

traffic externalities, the Agencies multiply the differences in VMT estimates in the 

rollback and existing standards by estimates of per-mile congestion and noise costs 

caused by increased use of automobiles and light trucks that were previously developed 

by the Federal Highway Administration.643  As a result of the inappropriate choice of 

rebound effect, the congestion and noise impacts are overstated.  For example, when 

the model is run with a more appropriate choice of the rebound effect of 10 percent, the 

noise and congestion benefits of the proposed rule are reduced by approximately 40 

percent.   

Assumptions regarding scrappage and fleet size also play a role in overstating the noise 

and congestion benefits presented in the Agencies’ analysis.  As stated previously, poor 

modeling decisions with the new vehicle sales model and dynamic scrappage model 

has resulted in a ballooning vehicle fleet under the existing standards.  Because the 

Agencies’ analysis does not adjust vehicle-specific VMT based on the total fleet size, 

there will be a more noise and congestion impacts when the vehicle fleet is larger.  As 

stated previously, poor modeling decisions with the new vehicle sales model and 

dynamic scrappage model has resulted in a ballooning vehicle fleet under the existing 

standards.  This also results in overstated congestion and noise benefits for the 

rollback.  With a more appropriate choice of rebound effect of 10 percent and the 

dynamic scrappage model turned off, the noise and congestion benefits of the proposed 

rule are more than six times smaller than what is presented in the proposed rulemaking.   

 Energy production and security considerations compel maintaining 

the existing fuel economy standards. 

The federal Agencies acknowledge that the rollback will significantly increase gasoline 

and petroleum consumption. Besides the significant direct economic harms to 

consumers, workers, the automobile manufacturing industry, and the national economy 

that would come from the rollback, and the related costs of the environmental damage, 

it would significantly diminish U.S. energy security. This is contrary to the President’s 

recent executive order to promote national security, and contrary to the intent of 

Congress in EPCA. This unnecessarily exposes the nation to significant and avoidable 

risks. The proposal wrongly disclaims this risk. 

                                            

642 83 Fed.Reg. at 43,016. 
643 Id. 
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The rollback proposal makes several specious claims to reach the conclusion that the 

increased demand will not hurt the national economy, consumers, or national and 

energy security. These are: 

1. The U.S. economy will not be adversely impacted because it will be a net energy 
exporter, 

2. Costs to consumers are not important because of overall claimed benefits, 
3. The U.S. economy will not impacted by global oil prices, and 
4. Energy and national security will not impacted by the increase in demand for oil. 

 

These claims are discussed in turn.  

1. The U.S. economy will be adversely impacted because it will be a net 
energy exporter. 

The U.S. is not projected to become a net petroleum exporter, and even if it were, the 

rollback would have negative impacts on the United States. This argument is faulty 

because it:  

• Ignores short run damages caused by increased oil consumption and imports,  
• Relies on projections of net imports of oil which also do not take account of the 

effects of the proposed rule, and  
• Is not supported by the evidence.  

 
Even if becoming a net exporter would insulate the nation from negative effects of the 

rollback, it will not lead to greater energy security until at least 2029, the first year which 

the 2018 Annual Energy Outlook (AEO) report from the U.S. Energy Information 

Administration (EIA) forecasts that the U.S. will stop being a net importer of oil.644 

However, even that is optimistic and unfounded. Energy insecurity will likely extend 

beyond 2029, since the 2018 AEO forecast does not take into account the effects of the 

rollback, which will invariably lead to higher net import numbers and a net import 

condition beyond 2029. The AEO forecast assumes that motor gasoline consumption 

will decrease by 27.6 percent (or 2.57 million barrels per day (MMb/d)) from 2016 level 

by 2035, while the rollback assumes that fuel consumption will increase by 9.2 percent 

in the same period (see NPRM Table VII-75645).  This increase in oil consumption will 

preclude the U.S. from becoming a net exporter and will lead the U.S. to remain a net 

importer.646   

                                            

644 Applied Economics Clinic, Sept. 2018. Review of August 2018 NHTSA/EPA Proposed Rulemaking Reducing the 
Stringency of CAFE and CO2 Standards. p. 5. 
645 83 Fed.Reg. at 43,327. 
646 The AEO 2018 forecast that net exports will peak at 0.65 MMb/d by 2037.  This is dwarfed by the Agencies’ 
assumption of higher gasoline consumption.  The Agencies’ assumptions such as the ones included in Figure VII-2 
and Table VII-75 (83 Fed.Reg. at 43326 and 43327 respectively) contradict the finding that the United States will ever 
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The rollback proposal relies on the 2017 AEO forecast, which suffers the same 

analytical omission and fails to account for increased prices from increased demand.647 

“The supply of refined transportation fuels is expected to be moderately sensitive (or 

“elastic”) to increases in its price – that is, increasing fuel production will exert some 

upward pressure on petroleum prices, refining costs, and ultimately on fuel prices – so 

increased demand is expected to raise fuel prices modestly.”648 However, the fuel price 

used in the Agencies’ analysis is the AEO2017 reference case, which assumes adopted 

regulations (including the California ZEV regulation) are in place, and therefore are 

being used incorrectly when modeling impacts of the Agencies’ proposed rollback. 

In February 2018, EIA released an updated analysis with a “no new efficiency standard” 

scenario, which assumes fuel economy standards remain constant for 2021 and 

subsequent model years (reflecting the Agencies’ preferred rollback).  The figure below 

shows that indeed, fuel prices would be higher under the rollback.   

Figure VII-4 Comparison of Gasoline Fuel Price Proejctions649 

 

                                            

become a net exporter, but in fact the proposed rule will reverse the trend and further erode the U.S. oil trade 
position. 
647 83 Fed.Reg. at 43,070. However, using the publically available interactive data tool available on the EIA AEO 
website, CARB was unable to recreate Table-II-3 in the NPRM.  
648 PRIA, p. 1068. 
649  Real Petroleum Prices: Transportation: Motor Gasoline. U.S. Energy Informaiton Administration. Accessed on 
October 24, 2018. https://www.eia.gov/outlooks/aeo/data/browser/#/?id=12-AEO2018&region=0-
0&cases=ref2018~effrelaxall&start=2016&end=2050&f=A&linechart=~~ref2018-d121317a.30-12-
AEO2018~effrelaxall-d030918a.30-12-AEO2018&sourcekey=0. 
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The Agencies did include a sensitivity analysis that uses more recent and higher 

AEO2018 reference case fuel prices (but not the “no new efficiency standard” case 

mentioned above), which shows a smaller overall benefit from the existing standards.   

The federal Agencies do not support their claim that the U.S. economy will be more 

insulated from oil price shocks and supply disruptions because of increased domestic oil 

production.  This is a tenuous and unsubstantiated assumption. To the contrary, current 

conditions are more prone to risk due to lower available spare oil production capacity in 

major oil producing countries, meaning that a supply disruption is more likely to have a 

more pronounced effect on oil prices and U.S. energy security. Dr. Stanton questions 

the rule of thumb that the Agencies’ used to calculate the economic costs of a sudden 

price increase.650 The Agencies estimate is based on an analysis that has a wide range 

of results which has not been updated to reflect more recent developments.  She 

argues that the use of this estimate is not adequate for the purpose of calculating the 

potential adverse costs of sudden price shocks or supply disruptions.  

2. Consumer costs will increase even if there is a claimed overall 
benefit – which there is not. 

The rollback asserts that costs to consumers are not important because of overall 

claimed benefits, particularly gains for oil producers.  The rollback does not account for 

the inequitable and regressive distribution of economic harm of the rise in oil prices.  

The effect of the proposed rule changes will disproportionally hurt consumers of lower 

economic means.  

The relationship between global oil prices and gasoline prices faced by customers in the 

United States are still strongly linked. See Figure 4 in Dr. Stanton’s white paper.651 The 

federal Agencies failed to investigate the economic impacts of reduced consumer 

spending on other goods due to the effective reduction in disposable income due to 

their higher expected spending on gasoline.  

Oil price increases affect poorer households more acutely, as their share of total 

expenditure spent on gasoline is higher than households with higher incomes as shown 

below. 

Table VII-1 2017 Household annual expenditure on gasoline and motor oil as a 
percentage of total expenditure by income before taxes.652 

 Gasoline and motor oil as 
percent of total expenditure   

Less than 15,000 11.0 percent 

                                            

650 Stanton, E. Review of August 2018 NHTSA/EPA Proposed Rulemaking Reducing the Stringency of CAFE and 
CO2 Standards. Applied Economics Clinic. October 24, 2018. p. 14. 
651 Review of August 2018 NHTSA/EPA Proposed Rulemaking Reducing the Stringency of CAFE and CO2 
Standards. Applied Economics Clinic. 2018. p. 11. 
652 Applied Economics Clinic, Sept. 2018. Review of August 2018 NHTSA/EPA Proposed Rulemaking Reducing the 
Stringency of CAFE and CO2 Standards. p. 11. 
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$15,000 - $29,999 5.5 percent 

$30,000 - $39,999 4.8 percent 

$40,000 - $49,999 4.1 percent 

$50,000 - $69,999 3.4 percent 

$70,000 - $99,999 3.0 percent 

$100,000 - $149,999 2.4 percent 

$150,000 -$199,999 1.7 percent 

$200,000 and over 1.0 percent 

All households 2.7 percent 

 

Even if the United States becomes a net exporter of oil products and higher spending 

on gasoline will result in a transfer within the country, the transfer will still have a 

regressive effect. Not only will poorer household have to spend disproportionately more, 

most of the profits due to higher oil prices will accrue to wealthier households, as they 

own a high share of financial stocks.653  

In fact, in recent years, gasoline prices in the United States increasingly reflect a higher 

premium compared to oil prices, as shown below, countering the Agencies’ claim that 

lower oil imports will somehow lead to greater energy security. This trend appears 

considering multiple benchmarks over an extended time. 

 

 

 

 

 

 

 

 

 

 

                                            

653 Yes, stocks are up. But 80 percent of the value is held by the richest 10 percent. Washington Post. Accessed on 

October 24, 2018. https://www.washingtonpost.com/posteverything/wp/2017/03/02/perspective-on-the-stock-market-
rally-80-of-stock-value-held-by-top-10/?utm_term=.2bda91f84648.  

https://www.washingtonpost.com/posteverything/wp/2017/03/02/perspective-on-the-stock-market-rally-80-of-stock-value-held-by-top-10/?utm_term=.2bda91f84648
https://www.washingtonpost.com/posteverything/wp/2017/03/02/perspective-on-the-stock-market-rally-80-of-stock-value-held-by-top-10/?utm_term=.2bda91f84648
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Figure VII-5: Difference between spot gasoline price at New York Harbor (Brent) and 
spot crude oil prices (WTI) 654 

 

3. The U.S. economy will be impacted by global oil prices. 
The U.S. economy remains vulnerable to oil price shocks, despite increased in domestic 

production. The federal Agencies concede this on page 1072 of the PRIA:  

Although the vulnerability of the U.S. economy to oil price shocks is 
widely believed to depend on total petroleum consumption rather than on 
the level of oil imports…  

First, and as discussed above, it is unreasonable to conclude that the United States will 

not in the future become a zero net importer of oil under the rollback. Thus, supply 

disruptions will continue to pose serious risks to the U.S. economy. Second, short term 

disruptions do and will continue to impact global oil prices, which leads to potentially 

higher gasoline prices faced by consumers in the United States and subsequently to 

disruptions to the U.S. economy.  The complex effects of these potential disruptions 

needs to be carefully quantified using an updated and substantiated model.  Without 

such a model, the Agencies’ assessment likely substantially underestimates the 

negative impacts of the proposed rules. Recent events show that the United States is 

still vulnerable to supply disruptions; unrest in two OPEC producers (Iran and 

                                            

654 To report prices in similar unit, the crude oil price was divided by 42 to reflect the fact that each barrel of oil 
contains 42 gallons of oil. WTI and Brent are two of the main benchmark prices for spot prices of crude oil.  WTI, or 
West Texas Intermediate, is the spot price of oil at Cushing, Oklahoma and is the main benchmark for crude oil prices 
in the United States. Brent is world’s most referenced benchmark, and it refers to the spot price of crude produced in 
the North Sea. 
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Venezuela) has pushed oil prices to a four-year high;655 gasoline retail prices in the 

beginning of October of 2018 are 19 percent higher than when President Trump took 

office. Lastly, recent news articles from the financial press support the inference that the 

lack of spare capacity in oil production is increasingly leading to higher oil prices, with 

some suggesting that $100/barrel oil is in the near horizon.656  

The federal Agencies contradict their arguments about a reduced need to protect 

energy security.  In the rollback proposal,657 the Agencies downplay the risks of oil price 

shocks and supply disruptions and make an arbitrary reassessment of EPCA stating:  

Considering all of the above factors, if gasoline price shocks are no 
longer as much of a threat as they were when EPCA was originally 
passed, it seems reasonable to consider what the need of the United 
States to conserve oil is today and going forward.  

This however contradicts recent statements by the President to convince and pressure 

Saudi Arabia to increase oil production to counteract recent rapid increases in the price 

of gasoline.658  Additionally, in a memo leaked by Bloomberg that details the 

Department of Energy’s (DOE) plan to promote national security by directly subsidizing 

coal and nuclear power plants, the DOE describes the increasing insecurity in the use of 

pipeline infrastructure (for natural gas and petroleum products) due to cybersecurity 

threats.  It follows from this logic that the increased consumption of gasoline due to this 

proposed rulemaking will increase the energy security risk of the U.S. due to increased 

reliance on an increasingly insecure pipeline network.   

The federal Agencies assert that the level of imports are more important to evaluating 

the macroeconomic costs of U.S. consumption stating that: 

While total U.S. petroleum consumption is the primary determinant of 
potential economic costs to the nation from rapid increases in oil prices, 
the estimate of these costs that have been relied upon on in past 
regulatory analyses –and in this analysis –is expressed per unit (barrel) 
of imported oil.  

                                            

655  DeCambre, M., and Saefong, M. Oil prices rally back to nearly 4-year highs despite biggest weekly U.S. crude 
supply rise of the year. Market Watch. Accessed on October 24, 2018. https://www.cnbc.com/2018/10/03/oil-markets-
us-crude-inventories-us-sanctions-on-iran-in-focus.html, https://www.marketwatch.com/story/oil-prices-resume-climb-
toward-four-year-highs-2018-10-03. https://www.bloomberg.com/news/articles/2018-09-13/iea-warns-of-higher-oil-
prices-as-iran-venezuela-losses-deepen. 
656 Eberhart, D. Lack of Spare Capacity In World Oil Markets Signals Higher Prices. Forbes. Accessed on October 24, 
2018.  https://www.forbes.com/sites/daneberhart/2018/06/28/lack-of-spare-capacity-in-world-oil-markets-is-red-flag-
to-bulls/#ddedcb647882. Meredith, S. Spare oil capacity could be ‘stretched to the limit’ by OPEC’s supply boost, IEA 
says. CNBC. Accessed on October 24, 2018.  https://www.cnbc.com/2018/07/12/spare-oil-capacity-could-be-
stretched-to-the-limit-by-opecs-supply-.html. 
657 83 Fed.Reg. at 43,213–15. 
658 See for example, President Trump’s tweet on June 30th stating that “Just spoke to King Salman of Saudi Arabia 
and explained to him that, because of the turmoil & disfunction[sic] in Iran and Venezuela, I am asking that Saudi 
Arabia increase oil production, maybe up to 2,000,000 barrels, to make up the difference...Prices to [sic] high! He has 
agreed!” https://twitter.com/realDonaldTrump/status/1013023608040513537. 

https://www.cnbc.com/2018/10/03/oil-markets-us-crude-inventories-us-sanctions-on-iran-in-focus.html
https://www.cnbc.com/2018/10/03/oil-markets-us-crude-inventories-us-sanctions-on-iran-in-focus.html
https://www.marketwatch.com/story/oil-prices-resume-climb-toward-four-year-highs-2018-10-03
https://www.marketwatch.com/story/oil-prices-resume-climb-toward-four-year-highs-2018-10-03
https://www.forbes.com/sites/daneberhart/2018/06/28/lack-of-spare-capacity-in-world-oil-markets-is-red-flag-to-bulls/#ddedcb647882
https://www.forbes.com/sites/daneberhart/2018/06/28/lack-of-spare-capacity-in-world-oil-markets-is-red-flag-to-bulls/#ddedcb647882
https://www.cnbc.com/2018/07/12/spare-oil-capacity-could-be-stretched-to-the-limit-by-opecs-supply-.html
https://www.cnbc.com/2018/07/12/spare-oil-capacity-could-be-stretched-to-the-limit-by-opecs-supply-.html
https://twitter.com/realDonaldTrump/status/1013023608040513537
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No substantial justification was given to explain why the Agencies chose to focus solely 

on imports, which are a subset of total consumption, to calculate the cost of the 

macroeconomic impacts of the proposed rule. Focusing on a subset of the total 

consumption could result in a lower estimate of the costs of increasing consumption in 

the calculation of the economic harm that will result from adopting the proposed rules. 

The federal Agencies also claim that increased taxes due to lessened fuel economy and 

higher gasoline consumption are beneficial to the economy defy fundamental economic 

logic that taxes are only beneficial if they fix a market failure, such as in cases of 

excessive market power or to address a heretofore unaccounted externality.  In page 

1060 of the PRIA the Agencies state:  

Increased fuel purchases by drivers of cars and light trucks will contribute 
additional tax revenues at both federal and state levels, which will be 
available to fund increased spending on highways or other transportation 
infrastructure. This effect represents an economy-wide benefit, which will 
offset some of the increase in fuel costs to new car and light truck buyers.  

This faulty analysis points at a larger and more serious deficiency in the Agencies’ 

analysis of the economic impacts of the proposed rule in that the analysis does not take 

into account the macroeconomic impacts and equity implications of the reduction in 

consumers and businesses disposable income, and the secondary effects of such 

reduction, on the U.S. economy.  

The federal Agencies failed to account for economic benefits of maintaining a higher 

fuel economy standard. Sivaram and Levi (2015)659 calculated that using NHTSA’s 

model assumptions, the net benefits of stricter CAFE standards are positive even at low 

long-term oil prices.  The majority of these benefits are fuel savings, and even if one 

excludes all other benefits of the policy, the net economic benefits will exceed the costs.  

Sivaram and Levi (2015) also describe other benefits of adopting higher fuel economy 

standards such as enhancing the United States monophonic position in the oil market 

and the value of real options associated with a higher fuel economy that the Agencies 

fail to consider.   

The implicit definition of energy security that the Agencies use is inconsistent with 

commonly accepted definitions of energy security used by other agencies, including 

NHTSA’s and EPA’s previous definition. For example, the International Energy Agency 

(IEA), an independent organization of which the United States is a member, defines 

energy security as “the uninterrupted availability of energy sources at an affordable 

                                            

659 Sivaram, V. & Levi, M.A. Automobile Fuel Economy Standards in a Lower-Oil-Price World. Council on Foreign 
Relations Discussion Paper. Accessed on October 24, 2018.  https://cfrd8-
files.cfr.org/sites/default/files/pdf/2015/10/CAFE_Standards_Paper.pdf 

https://cfrd8-files.cfr.org/sites/default/files/pdf/2015/10/CAFE_Standards_Paper.pdf
https://cfrd8-files.cfr.org/sites/default/files/pdf/2015/10/CAFE_Standards_Paper.pdf
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price”.660 The Draft TAR661 defines it as “the continued availability of energy sources at 

an acceptable, stable price”. The Agencies confuse this point by stating that: 

[t]o an increasing extent, however, the additional payments by U.S. 
consumers that result from upward pressure on the world oil price are a 
transfer entirely within the nation’s economy, because a growing fraction 
of domestic petroleum consumption is being supplied by U.S. 
producers.662  

While it is potentially true that an improving U.S. oil trade balance will result in smaller 

transfers to foreign oil producers, it is also true, by the admission of the Agencies, that 

this change in trade balance will not alter the fact that the proposed rulemaking will 

result in higher global oil prices663 which will reduce the affordability of petroleum 

products to U.S. consumers, and hence a decrease in U.S. energy security.  

4. Energy and national security will be impacted by the increase in 
demand for oil. 

As for national security, military spending is likely to increase in response to higher oil 

imports. In absolute terms, oil consumption and military expenditure both increased 

during the last decades. AEC also cites a recent literature survey article that 

demonstrates that military expenditures, especially in the Middle East region, are linked 

to the U.S.’s interest in maintaining security of oil production and logistical 

infrastructure.664  

U.S. presidents over the past the thirty years have recognized the potential use of 

military means to secure oil production and imports.665 In the 1980 State of the Union 

Address, President Carter emphasized that the United States is prepared to use military 

action to secure oil supplies from the Middle East in what would later be referred to as 

the Carter Doctrine:  

Let our position be absolutely clear: An attempt by any outside force to 
gain control of the Persian Gulf region will be regarded as an assault on 
the vital interests of the United States of America, and such an assault 
will be repelled by any means necessary, including military force. 

                                            

660 What is energy security? International Energy Agency. Accessed on October 24, 2018.  
https://www.iea.org/topics/energysecurity/whatisenergysecurity/. 
661 2016 Draft TAR. NHTSA. Accessed on October 24, 2018. 
https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/Draft-TAR-Final.pdf. 
662 PRIA, p. 1066. 
663 PRIA, Figure 8-42, p. 1067. 
664 Review of August 2018 NHTSA/EPA Proposed Rulemaking Reducing the Stringency of CAFE and CO2 
Standards. Applied Economics Clinic. 2018. p. 16. 
665 See Sovacool, B.K & Brown, M. Competing Dimensions of Energy Security: An International Perspective. Georgia 

Tech and Ivan Allen College School of Public Policy. Accessed on October 24, 2018.  
https://smartech.gatech.edu/bitstream/handle/1853/27736/wp45.pdf. 

https://www.iea.org/topics/energysecurity/whatisenergysecurity/
https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/Draft-TAR-Final.pdf
https://smartech.gatech.edu/bitstream/handle/1853/27736/wp45.pdf
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President Reagan highlighted the connection between National Security and oil imports, 

especially from the Middle East, in a 1986 Radio Address to the Nation when he said:  

But the oil harvest of the eighties is not just an economic story; it also 
has implications for our national security. When I came into office the 
United States was consuming about 17 million barrels of oil a day—6 
million imported. A big part of that oil came from the Middle East. Today 
we consume less than 16 million barrels of oil a day, and only 4 million 
are imported. But what may prove to be even more significant is that 
we've changed who we buy our imported oil from. Back in 1981 most of 
it came from the OPEC countries, but now most of it comes from Canada, 
Mexico, the Caribbean, and Great Britain. As Vice President Bush 
pointed out recently, we've assured that our supplies won't be as 
vulnerable to international politics as they've been in the past. We need 
a strong U.S. energy industry to keep it that way. 

President Reagan also pledged to expand the Carter Doctrine in what is referred to as 

the Reagan Corollary which pledges that the “the U.S. has guaranteed both the 

territorial integrity and internal stability of Saudi Arabia”.666  President Reagan has 

stated that protection of oil is a justification for this stance “[t]here's no way that we 

could stand by and see that taken over by anyone that would shut off that oil”.667  

More recently, President Trump reiterated the substance of the Carter Doctrine by 

making a claim that Saudi Arabia’s Monarchy rests on U.S. military support in a bid to 

put pressure on the Kingdom to pump more oil.668  

The rollback proposal failed to account for the direct increase in the military expenditure 

that will result from higher prices. The U.S. military is the largest user of oil in the world, 

consuming about 100 million barrels of oil annually.669  Many U.S. allies are also net oil 

importers and higher oil prices will negatively affect the U.S. allies’ national and energy 

security positions.   

In conclusion, CARB believes that the Agencies cost estimates fail to account for many 

important economic damages that will result from reduced energy security which is 

precisely why EPCA was passed.  The analysis fails to properly account for the effects 

of the proposed rule change to make a capricious claim that the U.S. energy security is 

no longer a paramount priority for the security and well-being of the nation. The 

                                            

666 Safire, W. Essay; The Reagan Corollary. New York Times. Accessed on October 24, 2018. 
https://www.nytimes.com/1981/10/04/opinion/essay-the-reagan-corollary.html  
667 Weisman, S. Reagan Says U.S. Would Bar A Takeover In Saudi Arabia That Imperiled Flow Of Oil. The New York 
Times. Accessed on October 24, 2018. https://www.nytimes.com/1981/10/02/world/reagan-says-us-would-bar-a-
takeover-in-saudi-arabia-that-imperiled-flow-of-oil.html.  
668 Trump says Saudi king wouldn't last 2 weeks without U.S. support. CBS News. Accessed on October 24, 2018. 
https://www.cbsnews.com/news/donald-trump-saudi-arabia-king-salman-us-military-support-opec-oil-prices/. 
669 The U.S. military uses more oil than any other institution in the world—but it’s also a leader in clean vehicle 
technology. The Union of Concerned Scientists. Accessed October 24, 2018. 
https://www.ucsusa.org/clean_vehicles/smart-transportation-solutions/us-military-oil-use.html#.W5BNzuhKjIV  

https://www.nytimes.com/1981/10/04/opinion/essay-the-reagan-corollary.html
https://www.nytimes.com/1981/10/02/world/reagan-says-us-would-bar-a-takeover-in-saudi-arabia-that-imperiled-flow-of-oil.html
https://www.nytimes.com/1981/10/02/world/reagan-says-us-would-bar-a-takeover-in-saudi-arabia-that-imperiled-flow-of-oil.html
https://www.cbsnews.com/news/donald-trump-saudi-arabia-king-salman-us-military-support-opec-oil-prices/
https://www.ucsusa.org/clean_vehicles/smart-transportation-solutions/us-military-oil-use.html#.W5BNzuhKjIV
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direction in EPCA to set the maximum feasible fuel economy standards was adopted to 

preserve and enhance energy security through conservation of resources, not wasteful 

consumption. 

VIII. The federal Agencies’ Macroeconomic Impact Analysis 
understates the negative effects of the proposal. 

Thus far, we have focused our attention on the many ways the proposal’s modeling and 

assumptions are flawed with regard to the vehicle world, resulting in grossly overstated 

projected costs of the existing standards and benefits of the proposed rollback.  We now 

broaden our focus to the larger economy and societal impacts.  The Agencies failed 

their duty to analyze the impacts of the proposed rollback on the macro-economy fully 

and properly; as a result, and combined with their flawed modeling and assumptions, 

their assessment of the societal costs of the proposed rollback are wrong.  More 

specifically, the proposed rollback is accompanied by, among other flaws, significant 

macroeconomic damage, huge costs from climate change, and a host of other 

economic harms. 

OMB guidance on economic analysis directs federal agencies to evaluate distributional 

and economy-wide impacts of proposed regulations.  OMB Circular A-4 states:  

Those who bear the costs of a regulation and those who enjoy its benefits 
often are not the same people.  The term “distributional effect” refers to 
the impact of a regulatory action across the population and economy, 
divided up in various ways (e.g., income groups, race, sex, industrial 
sector, geography).  Benefits and costs of a regulation may also be 
distributed unevenly over time, perhaps spanning several generations.  
Distributional effects may arise through “transfer payments” that stem 
from a regulatory action as well. . . . 

Your regulatory analysis should provide a separate description of 
distributional effects (i.e., how both benefits and costs are distributed 
among sub-populations of particular concern) so that decision makers 
can properly consider them along with the effects on economic efficiency. 
. . . You should be alert for situations in which regulatory alternatives 
result in significant changes in treatment or outcomes for different 
groups.  Effects on the distribution of income that are transmitted through 
changes in market prices can be important, albeit sometimes difficult to 
assess.  Your analysis should also present information on the streams of 
benefits and costs over time in order to provide a basis for assessing 
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intertemporal distributional consequences, particularly where 
intergenerational effects are concerned.670 

The Agencies did not conduct any analysis on distributional or economy-wide impacts 

or otherwise evaluate the economic practicability of the proposed rollback.  The closest 

the Agencies came to this necessary analysis was employment impacts—but even then 

the Agencies only briefly discussed employment impacts solely on the automotive 

sector.  The Agencies did not even discuss any effects of the proposed rollback on 

gross domestic product (GDP).   

Dr. Frank Ackerman671 with Synapse Energy Economics672 (Synapse) analyzed the 

Agencies’ (lack of) macroeconomic analysis.  Synapse noted, and CARB agrees, that 

the Agencies used some assumptions in their macroeconomic analysis that are 

inappropriate, unsupported by the evidence, and contradictory.673  First, the compliance 

costs assumed by the Agencies are grossly overstated, as discussed earlier.  Second, 

the purported rebound effect is at least double what the literature supports, also as 

discussed earlier.  Third, the Agencies assume that any increase in oil prices will 

essentially be an internal transfer payment and thus do not have any notable economic 

impacts, since a growing proportion of U.S. oil consumption is being produced 

domestically.  At the same time, the Agencies also recognize that fuel prices do have 

economic implications, such as on the type of vehicle purchased or the distances 

driven.  Dr. Ackerman also presented modeling results that offered economy-wide 

economic impacts that could result from the NRPM rather than the myopic automotive 

industry only focus; Synapse ran both a scenario expanding the NPRM assumptions 

economy-wide and a revised scenario in which the three problematic assumptions listed 

above.  Expanding the macroeconomic analysis to the entire economy and correcting 

the Agencies’ inaccurate assumptions show that the proposed rollback has larger 

negative impacts than the Agencies suggest.  We will turn first to broader 

macroeconomic impacts and then more specifically to employment impacts.   

                                            

670 OMB, Circular A-4. White House. Accessed on October 24, 2018.  
https://www.whitehouse.gov/sites/whitehouse.gov/files/omb/circulars/A4/a-4.pdf. p. 14. 
671 Dr. Frank Ackerman is a Principal Economist at Synapse Energy Economics. He is an environmental 
economist who has written widely on energy, climate change, and related issues. He has studied the 
employment benefits of clean energy scenarios, critiqued a number of flawed economic studies related to 
clean energy and the environment, and been published widely on these topics.  
672 Synapse Energy Economics is an energy, economic, and environmental research and consulting firm.  The firm 
has extensive experience in energy and environmental economics, economic modeling, energy efficiency, emissions 
modeling, and cost-benefit analysis, among others.  Synapse has compiled a myriad of reports for a wide range of 
clients, from environmental organizations to state agencies to the European Parliament.   
673 Ackerman, F., Synapse Energy Economics, Assessment of Macroeconomic Impacts from Federal SAFE Proposal. 
Synapse Energy Economics. October 22, 2018. pp. 4-5 [“Synapse Report”]. 

https://www.whitehouse.gov/sites/whitehouse.gov/files/omb/circulars/A4/a-4.pdf
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 The analysis fails to adequately analyze gross domestic product 

impacts. 

Aside from the automotive employment discussion, the NPRM does not discuss any 

macroeconomic impacts.  Again, the Agencies do not provide any analysis on the 

impacts of the proposed rollback on GDP, let alone other sectors of the economy (like 

automotive suppliers), contrary to OMB guidance.   

Dr. Ackerman’s analysis, expanded to evaluate impacts on the entire economy, found 

that the federal proposal will have a negative impact on the national economy. 

Specifically, GDP would likely decrease by $14 billion in 2025 and $16 billion in 2035 

under their NPRM expanded economy-wide scenario, and $16 billion in 2025 and $21 

billion in 2035 under their revised scenario.674  CARB agrees with the comments made 

by Dr. Ackerman in regards to these projections.   

Further, in another instance within the CAFE Model of it being internally disconnected, 

this finding that GDP would decrease under the rollback has been completely ignored 

by the new sales model, which includes GDP growth rates as one of its variables. The 

GDP forecasts therefore should differ between the existing standards and proposed 

rollback should the Agencies continue to stand by the new sales model despite its many 

flaws (see Section VI.A). In the case of the rollback, the decrease in GDP could offset 

some to all of the increases in new vehicle sales that the Agencies are estimating. 

 The analysis fails to adequately analyze employment impacts.  

Of its 515 pages, the NPRM only devotes about two of them to employment impacts, 

and limits their assessment to just the automotive sector.675  The Agencies conclude, 

apparently based on their scant analysis, that the proposed rollback would result in 

60,000 fewer jobs by 2027.676 This employment impact is limited to the automotive 

industry “because adjacent employment factors and consumer spending factor for other 

goods and services are uncertain and difficult to predict.”677  

The narrow focus on direct, automotive employment impacts is inconsistent with the 

EPA Guidelines for Preparing Economic Analysis (Guidelines), which state that the 

Agency should analyze “indirect effects of the policy options as well, as these may 

prove to be important.”678 In addition, Guidelines state:  

Many analyses only present the employment effect on the regulated 
industry as a result of higher regulatory compliance costs. In doing so, these 

                                            

674 Synapse Report, pp. 17-18.  
675 83 Fed.Reg. at 43,077-79.  
676 83 Fed.Reg. at 43,291.  
677 83 Fed.Reg. at 43,078.  
678 Guidelines for Preparing Economic Analysis. U.S. EPA. Accessed on October 24, 2018.  
https://www.epa.gov/sites/production/files/2017-08/documents/ee-0568-50.pdf. p. 7-3. 

https://www.epa.gov/sites/production/files/2017-08/documents/ee-0568-50.pdf
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analyses make simplifying assumptions that employment in a given industry 
is proportional to output, i.e., if production goes down by 1 percent, 
employment goes down by 1 percent. These limited assessments on 
employment impacts from regulation examine how higher manufacturing 
costs lead to fewer sales and therefore lower employment in that sector. 
However, empirical and theoretical modeling suggests that these simplified 
relationships are faulty and should not be used.679  

The sole focus in the NPRM on direct employment impacts thus does not comply with 

existing EPA guidance on the estimation of regulatory impacts.   

Aside from failing to meet their own guidance on employment analysis, the Agencies’ 

employment analysis is insufficient, as it excludes important factors, such as effects on 

automotive supply chains, impacts on the petroleum sector, and economy-wide impacts 

(from changes in consumer spending on vehicles and fuel).680 The effects here are 

likely to be striking, as the international automotive market transitions to zero-emission 

technologies. China, the largest national vehicle market in the world, is planning for its 

domestic manufacturers to sell 3 million electric vehicles a year, making up 80 percent 

of total domestic sales, while the top two EV makers would have 10 percent of their total 

overseas, by 2025.681 The U.S. should support its manufacturers and workers with 

policies to help them compete – not be disqualified. 

Even so, the Agencies still project negative automotive employment impacts.  When 

expanding the analysis to the economy-wide level, Dr. Ackerman found that the 

proposed rollback would actually have a starker employment impact: 90,000 job-years 

in 2025 and over 180,000 job-years in 2035.682  When correcting the Agencies’ 

inappropriate assumptions (essentially using compliance costs from the 2016 Draft 

TAR, a 10 percent rebound effect, and updated gas prices from AEO 2018), Dr. 

Ackerman found that the proposed rollback would decrease employment even further: 

almost 160,000 job-years in 2025 and over 350,000 job-years in 2035. These are 

significant impacts the Agencies at best glossed over and at worst ignored.  

 Equity and affordability are harmed by the proposed rollback. 

The Agencies claim that a rollback of standards is necessary to preserve new vehicle 

affordability; however they do not present evidence that the existing standards would 

negatively affect affordability. As discussed in Section VI, average prices can be 

distorted by the mix of vehicles being sold. An analysis by Consumer Union shows that 

the price of the most expensive of the top 30 high-end vehicles has increased by 40 

                                            

679 Id. at p. 9-8.  
680 Synapse Report, p. 2.  
681 See https://subscriber.politicopro.com/trade/article/2018/10/made-in-china-2025-worlds-biggest-auto-market-

wants-to-be-most-powerful-maker-of-electric-cars-872985. 
682 Synapse Report, p. 16.  A “job-year” is one job that lasts for one year.  

https://na01.safelinks.protection.outlook.com/?url=http%3A%2F%2Fgo.politicoemail.com%2F%3Fqs%3Df9ace93a0ce8ded7146828efde7e8945b0bcf2e3fa7bf19f1f2f5201e6a7036153e38d82b115022dee2af57910439354&data=02%7C01%7CPippin.Brehler%40arb.ca.gov%7C25d8dd9068934b645c8c08d638343d25%7C9de5aaee778840b1a438c0ccc98c87cc%7C0%7C0%7C636758194345857158&sdata=NG81ajZ0J5VJN5dONB1DaMm85OtI6ZUw2p9nn6Q%2Bm2M%3D&reserved=0
https://na01.safelinks.protection.outlook.com/?url=http%3A%2F%2Fgo.politicoemail.com%2F%3Fqs%3Df9ace93a0ce8ded7146828efde7e8945b0bcf2e3fa7bf19f1f2f5201e6a7036153e38d82b115022dee2af57910439354&data=02%7C01%7CPippin.Brehler%40arb.ca.gov%7C25d8dd9068934b645c8c08d638343d25%7C9de5aaee778840b1a438c0ccc98c87cc%7C0%7C0%7C636758194345857158&sdata=NG81ajZ0J5VJN5dONB1DaMm85OtI6ZUw2p9nn6Q%2Bm2M%3D&reserved=0
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percent from 2005 to 2015. Meanwhile, the price of entry-level vehicles has remained 

relatively constant over this same period, even with tightened standards.683 The most 

affordable vehicles among the top 30 sold in 2015 cost the same as the most affordable 

top 30 vehicle sold in 2005 when adjusted for inflation. Thus, consumer choices at the 

lower price ranges have not been any more limited with tighter standards than they 

were without them.   

Indeed, it should be noted that the proposed rollback would harm the consumers the 

Agencies are claiming they are trying to help. A peer-reviewed study by Greene and 

Welch (2018) evaluated the how fuel economy improvements over a 25-year period 

affected households of different income levels.684 Based on authoritative estimates of 

technology cost and reputable data on household spending on fuel, and even 

accounting for the rebound effect, the authors found that historically the technology 

added to vehicles has been cost effective so that they produce net savings. 

Furthermore, used vehicle buyers can enjoy the same fuel savings as the new owners 

of those same vehicles, but at a fraction of the price. As a result, although higher 

income households enjoy the most savings in absolute terms, lower income households 

saved the most as a share of their income. Looking forward, Greene and Welch 

estimate that similar patterns would hold for further improvements through MY2025. 

IX. When properly analyzed, the cumulative effects of the 
proposed rollback are profoundly damaging. 

The analysis done for the 2016 Draft TAR and updated for EPA’s 2016 Proposed 

Determination was much more thoroughly validated, documented, and transparent to 

stakeholders than this NPRM analysis. That analysis found, even in the presence of 

lower fuel price forecasts than the Agencies are now using, that the benefits of the 

existing standards outweighed the costs. Just looking at the impacts on consumers 

found the standards would increase new vehicle prices by $800 to $1,115 but payback 

of that increased cost from fuel savings alone would take only 5 years and lifetime 

savings to a consumer were approximately $1,650.685   

For this NPRM, the Agencies have systematically evaluated only select components in 

isolation and failed to connect these elements to analyze correctly how the proposed 

rollback would play out in reality. As discussed in the previous sections, all of the 

models are fundamentally flawed, and a large number of assumptions used by the 

Agencies are incorrect and unsupported. To evaluate how such errors may compound 

upon each other, we present a set of illustrative results using corrected assumptions for 

a few of the noted errors combined with abandoning of flawed models.  These results, 

                                            

683 Comings and Allison 2017 “More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable” https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-
1.pdf. 
684 See Greene Report, p. 30 for more details about this study. 
685 EPA, Proposed Determination, pp. ES-4 through ES-7. 

https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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however, do not reflect what a properly done comprehensive analysis correcting all of 

the deficiencies would yield. Such an effort would take far more time than the 60 days 

provided for comment would allow. Nonetheless, applying only a few directionally more 

appropriate corrections finds substantially different results. Rather than the net benefits 

of the rollback touted by the Agencies, we find that such an action would indeed result 

in net costs to society.  

Based on the previous findings that certain elements of the CAFE Model should be 

wholly abandoned or substantially modified, the following modifications were made to 

the CAFE Model input files and model run settings (refer to the supporting 

documentation for a more specific description of the modifications): 

• Modified technology ranking algorithm to select cost-effective technologies. 
• Modified cost and effectiveness for mild hybrid belt integrated starter generator 

(BISG) technology consistent with latest Argonne National Laboratory estimate 
• Expanded availability of high compression ratio engine technologies. 
• Limited the amount of over-compliance with the rollback standards by reducing 

the in-compliance payback period to 0.1 years 

• Upper levels of mass reduction for small and medium cars restricted in identical 
manner as done by NHTSA in the 2016 Draft TAR. 

• Non-statistically significant point estimate coefficients in mass reduction model 
set to zero 

• New sales and dynamic fleet share model off  
• Dynamic scrappage model off 
• 10 percent rebound effect 
• Global value for the social cost of carbon (changed to same as the values used 

in prior Agency rulemakings) 
 
These modifications do not reflect an exhaustive list that addresses all of the Agencies’ 

nearly countless errors. For example, the technology cost and effectiveness inputs are 

too numerous to correct within the limited comment period. Rather, the changes made 

here are intended to be representative of the more glaring errors that are likely to have 

a strong influence on the outcomes of the analysis. Turning off the new sales model 

resulted in future sales being projected to remain at constant CY2017 levels; to correct 

this model flaw, the market input for vehicles sales was scaled to match AEO 2017 

projections.686 Otherwise, unless listed, inputs and settings remained at the default 

values used by the Agencies for the NPRM. Although not explicitly described in the 

                                            

686 Annual Energy Outlook 2017, Table: Light-Duty Vehicle Sales by Technology Type, Reference case, Region: 
United States. Available at https://www.eia.gov/outlooks/aeo/data/browser/#/?id=48-AEO2017&region=1-
0&cases=ref2017&start=2015&end=2050&f=A&linechart=~ref2017-d120816a.26-48-AEO2017.1-0~ref2017-
d120816a.52-48-AEO2017.1-0&map=ref2017-d120816a.5-48-AEO2017.1-0&ctype=linechart&sourcekey=0 
(Accessed October 19, 2018). 

https://www.eia.gov/outlooks/aeo/data/browser/#/?id=48-AEO2017&region=1-0&cases=ref2017&start=2015&end=2050&f=A&linechart=%7Eref2017-d120816a.26-48-AEO2017.1-0%7Eref2017-d120816a.52-48-AEO2017.1-0&map=ref2017-d120816a.5-48-AEO2017.1-0&ctype=linechart&sourcekey=0
https://www.eia.gov/outlooks/aeo/data/browser/#/?id=48-AEO2017&region=1-0&cases=ref2017&start=2015&end=2050&f=A&linechart=%7Eref2017-d120816a.26-48-AEO2017.1-0%7Eref2017-d120816a.52-48-AEO2017.1-0&map=ref2017-d120816a.5-48-AEO2017.1-0&ctype=linechart&sourcekey=0
https://www.eia.gov/outlooks/aeo/data/browser/#/?id=48-AEO2017&region=1-0&cases=ref2017&start=2015&end=2050&f=A&linechart=%7Eref2017-d120816a.26-48-AEO2017.1-0%7Eref2017-d120816a.52-48-AEO2017.1-0&map=ref2017-d120816a.5-48-AEO2017.1-0&ctype=linechart&sourcekey=0
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documents, the CAFE Model was run setting the last credit trading year as CY2032 in 

order to match the results published in the NPRM and PRIA. 

The following outputs illustrate the cumulative impacts of each of the improper decisions 

made by the Agencies. One of the primary justifications used by the Agencies to 

support the proposed rollback is that this policy “would save over 500 billion dollars in 

societal costs.”687 However, when presenting this estimate, the Agencies neglect to 

highlight that the proposed rollback by their own estimates would produce $360 billion in 

lost benefits for a net societal benefit of only $200 billion. Using some corrected and 

appropriate assumptions, though, Table IX-1 shows the proposed rollback will result not 
in net benefits, and instead result in $168 billion net costs.  

Table IX-1 Partially Corrected GHG Program Societal Costs and Benefits 

GHG Program Societal Costs and Benefits of 
a Rollback Through MY2029 ($billions) using 
3 percent Discount Rate 

NPRM Table 
VII-51 

Improved 
CARB Run 

Difference 
Between 

CARB and 
Agencies 

Technology Costs -259.8 -141.0 118.8 

Pre-tax Fuel Savings -143.8 -206.0 -62.2 
Mobility Benefit -69.6 -32.3 37.3 
Refueling Benefit -9.4 -11.1 -1.7 
Non-Rebound Fatality Costs -46.3 0.0 46.3 

Rebound Fatality costs -47.8 -22.2 25.6 

Benefits Offsetting Rebound Fatality Costs -47.8 -22.2 25.6 
Non-Rebound Non-Fatal Crash Costs -72.3 0.0 72.3 

Rebound Non-Fatal Crash Costs -74.7 -34.8 39.9 

Benefits Offsetting Rebound Non-Fatal Crash Costs -74.7 -34.8 39.9 
Congestion and Noise -62.5 -16.2 46.3 

Energy Security Benefit -11.9 -17.6 -5.7 
Pollutant Damages -5.5 -57.9 -52.4 

TOTAL COSTS -563.8 -215.0 348.8 

TOTAL BENEFITS (in italics) -362.6 -382.0 -19.4 
NET BENEFITS 200.8 -168.0 -368.8 

 

The bulk of this reversal stems from the inflated technology costs of the existing 

standards that arise for all of the reasons described in Section V. Disabling the 

scrappage and mass reduction models for the reasons discussed in Section VI 

completely eliminates all of the supposed avoided costs related to non-rebound fatal 

and non-fatal incidents resulting from the rollback. The only fatalities that remain are 

those associated with additional driving resulting from the rebound effect, which the 

                                            

687 83 Fed.Reg. at 42,986. 
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Agencies themselves ascribe to individual choice and costs that should not be assigned 

to the proposal. With the more appropriate 10 percent rebound assumption, the fatalities 

associated with rebound are less than half of the Agencies’ estimate, and if the calendar 

year adjustments discussed in Section VI.D.2.ii were applied, these fatalities would be 

about one-quarter of the Agencies’ estimate. Similarly, combined with the rebound 

change, disabling the scrappage model to reduce overall fleet populations reduces the 

avoided congestion and noise impacts from the rollback to about one-quarter of what 

the Agencies claim. 

Furthermore, as discussed in Section V., the Agencies’ net benefits rely on 

manufacturers overcomplying with the rollback standards by 10 g/mi because they 

assume that manufacturers will continue to add some technology and increase the cost 

of their cars even after they are in compliance with the standards. Adjusting so that 

manufacturers overcomply by less than 3 g/mi – a more realistic assumption consistent 

with historical compliance levels – increases the additional fuel expenditures that will 

result from the rollback by over $60 billion, for a total of over $200 billion in lost fuel 

savings. As shown in Table IX-2, on a per vehicle basis, this translates to a MY2030 

new vehicle buyer missing out on $2,590 in fuel savings, compared to the Agencies’ 

underestimate of $1,830, a difference of $760 per vehicle. Importantly, while the 

Agencies show the reduction in vehicle price to be greater than increase in fuel costs, 

yielding a net benefit to the consumer, our partially corrected results show the opposite, 

yielding a net increase in cost of at least $1,000 per vehicle.  

Table IX-2 Key Metrics from Partially Corrected CAFE Model GHG Run 

Impact of Rollback Relative to Existing Standards NPRM688  CARB Run 
Per Vehicle Effects for MY2030 
Average Price Decrease per Vehicle  $2,260 < $1,600 

Additional Lifetime Fuel Costs per Vehicle (3 percent 
Discount Rate) $1,830 $2,590 

Net Consumer Impact per Vehicle  $290 benefit689 > $1,000 cost 

Lifetime Effects for All Pre-MY2030 Vehicles 
Total Additional Lifetime Fuel Consumption for all pre-
MY2030 Vehicles 

79 billion 
gallons 

118 billion 
gallons 

Total Additional CO2 Emissions 872 MMT 1307 MMT 

Total Additional CH4 Emissions 1,520 kMT 2,290 kMT 

Total Additional N2O Emissions 10.7 kMT 35.0 kMT 

Total Additional CO Emissions -6.0 MMT 0.1 MMT 

Total Additional VOC Emissions -140 kMT 353 kMT 

Total Additional NOx Emissions -190 kMT 169 kMT 

                                            

688 PRIA Table 3-4, p.127 for GHG emissions; PRIA Table 10-83, p. 1290 for criteria pollutant emissions; PRIA, Table 
1-78, p. 92 for all others. 
689 As reported in PRIA, Table 1-78, p. 92, though when comparing the price and fuel costs, the difference is $430, 
which is the result using the posted R scripts. 
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Total Additional SO2 Emissions 71 kMT 72 kMT 

Total Additional PM Emissions -4.4 kMT 13 kMT 

Decrease in Non-Rebound Fatalities 8,350 0 

Decrease in Rebound-Related Fatalities 7,300 3,385 

 

The associated additional 118 billions of gallons of gasoline consumed under the 

rollback scenario by MY2017-2029 vehicles over their lifetimes (relative to the Agencies’ 

estimate of 79 billion additional gallons) intensifies the lost energy security benefits. 

Finally, the additional fuel consumption increases total lifetime greenhouse gases 

emissions as shown in Figure IX-1. Combined with restoring the value of the social cost 

of carbon the pollutant damages increase ten-fold.  

Figure IX-1: Additional lifetime greenhouse gas emissions from rollback for pre-MY2030 
vehicles based on partially corrected CAFE Model GHG run 

 

Air quality from criteria pollutant emissions are similarly influenced by this flaw.  For the 

five summarized pollutants (CO, VOC, NOx, SO2, and PM), the Agencies claimed the 

rollback standards would actually reduce cumulative emissions from four of the five (all 

but SO2).  However, Table IX-2 and Figure IX-2 show that, even with only a partially 

corrected run, the rollback standards actually cause increased emissions for all five 

pollutants relative to the existing standards.  Part of this change is the result of the 

elimination of over-compliance in the rollback scenario which increases the cumulative 

amount of fuel needed for vehicles and, in turn, increases the ‘upstream’ pollutant 

emissions associated with extracting, refining, and delivering that fuel.  The other major 
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factor is the disablement of the scrappage model which falsely projected a massive 

reduction in driving for 1977MY to 2016MY vehicles and was responsible for 65-85 

percent of the total reductions in VOC, NOx, and PM emissions in the Agencies’ 

analysis.690 With scrappage turned off, any changes in vehicle tailpipe pollutant 

emissions are fairly minor relative to the upstream emissions and the explanation is 

simply that the production and delivery of more fuel with the rollback standards causes 

increased criteria pollutant emissions and directionally worsens ambient air quality.   

Figure IX-2: Additional lifetime criteria pollutant emissions from rollback for pre-MY2030 
vehicles based on partially corrected CAFE Model GHG run 

 

To be clear, our analysis illustrating these corrected costs and impacts is exceedingly 

conservative. For example, the price decrease per vehicle from the rollback has been 

lowered from $2,260691 to $1,600 with just a handful of changes to the model; if the 

additional errors identified in Section V that were not corrected in this run were included, 

the vehicle price change would be even smaller than our estimate here, which would 

further increase the net costs of the rollback. We corrected some of the more obvious 

errors, but we did not, for instance, fully account for macroeconomic damages; costs to 

the states (including industries and the public) for failing to comply with air quality 

standards, resulting in a wide range of public health consequences and regulatory 

needs; the full bound of climate and air quality costs; costs to global competitiveness; 

                                            

690 PRIA, Table 10-83, p. 1282. 
691 PRIA, Table 1-78, p. 92. 
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costs to industry from uncertainty; and so on.  We also did not alter many data points 

embedded in the federal models, given limited time and information.  

Our analysis also provides the Agencies with the benefit of the doubt that manufacturers 

will actually pass onto consumers any savings generated by the rollback. However, the 

Agencies themselves concede that “there is a known pool of technologies for improving 

fuel economy and reducing CO2 emissions. Many of these technologies, when actually 

implemented on vehicles, can be used to improve other vehicle attributes such as ‘‘zero 

to 60’’ performance, towing, and hauling, etc., either instead of or in addition to 

improving fuel economy and reducing CO2 emissions.”692 Should manufacturers utilize 

these technologies exclusively to enhance these attributes under a rollback, they would 

charge new vehicle buyers the same price as they would under the existing standards. 

As a result, the technology cost savings would be completely negated and the net costs 

of the rollback would increase to over $300 billion.  

That the total costs are still overwhelmingly negative despite this conservative approach 

shows how remarkably bad the federal proposal is. It is not surprising that it could be 

presented only through the exceptionally misleading and convoluted analysis offered by 

the Agencies.  

X. EPA’s proposed revocation of California’s waiver for its 
GHG and ZEV standards is unlawful. 

 Introduction 

Having made a meritless case to roll back federal standards, the Agencies go further 
and propose to revoke California’s waiver for components of its current vehicle program.  
EPA’s proposed action to revoke California’s existing waiver for the State’s greenhouse 
gas (GHG) and zero emission vehicle (ZEV) standards for model years 2021-2025 has 
no basis in the text, structure, or purpose of the Clean Air Act; is entirely unsupported by 
evidence; contravenes congressional intent and the cooperative federalism model 
established by Congress; and would impermissibly interfere with California’s ability to 
protect its people and its resources from an existential threat.   

EPA proposes this unlawful action “in response to . . . a change in administration.”693  
The plain text, structure, and legislative history of the Clean Air Act, all evidence 
Congress’ intent to ensure California has broad authority and discretion to establish and 
administer its own vehicle emissions control program, free from the whims of changing 
administrations.  As discussed in greater detail below, the Clean Air Act’s waiver 
provision does not authorize EPA to revoke the already granted waiver for California’s 
Advanced Clean Cars program, in whole or in part, on any grounds, let alone the 
grounds proposed here.  EPA’s proposed action is unlawful, and the proposal should be 
withdrawn. 

                                            

692 83 Fed.Reg. at 42991. 
693 83 Fed.Reg. at 43,242 (internal quotations omitted).   
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 Background 

State efforts “designed to free from pollution the very air that people breathe clearly fall[] 

within the exercise of even the most traditional concept of what is compendiously known 

as the police power.”694  As set forth in detail in Section III of CARB’s comments, 

California was exercising this police power with regard to vehicular emissions long 

before the federal government took steps to address those emissions.   

Congressional recognition of the States’ traditional authority to control air pollution is, in 

fact, a foundational and animating principle of the Clean Air Act.695  The Clean Air Act’s 

waiver provision—Section 209(b)(1)—exemplifies this principle by expressly preserving 

California’s traditional police powers and its pioneering role with respect to regulating 

vehicle emissions.696  Section 177, which allows other States to adopt California’s 

waiver standards, under specified conditions, likewise reflects Congress’ recognition 

that California is not the sole State with substantial sovereign interests in controlling 

vehicle emissions in ways that differ from the vehicle emission controls adopted by 

EPA.697   

The history of congressional consideration of the California waiver 
provision, from its original enactment up through 1977, indicates that 
Congress intended the State to continue and expand its pioneering 
efforts at adopting and enforcing motor vehicle emission standards 
different from and in large measure more advanced than the 
corresponding federal program; in short, to act as a kind of laboratory for 
innovation.698   

And EPA itself:  

has stated that the text, structure, and history of the California waiver 
provision clearly indicate both a congressional intent and appropriate 
EPA practice of leaving the decision on ‘ambiguous and controversial 
matters of public policy’ to California’s judgment.699   

                                            

694 Huron Portland Cement Co. v. City of Detroit, 362 U.S. 440, 442 (1960); see also Exxon Mobil Corp. v. EPA, 217 
F.3d 1246, 1255 (9th Cir. 2000) (“Air pollution prevention falls under the broad police powers of the states, which 
include the power to protect the health of citizens in the state.”). 
695 See 42 U.S.C. § 7401(a)(3) (“[A]ir pollution prevention … and air pollution control at its source is the primary 
responsibility of States and local governments”).   
696 See 42 U.S.C. § 7543(b)(1); H.R. Rep. No. 95-294 at 301 (1977) (“California was afforded special status due to 
that State’s pioneering role in regulating automobile-related emissions, which pre-dated the Federal effort.”).   
697 H.R. Rep. No. 95-294 at 309–310 (1977) (describing preemption of state vehicle emissions regulations as 
“interfer[ing] with legitimate police powers of States [and] prevent[ing] effective protection of public health”). 
698 Motor & Equip. Mfrs. Ass’n, Inc. v. EPA (“MEMA I”), 627 F.2d 1095, 1110–11 (D.C. Cir. 1979).   
699 74 Fed.Reg. 32,744, 32,748 (July 8, 2009) (quoting 40 Fed Reg. 23,102, 23,104 (May 28, 1975); 58 Fed.Reg. 
4,166 (Jan. 13, 1993)); see also Ford Motor Co. v. EPA, 606 F.2d 1293, 1301 (D.C. Cir. 1979) (“[T]he statute does 
not provide for any probing substantive review of the California standards by federal officials.”).   
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Congress recognized that permitting California to continue leading the way on the 

regulation of vehicle emissions would have benefits beyond California:  “The Nation will 

have the benefit of California’s experience with lower standards, which will require new 

control systems and design.”700  Congress expressly intended California standards to 

drive innovation in vehicle emissions control technologies—developments from which 

other States, and the Nation as a whole, would also benefit, as they had in the past.   

Consistent with its intent to provide California broad authority to establish its own motor 

vehicle emissions program, Congress intentionally structured into the waiver provision a 

presumption that California would be granted a waiver, and intentionally limited the 

criteria upon which EPA could deny a waiver request.701  Moreover, in 1977 Congress 

not only reaffirmed the waiver provision’s intended deference to California but 

broadened the scope of that deference to ensure California had the “‘broadest possible 

discretion’” to make policy decisions regarding its entire motor vehicle pollution control 

program.702  At the same time, Congress also expanded the potential reach of 

California’s waiver standards, allowing other states to adopt them.703   

In the long history of waiver proceedings since 1967, neither EPA nor its predecessor 

agency has ever revoked a previously issued waiver, as EPA now proposes to do.  

Indeed, while EPA has occasionally partially denied a waiver request (often requiring 

additional lead time for, say, the first year of standards), EPA has only once denied a 

waiver in full, and that denial was later reversed.  There is, thus, quite literally no 

precedent for the revocation action EPA proposes here.   

Further, in the many decades over which EPA has characterized its role as adjudicating 

waiver requests, EPA has also never put itself in the untenable position it puts itself in 

here—that of being both the arbiter of California’s waiver and its biggest opponent.704   

EPA’s unprecedented proposal to revoke California’s waiver for its GHG and ZEV 

standards for model years 2021–2025 is unlawful.  Despite unequivocal congressional 

intent and decades of administrative practice respecting California’s sovereign interests 

and leadership in air pollution control, EPA now proposes, sua sponte, to withdraw a 

waiver it granted to California over five years ago.  And it proposes to take this step on 

patently unlawful grounds—that, due to a change in administrations, a federal 

administrative agency now believes Section 209(b)(1) should be interpreted differently 

than it was when the waiver was granted.   

                                            

700 S. Rep. No. 90-403 at 33.   
701 42 U.S.C. § 7543(b)(1) (EPA “shall . . . waive” unless the Administrator makes one of three findings (emphasis 
added)); see also MEMA I, 627 F.2d at 1121 (“The language of the statute and its legislative history indicate that 
California’s regulations, and California’s determination that they comply with the statute, when presented to the 
Administrator are presumed to satisfy the waiver requirements.”).   
702 MEMA v. Nichols, 142 F.3d 449, 453 (D.C. Cir. 1998) (quoting H.R. Rep. No. 95-294, at 301–02 (1977)).   
703 42 U.S.C. § 7507 (§ 177). 
704 See 74 Fed.Reg. at 32,781 (“EPA has been conducting its waiver proceedings [as informal adjudications] for 
decades.”); MEMA I, 627 F.2d at 1121 (“[T]he parties opposing the waiver request bear the burden of persuading the 
Administrator that the waiver request should be denied.”) (emphasis added). 
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As discussed below, EPA has no authority to revoke a waiver.  But even if it has some 

revocation authority, it plainly lacks the authority to revisit its prior adjudication, on which 

California and other States have relied for five years, simply because this administration 

wants to make policy changes.  The notion that EPA could take such a step, under such 

circumstances, flies in the face of Congress’s intent that California determine its own 

policies, thereby upsetting the balance of federal and state interests that Congress 

carefully struck; EPA’s notion would also undermine another of Congress’ objectives—

that California regulate aggressively, and with certainty, to drive pollution control 

innovation for the good of the Nation.  EPA’s proposal is unmoored from, and directly 

contravenes, the statutory text and congressional intent.  It is unlawful and should be 

withdrawn. 

 EPA lacks authority to revoke a previously granted waiver. 

1. The plain text and statutory framework of the Clean Air Act establish 
that EPA has no authority to revoke a previously granted waiver. 

Section 209(b) of the Clean Air Act only expressly authorizes EPA to consider 

California’s requests for waivers.  EPA admits there is no explicit statutory authority for 

the action it proposes here, arguing that its purported revocation authority “is implicit in 

Section 209(b)” and asserting a “judicial principle that agencies possess inherent 

authority to reconsider their decisions.”705  These assertions of implied or implicit 

authority to revoke an already granted waiver are entirely without merit. 

To the extent EPA asserts that its supposed “inherent authority” to revoke is distinct 

from any revocation authority EPA claims is implicit in Section 209(b), that assertion 

fails.  EPA suggests that some kind of “inherent authority” is supported by case law).706, 
707  But those  cases are inapposite because none of them involved the type of action 

EPA proposes here—the retrospective application of a new interpretation of a statute to 

a five-year-old decision the agency itself described as adjudicatory.708 Chevron USA, 
Inc. v. NRDC, Inc.709 and National Cable & Telecommunications Ass’n v. Brand X 

                                            

705 83 Fed.Reg. at 43,242.   
706 Id. 
707 EPA appears to suggest, in a footnote, that several previous statements by EPA “not[ing] the authority to 
‘withdraw a waiver in the future if circumstances make such action appropriate’” support EPA’s claim to “inherent 
authority to reconsider.”  83 Fed.Reg. at 43,242 n.564.  EPA’s prior statements, which are based on the same single 
statement in the 1967 legislative history on which EPA relies here, do not establish such authority.  Indeed, the 
absence of any other support for those statements, combined with the fact that EPA has never revoked any of the 
more than 50 waivers it has granted over the course of more than 40 years, underscores that EPA’s prior statements 
about its hypothetical authority are essentially a form of dicta, unworthy of any weight or deference. 
708 74 Fed.Reg. at 32,781 (“EPA believes that its waiver proceedings and actions therein should be considered an 
informal adjudication rather than a rulemaking. EPA has been conducting its waiver proceedings in this manner for 
decades, and while Congress has amended provisions in § 209 on two separate occasions, Congress has not 
chosen to alter EPA's administrative requirements. Instead, Congress has expressed support for EPA’s practice in 
applying and interpreting § 209(b).”).   
709 467 U.S. 837, 863 (1984). 
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Internet Services710 involved rulemakings announcing prospective changes in agency 

interpretations, while FCC v. Fox Television Stations, Inc.711 involved application of a 

previously announced statutory interpretation to actions that contravened that 

interpretation.  Further, while some cases may have described non-express powers of 

agencies “as inherent, the more accurate label is statutorily implicit.”712  “As a creature 

of statute[,] [EPA] has only those powers conferred upon it by Congress.”713  Thus, EPA 

may only take its proposed action “if some provision or provisions of the Act explicitly or 

implicitly grant it power to do so.”714  The lawfulness of EPA’s proposed revocation, 

then, turns on whether, as EPA claims, Section 209(b) contains an implicit authorization 

to revoke an already granted waiver.  It does not.715 

Contrary to EPA’s conclusory statements, the existence of explicit authority to grant a 

waiver does not, by itself, automatically imply authority to revoke a previously granted 

waiver.  Rather, statutory language, structure, and context determine whether explicit 

authority to take an action provides implicit authority to reverse that action.716   

EPA has not advanced a theory that supports its purported implied authority to revoke.  

That, alone, suffices to render the proposed action here unlawful.  Nor can EPA 

advance such a theory, for the first time, in a final revocation action here.   

In fact, no such theory is available.  The unique text and structure of the waiver 

provision unambiguously forecloses EPA’s argument that this provision encompasses 

implicit authority to revoke a granted waiver.  The text plainly contemplates EPA’s 

consideration of a request from California.  And with its use of the mandatory term 

“shall” and the limited bases for denial, the waiver provision establishes a strong 

presumption that California’s requests will be granted.717  Accordingly, EPA has long 

read Section 209(b) as providing it with “considerably narrower” discretion to deny a 

waiver than it has to take other actions in other contexts.718  The unique text and 

structure of this section limits EPA’s authority, contrary to EPA’s assertion of open-

ended revocation authority in the proposal.   

                                            

710 545 U.S. 967, 981 (2005). 
711 556 U.S. 502, 515 (2009). 
712 HTH Corp. v. N.L.R.B., 823 F.3d 668, 679 (D.C. Cir. 2016) (internal quotation omitted).   
713 Id.   
714 Id.   
715 Although it is not clear from the conclusory text (in a footnote), EPA may also believe that authority to reconsider a 
denial of a waiver request implies authority to revoke a waiver grant.  83 Fed.Reg. at 43,242 n.564.  EPA makes no 
definitive statement to this effect nor provides any basis for this possible belief.  Id.  It may not, therefore, finalize any 
such finding or interpretation in the final rule.   
716 E.g., United States v. Seatrain Lines, 329 U.S. 424, 432–33 (1947) (rejecting agency’s authority to revoke 
previously granted certificates of public convenience and necessity, based on consideration of statutory text and 
structure as well as factual context); HTH Corp., 823 F.3d at 679–80 (rejecting implied authority argument based on 
“contextual concerns”).   
717 MEMA I, 627 F.2d at 1121.   
718 40 Fed.Reg. at 23,103.   
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In fact, the text expressly establishes a congressionally-crafted balance between state 

and federal powers, one that preserves California’s inherent police power while 

authorizing a narrow and deferential review by EPA.  By design, “the statute does not 

provide for any probing substantive review of the California standards by federal 

officials.” Congress expressly tilted the balance heavily in favor of California’s discretion 

here, not EPA’s.  And the waiver provision cannot be read as authorizing EPA to upend 

that balance by pulling the rug out from under California’s existing state program at any 

time of its choosing.  If Congress must make its intent “unmistakably clear” when 

Congress itself seeks “to alter the usual constitutional balance between the States and 

the federal Government,” Congress would need to be even more clear, if it wanted an 

administrative agency to have authority to intrude on a State’s authorized exercise of its 

congressionally-recognized police power.719   

The improper intrusion on California’s sovereignty inherent in implied revocation 

authority is further apparent from the nature of the waiver criteria themselves.  Under 

Section 209(b)(1), EPA deferentially reviews California’s determinations that it has 

designed its regulatory program to be at least as protective as the federal program and 

to address “compelling and extraordinary conditions” in the State.  California’s decisions 

concerning how best to respond to conditions in the State—how best to protect the 

State’s people and resources—are at the core of its state police power.720  Ongoing 

review of such decisions by a federal administrative agency would be extraordinary and 

should not be implied into federal law.721  Indeed, there is no way to reconcile that 

ongoing review with Congress’ express intent that EPA not second-guess California’s 

policy judgments.722  The waiver provision cannot be read as authorizing this intrusion 

on California’s sovereignty, and certainly cannot be read as implicitly doing so.   

Finally, Section 177 underscores the absence of any implied revocation authority in 

Section 209(b).  Section 177 allows other States to adopt California’s waiver standards, 

if those States choose to do so and meet specified criteria.  Section 177 unambiguously 

reflects Congress’ concern that the blanket preemption in Section 209(a) “interfere[d] 

with legitimate police powers of States, prevent[ing] effective protection of public 

health.”723  EPA’s proposal assumes, albeit implicitly, that Congress expressly permitted 

multiple other States to escape federal preemption by adopting California’s waiver 

standards while simultaneously leaving the door open for EPA to retroactively pull the 

                                            

719 See Gregory v. Ashydrocarbonroft, 501 U.S. 452, 460-61 (internal quotations omitted); see also Murphy v. Nat'l 
Collegiate Athletic Ass'n, 138 S. Ct. 1461, 1477 (2018) (“[A] healthy balance of power between the States and the 
Federal Government [reduces] the risk of tyranny and abuse from either front.” (internal quotation omitted)). 
720 Huron Portland Cement, 362 U.S. at 442.   
721 See Rice v. Santa Fe Elevator Corp., 331 U.S. 218, 230 (1947) (requiring ‘clear and manifest purpose” to preempt 
“historic police powers of the States”); MEMA I, 627 F.2d at 1119 (“The EPA Administrator does not have authority to 
regulate … the State of California under a broad charter to advance the public interest.”).   
722 See MEMA I, 627 F.2d at 1122 (“[Congress intended] to provide California with the broadest possible discretion in 
setting regulations it finds protective of the public health and welfare.”) (emphasis added).   
723 H.R. Rep. No. 95-294 at 309.   
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rug out from under California and those other States.  This assumption begs credulity, 

to say the least.724   

Interpreting Section 209(b) as impliedly authorizing EPA to retroactively preempt state 

standards after previously waiving preemption also disregards the substantial reliance 

interests of California and the Section 177 States—reliance interests that begin 

developing when the waiver is granted and that only grow stronger as the States make 

more and more decisions based on the existence of the waiver standards.  “It would be 

arbitrary or capricious to ignore” private parties’ reliance interests when changing an 

agency rule prospectively.725  Congress should not be presumed to have ignored 

States’ reliance interests, by impliedly authorizing an agency’s retroactive revocation of 

a waiver intended to allow the States to reduce dangerous air pollution.  The Clean Air 

Act should not be read as disregarding such reliance interests and authorizing 

preemptive action after preemption was waived: “Where coordinate state and federal 

efforts exist within a complementary administrative framework, and in the pursuit of 

common purposes, the case for federal pre-emption becomes a less persuasive 

one.”726   

In fact, once EPA grants a waiver, California (and Section 177 States) incurs regulatory 

costs in reliance on that decision to implement the program.  Perhaps more significantly, 

the States make decisions about other regulatory actions to take (or not take) based on 

expectations of emission reductions the waiver standards will produce.  For example, 

and relevant here, California’s Legislature has established an aggressive GHG 

emissions reduction target for 2030.727  Meeting this target requires a multi-pronged 

approach demanding GHG emissions reductions from various sectors, including the 

transportation sector, which is the largest contributor to California’s GHG emissions.728  

California’s Advanced Clean Cars program, including the State’s GHG and ZEV 

standards, is a crucial part of the State’s multi-pronged approach, and California has 

made, and is continuing to make, decisions about other regulatory actions in reliance on 

the emissions reductions the Advanced Clean Cars program will produce.729  A 

revocation of the waiver for the GHG and ZEV standards will undermine the basis of 

California’s planning for its emission reduction goals, infringing on the State’s core 

police power and ability to protect its citizens.  If finalized, EPA’s waiver revocation may 

also force California to strengthen other GHG-reducing programs, making those 

programs more costly.   

                                            

724 See H.R. Rep. No. 95-294 at 213 (“[California waiver] standards may be implemented and enforced [by § 177 

States], notwithstanding any provision of § 209 of the present act.”). 
725 Fox Television, 556 U.S. at 515.   
726 New York State Dep’t of Soc. Servs. v. Dublino, 413 U.S. 405, 421 (1973). 
727 Cal. Health & Safety Code § 38566.   
728 CARB, California’s 2017 Climate Change Scoping Plan (Nov. 2017) at ES-4 (and throughout). 
729 See, e.g., id. at 22, 28. 
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There is no basis in the plain text and structure of Sections 209(b) and 177 to support 

EPA’s claim of implied authority to revoke an already granted waiver.  

2. Legislative history confirms the absence of authority to revoke. 
Implicitly acknowledging the absence of any support in the statutory text or structure for 

its purportedly implied revocation authority, EPA relies on a single statement in a 1967 

Senate Report as its sole support.730  But the legislative history supports the 

unambiguous absence of revocation authority. 

First, the statement upon which EPA relies says only that a waiver might be withdrawn if 

“the State of California no longer complies with the conditions of the waiver.”731  The 

reference to the State’s compliance suggests a concern that California might conduct 

itself in a way contrary to “the conditions of the waiver”—for example, that it might not 

enforce its standards in accord with the waiver.  The preceding paragraph of the 

committee report, in fact, suggests this kind of concern.732  This statement does not, 

then, express an intention that EPA have the authority to continually revisit its 

determination that California’s waiver application met the statutory criteria.   

Second, the existence of implicit revocation authority was unclear to at least one 

member of the House.733   

Third, the very notion of implied authority to revoke is inconsistent with congressional 

objectives that were regularly expressed in the lengthy legislative history from 1967.  

Congress expressly intended that California continue its role as a pioneer, driving the 

development and implementation of pollution control technology for the benefit of 

Californians and, eventually, all Americans.734  The uncertainty created by the existence 

of revocation authority could undermine California’s ability to achieve Congress’ 

technology-forcing objectives.735  For example, if manufacturers knew that EPA could 

revoke an already granted waiver, they could have perverse incentives to reduce their 

efforts to comply so that they could later seek revocation of the waiver, arguing that 

California’s standards have proven infeasible.  This is not the scheme Congress 

designed.  

And, finally, EPA’s sole quotation from the 1967 legislative history ignores the actions 

Congress took ten years later.  In 1977, Congress amended the waiver provision, 

adopting the text in effect today, and adding Section 177 to authorize certain other 

                                            

730 83 Fed.Reg. at 43,242 (quoting S. Rep. No. 50-403, at 34 (1967)).   
731 S. Rep. No. 50-403, at 34.   
732 Id. 
733 113 Cong. Rec. H30951 (daily ed. Nov. 2, 1967) (statement of Cong. Herlong)    (asking “[W]ould the Secretary be 
able to withdraw the exemption once it has been granted?  In short, once the exemption has been granted, does it 
exist in perpetuity or until the statute is changed by the Congress?”). 
734 See, e.g., S. Rep. No. 90-403 at 32-33.   
735 See Am. Methyl Corp. v. E.P.A., 749 F.2d 826, 840 (D.C. Cir. 1984) (noting that authority to revoke a fuels waiver 

would create market uncertainty and “the public and this nation would suffer from lack of innovation in fuels and fuel 
additives, to the ultimate detriment of air quality”).   
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States to adopt California waiver standards.  Although by that point EPA (and its 

predecessor agency) had issued numerous waivers, Congress made no mention of the 

possibility of revocation or of any implied authority to revoke an already granted waiver.  

This is noteworthy because the 1977 amendments to Section 209 were expressly 

intended “to ratify and strengthen” the waiver provision and to “afford California the 

broadest possible discretion” to design and implement its own standards.736  In ratifying 

the waiver provision, Congress noted that EPA had been “liberally constru[ing] the 

waiver provision so as to permit California to proceed with its own regulatory program.”  

Id.  Congress’ intent that California continue with its pioneering program, under a waiver 

provision liberally construed to support that intent, cannot be reconciled with EPA’s 

notion that Congress intended it to be able to upset California’s program in the middle of 

a period covered by an already granted waiver.  

Congress’ expansion of the potential reach of California’s waiver standards to the 

Section 177 States underscores the point.  EPA has no explanation for why Section 

209(b) should be read as impliedly authorizing it to upset California’s and other States’ 

settled expectations that they may implement protective standards pursuant to a 

previously granted waiver.  Indeed, in this very proposal, EPA concedes that the path to 

unraveling the Section 177 States’ reliance on California’s waiver standards, including 

the inclusion of those standards in approved State Implementation Plans (SIPs), is 

uncertain737 confirming that this is a complex problem involving important state and 

federal interests as well as other provisions of the Clean Air Act.  If Congress intended 

EPA to have the implied authority it proposes to assert here, Congress would have at 

least discussed, and probably expressly provided for, a waiver revocation process.  The 

absence of any reference to implied revocation authority in the 1977 legislative history 

speaks volumes.   

The legislative history undermines, rather than supports, EPA’s claim that one 

statement in 1967 establishes an implied authority to revoke in Section 209(b).  EPA’s 

assertion of implied authority unambiguously contravenes the statute and congressional 

intent.738  EPA’s proposed revocation is unlawful. 

 If EPA has any implicit authority to revoke waivers, that authority is 

very limited, and the conditions for it do not exist here. 

Even if Section 209(b) could be read as providing EPA with some implied authority to 

revoke an already granted waiver, that authority would have to be very limited in scope 

for the same reasons discussed above.  The presumption in favor of California receiving 

                                            

736 H.R. Rep. No. 95-294, 301–02 (1977).   
737 83 Fed.Reg. at 43,244. 
738 EPA has not suggested that the Chevron framework could apply to its claim of implied authority and, in any event, 
points to no specific text it is interpreting as supporting that claim.  If Chevron’s framework did apply, EPA’s 
interpretation regarding its authority would fail at step one and would also be unreasonable at step two.  See Bates v. 
Dow Agrosciences LLC, 544 U.S. 431, 449(2005)(“[Court has] a duty to accept the reading that disfavors 
preemption.”). 



 

345 
 

a waiver, the express preservation of sovereign police power interests, the limited and 

deferential-to-California nature of EPA’s review, the carefully balanced state and 

national interests, the States’ reliance interests, and congressional intent that California 

continue driving the development of additional pollution control technology (an objective 

which requires regulatory certainty) all counsel in favor of strictly limited authority to 

revoke, if any such authority exists at all.  Relevant case law and legal principles, none 

of which EPA addresses, also support strict limits on any revocation authority.  EPA’s 

proposal to revoke California’s waiver for its GHG and ZEV standards is unlawful 

because the basis for that revocation falls far outside the bounds of any limited, implied 

authority that could even conceivably exist. 

Indeed, the bases for EPA’s proposed revocation are the agency’s reinterpretations of 

Sections 209(b)(1)(B) and (C)739 and NHTSA’s proposal to interpret EPCA as 

preempting California’s GHG and ZEV standards.  Even if these reinterpretations were 

permissible (and they are not), they could not be retroactively applied to a decision 

made five years ago upon which California, other States, and private parties have 

considerably relied.  Further, while EPA claims to have evidence to support its proposed 

revocation, EPA fails to identify this evidence and, more importantly, articulates no 

rationale that could support revoking a waiver simply because the agency now views 

the facts differently than it did five years ago. There is no basis for the proposed 

revocation, and it should be withdrawn. 

1. EPA’s proposed revocation is unlawfully premised on the agency’s 
reinterpretation of the law. 

One significant limitation on EPA’s authority, if any, to revoke a previously granted 

waiver is that any such revocation cannot be based on an agency’s new interpretations 

of the law.  This limit is grounded in several well-established principles, none of which 

EPA even mentions. 

First, EPA has consistently characterized its waiver decisions as adjudicatory.  When it 

acts in an adjudicatory capacity, an agency’s authority to reconsider may be analogized 

to that of courts, which retain authority to “correct judgments which contain clerical 

errors of judgments which have issued due to inadvertence or mistake.”740  But any 

“power to correct inadvertent ministerial errors may not be used as a guise for changing 

previous decisions because the wisdom of those decisions appears doubtful in the light 

of changing policies.”741  Courts have repeatedly applied this principle to reject the 

Agencies’ assertion of authority to reopen final adjudicatory decisions due to changes in 

                                            

739 While EPA occasionally references § 209(b)(1)(A) (see 83 Fed.Reg. at 43,240, 43,242, 43,243), the proposal 
expressly discusses only §§ 209(b)(1)(B) and (C).  EPA cannot, therefore, lawfully finalize any decision with respect 
to § 209(b)(1)(A), as it has not actually proposed any such action. 
740 Am. Trucking Ass’ns v. Frisco Transp. Co., 385 U.S. 133, 145 (1958).   
741 Id. at 146.   
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agency policy.742  Where the “only basis for reversal of its prior decision is that, after 

some . . . years of elapsed time . . . , [the agency] has adopted a different policy, and 

therefore seeks to apply retroactively its new policy,” courts reject such attempted 

reversals to avoid the “chaos and uncertainty” that would otherwise result for “those who 

must rely on [the agency’s] findings.”743  EPA cites no precedent to the contrary.  

Indeed, EPA does not even acknowledge this line of cases or this constraint on any 

authority it might have to revoke California’s waiver.  

Second, regardless of whether waiver decisions are adjudicatory, agencies may not 

give their new statutory interpretations “retroactive effect unless [the statutory] language 

requires this result.”744  Application of a new law, or new legal interpretation, is 

“retroactive if it takes away or impairs vested rights acquired under existing law.”745  

EPA itself has characterized waiver grants as “directly determin[ing]” the “legal rights … 

of the State of California to adopt and enforce its state regulations.”746  Application of 

the agency’s changing legal interpretations to already granted waivers would 

impermissibly and retroactively unsettle this determination.  And it is difficult to imagine 

a right more “vested” than that of a sovereign State to enforce its own laws.  The 

unfairness of undermining a State’s ability to do so—and the reversal of settled 

expectations that it may do so—underscores that EPA lacks any authority to revoke a 

previously granted waiver based on a change in the agency’s view of the law.747   

Third, the notion that EPA could revoke a waiver based on its reinterpretation of the law 

flies in the face of the legislative history of the waiver provision.  Congress intended 

specifically to preserve California’s authority to develop and enforce its separate motor 

vehicle emissions control program and to do so in a way that would permit California to 

continue its pioneering, technology-forcing role.  It did not intend to subject the unique 

authority it preserved for California —and the technology-forcing incentives created by 

California standards—to the whims of changing policies resulting from turnover in 

presidential administrations.748  The text of Section 209(b) must be read “consistent with 

the congressional intent to provide California with the broadest possible discretion in 

adopting and attempting to enforce emissions standards.”749  Congress did not intend to 

provide EPA with the “standardless and open-ended authority to revoke waivers”—the 

                                            

742 See, e.g., Consol. Rail Corp. v. Surface Transp. Bd., 93 F.3d 793, 801 (D.C. Cir. 1996); Coteau Properties Co. v. 
Dep’t of Interior, 53 F.3d 1466, 1479 (8th Cir. 1995).   
743 Upjohn Co. v. Penn. R. Co., 381 F.2d 4, 5 (6th Cir. 1967). 
744 See Bowen v. Georgetown Univ. Hosp., 488 U.S. 204, 208 (1988).   
745 Ass’n of Accredited Cosmetology Sch. v. Alexander, 979 F.2d 859, 864 (D.C. Cir. 1992) (internal quotation 
omitted).   
746 74 Fed.Reg. at 32,781.   
747 Landgraf v. USI Film Prod., 511 U.S. 244, 270 (1994) (“The presumption against statutory retroactivity has 
consistently been explained by reference to the unfairness of imposing new burdens on persons after the fact.”). 
748 E.g., H.R. Rep. No. 95-294 at 301 (1977) (“In general, the Environmental Protection Agency has liberally 
construed the waiver provision so as to permit California to proceed with its own regulatory program in accordance 
with the intent of the 1967 Act.”). 
749 MEMA I, 627 F.2d at 1113.   
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ability to make up new standards and retroactively apply them to waiver decisions years 

after those decisions became final.750  In fact, changes in federal policy should be 

largely irrelevant to California’s waiver requests, since, by design, Congress left policy 

judgments for California’s standards to California.751  (“[T]here are overwhelming 

indications in the legislative history that Congress intended California to enjoy the 

broadest possible discretion in selecting a complete program of emissions control.”).  

Fourth, waiver decisions were designed to be primarily factual determinations, as 

evidenced by the waiver criteria, which include questions of relative stringency and 

technological feasibility.752   

If EPA may revoke a waiver at all, it may not do so based on a retroactive application of 

its decision to change its interpretation of the law.  Nor may EPA revoke a previously 

granted waiver based on NHTSA’s reinterpretation of EPCA.  This limiting principle 

alone renders the entire waiver revocation proposal unlawful because EPA and 

NHTSA’s proposed reinterpretations are the foundational premise for the proposal.   

2. The other bases EPA asserts also provide no lawful support for the 
proposed revocation.  

EPA’s purported factual bases for the proposed revocation likewise cannot support the 

proposed action.  As explained below, all of the purported factual bases are tied to 

improper reinterpretations of the law that cannot be applied to California’s already 

granted waiver.  In addition, while EPA claims it has “clear and compelling evidence” 

that supports its proposed revocation, it points to no such evidence, as discussed in 

more detail below.753  In any event, EPA cannot revoke an already granted waiver 

simply because the Agency thinks the facts have changed, and EPA points to no 

authority indicating that it could.754  Further, EPA does not acknowledge the substantial 

state reliance interests that are implicated by its proposed action, let alone explain why, 

if there could be a factual basis for revocation, the standard of proof would not be 

elevated beyond clear and compelling, given that “the nature of the risk of error 

involved” is enormous.755  Finally, EPA does not even attempt to explain how its 

proposed revocation could be construed as “timely” under any understanding of that 

term, although reopening of such decisions, when allowed at all, must be done within a 

“reasonable time period.”756   

                                            

750 See Am. Methyl Corp., 749 F.2d at 834.   
751 MEMA I, 627 F.2d at 1108 n.22. 
752 See 42 U.S.C. § 7543(b)(1); see also MEMA I, 627 F.2d at 1121 (noting that Administrator “‘is required to waive 
application unless he finds’” one of the factual circumstances set out in § 209(b)(1)(A)-(C)”) (quoting S. Rep. No. 90-
403, 90th Cong., 1st Sess. 33 (1967)).   
753 See 83 Fed.Reg. at 43,244.   
754 See also Am. Trucking Ass’ns, 385 U.S. at 145.    
755 See MEMA I, 627 F.2d at 1122.   
756 See Dun & Bradstreet Corp. Found. v. U.S. Postal Serv., 946 F.2d 189, 193 (2d Cir. 1991) (questioning whether 
reconsideration within 81 work days was reasonable); see also Am. Methyl Corp., 749 F.2d at 835 (construing judicial 
review period as measure of reasonableness). 
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EPA’s assertion of broad revocation authority is plainly erroneous and unlawful, and, as 

discussed in the following sections, the proposed revocation also lacks any basis in law 

or fact.   

  

 Any limited authority to revoke California’s waiver must also follow 

a lawful and adequate process, but EPA has not done so.  

The process EPA has followed in proposing the revocation of parts of California’s 

Advanced Clean Cars waiver is unmoored from any statutory authority, prevents 

adequate comment, and disregards the very sovereign state interests that Congress 

expressly sought to protect when it enacted Section 209(b).  EPA’s process, therefore, 

is unlawful and provides an independent ground on which the proposal should be 

withdrawn. 

As previously discussed, the Clean Air Act does not expressly contain any text 

establishing EPA’s ability to revoke an already granted waiver.  Even assuming EPA 

has some limited revocation authority, it must exercise that authority through a process 

that reflects Section 209(b)’s text and purpose.  However, EPA is proposing to revoke a 

waiver granted more than five years ago and to do so by simultaneously taking on the 

role of California’s adversary and the arbiter of the controversy, which is entirely 

inconsistent with California’s “entitlement to a tribunal graced by an unbiased 

adjudicator . . . in administrative proceedings.”757  EPA has also provided only a 63-day 

comment period, during which it also sought comments on EPA’s proposal to rollback 

the federal GHG standards and on NHTSA’s proposals to rollback its fuel economy 

standards and to find California’s GHG and ZEV standards preempted under EPCA.  

This plainly inadequate comment period prevents, rather than fosters, public comment.   

The above mentioned procedural inadequacies especially impact California because the 

waiver provision was expressly designed to respect and preserve California’s sovereign 

police power and its policy judgments.  Forcing the State to respond to this 

unprecedented attack on those very interests in an incredibly short period of time and 

without opportunity to develop and submit a full response is plainly arbitrary and 

capricious and unlawful.  It also improperly seeks to place the burden on California to 

show that it remains entitled to a waiver it was granted more than five years ago.  That 

contravenes the statute and congressional intent: “Congress specifically declined to 

adopt a provision which would have imposed on California the burden to demonstrate 

that it met the waiver requirements.”758   

 

                                            

757 See Doraiswamy v. Sec’y of Labor, 555 F.2d 832, 843 (D.C. Cir. 1976).    
758 MEMA I, 627 F.2d at 1121. 
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 EPA’s proposed conclusion that it must withdraw California’s 

waiver is unfounded and unlawful.  

EPA contends that “if NHTSA finalizes a determination that California’s GHG and ZEV 

standards are preempted, then it would be necessary to withdraw the waiver separate 

and apart from the analysis under section 209(b)(1)(B), (C).”759  This proposed 

conclusion is unlawful. 

First, NHTSA’s proposed determination is, itself, unlawful.  California’s waiver 

standards, including its GHG and ZEV standards, are not preempted by EPCA, and 

NHTSA has no authority to declare otherwise, as explained in section XI of CARB’s 

Comments. 

Second, as discussed above, EPA cannot revoke an already granted waiver based on a 

change in legal interpretation.  Whatever conclusion NHTSA might reach about EPCA, 

and whatever EPA may think of that conclusion, it is irrelevant to waivers already 

granted, including all parts of California’s Advanced Clean Cars waiver.   

Third, as EPA concedes, it “has historically declined to consider as part of the waiver 

process whether California standards are constitutional or otherwise legal under other 

federal statutes apart from the Clean Air Act.”760  EPA has not justified its departure 

from this traditional understanding or explained how this departure could be consistent 

with congressional intent.  EPA’s mere statement that its proposal presents a “unique 

situation”761 is insufficient to support such a move or to explain the agency’s about-face 

on the scope of its waiver analysis. 

Fourth, although EPA “proposes to interpret section 209(b)(1) to only authorize it to 

waive Clean Air Act preemption for standards that are not independently preempted by 

EPCA,” it does not identify the text it is interpreting in this way.762  It is impossible to 

respond meaningfully, in comments, to this statement because it is entirely unclear what 

text EPA is purporting to interpret, let alone what the rationale is for the interpretation.  

EPA may not lawfully finalize a new interpretation of statutory text without first 

explaining, and taking comment on, the textual source and rationale for that 

interpretation. 

Finally, a conclusion by another agency regarding preemption does not and may not 

dictate EPA’s actions.  EPA has conducted no independent analysis to justify either 

concluding that EPCA preempts California’s standards or to justify adopting NHTSA’s 

analysis.  This is particularly noteworthy given that the two courts to address this very 

                                            

759 83 Fed.Reg. at 43,240.   
760 Id.; see also 74 Fed.Reg. at 32,747 (relying on 36 Fed.Reg. 17,458 (Aug. 31, 1971)).   
761 83 Fed.Reg. at 43,240. 
762 Id. at 43,244.   
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question disagree with NHTSA’s proposed action.763  To revoke California’s waiver 

based on NHTSA’s analysis would be an abdication of EPA’s responsibility.  “[A]n 

agency literally has no power to act, let alone pre-empt the validly enacted legislation of 

a sovereign State, unless and until Congress confers power upon it.”764 EPA “is not 

empowered to administer [EPCA].”765 EPA has “no legal authority” to decide the 

preemptive effect of EPCA or NHTSA’s regulations.766 Consequently, any statements 

by EPA regarding the scope of EPCA’s preemption provision can be “nothing more 

than” general statements of policy with no legal effect—including the legal effect of 

revoking an already granted waiver.767   

 EPA’s proposed findings under Section 209(b)(1)(B) are unlawful.  

EPA’s proposed findings that California does not need its GHG and ZEV standards to 
meet compelling and extraordinary conditions solely rely on a proposed reinterpretation 
of Section 209(b)(1)(B).768  As discussed above, revocation of a previously granted 
waiver may not be based on an agency’s new view of the law.769  EPA’s proposed 
interpretation is also unlawful, underscoring the absence of any basis for revocation. 

1. EPA’s proposed interpretation of “such State standards” in Section 
209(b)(1)(B) is unambiguously foreclosed and unreasonable. 

a. EPA’s proposed interpretation is an unjustified departure from 
EPA’s traditional interpretation. 

For more than 30 years, EPA “has traditionally interpreted [Section 209(b)(1)(B) of the 
Clean Air Act] as requiring a consideration of whether California needs a separate motor 
vehicle program to meet compelling and extraordinary conditions.”770  And EPA has 
consistently maintained this “whole motor vehicle program” interpretation despite 
repeated requests to adopt an interpretation like the one it now proposes—one where, 
for certain pollutants, EPA would consider California’s need for a particular standard 
rather than for its motor vehicle program as a whole.771   

                                            

763 Cent. Valley Chrysler-Jeep, Inc. v. Goldstene, 529 F. Supp. 2d 1151, 1153 (E.D. Cal. 2007); Green Mountain 
Chrysler Plymouth Dodge Jeep v. Crombie, 508 F. Supp. 2d 295, 305 (D. Vt. 2007).   
764 Louisiana Pub. Serv. Comm’n v. F.C.C., 476 U.S. 355, 374 (1986).  
765 See Nat’l Park Hospitality Ass’n v. Dept. of Interior, 538 U.S. 803, 809 (2003).  
766 See American Tort Reform Ass’n v. OSHA, 738 F.3d 387, 393 (D.C. Cir. 2013).   
767 See Nat’l Park Hospitality Ass’n, 538 U.S. at 809. 
768 EPA has not proposed to find that the waiver should be revoked based on the agency’s historical interpretation of 
§ 209(b)(1)(B)—the one EPA applied in 2013 when it granted the ACC waiver—and, therefore, may not make such a 
finding in its final action. 
769 EPA suggests that this 1984 decision can be explained by what EPA characterizes as Congress’ intent to “allow[] 
California to adopt less stringent CO standards at the same time when California wanted to adopt NOx standards that 
were tighter than the Federal NOx standards.”  83 Fed.Reg. at 43,247.  This narrow reading of congressional intent 
does not explain this decision, which concerned a pollutant—particulate matter—wholly distinct from CO and NOx.   
770 78 Fed.Reg. at 2125 (emphasis added); see 49 Fed.Reg. at 18,887; 78 Fed.Reg. at 2131.   
771 See 49 Fed.Reg. at 18,887 (rejecting argument that determination under § 209(b)(1)(B) should be specific to the 

pollutant at issue rather than based on “California’s continued need for its own mobile source emissions control 
program.”); see also 44 Fed.Reg. 38,660, 38,661 (July 2, 1979); 74 Fed.Reg. at 32,760-762.   
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In fact, EPA has only departed from this traditional interpretation once in the decades 
since the waiver provision was enacted, and only for a brief time.772  EPA reverted to its 
traditional interpretation because that “is the most straightforward reading of the text 
and legislative history of section 209(b).”773   

EPA now proposes to interpret the phrase “such State standards” as referring to 
California’s whole program for “local” or “regional” pollutants, but to individual standards 
for “global” pollutants.  This interpretation is unambiguously prohibited and 
unreasonable, as described below.   

EPA acknowledges that this interpretation constitutes a departure from its historic 
“whole program” interpretation, and obliquely acknowledges this is also a departure 
from EPA’s long-standing position that a pollutant-specific reading of Section 
209(b)(1)(B) is impermissible.774  EPA further acknowledges that it “is required to 
articulate a reasoned basis for the changes in its positions.”775  However, despite citing 
to the case that describes this requirement, EPA does not acknowledge that its 
justification must be “more detailed than what would suffice for a new policy created on 
a blank slate” because EPA’s “prior policy has engendered serious reliance that must 
be taken into account.”776  As described above, California and other States have made 
numerous substantial policy and regulatory design decisions in reliance on their ability 
to implement and enforce the standards for which California received a waiver more 
than five years ago.  EPA never mentions these interests, nor explains why its proposed 
interpretation of Section 209(b)(1)(B) is so important that it must be applied, 
retroactively, to a five-year-old decision, thereby undermining serious reliance interests 
of sovereign States.  “[T]o ignore such matters” is “arbitrary and capricious.”777   

EPA attempts to justify its change in policy by stating, “a review of the grant of the 2016 
Draft TAR program waiver and the agency reasoning underpinning the grant are 
appropriate at this time,” because CARB supposedly asserted in its request for the 2016 
Draft TAR waiver that the ZEV standards in the Advanced Clean Cars program produce 
no criteria emissions benefits.778  This statement underscores that EPA is overstepping 
its statutory role here—undertaking a sua sponte review, because of a change in 
administrations, as though California’s waiver request may be picked up and scrutinized 
anew, five years after it was granted and based on statements allegedly made six years 
ago when the request was submitted. . This is an absurd reading of Section 209(b) and 
cannot justify EPA’s further reinterpretation of the statute or its reconsideration of a five-
year-old decision.  Further, EPA mischaracterizes CARB’s waiver request, which as 
discussed below, described criteria emissions benefits attributable to its ZEV program.  
Finally, EPA’s statement directly contradicts the agency’s findings in 2016 when it 
approved inclusion of the ZEV standards in California’s SIP.  Just two years ago, EPA 

                                            

772 See 73 Fed.Reg. 12,156 (March 6, 2008); 74 Fed.Reg. 32,744 (July 8, 2009).   
773 74 Fed.Reg. at 32,761.   
774 83 Fed.Reg. at 43,241.   
775 Id. at 43,245 
776 Fox Television, 556 U.S. 515.   
777 Id. 
778 83 Fed.Reg. at 43,248.   
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found that the ZEV standards are “enforceable emission limitations and other control 
measures” and “support the various RFP [reasonable further progress], attainment, and 
maintenance plans” related to criteria pollution.779  EPA has not acknowledged that it 
approved the ZEV standards into California’s SIP, let alone explained how the action it 
proposes here could possibly be consistent with that approval. 

EPA also attempts to justify its changed interpretation of Section 209(b)(1)(B) by 
contending that “an agency must consider the wisdom of its policy on a continuing 
basis,” particularly “in response to . . . a change in administration.”780  But EPA provides 
no justification for applying that change in policy retroactively to upend a five-year-old 
decision to which substantial reliance interests have attached.   

Finally, rather than justifying its departure from its traditional interpretation, EPA itself 
asserts that its traditional interpretation remains reasonable.781  There is accordingly no 
justification for EPA’s departure from this admittedly reasonable interpretation in order 
to upend a five-year-old waiver grant upon which considerable reliance interests now 
rest.   

b. EPA’s interpretation of “such State standards” under Section 
209(b)(1)(B) as varying for different pollutants is unambiguously 
foreclosed and unreasonable. 

EPA’s reinterpretation reads the scope of “such State standards” differently for different 
pollutants, permitting EPA to consider California’s whole program for “local or regional 
air pollution problems” and only individual emission standards for “globally distributed air 
pollutant[s].”  This pollutant-specific interpretation is logically incoherent and also 
entirely at odds with EPA’s previous position, restated in this same proposal, that it 
would be “inconsistent” with congressional intent and the text of Section 209(b) for “EPA 
to look at each air pollutant separately for purposes of determining compelling and 
extraordinary conditions.”782  Nothing in the statute’s text or legislative history gives EPA 
authority to review California’s standards differently, based on the pollutant at issue.  
EPA has previously recognized that “Congress did not use [the Section 209(b)(1)(B)] 
criterion to limit California’s discretion to a certain category of air pollution problems.”783  
Yet, EPA now proposes to diverge from its prior interpretation of Section 209(b)(1)(B) 
without justification.  EPA’s conclusory statement that it is “appropriate” to examine 
California’s “program as a whole” for criteria pollutants while simultaneously examining 
the GHG standards individually is notably not a justification.784   

EPA’s longstanding interpretation was correct.  EPA may not apply a different 
interpretation of “such State standards” when it is considering GHGs and when it is 

                                            

779 80 Fed.Reg. 69,915, 69,924 (Nov. 12, 2015) (proposed); 81 Fed.Reg. 39,42 (June 16, 2016) (final).   
780 83 Fed.Reg. at 43,248 (internal quotations omitted).   
781 Id. at 43,246 (listing traditional whole program interpretation as one of three reasonable interpretations).   
782 83 Fed.Reg. at 43,247.   
783 78 Fed.Reg. at 2,131.   
784 83 Fed.Reg. at 43,247.   
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considering criteria pollutants.785  Further, as the Clean Air Act thoroughly 
demonstrates, Congress knows how to indicate expressly that certain pollutants should 
be treated differently than others.786  It gave no such indication here. 

EPA’s proposed interpretation is also logically inconsistent.  EPA asserts that “such 
State standards” in Section 209(b)(1)(B) “refers at least to all of the standards that are 
the subject of the particular waiver request before the Administrator.”787  But EPA then 
proceeds to reconsider the grant of the Advanced Clean Cars waiver as to only two of 
the three standards that were part of that request, despite acknowledging that the 
Advanced Clean Cars program “is a single coordinated program comprising a suite of 
standards that California intended to be a cohesive program.”788  This unexplained 
rejection of EPA’s own interpretation of the statute defies logic.  EPA’s explanation is so 
incoherent and irreconcilable as to call into question what EPA’s position actually is. 

c. Interpreting “such State standards” in Section 209(b)(1)(B) as 
referring to individual standards is unambiguously foreclosed 
and unreasonable. 

Under Section 209(b)(1)(B), EPA must consider California’s need for its motor vehicle 
program as a whole to address compelling and extraordinary conditions in the State.   

The plain language of Section 209(b)(1)(B) dictates this result.  The plural “standards” 
belies EPA’s standard-by-standard approach.789  EPA stated more than 30 years ago, 
“[t]he use of the plural . . . confirms that Congress did not intend EPA to review the need 
for each individual standard in isolation.”790  Congress’ use of the word “such” to modify 
“standards” further confirms this reading.  The ordinary meaning of “such” is “of a kind” 
or “of the same class, type, or sort.”791  Therefore, the relevant question under Section 
209(b)(1)(B) is whether California needs standards (plural) of the sort relevant to the 
Section 209(b)(1) inquiry, not whether California needs a particular standard.  

EPA’s standard-by-standard interpretation also fails to account for the larger structural 
context of the Clean Air Act.  Congress specifically amended Section 209(b)(1) in 1977 
to maximize California’s discretion in administering its own motor vehicle program, and 
advanced that goal by inserting “in the aggregate” to modify “State standards” in Section 
209(b)(1) so that California could adopt a set of standards that, in the aggregate, was at 
least as protective as the federal standards, even if individual standards might not be.  
EPA’s proposed interpretation cannot be reconciled with that congressional intent or 
with the express reference to standards “in the aggregate” in the preceding reference to 

                                            

785 United States v. Santos, 553 U.S. 507, 522–23 (2008) (plurality) (superseded by statute on other grounds) (noting 
that “giving the same word, in the same statutory provision, different meanings in different factual contexts” would 
“‘render every statute a chameleon’” (quoting Clark v. Martinez, 543 U.S. 371 (2005))).   
786 See, e.g., 42 U.S.C. §§ 7408, 7410, 7411, 7412.   
787 83 Fed.Reg. at 43,246.   
788 Id.   
789 42 U.S.C. § 7543(b)(1)(B).   
790 49 Fed.Reg. at 18,890; see also Metro. Stevedore Co. v. Rambo, 515 U.S. 291, 296 (1995).   
791 “Such.” Merriam-Webster Dictionary. Accessed on October 24, 2018.  https://www.merriam-
webster.com/dictionary/such. 
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“State standards.”792  And EPA does not even attempt to explain why Congress would 
require EPA to consider the protectiveness of California’s standards by looking at them 
in the aggregate but permit EPA to consider California’s “need” on an individual, 
standard-by-standard basis. 
 
EPA’s contention that “such State standards” in Section 209(b)(1)(B) relates back to the 
singular “any standard” in Section 209(a) is implausible.793  It ignores Congress’ use of 
the plural “standards” and illogically and unjustifiably skips over the immediate 
antecedent use of “standards” in Section 209(b)(1) to reach “standard” in Section 
209(a).  EPA claims the Dictionary Act794 supports its reading of “standards” as 
“standard.”795  But, pursuant to its own terms, that provision of the Dictionary Act is 
relied on only very rarely when “doing so [is] ‘necessary to carry out the evident intent of 
the statute.’”796 EPA identifies no intent for which its reading is necessary, and EPA’s 
reading of “standards” as “standard” undermines congressional intent.  The Dictionary 
Act does not create any ambiguity.  It does not even apply. 

The disconnect between EPA’s interpretation and congressional intent is evident from 
the statutory text and relevant legislative history.  As discussed in more detail below, 
“extraordinary and compelling conditions” is, and was intended to be, a capacious 
phrase.  It strains plausibility to read the plural and broadly worded phrase “such State 
standards” narrowly where the nature and scope of the inquiry—involving the conditions 
in California—is plainly much broader than any single standard.  EPA's narrow reading 
also cannot be reconciled with Congress’ goal “to afford California the broadest possible 
discretion in selecting the best means to protect the health of its citizens and the public 
welfare.”797  Reviewing the need for California’s vehicle emissions program on a 
standard-by-standard basis deprives California of this discretion by positioning EPA to 
micro-manage California’s program, essentially allowing EPA to second-guess 
California as to the State’s need for each of its individual standards.  That is not the role 
Congress established for EPA.  

As EPA has itself noted, Section 209(b)(1)(B) reflects Congress’ determination that 
California’s need for its own vehicle emissions control program was significant enough 
to overcome automakers’ concerns about having to comply with two sets of 
standards.798  It is, therefore, California’s need for a separate vehicle emissions control 
program, not the need for any given standard, that EPA must evaluate under Section 
209(b)(1)(B):  “the ‘need’ issue went to the question of standards in general, not the 
particular standards for which California sought a waiver in a given instance.”799   

                                            

792 See 49 Fed.Reg. at 18,890 (noting that § 209(b)(1)(B) “apparently refers back to the phrase “State standards . . . 

in the aggregate,” as used in the first sentence of § 209(b)(1), rather than to the particular standard being 
considered”). 
793 See 83 Fed.Reg. at 43,246.   
794 1 U.S.C § 1. 
795 83 Fed.Reg. at 43,246 n.576.   
796 United States v. Hayes, 555 U.S. 415, 422 (2009) (quoting First Nat. Bank in St. Louis v. Missouri, 263 U.S. 640, 
657 (1924)).   
797 See H.R. Rep. No. 95-294, at 301.   
798 49 Fed.Reg. at 18,890. 
799 Id. (internal quotation omitted). 
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And EPA is simply wrong when it claims that this whole-program reading inappropriately 
“limits the application of the criterion” in all but EPA’s first waiver decision.  Rather, 
Section 209(b)(1)(B) requires EPA to consider, each time California seeks a waiver, 
whether California still has “compelling and extraordinary conditions” that warrant its 
separate vehicle emissions program.  Thus, should California reach a point where it no 
longer experiences serious and significant problems with air pollution from motor 
vehicles, Section 209(b)(1)(B) could, under the traditional, whole-program interpretation, 
limit California’s ability to continue its separate program. The fact that California still has 
some of the most serious air pollution challenges in the nation does not change the 
meaning of the statute.  Rather, California’s continued challenges with vehicle 
emissions means the very types of conditions Congress intended California to be able 
to address are still present and, therefore, California should be able to continue its 
efforts to address them. 

Finally, Congress has ratified EPA’s traditional “whole program” reading.  EPA 
expressly articulated and applied its traditional interpretation in granting a number of 
waiver requests (including the 1984 particulate matter waiver discussed above) before 
the 1990 Clean Air Act Amendments, at which time Congress added language nearly 
identical to that of Section 209(b)(1) in Section 209(e)(2).800  By nearly replicating the 
language of Section 209(b)(1) in 1990, Congress ratified EPA’s consistent interpretation 
of “such State standards” in Section 209(b)(1)(B).801   

d. EPA’s attempt to establish ambiguity regarding the meaning of 
“such State standards” in Section 209(b)(1)(B) fails. 

Notably, EPA does not assert that its pollutant-specific, sometimes standard-by-
standard, interpretation of “such State standards” in Section 209(b)(1)(B) is required.  
Rather, EPA’s proposed interpretation is premised on an ungrounded and logically 
inconsistent assertion that this phrase is ambiguous.  To support this contention, EPA 
advances three interpretations of the phrase that it claims are reasonable: 1) 
California’s entire motor vehicle program (EPA’s traditional interpretation); 2) 
California’s program for similar vehicles; or 3) the particular standards for which 
California seeks a waiver.  But only the first of EPA’s three proposed interpretations is 
permissible, let alone reasonable.  As described above, the statutory text and structure, 
congressional intent, and basic tenets of statutory construction necessitate this 
interpretation.   

EPA’s second proffered interpretation—California’s program for similar vehicles—is 
entirely divorced from the plain language of the statute.  EPA does not even attempt to 
explain how the other relevant words in this provision—“need” and “compelling and 
extraordinary conditions”—would allow for such an interpretation.  For example, EPA 
does not point to any conditions related to vehicle emissions that vary by vehicle type.  
And, of course, the history of EPA’s own regulation of vehicle emissions (as well as 
California’s) suggests the opposite—that a given pollutant (e.g., NOx) is often emitted 

                                            

800 See, e.g., 43 Fed.Reg. 998, 1000 (Jan. 5, 1978); 44 Fed.Reg. 38,660, 38,661 (July 2, 1979).   
801 See Merrill Lynch, Pierce, Fenner & Smith, Inc. v. Curran, 456 U.S. 353, 381–82 & n.66 (1982) (“re-enact[ing] a 

statute without change” or “incorporating sections of a prior law” demonstrates congressional intent to “le[ave] intact” 
contemporary interpretations). 
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by a variety of different vehicle types.  In essence, for this second purportedly 
reasonable interpretation, EPA reads “caused by similar vehicles” into the statutory text 
after “compelling and extraordinary conditions.”  Such readings are impermissible, 
particularly where a permissible construction—EPA’s traditional one—is, by the 
agency’s own admission, at least reasonable.802   

The third interpretation—standards within a specific waiver request—is likewise 
impermissible.  This interpretation, like the preceding one, ignores the rest of the 
provision and congressional intent by focusing EPA at a granular level on the particular 
set of standards submitted by California rather than on the State’s broader “need.”  
Given that air pollution is routinely addressed in incremental steps, it makes no sense to 
assess California’s “need” based solely on the set of standards presented to EPA in a 
waiver request, particularly when those standards are often amendments that make 
incremental improvements to existing standards.  Further, California might well submit a 
request for a single standard, and, as permitted under the 1977 amendments, that 
single standard might increase one type of pollution (in order to strengthen or maintain a 
standard for a different pollutant).  EPA’s third interpretation would have it consider 
whether California needs this single standard, which would (permissibly) increase 
pollution.  That inquiry makes little sense, as demonstrated by the very situation 
Congress contemplated and expressly authorized—California having standards that are 
only at least as protective as the federal standards when viewed in the aggregate.   

Only the first of EPA’s “reasonable” interpretations is permissible.  In establishing and 
strengthening the waiver provision, Congress ensured that California could continue 
exercising leadership with respect to motor vehicle emissions control and employing its 
technical expertise for the good of the entire nation.803  The “whole program” 
interpretation is consistent with that intent.  EPA’s other two allegedly “reasonable” 
interpretations are not.  Notably, EPA actually proposes to adopt a fourth 
interpretation—one that permits the agency to review parts of the package of standards 
California submits with a waiver request based on the pollutant those parts of the 
package address. This is an unambiguously impermissible interpretation, and neither it 
nor the purportedly reasonable alternative interpretations EPA pulls from thin air 
establishes that the statute is ambiguous.  

Finally, EPA’s attempt to establish ambiguity now—after almost 35 years of interpreting 
this provision as unambiguously requiring a review of the whole program—fails for the 
additional reason that this dramatic departure from long-standing interpretation 
“‘count[s] against’ its persuasiveness.”804   

EPA cannot manufacture ambiguity here, where none exists.  However, even if EPA 
could establish that “such State standards” in Section 209(b)(1)(B) were ambiguous, 
EPA’s proposed interpretation would still fail, because it is impermissible, for the 
reasons discussed throughout this Section. 

                                            

802 See Lamie v. U.S. Trustee, 540 U.S. 526, 538 (2004).      
803 See Ford Motor Co., 606 F.2d at 1297 (“Congress consciously chose to permit California to blaze its own trail with 
a minimum of federal oversight.)   
804 Orton Motor, Inc. v. United States Dep’t of Health & Human Servs., 884 F.3d 1205, 1214 (D.C. Cir. 2018) (quoting 
Landmark Legal Found. v. IRS, 267 F.3d 1132, 1137 (D.C. Cir. 2001)).  



 

357 
 

2. EPA’s proposed interpretation of “compelling and extraordinary 
conditions” to exclude GHGs and Climate Change is also 
unambiguously foreclosed and unreasonable. 

Departing from tradition, again, and further contravening congressional intent, EPA 
proposes to reinterpret “compelling and extraordinary conditions” to exclude GHGs and 
climate change.805  This interpretation is impermissible and unreasonable, as discussed 
below.  It is also irrelevant because, as discussed above, EPA cannot revoke an already 
granted waiver based on a new interpretation of the waiver criteria.    

a. EPA’s proposed interpretation of “compelling and extraordinary” 
is an unjustified departure from EPA’s traditional interpretation. 

EPA is proposing to interpret “compelling and extraordinary” conditions to mean 
“conditions specific to California” or “unique problems” absent from other States.806  
EPA is also proposing to conclude that GHG emissions and their impacts in California 
do not meet this test.807  For the reasons discussed below, this interpretation is 
unambiguously foreclosed and unreasonable, and this conclusion is arbitrary and 
capricious.  As with EPA’s proposed reinterpretation of “such State standards,” this 
interpretation is also an unjustified departure from the agency’s historical one.  And EPA 
must particularly justify its reinterpretation here because it is proposing to rely on it to 
revoke a waiver to which serious reliance interests have attached.808   

With one very short-lived exception, EPA has never interpreted “compelling and 
extraordinary conditions” as only conditions “unique” to California.  Indeed, the agency 
cannot do so, particularly in light of Section 177.  (See below.)  EPA has not explained 
its reinterpretation here, other than to point to a single statement in the legislative 
history that pre-dates the 1977 and 1990 amendments.  This statement does not justify 
EPA’s adoption of a uniqueness requirement, in general, let alone application of any 
such requirement to a five-year-old decision on which numerous States have relied.   

Further, while EPA briefly re-states its prior interpretation of “compelling and 
extraordinary conditions,” it does not acknowledge that it is departing from it.  In fact, 
EPA’s historic interpretation defines “compelling and extraordinary conditions” far more 
capaciously than EPA proposes here—as “primarily factors that tend to produce” 
substantial levels of pollution.809  While EPA has previously illustrated those “factors” by 
way of examples such as “geographical and climatic conditions,” it has never said that 
was an exclusive list or suggested that effects of air pollution could not be 
“conditions.”810  In fact, in 1984 EPA granted California a waiver for amendments to its 
motor vehicle emissions control program that established particulate matter emission 
standards and test procedures for 1985 and subsequent model year diesel fueled light-

                                            

805 83 Fed.Reg. at 43,247–48.   
806 83 Fed.Reg. at 43,248.   
807 Id.   
808 See Fox Television Stations, 556 U.S. at 515.   
809 E.g., 74 Fed.Reg. at 32,759–62.   
810 Id.   
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duty motor vehicles.811  EPA noted that CARB had adopted such standards “in 
response to compelling and extraordinary conditions, including the impact on the health 
and welfare of its citizens caused by decreased visibility, as well as adverse health 
effects and the economic cost of soiling, anticipated from diesel vehicular particulate 
emissions.”812   
Thus, under its traditional interpretation, EPA would have to consider the “factors that 
tend to produce” substantial levels of pollutants, including GHG emissions—such as the 
forty percent of California’s GHG emissions that come from the transportation sector, 
California's large population of vehicles and the number of miles driven, and the 
geographic and climatic conditions of the State.  It would also have to consider the 
adverse impacts of GHG emissions on California and its residents.  These are all plainly 
“compelling and extraordinary conditions” within the meaning of EPA’s historic 
interpretation.813 

Finally, EPA fails to acknowledge that, with one short-lived exception, it has never 
before required that the regulated pollutant cause local harm as part of its interpretation 
of “compelling and extraordinary conditions.”814   

b. EPA’s proposed interpretation of “compelling and extraordinary 
conditions” is inconsistent with the plain text and congressional 
intent. 

To support its new interpretation, EPA posits that “GHGs are not the kind of local or 
regional air pollution problem Congress intended to identify in the second criterion of 
section 209(b)(1)(B).”815  There is no basis for this reading in the statutory text, and this 
reading contravenes congressional intent. 

First, there are no words in Section 209(b)(1)(B), such as “local” or “regional,” that even 
arguably limit the provision to pollutants with any particular characteristics.  This 
absence is telling.  As noted above, Congress knows how to limit the scope of a Clean 
Air Act provision by pollutant or type of pollutant.816  It did not do so here, and EPA may 
not read the words “local” or “regional” into the text.817   

Second, EPA reads “compelling and extraordinary conditions” far too narrowly and in a 
way that does not comport with the plain meaning of these words or congressional 
intent.  Contrary to EPA’s contention818 the terms “compelling” and “extraordinary” 
differentiate conditions based on degree, not geographic scope.  For example, courts 

                                            

811 49 Fed.Reg. 18,887 (May 3, 1984).   
812 Id. at 18,889. 
813 EPA cannot now find otherwise, having failed to address these issues in its proposal.   
814 See 43 Fed.Reg. 25,729, 25,735 (June 14, 1978) (permitting California to regulate even “harmless exhaust 
constituents such as methane”). 
815 83 Fed.Reg. at 43,250.   
816 See, e.g., 42 U.S.C. §§ 7408, 7410, 7411, 7412.   
817 See Bates v. United States, 522 U.S. 23, 29–30 (1997) (“Where Congress includes particular language in one 
section of a statute but omits it in another section of the same Act, it is generally presumed that Congress acts 
intentionally and purposely in the disparate inclusion or exclusion.” (internal quotation omitted)).    
818 83 Fed.Reg. at 43,247. 
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have understood “compelling” as meaning “of a higher order” or “paramount.”819  And 
courts have accepted interpretations of “extraordinary” based on the “unusual nature 
and infrequent occurrence” of the relevant event.820  Notably, EPA cites no authority for 
the proposition that it may read a geographic distinction into these terms.  And EPA’s 
proposed distinction is illusory.  Either local or global pollution could cause conditions 
serious enough to be compelling or extraordinary.  Further, emissions typically 
considered “local” can travel across the country or the globe to produce, or worsen, 
conditions in remote locations, and “global” emissions can have disproportionate local 
impacts.  Congress was, in fact, well aware that air pollution does not respect borders, 
further underscoring that it did not intend unwritten geographic lines to be read into 
Section 209(b)(1)(B).821   

In addition, while the terms “extraordinary” and “compelling” differentiate conditions 
based on degree, they are nonetheless broad terms.  Indeed, the D.C. Circuit called this 
identical phrase, which also appears in Section 209(e), “expansive statutory 
language.”822  EPA does not explain why these broad terms should be narrowed on a 
geographic basis or to exclude an air pollution problem that happened not to be at the 
forefront of Congress’ mind when it wrote the text.  “[T]he fact that a statute can be 
applied in situations not expressly anticipated by Congress does not demonstrate 
ambiguity.  It demonstrates breadth.”823  The phrase “compelling and extraordinary 
conditions” is broad for a reason—to provide “regulatory flexibility” to respond to 
“changing circumstances and scientific developments” and “forestall obsolescence.”824   

Third, EPA’s interpretation ignores the statutory structure—improperly reading Section 
209(b) without consideration of the relationship between Sections 202(a), 209(a) and 
209(b).  Specifically, EPA proposes to read Section 209(b) as excluding GHGs at the 
same time that it proposes to continue regulating GHGs under Section 202(a) and 
presumes, albeit implicitly, that Section 209(a) preempts other States from regulating 
GHGs. This interpretation is implausible and impermissible. 

Section 202(a) requires EPA to set “standards applicable to the emission of any air 
pollutant from any class or classes of new motor vehicles or new motor vehicle engines, 
which in [the Administrator’s] judgment cause, or contribute to, air pollution which may 
reasonably be anticipated to endanger public health or welfare.”  Section 209(a) 
preempts States from adopting such standards.  Section 209(b), in contrast, provides 
that California may adopt and enforce its own emissions standards for new vehicles or 
engines, unless EPA finds that one or more of the deferentially applied waiver criteria 
are not met.  As the plain text and congressional intent indicate, the scope of pollutants 
covered by Section 209(b) is not more limited than the scope of Section 202(a) or 

                                            

819 United States v. Hardman, 297 F.3d 1116, 1127 (10th Cir. 2002) (quoting Wisconsin v. Yoder, 406 U.S. 205, 215 
(1972) and Sherbert v. Verner, 374 U.S. 398, 406 (1963)).   
820 Amerada Hess Pipeline Corp. v. FERC, 117 F.3d 596, 602 (D.C. Cir. 1997).   
821 See 42 U.S.C. §§ 7415, 7426. 
822 Am. Trucking Ass’ns, Inc. v. EPA, 600 F.3d 624, 627 (2010).   
823 Massachusetts v. EPA, 549 U.S. 497, 532 (2007) (quoting Pennsylvania Dept. of Corrections v. Yeskey, 524 U.S. 

206, 212 (1998)).   
824 See id. at 532.  
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Section 209(a), as EPA suggests.  Rather, Section 209(b) exists to allow California to 
take more aggressive action than EPA—including the regulation of pollutants EPA might 
not yet be regulating under Section 202(a).  California’s history of doing precisely that is 
a primary reason Section 209(b) exists.825    

EPA also ignores the relationship between Sections 209(a) and (b).  Specifically, EPA 
appears to assume that Section 209(a) preempts States from adopting their own GHG 
emissions standards for new vehicles.  Yet, EPA reads Section 209(b) as precluding a 
waiver for California’s GHG standards.  In other words, EPA reads the scope of Section 
209(a)’s preemption as broader than the available scope of a waiver under Section 
209(b).  Nothing in the text, structure or legislative history supports this reading.826  
Rather, the text, structure and legislative history indicate the opposite—that for any 
standard that could be preempted by Section 209(a), California may obtain a waiver of 
that preemption.827   

Finally, reading “compelling and extraordinary conditions” as limited to “local” or 
“regional” pollutants undermines Congress’ intent that California retain its own 
regulatory program and continue to lead the nation as a “laboratory of innovation.”828   

EPA’s reading of Section 209(b)(1) is, in fact, remarkably similar to the interpretation it 
advanced—and the Supreme Court rejected—regarding the scope of Section 202(a).  
Rejecting EPA’s position that “Congress designed the Clean Air Act to address local air 
pollutants rather than a substance that ‘is fairly consistent in its concentration 
throughout the world’s atmosphere,’” the Court held that Section 202(a) unambiguously 
embraces “all airborne compounds” despite the provision’s silence as to carbon dioxide 
and other greenhouse gases.829  Specifically, the Court reasoned: 

While the Congresses that drafted § 202(a)(1) might not have appreciated 
the possibility that burning fossil fuels could lead to global warming, they 
did understand that without regulatory flexibility, changing circumstances 
and scientific developments would soon render the Clean Air Act obsolete.  
The broad language of § 202(a)(1) reflects an intentional effort to confer 
the flexibility necessary to forestall such obsolescence.830   

There is no reason Section 209(b)(1)(B) should be interpreted more narrowly than 
Section 202(a), and EPA has not even acknowledged it is proposing such an 
interpretation, let alone attempted to justify it.   

                                            

825 See MEMA I, 627 F.2d at 1109; H.R. Rep. No. 95-294 at 301 (“California was afforded special status due to that 
State’s pioneering role in regulating automobile-related emissions, which pre-dated the Federal effort.”) 
826 See also MEMA I, 627 F.2d at 1108 (“The legislative history of § 209 supports the Administrator’s interpretation 
that the waiver provision is coextensive with the preemption provision . . . .”).   
827 See 42 U.S.C. § 7543(b)(1) (authorizing “waive[r] of application of [§ 209(a)]”). 
828 S. Rep. No. 90-403 at 81; see also MEMA I, 627 F.2d at 1108 n.22 (“there are overwhelming indications in the 
legislative history that Congress intended California to enjoy the broadest possible discretion in selecting a complete 
program of emissions control”) (emphasis added).   
829 Massachusetts, 549 U.S. at 512, 529 (emphasis in original).   
830 Id. at 532.  
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c. Congress’ discussion of California’s challenges with smog does 
not limit Section 209(b)(1)(B) to smog-related pollutants. 

EPA states that the legislative history for the original 1967 waiver provision “focused on 
California’s smog problem, which is especially affected by local conditions and local 
pollution.”831  But the fact that Congress discussed smog when it considered enacting 
the waiver provision does not permit a reading that limits Section 209(b)(1)(B) to air 
pollutants that contribute to smog.  In fact, the use of the plural “conditions,” along with 
the expansive phrase “compelling and extraordinary,” indicates just the opposite.832   

Congress did not limit application of the waiver provision to smog or any other pollution 
or pollutant.  As noted above, Congress knows how to limit provisions of the Clean Air 
Act in those ways; it did not do so here; and EPA cannot read words into the statute.  
Rather, Congress chose to use “expansive statutory language”833 and “to afford 
California the broadest possible discretion in selecting the best means to protect the 
health of its citizens and the public welfare”834 Congress expressly and intentionally 
drafted Section 209(b)(1)(B) broadly to enable California’s continued exercise of 
leadership and technical expertise to respond to emerging threats “from various 
pollutants.”835  EPA cannot rely on legislative discussion of smog to limit Section 
209(b)(1)(B)’s express and expansive terms and prevent California from addressing 
GHG emissions.   

Finally, EPA has granted California waivers for standards to reduce pollutants that do 
not contribute to smog, such as particulate matter.836  So EPA itself has not read the 
provision as limited to the specific pollution problem—smog—that is discussed in the 
legislative history.  It has not proposed to change this reading here.  Nor could it lawfully 
do so. 

d. “Compelling and extraordinary conditions” do not need to be 
unique to California or sufficiently different from the nation. 

EPA contends that “compelling and extraordinary” must mean “unique” or “sufficiently 
different from” the rest of the country.837  This position is inconsistent with the clear 
statutory language of Section 209(b)(1)(B), other provisions of the Clean Air Act, and 
the legislative history.   

Neither “unique” nor “sufficiently different from” is in the language of Section 
209(b)(1)(B).  And courts have declined to interpret the words that are in the statute—
“compelling” or “extraordinary”—as requiring uniqueness. For example, the court in 
Shell Oil Co. v. United States Dep’t of Labor838 considered statutory language 

                                            

831 83 Fed.Reg. at 43,247.   
832 See Metro. Stevedore Co., 515 U.S. at 296 (“The use of ‘conditions,’ a word in the plural, suggests that Congress 
did not intend to limit the bases … to a single condition.”). 
833 Am. Trucking Ass’ns, 600 F.3d at 627. 
834 (H.R. Rep. No. 95-294, at 301).   
835 See, e.g., id. at 23; S. Rep. 90-403 at 81.   
836 E.g., 49 Fed.Reg. 18,887.   
837 83 Fed.Reg. at 43,247.   
838 106 F. Supp. 2d 15 (D.D.C. 2000). 
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authorizing OSHA to approve state plans when the state standards in those plans were, 
among other things, “required by compelling local conditions.”839  The court rejected the 
argument that such conditions must be “unique to California.”840  Requiring 
“uniqueness,” the court noted, would “minimize, not maximize” the role Congress had 
established for the states and, therefore, would be “anathema to the [Act’s] scheme of 
federalism.”841  Similarly, in Amerada Hess Pipeline,842 the D.C. Circuit dismissed the 
argument that, because oil spills are common occurrences, they could not be 
“extraordinary.”  Notably, EPA cites no case interpreting “compelling” or “extraordinary” 
as “unique.”843 

EPA relies exclusively on a few excerpts from the legislative history that note 
California’s “unique problems.”844  As noted, Congress inserted no such phrase into the 
statutory text.  In addition, the rest of the legislative history—of which there is a lot—
undermines EPA’s reading “unique to California” into the statute.  For example, 
consistent references in the legislative history emphasize California’s leadership as a 
laboratory of innovation that had benefited, and would continue to benefit, the rest of the 
country.845  If the problems facing California were truly “unique,” Congress would have 
no reason to value this function of California’s historic role, let alone to preserve that 
role for the future.  

Moreover, each of the legislative history references on which EPA relies is from 1967, a 
decade before the 1977 amendments that expanded the waiver provision and added 
Section 177.  Congress’ addition of Section 177 establishes that the phrase “compelling 
and extraordinary” does not require California’s problems to be entirely unique or 
sufficiently different from those in other States.  If it did, Congress would have had no 
reason to allow other States to adopt California’s standards.  The legislative history from 
1977 underscores the point:  Congress wanted California to continue to lead the nation 
in addressing the serious pollution concerns it, and other States, faced.  In Congress’ 
own words, it “intended to ratify and strengthen the California waiver provision and to 
affirm the underlying intent of that provision, i.e., to afford California the broadest 
possible discretion in selecting the best means to protect the health of its citizens and 
the public welfare.”846   

And to the extent EPA’s analysis of “compelling and extraordinary” looks at effects, EPA 
cannot claim that these effects must be “unique” to California.  Otherwise, it would be a 
rare air pollution problem, indeed, that could satisfy this exacting and unrealistic 
standard. 

                                            

839 Id. at 17.   
840 Id. at 20.   
841 Id.   
842 117 F.3d 596 
843 EPA is also interpreting the phrases it pulls from the legislative history (not the statute) incorrectly.  EPA has 
interpreted “unique” to mean “singular” or “unlike any other.”  But “unique” can refer to “remarkable, special, or 
unusual.”  Similarly, “sufficiently different from” is not the same as “entirely different from”, as EPA asserts in its 
proposal.  83 Fed.Reg. at 43,247.   
844 See 83 Fed.Reg. at 43,247.   
845 See, e.g., S. Rep. 90-43 at 33, 81; H.R. Rep. No. 95-204 at 301.   
846 H.R. Rep. No. 95-294 at  301–02.  
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e. “Compelling and extraordinary conditions” includes greenhouse 
gas emissions and the climate change impacts they cause. 

As the discussion above demonstrates, Congress intentionally used the broad language 
of “compelling and extraordinary conditions” to afford California substantial discretion in 
deciding which problems to address and how, and to allow California to continue 
exercising leadership in the field of vehicle emission control.  Congress also intended 
Section 209(b)(1)(B), like many other sections of the Clean Air Act, to leave space to 
address problems Congress “might not have appreciated” when it drafted the waiver 
provision.847  Consistent with the statutory language, legislative history, and 
congressional intent, “compelling and extraordinary conditions” in Section 209(b)(1)(B) 
must be read as encompassing conditions connected with climate change—both its 
causes and its impacts.848  This reading is the only one that advances Congress’ intent 
to “confer[] broad discretion on the State of California to weigh the degree of health 
hazards from various pollutants and the degree of emission reduction achievable for 
various pollutants.”849   

3. California’s need for its separate Motor Vehicle Control Program 
does not require that an individual standard will materially affect its 
air pollution problems or that California vehicles are the primary 
cause of the problem.  

EPA impermissibly and unreasonably reinterprets Section 209(b)(1)(B) to require 
California’s GHG and ZEV standards to “meaningfully address” and “materially affect” 
California’s GHG concentrations or the effects in California of climate change.850  
Alternatively, EPA proposes to reinterpret this language to require that the pollution 
California’s GHG and ZEV standards seek to address must be a fundamental or primary 
cause of California’s extraordinary and compelling conditions.851  EPA has not justified 
its change in course and cannot justify its unambiguously prohibited and unreasonable 
reinterpretation. 

The statutory language of Section 209(b)(1)(B) forecloses EPA’s reinterpretation.  
Nothing in the statutory language limits California’s need for emissions control 
standards to situations where those emissions are the primary cause of a pollution 
problem or to standards that will have what EPA believes are meaningful effects on that 
pollution problem.  Indeed, as discussed above, Congress chose capacious language—
leaving “broad discretion” to California “to weigh the degree of health hazards from 
various pollutants and the degree of emission reduction achievable for various 
pollutants.”852  And EPA's long established policy and practice accordingly has been to 
defer to California’s judgment with respect to “need.”853  EPA’s narrow reading 

                                            

847 Massachusetts, 549 U.S. at 532.   
848 See id.   
849 H.R. Rep. No. 95-294 at 23. 
850 83 Fed.Reg. at 43,248.   
851 Id. at 43,247.   
852 H.R. Rep. No. 95-294 at 23.   
853 See 43 Fed.Reg. at 25,735 (“it is EPA’s practice to leave the decisions on controversial matters of public policy, 
such as whether to regulate [harmless] methane emissions, to California”).   
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impermissibly constrains California’s discretion and improperly positions EPA to 
second-guess California’s policy judgment.  Nor should a federal statute intended to 
preserve state authority be read to intrude on core sovereign decisions such as whether 
or not certain emissions controls are needed to protect the State’s residents and 
resources.   

EPA’s reinterpretation also conflicts with the well-established principle that incremental 
progress is progress nonetheless—that governments need not fully solve a problem 
with each and every step they take to address that problem.854  EPA has long 
recognized this principle and the value of incremental progress, granting California 
waivers and authorizations for numerous regulations that would contribute incrementally 
to addressing California’s air pollution challenges.855  And Congress itself plainly 
recognized the same in 1990 when it created Section 209(e) and preserved California’s 
authority to regulate non-road vehicles and engines, using language virtually identical to 
that in Section 209(b).  Neither Congress nor EPA has ever required California to show 
that non-road vehicles or engines are some kind of primary cause of California’s air 
pollution challenges, in order for California to seek to reduce emissions from those 
vehicles and engines. 

In Massachusetts, the Court recognized that incremental progress is particularly 
necessary and appropriate in the context of GHGs and climate change: “[w]hile it may 
be true that regulating motor-vehicle emissions will not by itself reverse global warming, 
it by no means follows that we lack jurisdiction to decide whether EPA has a duty to 
take steps to slow or reduce it. . . . A reduction in domestic emissions would slow the 
pace of global emissions increases, no matter what happens elsewhere.”856  Similarly, a 
reduction in GHG emissions from motor vehicles in California would slow the pace of 
global emissions increases, regardless of the emissions from other sources in other 
parts of the world.  EPA’s proposed interpretation directly contravenes this well-
established principle and precedent.   

Congress’ desire that California continue to experiment also undermines EPA’s 
argument that California cannot “need” its ZEV standard because it allows 
manufacturers to generate credits for fuel cell vehicles sold in Section 177 States.857  
This “travel provision” does not negate California’s “need” for its ZEV standards.  
Rather, it recognizes the need to encourage the development, application, and 
commercialization of these technologies and the challenges these technologies can 
face (because they require new and different fueling infrastructure, for example).  
Policies, like the travel provision, that encourage the development and deployment of 
emissions-reducing technology underscore, rather than undermine, the need for that 
technology.  California is doing what Congress intended, and EPA’s interpretation would 

                                            

854 See Massachusetts, 549 U.S. at 524 (“Agencies, like legislatures, do not generally resolve massive problems in 

one fell regulatory swoop. . . .  They instead whittle away at them over time, refining their preferred approach as 
circumstances change and as they develop a more nuanced understanding of how best to proceed.”).   
855 E.g., 61 Fed.Reg. 69,093 (Dec. 31, 1996) (granting authorization under § 209(e) for standards regulating non-road 
recreational vehicles, including golf carts and certain go-karts).   
856 Id. at 525–26.   
857 83 Fed.Reg. at 43,249.   
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prevent the effectuation of congressional intent.858  Further, the long-term effects of 
such innovation cannot always be evaluated at the time a technology-forcing standard is 
adopted, demonstrating that whether a single standard, or set of standards, will 
necessarily have a “material” effect (however that is defined) is not the question 
Congress intended EPA to ask under Section 209(b)(1)(B).  

Notably, EPA has not imposed this heightened “need” standard in prior waiver requests, 
even where the pollution, like GHGs, is produced by a variety of sources, including 
mobile and stationary sources.  Nor has EPA imposed this heightened requirement 
where the standards under consideration will enable incremental progress on serious air 
pollution challenges.  To the extent EPA is proposing to interpret “need” differently for 
different pollutants, as it appears to be doing, that interpretation is impermissible for the 
reasons discussed above.859  And, as with so many of EPA’s proposed interpretations, 
this one departs from EPA’s long-standing interpretation without any, let alone sufficient, 
justification.860   

4. The proposed revocation is arbitrary and capricious and otherwise 
unlawful under the proper “whole program” interpretation of Section 
209(b)(1)(B). 

 EPA may not revoke any part of California’s already granted 2013 waiver.  Even if EPA 
had any authority to consider revoking an already granted waiver, it could only do so 
under its longstanding (and proper) interpretation of Section 209(b)(1)(B).  Under that 
standard, there is no question that California needs its motor vehicle program as a 
whole, including its GHG and ZEV standards, to meet compelling and extraordinary 
conditions.   

As EPA acknowledges, California continues to have compelling and extraordinary 
conditions for which its motor vehicle program is needed.861  The same conditions that 
have trapped air pollution inland for decades remain today.  Despite stringent 
regulations and other efforts, parts of the State continue to face some of the worst air 
quality in the country.  EPA recently recognized this fact (as it has regularly done), 
awarding millions of dollars of funding to San Joaquin and South Coast Air Basins to 
address air pollution problems.862  Acting Region 9 EPA Administrator Alexis Strauss 
explained that, “[d]espite significant efforts, the South Coast and San Joaquin air basins 
still experience some of the worst air quality in the nation.”863  Eight of the top ten cities 
in the United States experiencing the highest levels of ozone and seven of the top ten 

                                            

858 As a practical matter, EPA is simply wrong when it suggests that California’s needs are not addressed by the fuel 

cell vehicle travel provision. ZEV sales in California have met or exceeded targets.  The fact that § 177 States might 
count California sales toward their targets cannot demonstrate that California does not need its targets. 
859 See also Santos, 553 U.S. at 522-23 (plurality) (the same statutory term cannot be applied differently in different 
factual scenarios); Clark, 543 U.S. 371 (2005) (same). 
860 See Fox Television, 556 U.S. at 515. 
861 See 83 Fed.Reg. at 43,241 n.555.   
862 California to Receive $12.75 Million to Improve Air Quality in San Joaquin Valley, South Coast (May 2, 2018). U.S. 
EPA. Accessed on October 24, 2018.https://www.epa.gov/newsreleases/california-receive-1275-million-improve-air-
quality-san-joaquin-valley-south-coast. 
863 Id. 

https://www.epa.gov/newsreleases/california-receive-1275-million-improve-air-quality-san-joaquin-valley-south-coast
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cities in the United States experiencing the highest levels of short-term particulate 
matter (24-hour PM2.5)) are in California.864 

Notably, EPA has not proposed to find that, under the proper “whole program” 
approach, California would not satisfy Section 209(b)(1)(B) for its entire motor vehicle 
program, including the GHG and ZEV standards.  Nor could it lawfully do so.   

Further, and contrary to EPA’s claims, the compelling and extraordinary threats and 
challenges California faces from climate change, discussed in more detail below, 
underscore the State’s need for its motor vehicle program.  These threats and 
challenges are relevant under EPA’s traditional and proper consideration of California’s 
whole program because they are themselves compelling and extraordinary conditions 
that support California’s need for its own vehicle emissions program.  They are, further, 
relevant to California’s long-standing compelling and extraordinary conditions regarding 
criteria pollution because of the relationship between ozone formation and climate 
change which is discussed in more detail below.  

EPA’s proposal to revoke California’s waiver for certain model years of its GHG and 
ZEV standards under Section 209(b)(1)(B) is unlawful because California still needs its 
entire vehicle emissions program to meet compelling and extraordinary conditions—the 
same ones Congress initially recognized as well as conditions that have emerged since 
enactment of the waiver provision. 

5. EPA’s proposed revocation of California’s waiver is arbitrary and 
capricious and otherwise unlawful even if EPA looks at the GHG and 
ZEV standards rather than California’s whole program. 

a. California needs its GHG-reducing standards to meet the 
extraordinary and compelling conditions caused by GHG 
emissions. 

Climate change poses an existential threat to California.  CARB described this threat, 
with supporting evidence, in its Advanced Clean Cars waiver request, and EPA does 
not dispute the evidence or California’s findings.  Nor could EPA reasonably do so, 
given the overwhelming evidence and EPA’s own endangerment findings.865 

Rather, EPA’s proposal to revoke California’s GHG and ZEV standards is based on a 
new interpretation of Section 209(b)(1)(B) that permits EPA to review these standards 
separate from California’s whole vehicle emissions program (and separate from the rest 
of the Advanced Clean Cars program); precludes “global” pollutants and their impacts 
from being considered “compelling and extraordinary conditions”; and requires 

                                            

864 State of the Air 2018. American Lung Association. Accessed on October 24, 2018.   
https://www.lung.org/assets/documents/healthy-air/state-of-the-air/sota-2018-full.pdf. 
865 EPA attempts to distance itself from the logical consequence of its own endangerment findings by claiming those 
findings are a “completely different determination than whether California needs its mobile source pollution program.”  
83 Fed.Reg. at 43,249.  EPA relies on a statement it made in 2014 when it applied its traditional “whole program” 
interpretation of “such State standards.”  See id. (quoting 79 Fed.Reg. 46,256, 46,262 (Aug. 7, 2014)).  If, as it is 
proposing to do, EPA now rejects that interpretation, it cannot rely on this statement, particularly since it has provided 
no justification for them.  In any event, whether or not the endangerment findings were “completely different 
determination[s],” California plainly needs its GHG-reducing standards to meet compelling and extraordinary 
conditions.  

https://www.lung.org/assets/documents/healthy-air/state-of-the-air/sota-2018-full.pdf


 

367 
 

California to show that its standards will address the primary cause of California’s 
climate impacts or will have an (undefined) meaningful effect on those climate impacts.  
As discussed above, these interpretations are unambiguously foreclosed and 
unreasonable and, in any event, cannot lawfully be applied retroactively to a waiver 
approved five years ago.  

But even under an interpretation that considers California’s GHG-reducing standards 
separately from its other vehicle emissions standards, EPA’s proposed revocation is 
unlawful. There is no basis to find that GHG concentrations, the vehicles that contribute 
to them, and the climate impacts that result from them are not “compelling and 
extraordinary conditions” or that California does not need its own vehicle emissions 
standards to address those conditions. 

California recognized the severe threats the State faces from climate change, and the 
causal relationship between vehicular GHG emissions and those threats, as early as 
2002.866  Specifically, the California Legislature found that “[g]lobal warming would 
impose on California, in particular, compelling and extraordinary impacts.”867  The 
identified impacts included reductions in water supply, more catastrophic wildfires, 
damage to the State’s sizable coastline and ocean resources, and adverse health 
impacts from increasing air pollution due to higher temperatures.  The Legislature also 
recognized that vehicles—particularly passenger vehicles and light-duty trucks—
contribute significantly to California’s greenhouse gas emissions and that reducing 
those emissions would, thus, necessarily have to be an important part of the State’s 
efforts to reduce climate threats to the State and its people. 

Since 2002, evidence of the severe threats facing California from climate change has 
only become clearer, as scientific understanding has advanced and California has 
begun to feel significant impacts.  California’s Fourth Climate Change Assessment 
documents some of the existing and expected impacts from climate change specifically 
in California, including: 

• Air quality: rising temperatures “could lead to increases in ground-level ozone 
and reduce the effectiveness of emission reductions taken to achieve air quality 
standards.”868 

• Sea-level rise and coastal erosion: “If emissions continue at current rates, Fourth 
Assessment model results indicate that total sea-level rise by 2100 is expected to 
be 54 inches, almost twice the rise that would occur if greenhouse gas emissions 
are lowered to reduce risk.”869  “31 to 67 percent of Southern California beaches 

may completely erode by 2100 without large-scale human interventions.”870  

                                            

866 Cal. Assembly Bill (AB) 1493, Chap. 200, Stats. 2002.   
867 Id. 
868 California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: Statewide Summary Report 
40 (Aug. 2018), available at http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf. 
869 California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: A Summary of Key Findings 
from California’s Fourth Climate Change Assessment 6 (Aug. 2018). Climate Assessment. Accessed on October 24, 
2018. http://www.climateassessment.ca.gov/state/docs/20180827-SummaryBrochure.pdf. 
870 Id. at 15. 

http://www.climateassessment.ca.gov/state/docs/20180827-SummaryBrochure.pdf
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• Precipitation and water supply: “California has the highest variability of year-to-
year precipitation in the contiguous United States.”871  By 2050, “the average 
water supply from snowpack is projected to decline by 2/3 from historical 
levels.”872  

• Drought and land subsidence: The frequency of droughts is likely to increase due 
to climate change.  “A secondary, but large, effect of droughts is the increased 
extraction of groundwater from aquifers in the Central Valley, primarily for 
agricultural uses. The pumping can lead to subsidence of ground levels, which 
around the San Joaquin-Sacramento Delta has been measured at over three-
quarters of an inch per year. This subsidence impacts the canals that deliver 
water across the region.”873   

• Agriculture: “Agricultural production could face climate-related water shortages of 
up to 16 percent in certain regions. Regardless of whether California receives 
more or less annual precipitation in the future, the state will be dryer because 
hotter conditions will increase the loss of soil moisture.”874  

• Wildfires: “One Fourth Assessment model suggests large wildfires (greater than 
25,000 acres) could become 50 percent more frequent by the end of century if 
emissions are not reduced. The model produces more years with extremely high 
areas burned, even compared to the historically destructive wildfires of 2017 and 
2018.”875  “By the end of the century, California could experience wildfires that 
burn up to a maximum of 178 percent more acres per year than current 
averages.”876  Increased wildfire smoke will also lead to more respiratory 
illness.877   

• Extreme heat events and human health: “Heat-Health Events (HHEs), which 
predict heat risk to local vulnerable populations, will worsen drastically 
throughout the state by mid-century. The Central Valley is projected to 
experience average HHEs that are up to two weeks long, and HHEs could occur 
four to ten times more often in the North Sierra region.”878  “The 2006 heat wave 
killed over 600 people, resulted in 16,000 emergency department visits, and led 
to nearly $5.4 billion in damages. The human cost of these events is already 
immense, but research suggests that mortality risk for those 65 or older could 
increase ten-fold by the 2090s because of climate change.”879   

• Infrastructure: Airports in major urban areas will be susceptible to major flooding 
from sea-level rise and storm surge by 2040-2080, and 370 miles of coastal 

                                            

871 California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: Statewide Summary Report 
at 24. 
872 California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: A Summary of Key Findings 
from California’s Fourth Climate Change Assessment at 5. 
873 Id. at 14. 
874 Id.  
875 Id. at 6. 
876 Id.  
877 Id. at 8. 
878 Id. at 7. 
879 Id.  



 

369 
 

highway will be susceptible to coastal flooding by 2100.880  Land subsidence and 
sea-level rise could cause overtopping or failure of the levees in the Sacramento-
San Joaquin Delta, “exposing natural gas pipelines and other infrastructure to 
damage or structural failure.”881 

There can be no question that California faces “extraordinary and compelling 
conditions”—now and in the future—from GHG emissions. 

In fact, California is “one of the most ‘climate-challenged’ regions of North America.”882  
While other States will experience their own substantial climate harms, California’s 
extensive coastline, reliance on snowpack for water storage, susceptibility to drought, 
potential for land subsidence, and other geographic and climatic factors render it 
particularly vulnerable and impacted.  Further, the impacts to California’s agricultural 
sector have the potential to dramatically affect the Nation as a whole because California 
currently produces more than a third of the country’s vegetables and two-thirds of the 
country’s fruits and nuts.883  Thus, even if EPA’s unlawful requirement that California’s 
conditions be “sufficiently different” from the rest of the nation could apply here, climate 
change impacts would still constitute such conditions.   

California needs its GHG-reducing vehicle standards to meet these compelling and 
extraordinary conditions.  As the Legislature found in 2002, and as remains true today, 
motor vehicles in California contribute significantly to total GHG emissions.884  In 2016, 
the transportation sector accounted for approximately 40 percent of California’s total 
GHG emissions.885  And within the transportation sector, light-duty vehicles account for 
the majority of GHG emissions, representing approximately 60 percent of the GHG 
emissions from the transportation sector.886  Therefore, any effective approach to 
reducing GHG emissions in California must include regulations to reduce emissions 
from motor vehicles. 

EPA maintains that the Clean Air Act precludes California from addressing these 
substantial sources of the very pollution that poses an existential threat to California 
because other sources, in other states and other countries, also contribute to this 
pollution.  In other words, EPA proposes to find that California may not reduce its 
contributions to an enormous problem because those reductions will not fully solve the 
problem.  This is an absurd interpretation of one of the country’s most comprehensive 
environmental laws.  Indeed, EPA’s interpretation reads the Clean Air Act as requiring 
of California the very inaction which leads to the tragedy of the commons.  If California 

                                            

880 California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: Statewide Summary Report 
at 54-55. 
881 Id. at 12. 
882 California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: A Summary of Key Findings 
from California’s Fourth Climate Change Assessment. 
883 California Agricultural Production Statistics. California Department of Food and Agriculture. Accessed on October 
24, 2018.  https://www.cdfa.ca.gov/statistics/. 
884 See also Fifth Assessment Synthesis Report: Summary for Policymakers. IPCC. 2014. p. 4. 
885 Greenhouse Gas Inventory. CARB. Accessed on October 24, 2018.  
https://www.arb.ca.gov/cc/inventory/inventory.htm. 
886 Fast Facts on Transportation Greenhouse Gas Emissions. U.S. EPA. Accessed on October 24, 2018.  
https://www.epa.gov/greenvehicles/fast-facts-transportation-greenhouse-gas-emissions. 

https://www.cdfa.ca.gov/statistics/
https://www.arb.ca.gov/cc/inventory/inventory.htm
https://www.epa.gov/greenvehicles/fast-facts-transportation-greenhouse-gas-emissions
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is prevented from acting, it may well decrease the incentives others have to take the 
collective action necessary to solve the problem.  Congress intended California to lead, 
not for EPA to tie California’s hands when the scale of a problem gets “too big.”   

CARB recently compared the GHG emissions from California’s light-duty vehicle on-
road fleet under CARB’s existing GHG standards and under a federal rollback 
(assuming flatlined standards beginning in 2021).  CARB’s standards would reduce CO2 
emissions by 57.37 million metric tonnes (MMT) from 2021 to 2030 relative to the 
scenario where only the federal, rolled-back standards are in effect.887  There is no 
question that these reductions are necessary, as part of larger efforts within California 
and around the world, to minimize the threats of catastrophic climate change.   

In fact, these policies are especially critical now to avoid a tipping point with respect to 
climate change, at which juncture the GHG emissions baked into the atmosphere will 
result in abrupt climate change and rapid warming even without additional emissions.  
An international team of scientists has published a study in Proceedings of the National 
Academy of Sciences (PNAS)888 that indicates there is a risk of Earth entering what the 
scientists call “Hothouse Earth” conditions, even if the carbon emission reductions 
called for in the Paris Agreement are obtained.889  According to that study, a “Hothouse 
Earth” climate will stabilize in the long term at a global average of 4–5 degrees Celsius 
higher than pre-industrial temperatures with sea level 10–60 meters higher than today.  
Lead author Will Steffen from the Australian National University and Stockholm 
Resilience Centre explained, “our study suggests that human-induced global warming of 
2 [degrees Celsius] may trigger other Earth system processes, often called ‘feedbacks,’ 
that can drive further warming - even if we stop emitting greenhouse gases.”890  It is 
therefore critical, the authors conclude, to greatly accelerate the reduction, and 
ultimately elimination, of these emissions.  CARB’s GHG and ZEV standards are 
designed to advance that objective.   

Indeed, when it adopted its Advanced Clean Cars program, CARB expressly recognized 
the importance of “the transformation of California’s light-duty vehicle fleet” to enable 
the State’s long-term air quality and climate objectives.891Accordingly, it designed this 
program to “be the catalyst to that transformative process.”892  The ZEV mandate is a 
crucial part of this strategy; it “act[s] as the technology forcing piece of the 2016 Draft 
TAR program” which is necessary because “the new vehicle fleet [in California] will 
need to be primarily composed of advanced technology vehicles … by 2035” in order to 

                                            

887 Proposed Amendments to the Low-Emission Vehicle III Greenhouse Gas Emission Regulation: Standardized 
Regulatory Impact Assessment (SRIA) Equivalent Document at A-1–A-2 (June 7, 2018). CARB. Accessed on 
October 24, 2018. https://www.arb.ca.gov/regact/2018/leviii2018/appd.pdf. p. A-1 to A-2. 
888 Steffen, et al., Trajectories of the Earth System in the Anthropocene, PROCEEDINGS OF THE NATIONAL ACADEMY OF 

SCIENCES. Accessed on October 24, 2018.  10.1073/pnas.1810141115. 
889 Id. 
890 Planet at risk of heading towards “Hothouse Earth” state. Stockholm University. Accessed on October 24, 2018.  
https://www.stockholmresilience.org/research/research-news/2018-08-06-planet-at-risk-of-heading-towards-
hothouse-earth-state.html. 
891 Staff Report: Initial Statement of Reasons Advanced Clean Cars 2012 Proposed Amendments to the California 
Zero Emission Vehicle Program Regulations (Dec. 7, 2011) (“ZEV ISOR”). CARB. Accessed on October 24, 2018.  
https://www.arb.ca.gov/regact/2012/zev2012/zevisor.pdf. p. ES-2. 
892 Id. 

https://www.arb.ca.gov/regact/2018/leviii2018/appd.pdf
https://doi.org/10.1073/pnas.1810141115
https://www.stockholmresilience.org/research/research-news/2018-08-06-planet-at-risk-of-heading-towards-hothouse-earth-state.html
https://www.stockholmresilience.org/research/research-news/2018-08-06-planet-at-risk-of-heading-towards-hothouse-earth-state.html
https://www.arb.ca.gov/regact/2012/zev2012/zevisor.pdf
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meet the State’s 2050 GHG goal.893  Put simply, “[t]o achieve full commercialization and 
place the industry on a pathway consistent with meeting long term goals, volume sales 
of ZEVs need to ramp up quickly.”894 

As discussed in detail above, EPA’s consideration of the wisdom of California’s policies 
in reducing GHG emissions and climate impacts in California is unlawful.  Indeed, it has 
long, and appropriately, been “EPA’s practice to leave the decisions on controversial 
matters of public policy . . . to California.”895  EPA’s intrusion on California’s sovereign 
policymaking role here is inconsistent with the Agency’s past practice and, more 
importantly, inconsistent with congressional intent and principles of federalism.  

Finally, by inaccurately faulting California for not having demonstrated the connection 
between its “GHG standards and reducing any adverse effects of climate change in 
California”896 EPA is improperly shifting the burden of proof to California.  EPA has the 
burden to demonstrate that no causal connection exists.897  EPA may not revoke 
California’s waiver simply after concluding (erroneously) that California has not shown a 
causal connection.  And EPA cannot meet its burden.  For one thing, well-established 
law recognizes the importance and legitimacy of incremental progress, and the Clean 
Air Act, generally, and Section 209(b)(1), specifically, were designed to do so as well.  
For another, in other contexts, EPA is taking a position opposite to this one—asserting 
that incremental reductions in GHG emissions from major sources of those emissions 
are important and meaningful.898  EPA cannot have it both ways. 

For all of these reasons, EPA has not demonstrated, and cannot demonstrate, that 
California does not need its GHG-reducing standards to meet compelling and 
extraordinary conditions of climate change.   

b. California also needs its GHG-reducing standards because those 
standards address California’s on-going criteria pollution 
challenges. 

California’s GHG and ZEV standards are also justified even if EPA focuses solely on 
their contribution to criteria pollution.  And contrary to EPA’s baseless contention, CARB 
explained in its 2012 waiver request, and explains further here, how its GHG and ZEV 
standards would help reduce criteria emissions.899   

Rising temperatures exacerbate California’s ozone problem by increasing ground-level 
ozone concentrations.900  Several studies indicate that a warming climate is expected to 
exacerbate surface ozone in California’s two major air basins: South Coast Air Basin 

                                            

893 Id. at ES-5. 
894 Id. at 53. 
895 43 Fed.Reg. at 25,735; 41 Fed.Reg. at 44,210; see also 47 Fed.Reg. 7306 (Feb. 18, 1982) (granting deference to 
California in weighing policy matters); 36 Fed.Reg. 17,458 (Aug. 31, 1971); 40 Fed.Reg. at 23,104.   
896 83 Fed.Reg. at 43,249 (emphasis in original). 
897 MEMA I, 627 F.2d at 1118.   
898 See, e.g., 93 Fed.Reg. 44,746, 44,749 (Aug. 31, 2018) (“This regulation will … caus[e] affected EGUs to begin to 
internalize the negative externality associated with CO2 emissions.”).   
899 Clean Air Act § 209(b) Waiver Support Document Submitted by the California Air Resources Board 15–16 (May 
2012). 
900 Id.   



 

372 
 

and San Joaquin Valley.901  Median surface temperatures during the ozone season over 
western North America, including in the South Coast Air Basin and San Joaquin Valley, 
are projected to increase by the end of the 21st century.  These temperature increases 
could counter the benefits from pollution control strategies used in an effort to meet 
established air quality standards, resulting in a “climate penalty.”  This penalty is an 
increase in emission control requirements needed to offset changes in climate that 
increase the severity and frequency of air pollution episodes.  Hence, while many 
analyses still show improvements in air quality over the coming century, climate change 
reduces the degree of improvement.  Thus, efforts to reduce climate change by 
reducing GHG emissions are important as part of California’s broader efforts to reduce 
ozone levels in the State and achieve attainment with national standards that have 
become more stringent over time and may well continue to do so.902  This, in itself, is 
sufficient justification for California’s GHG standards, even under a narrow interpretation 
of “compelling and extraordinary conditions.”  It also underscores that EPA cannot 
propose this revocation on the basis of an alleged distinction between “global” and 
“local” pollution when there is no hard line between the two. 

In addition, and contrary to EPA’s misleading assertion903 the ZEV standards reduce 
criteria pollutant emissions—emissions EPA does not dispute contribute to “compelling 
and extraordinary conditions” in California.  EPA takes out of context a statement in 
CARB’s 2012 waiver request, in which CARB stated that there is “no criteria emissions 
benefit from including the ZEV proposal in terms of vehicle (tank-to-wheel or TTW) 
emissions.”904  The paragraph continues to explain that this is simply because the 
tailpipe criteria emissions reductions of the Advanced Clean Cars program are 
attributed to the LEV III criteria pollutant standards.905  Even so, there is no question 
that ZEVs emit zero tailpipe criteria pollutant emissions.  Moreover, the ZEV standards 
would effectively reduce upstream criteria pollutant emissions by decreasing emissions 
from gasoline production and refineries.906  CARB projected the ZEV standards would 
reduce statewide reactive organic gas emissions by 6 tons per day, non-methane 
organic gas and NOx emissions by 3.5 tons per day, and particulate matter emissions 
by 0.2 tons per day in 2030, over and above the criteria emission reductions projected 
for the LEV III criteria program.907  EPA may not ignore these criteria pollution benefits, 
especially since it has approved this measure as part of California’s SIP and, thereby, 
acknowledged these very emission reductions, as discussed above. Notably, in its 
proposal EPA acknowledges that all components of California’s Advanced Clean Cars 

                                            

901 Jacob & Winner. Effect of Climate Change on Air Quality, 43:1 ATMOS. ENVIRON. 51 (Jan. 2009); Wu, et al., Effects 
of 2000−2050 Global Change on Ozone Air Quality in the United States, 113, D06302, J. GEOPHYS. RES.-ATMOS. 
(Mar. 19, 2008), available at https://doi.org/10.1029/2007JD008917; Rasmussen, et al., The Ozone-climate Penalty: 
Past, Present, and Future, 47:24 ENVTL. SCI. & TECH. 14258 (Dec. 17, 2013), available at 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3990462/. 
902 See California’s Fourth Climate Change Assessment, California’s Changing Climate 2018: Statewide Summary 
Report at 40. 
903 83 Fed.Reg. at 43,249. 
904 Clean Air Act § 209(b) Waiver Support Document Submitted by the California Air Resources Board 15 (May 2012) 
(emphasis added). 
905 Id. 
906 Id. at 16; see also ZEV ISOR at 72, 75-79..   
907 Id.   
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program are designed to work together, but EPA fails to provide any analysis of whether 
the program could still achieve its criteria emissions reductions benefits, including those 
anticipated in the approved SIP, if EPA breaks this integrated program apart.  EPA 
cannot, therefore, determine that California does not need its GHG or ZEV standards to 
address the State’s criteria pollution challenges, which EPA admits qualify as 
compelling and extraordinary. 

Further, as CARB has consistently explained, California needs its Advanced Clean Cars 
program, and specifically its GHG and ZEV standards, now to increase adoption of 
technologies that will allow for greater emissions reductions required in future years.908  
This “coordinated package of requirements … assures the development of 
environmentally superior cars that will continue to deliver the performance, utility, and 
safety vehicle owners have come to expect.”909  As part of this integrated program, the 
ZEV standards provide a crucial “technology-forcing piece … by requiring 
manufacturers to produce increasing numbers of pure ZEVs and plug-in hybrid electric 
vehicles in the 2018-2025 model years.”910  This increasing ZEV deployment is critical 
to achieving the statewide 2030 and 2045 GHG requirements and 2031 South Coast 
SIP commitments (the 2016 State SIP Strategy identified the need for light-duty vehicles 
to reduce NOx emissions by over 85 percent by 2031 to meet federal standards).911  

California needs both its GHG and ZEV standards to meet compelling and extraordinary 
conditions associated with climate change and criteria pollutants.  There is no basis for 
EPA to revoke California’s waiver for its GHG and ZEV standards based on Section 
209(b)(1)(B). 

 EPA’s proposal to find that California’s ZEV and GHG standards 

are inconsistent with Section 202(a) is unlawful. 

EPA also proposes to revoke California’s waiver for its GHG and ZEV standards under 
Section 209(b)(1)(C) based on a proposed finding of inconsistency with Section 202(a).  
EPA’s proposed finding under Section 209(b)(1)(C) is unlawful because the sole basis 
for it is EPA’s reinterpretation of this provision which, as explained above cannot 
lawfully be applied retroactively to an already granted waiver.912  EPA’s proposed 
finding is also unlawful because it is based on an unambiguously foreclosed and 
unreasonable reinterpretation of the statute, and an improper and inadequate evaluation 
of the facts.   

                                            

908 CARB Staff Report:  Initial Statement of Reasons for Proposed Rulemaking, Public Hearing to Consider the “LEV 
III” Amendments (December 7, 2011) (“ACC ISOR”). CARB. Accessed on October 24, 2018.  
https://www.arb.ca.gov/regact/2012/leviiighg2012/levisor.pdf. p. ES-3. 
909 Id. 
910 Id. 
911  Revised Proposed 2016 State Strategy for the State Implementation Plan 11, 12, 24 (2017). CARB. Accessed on 
October 24, 2018.  https://www.arb.ca.gov/planning/sip/2016sip/rev2016statesip.pdf. 
912 EPA has not proposed to find that the waiver should be revoked based on the agency’s historical interpretation of 
§ 209(b)(1)(C) and, therefore, may not make such a finding in its final action. 

https://www.arb.ca.gov/regact/2012/leviiighg2012/levisor.pdf
https://www.arb.ca.gov/planning/sip/2016sip/rev2016statesip.pdf
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1. EPA’s interpretation of Section 209(b)(1)(C) is unambiguously 
foreclosed and unreasonable. 

Section 209(b)(1)(C) allows EPA to deny a waiver request if it finds that California’s 
standards “are not consistent with [Section 202(a)].”  “In the waiver context, section 
202(a) ‘relates in relevant part to technological feasibility.’”913  Accordingly, “EPA has 
traditionally examined whether the necessary technology exists today, and if not, what 
is the cost of developing and implementing such technology.”914  Where the necessary 
technology does not yet exist, EPA has considered those costs as part of its analysis of 
whether the lead time for the standards is adequate: “Previous waivers of federal 
preemption have stated that California’s standards are not consistent with section 
202(a) if there is inadequate lead time to permit the development of technology 
necessary to meet those requirements, giving appropriate consideration to the cost of 
compliance within that time.”915  Indeed, EPA has (very occasionally) partially denied a 
waiver request in order to allow adequate lead time.916   

a. In an unacknowledged and unjustified departure from its 
historical interpretation of Section 209(b)(1)(C), EPA 
impermissibly and unreasonably proposes to allow consideration 
of costs of compliance for technology that already exists. 

EPA articulates its traditional interpretation—that it must first consider whether 
“adequate control technology is presently available or already in existence and in 
use”917 and, if not, then “whether CARB has provided adequate lead time for the 
development and application of necessary technology prior to the effective date of 
applicable standards.”918  However, rather than apply this traditional interpretation, EPA 
proceeds to turn it on its head, without acknowledging it is doing so, let alone providing 
an adequate justification for the change in course.  Indeed, EPA’s discussion of the 
technological feasibility of California’s standards is internally contradictory and 
confusing to the point of being arbitrary and capricious on that basis alone. 

EPA concedes that technology exists to meet California’s GHG and ZEV standards.  
For example, EPA states: “In light of the wide range of existing technologies that have 
already been developed, have been commercialized, and are in-use on vehicles today, 

                                            

913 Nichols, 142 F.3d at 463 (quoting Ford Motor Co., 606 F.2d at 1296 n.17).   
914 78 Fed.Reg. at 2,142 (emphasis added).   
915 74 Fed.Reg. at 32,767; see also Nichols, 142 F.3d at 463 (“[§ 209(b)(1)(C)] obligates California to allow sufficient 
lead time to permit manufacturers to develop and apply the necessary technology.”); MEMA I, 627 F.2d at 1118 
(noting that “cost of compliance” “relates to the timing of a particular emission control”); id. at 1114 n.40.   
916 See, e.g., 36 Fed.Reg. 8172 (April 30, 1971) (partially denying request for 100 percent assembly-line testing 
requirements for 1973 model year vehicles on the basis CARB had not presented sufficient evidence that 
manufacturers were afforded sufficient time to develop and apply the requisite technology, reflecting an appropriate 
consideration of the cost of compliance within such period); 40 Fed.Reg. 30,311 (July 18, 1975) (denying waiver 
request for model year 1977 but granting for model year 1978 and subsequent years). 
917 EPA characterizes this as “in use at the time CARB adopts standards for which it Seeks a waiver.”  83 Fed.Reg. at 
43,251.  However, given the amount of time since EPA approved this waiver request and EPA’s own consideration of 
the new analysis of the federal standards, that characterization, at least in this context, is inconsistent and 
nonsensical. 
918 83 Fed.Reg. at 43,251.   
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including those developed since the 2012 rule, technology availability, development and 
application, if it were considered in isolation, is not necessarily a limiting factor in the 
Administrator’s selection of which standards are appropriate.”919  Rather than stopping 
there, as would be required under the traditional interpretation that EPA purports to 
apply, EPA goes on to focus exclusively on the costs of compliance—the very 
considerations that need only be taken up when the necessary technology does not yet 
exist.   

EPA neither acknowledges nor explains this about-face from its long-standing, 
traditional interpretation of Section 209(b)(1)(C).  This alone demonstrates that finalizing 
the proposed revocation would be unlawful.920   

2. Confusion of EPA’s own making, and conclusory statements, do not 
support EPA considering costs. 

Although EPA expressly concedes that the wide range of technologies already in-use 
renders technological feasibility a non-issue, in other parts of the proposal EPA seems 
to suggest that some of the technologies may not yet be fully developed.921   

Nowhere in this discussion, however, does EPA identify the “certain control technology” 
that “would likely not be fully developed” in time.922  These wholly conclusory, non-
specific statements, which do not cite to any supporting evidence, are not lawful 
proposed findings and cannot provide a basis for EPA to proceed to analyze lead time 
and cost.  Indeed, it is difficult to see how EPA could analyze lead time and costs for 
technologies it fails to even identify.  Nor may EPA conduct that analysis in its final rule 
in the first instance. 

EPA does point to the analysis it and NHTSA conducted for the federal standards.923  
That analysis is fatally flawed, as demonstrated in this comment letter, and cannot 
support any conclusion to revoke California’s waiver.  Moreover, that analysis looks at 
lead time and costs for all technologies, including the “majority of these technologies” 
which are already commercialized and in-use.924  That does not support EPA’s 
conclusory speculation that certain, unspecified technologies may not develop in time.  
Put simply, EPA did not apply the legal standard under Section 209(b)(1)(C) that it said 
it would.  That is arbitrary and capricious.  It is also arbitrary and capricious to introduce 
this much confusion into the proposal, making it difficult for the public to understand and 
comment on the basis for the agency’s proposed action. 

                                            

919 Id. at 43,229.   
920 Fox Television, 556 U.S. at 515 (“[T]he requirement that an agency provide reasoned explanation for its action 
would ordinarily demand that it display awareness that it is changing position.  An agency may not, for example, 
depart from a prior policy sub silentio. . . .”).   
921 E.g., 83 Fed.Reg. at 43,229 (“The majority of these technologies have already been developed, have been 
commercialized, and are in-use on vehicles today.”); id. at 43,252 (“certain control technology would likely not be fully 
developed in time for deployment in MY 2021 through 2025 motor vehicles”); id. at 43,250 (“EPA is proposing to 

determine that there is inadequate lead time to permit the development of technology necessary to meet those 
requirements, giving appropriate consideration to cost of compliance within the lead time provided in the 2013 
waiver.”). 
922 See id. at 43,252.   
923 Id. at 43,251–52.   
924 See, e.g., 83 Fed.Reg. at 43,006-43,010.   
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3. EPA’s analysis implicitly applies a new interpretation of Section 
209(b)(1)(C), and that interpretation is impermissible and 
unreasonable. 

The problems with EPA’s Section 209(b)(1)(C) analysis do not end there.  EPA’s 
analysis implicitly adopts a new interpretation that is unambiguously prohibited and 
unreasonable.  

EPA’s historical interpretation is unambiguously the correct one.  Notably, “[n]either the 
court nor the agency has ever interpreted” Section 209(b)(1)(C)’s cross-reference to 
Section 202(a) as requiring more than “allow[ing] sufficient lead time to permit 
manufacturers to develop and apply the necessary technology.”925  This underscores 
that under EPA’s and the courts’ interpretation of Section 202(a), by itself, and as cross-
referenced in Section 209(b)(1)(C), the first question is one of technological availability.   

That interpretation—EPA’s historical interpretation—is also grounded in the statutory 
text and congressional intent.  The text of Section 202(a) expressly ties EPA’s 
consideration of compliance costs to the amount of lead time “necessary to permit the 
development and application of the requisite technology.”  Given that “lead time” refers 
to the “time in which the technology will have to be available,” it goes without saying that 
where technology is already available, no additional lead time is necessary.926  Whether 
or not one reads Section 202(a) that way when applied to EPA’s standards, Section 
209(b)(1)(C)’s cross-reference to Section 202(a) must be read this way because to do 
otherwise would undermine Congress’ intent that California have the “‘broadest possible 
discretion’” with its vehicle emissions standards.927   

EPA’s analysis implicitly proposes an entirely different and impermissible interpretation.  
For example, under EPA’s traditional interpretation, “the statute does not permit [the 
Administrator] to take into account the extent of the burden placed on residents of 
California or on regulated interests, unless the California requirement fails to provide an 
adequate period of time for compliance.”928  But here EPA proposes to find that 
California’s GHG and ZEV standards fail the Section 209(b)(1)(C) criteria without any 
discussion of whether, or how much, more lead time is necessary.  Put another way, 
EPA now proposes to take the unprecedented step of revoking an already granted 
waiver without making the very finding it has traditionally faulted waiver opponents for 
failing to advance.929  The interpretation reflected in this analysis is impermissible and 
unreasonable; it is also entirely implicit and unexplained. 

In addition, EPA misapplies International Harvester in claiming that the agency may 
consider “any expected hardship that would be posed to manufacturers if EPA does not 

                                            

925 Nichols, 142 F.3d at 463.   
926 See NRDC v. EPA, 655 F.2d 318, 329 (D.C. Cir. 1981) (quoting Portland Cement Ass’n v. Ruckelshaus, 486 F.2d 
375, 391 (D.C. Cir. 1973)). 
927 Nichols, 142 F.3d at 453 (quoting H.R. Rep. No. 95-294 at 301–02).   
928 36 Fed.Reg. at 17,458.   
929 See id. at 17,459 (granting waiver after noting that “[m]anufacturers do not contend that the cost of compliance will 
be significantly reduced by extending lead time”); see also 78 Fed.Reg. at 2,142 (granting waiver after noting that 

opponents “noted general concerns about . . . infrastructure and cost [but] made no claims that inadequate lead time 
exists”).   
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withdraw CARB’s waiver.”930  That case involved review of EPA’s standards under an 
unrelated provision in Section 202 that expressly allowed for a one-year reprieve.  It is 
inapposite here and may not be imported, wholesale and without explanation (or even 
acknowledgement), into an interpretation of Section 209(b), particularly given long-
standing recognition by EPA and the courts that the analysis under the two sections 
must be different. 

The new interpretation implicitly advanced by EPA in this proposal would make EPA the 
arbiter of the costs of compliance, even when there is no dispute that the technology 
exists or that the standards provide adequate lead time for technological development 
and application.  That is not EPA’s role.931  EPA has not provided any basis for its new 
interpretations, or even acknowledged it is applying new interpretations, although they 
depart from prior practice, precedent, congressional intent, and the statutory text.  
EPA’s consideration of costs and hardships to manufacturers unmoored from availability 
of the technology and adequacy of lead time is arbitrary and capricious and unlawful.   

a. EPA also impermissibly and unreasonably proposes to change its 
long-standing interpretation of excessive costs in ways that 
infringe on California’s congressionally recognized state 
interests. 

Even if EPA could consider costs of compliance where, as here, the relevant 
technologies already exist and are being applied, EPA still could not finalize the 
proposed waiver revocation based on an excessive cost finding.  Indeed, EPA’s new 
understanding of excessive costs flies in the face of the statutory text, precedent, 
agency practice, and congressional intent with respect to EPA’s own standard-setting 
authority under Section 202(a).  This new understanding is even more impermissible 
and unreasonable imported into waiver considerations under Section 209(b)(1)(C). 

As courts have long recognized, Congress wanted EPA to reduce motor vehicle 
emissions, but “also sought to avoid doubling or tripling the cost of motor vehicles.”932  
In past decisions, EPA has stated that its consideration of costs under Section 
209(b)(1)(C) is “fully consistent with MEMA I, which indicates that the cost of 
compliance must reach a very high level before the EPA can deny a waiver.  Therefore, 
past decisions indicate that the costs must be excessive to find that California’s 
standards are inconsistent with section 202(a).”933   

These past interpretations are consistent with Congress’ understanding that costs would 
rise with the regulation of air pollution.  Congress accepted these costs in establishing 
the Clean Air Act and, in particular, the waiver provision, which safeguards California’s 

                                            

930 83 Fed.Reg. at 43,252 (citing NRDC, 655 F.2d at 330, which discussed International Harvester, 478 F.2d 615 

(D.C. Cir. 1973)).   
931 Ford Motor Co., 606 F.2d at 1301 (“the statute does not provide for any probing substantive review of the 
California standards by federal officials”).   
932 MEMA I, 627 F.2d at 1118.   
933 74 Fed.Reg. at 32,774 (citing 47 Fed.Reg. 7306, 7309 (Feb. 18, 1982), 43 Fed.Reg. 25,735 (Jun. 14, 1978), and 
46 Fed.Reg. 26,371, 26,373 (May 12, 1981)). 
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authority to push technology forward through more stringent standards.934  Indeed, 
Congress expressly intended the Clean Air Act to drive technological development, as 
EPA has conceded in its proposal.935  Both Congress and EPA have long understood 
that technology-driving regulation is necessary to take the state of the art “by the hand 
and g[i]ve it a good pull.”936  EPA’s reinterpretation, under which modest cost increases 
are deemed excessive, contravenes congressional intent, legislative history, and 
common sense. 

EPA’s reinterpretation of excessive costs also flouts Congress’ intent that California 
may make its own policy judgments about reasonable costs.  See H.R. Rep. No. 95-
294, at 301.  Put simply, EPA’s proposal to decide, for California, that modest cost 
increases are “excessive” flies in the face of the cooperative federalism structure 
Congress put in place with the Clean Air Act and, particularly, the waiver provision.  
Because it ignores California’s discretion regarding policy choices, EPA’s 
reinterpretation of excessive costs is unlawful and intrudes on the authority Congress 
preserved for California.937   

In its waiver decisions, EPA has long recognized this is so: 

I would feel constrained to approve a California approach to the problem 
which I might also feel unable to adopt at the federal level in my own 
capacity as a regulator.  The whole approach of the Clean Air Act is to 
force the development of new types of emission control technology where 
that is needed by compelling the industry to ‘catch up’ to some degree 
with newly promulgated standards.  Such an approach . . . may be 
attended with costs, in the shape of reduced product offering, or price or 
fuel economy penalties, and by risks that a wide number of vehicle 
classes may not be able to complete their development work in time.  
Since a balancing of these risks and costs against the potential benefits 
from reduced emissions is a central policy decision for any regulatory 
agency under the statutory scheme . . . I believe I am required to give very 
substantial deference to California’s judgments on this score. 

30 Fed. Reg. at 23,104.   

EPA has repeated this understanding of California’s authority to decide, for itself 
and for its own consumers, what costs might be excessive in multiple waiver 
decisions since 1975.938   

Thus, without demonstrating that compliance costs would be enormous—something 
akin to doubling or tripling vehicle prices—EPA cannot revoke a waiver simply on the 
ground that California’s standards might result in somewhat higher costs.  This is true 

                                            

934 See, e.g., MEMA I, 627 F.2d at 1118.   
935 83 Fed.Reg. at 43,251.   
936 Int’l Harvester, 478 F.2d at 623 (quoting Secretary of Health, Education and Welfare).   
937 See 78 Fed.Reg. at 2134; 74 Fed.Reg. at 32,744, 32,775 (“Cost-effectiveness is a policy decision of California 
that is considered and made when California adopts the regulations, and EPA, historically has deferred to these 
policy decisions.”).     
938 See, e.g., 74 Fed.Reg. at 32,748 (citing 40 Fed.Reg. at 23,103–04).   
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even where compliance will be challenging, which EPA essentially concedes is not the 
case here.939  EPA’s express consideration of the reasonableness of costs here and 
rejection of its prior excessive costs standard is an abrupt and unexplained departure 
from longstanding practice and, if finalized, would frustrate congressional intent.   

Because any cost assessment EPA conducts must be related to the lead-time 
requirement, EPA also may not decline to issue a waiver unless it determines that the 
costs it finds excessive will decrease with an extension of lead time.940  As stated 
above, EPA has not analyzed lead time at all.  And it certainly has proposed no finding 
that costs of compliance would decrease with additional lead time.  Since EPA has not 
proposed such a finding, it may not rely on a new finding to that effect in its final 
decision. 

Even if EPA could change its legal interpretation here, which it may not, it has not 
adequately explained its dramatic shift.  This is particularly apparent given the 
longstanding nature of EPA’s historical interpretations and California’s reliance on 
them.941  Here, however, EPA has provided no valid rationale for changing these 
interpretations.   

b. EPA improperly relies on California’s “Deemed to Comply” 
language to justify its unlawful revocation of California’s waiver 
for GHG and ZEV standards. 

Contrary to EPA’s assertion,942 the inclusion of the “deemed to comply” provision in 
California’s regulations does not mean that California either does not need or may not 
receive a waiver.  First, any such conclusion by EPA would reflect a change in its legal 
interpretation of the waiver provision, and that cannot form the basis of a waiver 
revocation.  Second, California may make its own policy judgments that, when the 
federal standards are substantially similar to California’s, including a provision regarding 
“deemed to comply” is appropriate.  This is well within the abundant policy discretion 
Congress left to California, especially considering California may request and obtain a 
waiver for standards that are “at least as protective” as federal standards.943   

Third, EPA’s proposal that the “deemed to comply” provision is logically incompatible 
with a preemption waiver analysis is itself illogical.  Under EPA’s interpretation, CARB 
would have to wait until the federal government took some action, for instance, to 
weaken standards, before CARB could request a waiver to lock in its own standards.  
Such a requirement would undercut the efficacy of California having its own standards, 
especially given lead times for waiver decisions and lead time requirements for 

                                            

939 See 74 Fed.Reg. at 32,768 (“California must be given substantial deference when adopting motor vehicle 
emission standards which may require new and/or improved technology to meet challenging levels of compliance.”).   
940 See 36 Fed.Reg. at 17,459 (granting waiver after noting that “[m]anufacturers do not contend that the cost of 
compliance will be significantly reduced by extending lead time”).   
941 Fox Television, 556 U.S. at 515 (an agency’s justification for its proposed change of course must be “more 
detailed than what would suffice for a new policy created on a blank slate” because its “prior policy has engendered 
serious reliance that must be taken into account”); see also Encino Motorcars, LLC v. Navarro, 136 S. Ct. 2117, 2126 
(2016).   
942 83 Fed.Reg. at 43,252 & n.589. 
943 42 U.S.C. § 7543(b)(1).     
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standards, thereby frustrating congressional intent and undermining California’s and 
Section 177 States’ abilities to protect their residents and resources.  Fourth, EPA 
ignores the fact that “California retains a sovereign interest in being able to enforce its 
own regulations against automobile manufacturers—just as states have a sovereign 
interest in enforcing state drug laws even if they coincide with federal drug laws.”944  
And, finally, there is no credible argument that accepting compliance with EPA’s 
standards, promulgated under Section 202(a), can render California’s standards 
inconsistent with that same section. 

Further, EPA incorrectly asserts that CARB’s 2012 feasibility finding “was 
premised on a finding of reduced compliance costs and flexibility because of the 
deemed to comply provisions.”945 When EPA evaluated California’s request for a waiver 
in 2012, it first assessed the standards without the deemed to comply language, and 
then also with the language, and concluded that, with or without that provision, 
California should receive a waiver.946  That is unsurprising.  As CARB demonstrated in 
its request for a waiver in 2012, confirmed in its Midterm Review in 2017, and reaffirmed 
in its current deemed to comply rulemaking, California’s standards satisfy the Section 
209(b)(1)(C) standard regardless of the deemed to comply provision.947  In any event, 
as discussed above, EPA’s analysis of costs with respect to the proposed waiver 
revocation is arbitrary and capricious and unlawful for numerous reasons and cannot 
support revocation. 

4. EPA’s proposed finding under Section 209(b)(1)(C) is arbitrary and 
capricious because it is not based on any proper factual support. 

EPA’s proposal to revoke California’s waiver under Section 209(b)(1)(C) also lacks 
adequate factual support.  After baldly claiming clear and compelling evidence supports 
revocation under Section 209(b)(1)(C),948 EPA proceeds to offer no concrete evidence 
that California’s standards are infeasible.949  EPA cannot lawfully revoke a waiver 
because its view of the facts has changed, and it certainly may not do so simply by 
claiming without support that there may be more challenges—for instance, modest 
costs—to reaching California’s standards than CARB projected in 2012.  Indeed, given 
that, as intended by Congress, California’s waiver requests typically contain technology 
forecasts and cost projections years into the future, it begs credulity to assert that EPA 
can revoke a waiver because it now believes California’s forecasts and projections did 
not pan out as exactly as anticipated. 

EPA erroneously relies on the analysis of the federal rules as a proxy, stating that 
analysis “raises questions” about the feasibility of California’s standards and that 

                                            

944 Chamber of Commerce of U.S. v. EPA, 642 F.3d 192, 211 (D.C. Cir. 2011) (emphasis added).   
945 83 Fed.Reg. at 43,252.   
946 78 Fed.Reg. at 2138–39.   
947 See Clean Air Act § 209(b) Waiver Support Document Submitted by the California Air Resources Board 15–16 
(May 2012); CARB, Proposed Amendments to the Low-Emission Vehicle III Greenhouse Gas Emission Regulation: 
Standardized Regulatory Impact Assessment (SRIA) Equivalent Document (June 7, 2018); CARB, California’s 
Advanced Clean Cars Midterm Review (Jan. 18, 2017). 
948 83 Fed.Reg. at 43,244. 
949 See id. at 43,250–53.   
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therefore California’s GHG standards are inconsistent with Section 202(a).  This 
approach suffers from multiple fatal flaws.  First, as explained at length above, EPA’s 
analysis of the federal GHG standards is insupportable.  EPA has impermissibly relied 
almost entirely on NHTSA’s analysis rather than conducting its own, and the Agencies’ 
modeling approach, inputs, and assumptions are all fundamentally flawed.950  EPA 
cannot rely on NHTSA’s fundamentally flawed analysis to support its proposal to revoke 
California’s waiver.   

Even if EPA’s analysis of the feasibility of the federal standards were supportable, the 
Agency could not rely on a nationwide assessment to conclude that California’s 
standards are infeasible.  Instead, EPA must consider a California-specific analysis of 
technological feasibility before making its determination.951   

Notably, EPA’s attempt to equate the federal and California standards in this way is 
misleading and misses the point.  Similarity in structure or stringency of the California 
and federal standards does not speak to whether a standard applicable across the 
entire country could be more or less feasible in California, the fifth largest economy in 
the world and a State that has long required vehicle technology before it was required in 
other parts of the country.  Electric vehicle infrastructure and electric vehicle sales in 
California far exceed those elsewhere in the country.  In light of both the case law and 
the statutory structure here, if EPA aims to use the federal analysis as a proxy for 
California, it must adequately explain why nation-wide and California-specific feasibility 
assessments are interchangeable.  EPA’s proposal fails to provide that justification. 

EPA’s sole reference to concerns that “manufacturers may no longer be willing to 
commit to investments for a limited market as compared to the broader national 
market”952 does not constitute a California-specific analysis.  It is unsupported by any 
evidence and attempts to reconsider a judgment made by Congress—that there can, in 
fact, be two, and only two, sets of vehicle standards in the United States.  It also ignores 
the reality that California accounts for approximately 50 percent of ZEV and PHEV sales 
in the country.953  Given those sales and California’s size, it is hardly a “limited” market 
for which manufacturers should be presumed to be unwilling to commit investments.  
Indeed, Congress made the opposite assumption when it enacted the waiver provision 
(and Section 177). 

EPA’s reliance on CARB’s 2012 waiver request submissions in concluding that 
California’s standards are infeasible under Section 209(b)(1)(C) is also improper, 
particularly when EPA itself purports to rely on a current federal analysis.  EPA has no 
authority to reassess CARB’s 2012 request as though it were submitted today.  EPA 
has also unlawfully ignored CARB’s 2017 Midterm Review and CARB’s more recent 
projections of feasibility, including the Standardized Regulatory Impact Assessment 

                                            

950 (See Sections V and VI of CARB’s comment).   
951 See Ford Motor Co., 606 F.2d at 1306 (“The statute provides for no determination at all as to the effect of the 
California standards on other parts of the country.”); id. at 1302 (affirming EPA’s interpretation that Administrator 
“grants or denies a waiver without exploring the consequences of nationwide use of the California standards or 
otherwise stepping beyond the responsibilities delineated by Congress”). 
952 83 Fed.Reg. at 43,252. 
953 California’s Advanced Clean Cars Midterm Review: Executive Summary 44. CARB. Jan. 18, 2017. 
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(SRIA) it conducted in 2018 as part of its rulemaking to clarify the “deemed to comply” 
provision. 

If EPA is going to base its proposed waiver revocation on unavailability of technology, it 
must demonstrate that none of the technological options will be available, not merely 
that one option (of many) may not be available.954  In any event, EPA is correct when it 
says that the technology exists to comply with California’s standards out to model year 
2025.955  

Adding more inconsistencies and further undermining CARB’s ability to comment 
meaningfully, EPA states that its analysis of costs and feasibility under Section 
209(b)(1)(C) should be conducted on a standard-by-standard basis,956 but then 
analyzes the ZEV and GHG standards together, arguing that they are intertwined (id. at 
43,250).  This inconsistency confuses EPA’s analysis and is unexplained, rendering 
EPA’s actual proposed approach impossible to understand.  Notably, EPA’s contention 
that it can (or perhaps must) examine these two standards together is unjustified as 
either a legal or factual matter.  In any event, the waiver provision does not permit EPA 
to analyze California’s standards in a manner that risks defying congressional intent 
through an overbroad intrusion on California’s authority. 

EPA also inconsistently and impermissibly considers alleged challenges to meeting the 
ZEV mandates in Section 177 States as support for its conclusion that CARB’s ZEV 
standards are not technologically feasible.957  Yet, in a footnote, EPA concedes that 
“EPA’s longstanding interpretation of section 209(b) and its relationship with section 177 
is that it is not appropriate under section 209(b)(1)(C) to review California regulations, 
submitted by CARB, through the prism of adopted or potentially adopted regulations by 
section 177 States.”958  Thus, EPA appears to be proposing a reinterpretation of the 
statute without acknowledging it is doing so, explaining the new interpretation, or 
justifying the change in course.  In addition, the bases for EPA’s proposal is 
insufficiently clear.  In its current form, the proposal’s inconsistencies prevent effective 
comments and raise serious questions about the integrity of any analysis EPA claims to 
have conducted.  Moreover, to the extent EPA is considering Section 177 States’ 
compliance, its analysis is based on false assumptions about the penetration of ZEVs in 
other States.  See Multi-State Comment Letter, Appendix B on ZEV Penetration and 
Infrastructure Outside of California, for more detail on ZEV penetration and technology 
in Section 177 States.  

                                            

954 MEMA v. EPA, 627 F.2d 1128 (D.C. Cir. 1979) (“MEMA II”) (determining that denial of a waiver request under § 
209(b)(1)(C) would not be appropriate unless EPA finds that an infeasible technology is “one among several 
technologically infeasible options”).   
955 California’s Advanced Clean Cars Midterm Review (2018). CARB. Accessed on October 24, 2018. 
https://www.arb.ca.gov/msprog/acc/mtr/acc_mtr_finalreport_full.pdf; Proposed Amendments to the Low-Emission 
Vehicle III Greenhouse Gas Emission Regulation: Standardized Regulatory Impact Assessment (SRIA) Equivalent 
Document (June 7, 2018). CARB. Accessed on October 24, 2018.  
https://www.arb.ca.gov/regact/2018/leviii2018/appd.pdf; Duleep Report, §§ 2.6, 3.1, 3.4, and 5. 
956 83 Fed.Reg. at 43,243 (“EPA’s evaluation of the technological feasibility of standards is best understood as in 
effect an evaluation of each standard for each year”). 
957 Id. at 43,250, 43,252.   
958 Id. at 43,242 n.561; see also 74 Fed.Reg. at 32,783 (reaffirming that EPA may not “consider the impact of actions 
or potential actions taken by other states under § 177 of the Act.”).   

https://www.arb.ca.gov/msprog/acc/mtr/acc_mtr_finalreport_full.pdf
https://www.arb.ca.gov/regact/2018/leviii2018/appd.pdf
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Furthermore, throughout its Section 209(b)(1)(C) analysis, EPA improperly relies on 
conclusory statements and insufficient justification to conclude that California’s 
standards are infeasible.  For instance, EPA claims there is “inadequate lead time”959  
for manufacturers to meet California’s standards, but offers no suggestions as to how 
more time would help alleviate its concerns or how much additional time would be 
necessary.  EPA also baldly asserts that it “expects that the pace of technological 
developments as it relates to infrastructure for [fuel cell vehicles] will slow down.”960  Yet 
EPA provides no support whatsoever for this expectation.  And, in fact, EPA’s proposal, 
if finalized, would help realize this “expectation.”  But EPA cannot prematurely use that 
potential effect of its proposal to justify revoking California’s waiver.  Doing so would 
also prejudge the outcome of EPA’s own proposal, in violation of well-established 
principles of administrative law.  None of these conclusory statements can support the 
proposed revocation. 

As these inadequacies illustrate, EPA has not presented any proper factual support for 
its conclusion that California’s standards are inconsistent with Section 202(a).  The 
improper analytical approach, internal inconsistencies, conclusory statements, and non-
existent evidence demonstrate that EPA’s proposal is arbitrary and capricious and 
unlawful.  The proposal’s flaws are all the more apparent because, as discussed below, 
California’s GHG and ZEV standards are unquestionably feasible and consistent with 
Section 202(a). 

5. California’s GHG and ZEV standards are feasible and, therefore, 
consistent with Section 202(a). 

EPA’s failure to conduct an adequate California-specific analysis under Section 
209(b)(1)(C) does not and cannot shift the burden to California to conduct such an 
analysis.  Without conceding otherwise, CARB observes that California’s standards are 
demonstrably feasible and consistent with Section 202(a).  As noted above, EPA does 
not really contend to the contrary—rather, it seeks to impermissibly redefine the 
statutory criteria and then unlawfully apply those criteria to an improper (and in many 
cases non-existent) factual record. 

a. California’s GHG standards are consistent with Section 202(a). 
There is no doubt that technology exists to meet California’s GHG standards.  EPA 
concedes as much throughout the proposed rule.961  As discussed above, EPA’s 
proposed conclusion that the cost of these standards is “excessive” is unlawful.   

Even if EPA were to assess cost of compliance in the regulatory period, both 
California’s GHG and ZEV standards are feasible.  EPA’s “questions” on this point are 
based entirely on the Agencies’ analysis of the federal standards.  That is, of course, 
impermissible here.  In any event, that analysis is also fundamentally flawed in ways 
that vastly over-state costs.962  That heavily flawed, national analysis provides no basis 
to revoke California’s waiver. 

                                            

959 83 Fed.Reg. at 43,250 
960 Id. at 43,252.   
961 See, e.g., 83 Fed.Reg. at 43,229.   
962 See Section V.C of CARB’s comments.   
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It would be a costly and time consuming process for CARB to conduct an in-depth 
analysis of feasibility as it did in developing its standards.  California should not and 
cannot be expected to complete such an analysis in response to EPA’s sua sponte 
proposal to withdraw California’s waiver.  And California certainly cannot be expected to 
complete that analysis within the inadequate 63-day public comment period, during 
which CARB must also attempt to unpack the complex, unexplained, and faulty 
modeling and inputs that the Agencies claim support weakening the federal standards.   

Nevertheless, CARB submits its Midterm Review as well as its Standardized Regulatory 
Impact Assessment (SRIA) conducted for its rulemaking to clarify the deemed to comply 
provision.963  Both demonstrate that the standards are feasible, including with respect to 
cost of compliance.964  Of course, that is California’s judgment to make, as discussed 
above, and it has made that very judgment in the Midterm Review.  Moreover, 
evaluating the impact of removing CARB’s deemed to comply language, CARB’s SRIA 
assessed the change in costs associated with flatlining either the federal or California 
GHG standards at 2021 levels.  CARB found that flatlining California GHG standards at 
2021 levels would reduce the price per vehicle in California by $303–1042, depending 
on the applicable model year.965  But changes in fuel consumption costs and other 
adverse environmental impacts would more than offset this change in price.966  As an 
alternative, flatlining the federal GHG standards at 2021 levels, while retaining 
California’s existing standards, would increase California new vehicle prices by $28–
670, depending on the model year.967  This cost difference also would be more than 
offset by the changes in fuel consumption costs.   

Though not intended to support retention of California’s waiver (a case that should not 
have to be made, and certainly not under these circumstances), these analyses 
demonstrate that California’s GHG standards do not create excessive costs of 
compliance.  And, even applying EPA’s erroneous reinterpretation of excessive costs, 
EPA cannot deem unreasonable a cost difference of up to $670 between a flatlined 
federal GHG standard (beginning in 2021) and CARB’s more stringent GHG standards.   

b. California’s ZEV standards are consistent with Section 202(a). 
With respect to the ZEV standards, EPA raises concerns about “challenges for the 
adoption of all ZEV technologies such as lack of required infrastructure and a lower 

                                            

963 Proposed Amendments to the Low-Emission Vehicle III Greenhouse Gas Emission Regulation: Standardized 
Regulatory Impact Assessment (SRIA) Equivalent Document. CARB. June 7, 2018.; CARB, California’s Advanced 
Clean Cars Midterm Review: Executive Summary. CARB. January 18, 2017. 
964 See id. 
965 Id. at 17.  These costs are evaluated equally over all new vehicles sold per manufacturer, including ZEVs, and 
those results are averaged to estimate the change in annual incremental price per vehicle that consumers would be 
expected to pay. 
966 Id.  The SRIA also analyzed a scenario of more stringent standards for model years 2024 and 2025 in California 

and concluded that even this alternative was “technically feasible and could provide additional GHG emission benefits 
at reasonable costs.”  Id. at 40.  This more stringent standards scenario resulted in an increase in new vehicle price 
of $30 in 2024 and $57 in 2025 compared to the existing standards.  See id. at 17.  Therefore, compared to the 
flatlining in 2021, the more stringent scenario would result in an increase in new vehicle price of $887 in 224 and 
$1099 in 2025.  Neither of these price increases comes anywhere near doubling or tripling the cost of vehicles. 
967 Id. at A-1. 
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level of consumer demand for [fuel cell vehicles] in both California and 177 states.”968  
However, EPA has failed to substantiate this alleged uncertainty or these alleged 
challenges and, most notably, has failed to provide any evidence concerning 
California—the only State it may consider here.  EPA has also proposed no supported 
finding that the standards cannot be met or, if that question could be reached, that they 
create excessive costs of compliance.   

California’s existing electric charging infrastructure and planned additional charging 
stations are more than adequate to fuel the vehicles mandated by ZEV standards 
through 2025 and beyond.  ZEV infrastructure in California is already sufficient to fuel 
the mandated number of vehicles through at least 2023, and additional planned 
infrastructure is expected to far exceed the level necessary to meet regulatory 
mandates through 2025.969  Currently, the state has over 17,000 electric vehicle public 
charging ports.970  As shown below, there has been rapid growth of connectors to keep 
up with vehicles on the road in California since 2012.  These numbers are expected to 
continue rising.  California utilities, phase 1 Electrify America investments, and other 
local districts have already funded over 20,000 public charging ports.  By 2025, CARB 
expects an additional 80,000 publically funded charging ports.971   

Manufacturers have been overcomplying with the ZEV mandate each year, and there is 
no reason (and certainly none EPA has provided) to think that will change in the 
future.972  EPA cannot make a finding that the ZEV standards are inconsistent with 
Section 202(a).  In fact, there are over 400,000 battery electric vehicles and plug-in 
hybrid electric vehicles on the road in California today.973   

 

                                            

968 83 Fed.Reg. at 43,250.   
969 The U.S. Department of Energy’s Electric Vehicle Infrastructure Projection Tool Lite (EVI-Pro Lite) developed by 
the National Renewable Energy Labs (NREL) demonstrates that California currently has more than adequate levels 
of public infrastructure to support the current number of vehicles on the road. DOE 2018a “Electric Vehicle Projection 
Tool (EVI-Pro) Lite: Your Results (400,000 vehicle scenario)”. Alternative Fuels Data Center. Accessed on October 
24, 2018.  https://www.afdc.energy.gov/evi-pro-lite (Scenario run September 6, 2018, using Electric Vehicle 
Projection Tool (EVI-Pro) Lite). 
970 “EVSE_Analysis_AFDC.xlsx” pulled for California on September 6, 2018. Alternative Fuels Data Center. Accessed 
on October 24, 2018. https://www.afdc.energy.gov/fuels/electricity_locations.html#/find/nearest?fuel=ELEC. 
971 Future funded stations. CARB. 2018. 
972 See, e.g., California’s 2017 Climate Change Scoping Plan ES-5 (Nov. 2017). CARB. Accessed on October 24, 
2018. https://www.arb.ca.gov/cc/scopingplan/scoping_plan_2017_es.pdf. 
973 Veloz, “6_june_2018_Dashboard_PEV_Sales_veloz.pdf.” Hybridcars.com. Accessed on October 24, 2018. 
http://www.veloz.org/wp-content/uploads/2018/07/6_june_2018_Dashboard_PEV_Sales_veloz.pdf.  

https://www.afdc.energy.gov/evi-pro-lite
https://www.afdc.energy.gov/fuels/electricity_locations.html#/find/nearest?fuel=ELEC
https://www.arb.ca.gov/cc/scopingplan/scoping_plan_2017_es.pdf
http://www.veloz.org/wp-content/uploads/2018/07/6_june_2018_Dashboard_PEV_Sales_veloz.pdf
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Figure X-1 

 

Privately available infrastructure found at many workplaces is not included 
in the above numbers, but would increase the available connector count 
by over 3,000.  The different connector types refer to voltage: Level 1 
Connectors are 120V, Level 2 are 240V, and DCFC are 400V. 

Unlike battery electric vehicles and plug-in hybrid electric vehicles, fuel cell electric 
vehicles depend on public infrastructure.  California has over 10,000 fuel cell electric 
vehicles on the road today.  As of September 2018, 39 hydrogen stations open for retail 
use adequately serve this fuel cell electric vehicle fleet.  The chart below depicts 
additional currently funded hydrogen stations in the planning phase and projections of 
future stations, as well as projected fuel cell electric vehicle volumes and station 
capacities.  As the chart illustrates, future projections of hydrogen stations confirm more 
than enough capacity to keep up with demand for these vehicles, which continue to be 
produced above the levels required by the regulation.974 

                                            

974 2018 Annual Evaluation of Fuel Cell Electric Vehicle Deployment and Hydrogen Fuel Station Network 
Development (June 2018). CARB. Accessed on October 24, 2018. 
https://www.arb.ca.gov/msprog/zevprog/ab8/ab8_report_2018_print.pdf. 
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Figure X-2 California Projected Hydrogen Demand and Fueling Capacity 

 

As these data demonstrate, California’s infrastructure is and will be more than adequate 
to fuel the vehicles mandated by ZEV standards through 2025 and beyond.  The 
technologies exist and are being applied in increasing numbers throughout the state. 
CARB’s cost estimates for ZEVs, as detailed in its Midterm Review and EPA’s 2016 
Proposed Determination, demonstrate that costs, which are not excessive, are 
decreasing and will continue to do so.  For all of these reasons, California’s ZEV 
standards are consistent with Section 202(a), and EPA’s proposed findings to the 
contrary are unsupported and without basis (if they were even legally permissible to 
make, which they are not). 

Finally, EPA’s consideration of perceived challenges to ZEV penetration in Section 177 
states is meritless.  First, as discussed above, EPA may not consider compliance in 
Section 177 states in analyzing California’s waiver.  Further, because California’s own 
infrastructure and electric vehicle production and demand far exceed its regulatory 
mandate, the state need not rely on any ZEV penetration in Section 177 states to meet 
its standards.  And in any case, EPA’s perception that “challenges” are preventing ZEV 
penetration in Section 177 States is misguided, as ZEV penetration is rapidly increasing 
across those States as well.975   

 In sum, EPA may not revoke California’s waiver for its GHG and 

ZEV requirements. 

As explained above, EPA lacks any authority to revoke a waiver.  Even if EPA had any 
implicit authority to revoke waivers, that authority must be severely limited and the 

                                            

975 See Multi-state Comment Letter, Appendix B: ZEV Penetration and Infrastructure Beyond California. 
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conditions for it do not exist here.  Further, none of EPA’s grounds for withdrawing 
California’s waiver is lawful, as discussed above.  EPA’s proposal is unprecedented, 
unfounded, unlawful, and deleterious to the aims of the Clean Air Act, the basic 
principles of state sovereignty, and the health and welfare of California’s residents. 
 

XI. EPCA preemption is improper. 

NHTSA’s analysis and proposed finding that California’s Advanced Clean Car standards 

are preempted by the Energy Policy and Conservation Act (“EPCA”) is both 

inappropriate and wrong.  As a threshold matter, Congress has not delegated to NHTSA 

the authority to determine the scope of EPCA preemption, much less determine that any 

state law is preempted.  This is all the more given that California’s Advanced Clean Car 

program has been reviewed by another federal agency and received waivers under a 

statute—the Clean Air Act—in which NHTSA cannot claim any particular expertise or 

authority.  Furthermore, NHTSA’s analysis of both express and conflict preemption is 

wrong on the law and contradicted by the two federal courts that have directly 

addressed the issue.  Congress intended that California’s separate emissions standards 

would never be preempted by EPCA.  Even if EPCA could preempt some hypothetical 

emissions standards, California’s Advanced Clean Car program is not expressly 

preempted by EPCA nor in conflict with it. 

The intent of EPCA’s fuel economy program is to promote energy conservation. When 
enacted, the predominant transportation technology was the internal combustion 
engine. Now, new technologies are transforming the sector that do not use gasoline, are 
not inherently limited to non-renewable energy sources, their energy sources come from 
a variety of renewable and non-renewable sources, and are delivered in a variety of 
ways. The statute does not evince any text or intent for the Secretary of Transportation 
to regulate the energy use of such technologies, or to preempt emissions from such 
technologies. When zero-emission transportation has the potential reduce greenhouse 
gas emissions millions of metric tons,976 regulations promoting such technologies to 
realize these reductions do not “relate to” fuel economy under Section 32919.   

 NHTSA’S discussion of preemption and its proposed regulatory 

text are ultra vires and unwarranted. 

In the preamble to the proposed rule, NHTSA claims “[p]resent circumstances require 

NHTSA to address the issue of preemption.”977  The “circumstances” NHTSA appears 

to be referring consist solely of California’s GHG standards and ZEV program, which 

have existed for 9 and 25 years, respectively.  In response to these circumstances, 

                                            

976 See Bradley, M., Levine, J., Re: Request for Public Input on Potential Alternatives to a Potential Clarification of the 
“Deemed to Comply” Provision for the LEV III Greenhouse Gas Emission Regulations for Model Years Affected by 
Pending Federal Rulemakings, May 31, 2018, p. 3. 
977 83 Fed.Reg. at 43,233.   
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NHTSA proposes to adopt regulatory text “summarizing” its position.978  However, on its 

face, the proposed regulatory text appears not to summarize NHTSA’s position, but 

rather to attempt to make it binding law.979   

 Congress has not delegated NHTSA authority to determine whether a 
state’s law is expressly preempted. 

As a general matter, agencies lack legal authority to determine the preemptive effect of 

statutes, absent express delegation from Congress giving them such authority.980  

Accordingly, the rare laws that delegate preemption authority to agencies do so 

explicitly.  For example, the Telecommunications Act of 1996 provides that if the 

Federal Communications Commission makes a specified determination, after notice and 

comment, about state laws applicable to providers of telecommunications services, “the 

Commission shall preempt the enforcement of such [laws] to the extent 

necessary…..”981   

EPCA does not delegate to NHTSA the authority to determine whether a given state law 

is preempted, or even whether that state law is “related to fuel economy standards.”982 

NHTSA does not, and cannot, assert otherwise.  It is no accident that courts confronting 

the question of whether state laws are expressly preempted under EPCA have ignored  

NHTSA’s statements in prior rulemakings addressing the question.983   

Because NHTSA has no authority to declare California’s standards preempted, and is 

entitled to no deference in interpreting EPCA’s preemption language, it  should not 

finalize its proposed regulations nor purport to interpret the preemption provision of the 

statute in the preamble to any final rule.  

 NHTSA’s Proposed Finding of Conflict Preemption is Premature, 
Cursory, Outside the Agency’s Expertise and Erroneous. 

NHTSA’s proposed finding and regulatory text regarding conflict preemption are 

similarly misplaced.  Even a serious attempt to analyze conflict preemption would be 

                                            

978 Id. at 43,329.   
979 Id. at 43,486, 43,489 (to be codified at 49 C.F.R. §§ 531.7, 531 App. B, 533.7, 533 Appx. B) (purporting to declare 
preemption).  This effort is ultra vires, and should be abandoned. 
980 Am. Tort Reform Ass'n v. Occupational Safety & Health Admin., 738 F.3d 387 (D.C. Cir. 2013); Wyeth v. Levine, 
555 U.S. 555, 577 (2009) (Agencies “have no special authority to pronounce on preemption absent delegation from 
Congress.”). 
981 47 U.S.C. § 253(d). 
982 49 U.S.C § 32919(a).   
983 See Green Mountain Chrysler Plymouth Dodge Jeep v. Crombie, 508 F.Supp.2d 295 (D. Vt. 2007); Cent. Valley 
Chrysler-Jeep, Inc. v. Goldstene, 529 F.Supp.2d 1151 (E.D. Cal. 2007), Ophir v. City of Boston 647 F.Supp.2d 86 (D. 
Mass. 2009); cf. Metro. Taxicab Bd. of Trade v. City of New York, No. 08CIV7837(PAC), 2008 WL 4866021, at *10 

(S.D.N.Y. Oct. 31, 2008) (rejecting use of “out of context” quote from passage “summariz[ing] NHTSA's view that not 
all emissions standards should be preempted under the EPCA”). 
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premature at this point because there is no final NHTSA CAFE regulation to analyze.984  

Conflict preemption is a fact-specific inquiry.985  NHTSA appears to concede that at 

least some hypothetical state greenhouse gas emissions standards may be able to 

coexist with NHTSA’s CAFE regulations.986 Therefore, it cannot claim that particular 

state standards conflict with federal regulations in the absence of final federal 

regulations and a factual record demonstrating a conflict.987  Auto industry trade 

associations have made this same basic point to the Supreme Court, arguing that the 

question of whether state greenhouse gas emission standards are conflict preempted 

under EPCA “is an issue that can only be decided on the merits in the pending [district 

court cases addressing the question], where the interplay between the specific state 

regulations and the federal fuel economy program can be determined on a full 

record.”988  NHTSA has not attempted the type of analysis that would be required to 

support a conflict preemption argument; it cannot lawfully do so for the first time in its 

final rule. 

NHTSA’s discussion of preemption is gratuitous for another reason: EPCA’s preemption 

provision does not apply to emissions standards for which California has obtained a 

valid waiver under the Clean Air Act—like those at issue here.  As both federal courts to 

consider the issue have recognized, and as described in more detail below, California’s 

emissions standards are outside the scope of what Congress intended EPCA to 

preempt.989   

NHTSA should withdraw its proposed findings on conflict preemption for the further 

reason that, in any future litigation, NHTSA’s conclusions in this rulemaking would not 

merit any deference by the courts.  Even in cases that might merit deference to an 

agency’s understanding of the impacts state laws may have on the operation of federal 

law, courts “have not deferred to an agency conclusion that state law is preempted” as a 

result of that conflict.990   

Moreover, this is not a case in which deference would be appropriate even for NHTSA’s 

analysis of any alleged conflict.  Such deference is appropriate only when agencies are 

                                            

984 NHTSA’s proposed rule introduces new assumptions, modeling, and analyses, all of which are contrary to a recent 
2016 technical record and are the subject of extensive public comment.  In other words, if NHTSA has an open mind 
in this rulemaking, the outcome should not be certain enough for the Agency to conduct a conflict analysis. 
985 Alascom, Inc. v. FCC, 727 F.2d 1212, 1220 (D.C. Cir. 1984) (“[W]hether a state regulation unavoidably conflicts 
with national interests is an issue incapable of resolution in the abstract.”).   
986 see 83 Fed.Reg. 43,234-235.   
987 California Coastal Comm'n v. Granite Rock Co., 480 U.S. 572, 588 (1987) (“Congress’ treatment of environmental 
regulation and land use planning as generally distinguishable calls for this Court to treat them as distinct, until an 
actual overlap between the two is demonstrated in a particular case.”).   
988 Massachusetts v. EPA, U.S. Sup. Ct. No. 05-1120, Br. of Resp’ts Alliance of Auto. Mfrs. et al., p. 15 (October 24, 
2006).   
989 Green Mountain, 508 F.Supp.2d at 354; Cent. Valley, 529 F.Supp.2d at 1175. 
990 Wyeth, 555 U.S. at 576 (emphasis in original); see also id. at 588 (Thomas, J., concurring) (“Congressional and 

agency musings, however, do not satisfy the Article I, § 7, requirements for enactment of federal law and, therefore, 
do not pre-empt state law under the Supremacy Clause.”). 
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“uniquely qualified to comprehend the likely impact of state requirements.”991  Moreover, 

“[t]he weight we accord the agency's explanation of state law's impact on the federal 

scheme depends on its thoroughness, consistency, and persuasiveness.”992   

First, NHTSA is not entitled to any deference for its determination that the operation of 

the Clean Air Act conflicts with the congressional objectives set forth in EPCA.  In a 

similar context, the Supreme Court recently noted that “[a]n agency eager to advance its 

statutory mission, but without any particular interest in or expertise with a second 

statute, might (as here) seek to diminish the second statute's scope in favor of a more 

expansive interpretation of its own—effectively “bootstrap[ping] itself into an area in 

which it has no jurisdiction.”993  Similarly, NHTSA has no “interest in or expertise with” 

Section 209 of the Clean Air Act.  That statutory provision establishes California and 

EPA as co-regulators of the California and federal vehicle emissions control programs, 

respectively.994  And the Supreme Court has recognized that EPA’s capacity and 

obligation to set national emissions standards under the Clean Air Act is independent of 

NHTSA’s obligation to regulate fuel economy under EPCA.995   

Second, NHTSA’s analysis of conflict preemption lacks “thoroughness, consistency, and 

persuasiveness.”996  To obtain its waiver under Section 209, California has conducted 

extensive analyses on the feasibility of its emissions standards and their consistency 

with Section 202 of the Clean Air Act.  By contrast, NHTSA has dedicated 

approximately one page of the Federal Register to its claim that the operation of the 

Clean Air Act, a statute NHTSA does not administer, stands as an obstacle to NHTSA’s 

administration of EPCA.  

For all of these reasons, NHTSA should refrain from finalizing its preemption regulations 

or otherwise taking a position on preemption in any final rule. 

 EPCA does not expressly preempt California’s standards. 

NHTSA’s discussion of express preemption is not only unwarranted, it is also wrong: 

California’s Advanced Clean Car standards are not expressly preempted by EPCA. As 

discussed below, EPCA’s preemption provision does not apply to emissions standards 

for which California has obtained a waiver. And even if it could do so in some 

hypothetical scenario, it does not preempt California’s Advanced Clean Car standards 

under any reasonable interpretation. 

                                            

991 Geier v. Am. Honda, 529 U.S. 861, 883 (2000) (internal quotation omitted).   
992 Wyeth, 555 U.S. at 577. 
993 Epic Sys. Corp. v. Lewis, 138 S. Ct. 1612, 1629, (2018).   
994 [See Sections III and X of CARB’s comments. ].   
995 Massachusetts v. EPA, 549 U.S. 497, 532 (2007). 
996 See Wyeth, 555 U.S. at 577.   
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 EPCA does not preempt standards for which California has obtained a 
waiver under Section 209 of the Clean Air Act. 

Rather than preempting California’s emissions standards, EPCA represents a 

continuation of Congress’s long history of preserving and recognizing California’s 

authority to regulate vehicle emissions, including vehicle greenhouse gas emissions.  

NHTSA’s reading of EPCA’s preemption provision is contrary to that history, other 

provisions of EPCA, the presumption against implied repeal, and federalism canons of 

statutory construction. 

a. Congress has repeatedly preserved California’s ability to regulate 
motor vehicle emissions. 

“[T]he purpose of Congress is the ultimate touchstone in every pre-emption case.”997  

Congress has continually expressed its intent  not to preempt, but to instead preserve 

California’s authority to implement its separate motor vehicle emission control program 

and associated emission standards for new motor vehicles. 

i. The Air Quality Act of 1967 and the Clean Air Act of 1970. 

When California regulates air pollution from new vehicles sold in the state, it does so 

pursuant to its historic police power, which encompasses the protection of the health 

and welfare of its citizens.998 State police powers also clearly extend to the protection of 

the environment.999  “Legislation designed to free from pollution the very air that people 

breathe clearly falls within the exercise of even the most traditional concept of what is 

compendiously known as the police power.”1000   

This historic power has been repeatedly and explicitly preserved by Congress, first in 

the Air Quality Act of 1967, and again in the Clean Air Act of 1970, recognizing 

California’s historical exercise of that authority and the importance of California 

continuing to exercise that authority.1001   

The statutory regime established a presumption that California is entitled to continue 

exercising its traditional role and authority with respect to controlling vehicle emissions.  

The original language entitled California to a waiver unless EPA found that California  

does not require standards more stringent than applicable federal standards 
to meet compelling and extraordinary conditions or that such State 
standards and accompanying enforcement procedures are not consistent 
with section 202(a) of this title.  

                                            

997 Medtronic, Inc. v. Lohr, 518 U.S. 470, 485 (1996) (internal quotation marks omitted).   
998 Id. at 475. 
999 Huron Portland Cement Co. v. City of Detroit, 362 U.S. 440, (1960).   
1000 Id. at 442. 
1001 See Motor & Equip. Mfrs. Ass'n, Inc. v. EPA, 627 F.2d 1095, 1110 (D.C. Cir. 1979) (“MEMA I”). 
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Pub. L. 90-148, § 208(b), 81 Stat. 485, 501; see also Pub. L. 91-604, § 8(a), 84 Stat. 1676, 1694 

(redesignating Section 208 of the Air Quality Act as Section 209 of the Clean Air Act).   

Thus, Congress provided that in order to preempt California from exercising its historic 

police power, opponents of California’s emissions standards must carry a heavy 

evidentiary burden and demonstrate circumstances that could overcome the 

presumption that the waiver should be granted.1002  

ii. EPCA 

Having thus preserved California’s authority to set vehicle emissions standards, 

Congress accounted for the effects those emissions standards would have on fuel 

economy when it enacted EPCA in 1975.  The legislative history of the statute is replete 

with discussion of the relationship between California vehicle emission standards and 

fuel economy, including the potential positive and negative impacts the former might 

have on the latter.1003  Not only did Congress consider that relationship when setting the 

initial CAFE standards contained in the statute, but, as described in more detail below, it 

also provided that individual manufacturers could request and obtain exemptions from 

those initial fuel economy standards if it they could show California’s emissions 

standards would make compliance too difficult.1004  In other words, in the event that 

Congress underestimated the effect of California’s emissions standards on fuel 

economy, Congress specified that CAFE standards—and not California’s emissions 

standards—would give way.1005  When Congress later recodified EPCA, it similarly 

directed NHTSA to consider “other motor vehicle standards” when it set standards for 

later years.  As described below, that phrase encompassed California’s emission 

standards. 

iii. The Clean Air Act Amendments of 1977. 

Two years after EPCA’s promulgation, Congress amended the Clean Air Act “‘to ratify 

and strengthen the California waiver provision and to affirm the underlying intent of that 

provision, i.e., to afford California the broadest possible discretion in selecting the best 

means to protect the health of its citizens and the public welfare.’”1006 Recognizing that 

other states also had substantial sovereign interests in controlling vehicle emissions, 

Congress added Section 177 to allow other States to adopt California’s waiver 

standards, under specified conditions.1007  In expanding and strengthening its 

preservation of state authority, Congress made no mention of EPCA or its preemption 

                                            

1002 MEMA I, 627 F.2d at 1121-1122. 
1003 See, e.g., H. Rep. No. 94–340, at 86–87, 89-91; H. Rep. No. 95–294, p. 245–46, 249.   
1004 Pub. L 94-163, 89 Stat. 871, § 502(d)(3)(D)(i).   
1005 H.R. Rep. 94-340, 90, reprinted in 1975 U.S.C.C.A.N. 1762, 1852 (“In order to take account of the possibility that 
more stringent emission standards would result in an even greater reduction in average fuel economy, the Committee 
provided a mechanism for adjusting downward the average fuel economy standards for passenger automobiles.”).   
1006 MEMA I, 627 F.2d at 1110 (quoting H.R.Rep. No. 95-294, 301-02 (1977), reprinted in 1977 U.S.C.C.A.N. p. 

1380).   
1007 Pub. L. 95-95, § 129(b).   
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provision, even though it was well aware of the relationship between California’s 

emissions standards and fuel economy. 

iv. The Energy Independence and Security Act of 2007. 

Finally, in 2007, Congress specifically embraced California’s ability to establish 

greenhouse gas emissions standards for vehicles.  In the Energy Independence and 

Security Act (“EISA”), Congress amended federal agency vehicle acquisition rules to 

establish a general rule that federal agencies acquire only “low greenhouse gas emitting 

vehicles.”1008  Congress simultaneously required EPA to determine which vehicles 

qualify as “low greenhouse gas emitting vehicles” by taking into account “the most 

stringent standards for vehicle greenhouse gas emissions applicable to and enforceable 

against motor vehicle manufacturers for vehicles sold anywhere in the United 

States.”1009  Through its use of the phrase “anywhere in the United States,” Congress 

envisioned greenhouse gas emissions standards set by authorities other than EPA.  

And the only other authority that can set vehicle emissions standards is California, 

under Section 209(b) of the Clean Air Act.  Indeed, in 2007, California had already 

adopted such standards for greenhouse gas emissions while the federal government 

had not.  If Congress had meant EPA to only consider federal standards to be set by 

EPA it could easily have said so.  Nor would there have been any need to refer to the 

“most stringent” standards if Congress meant only EPA’s standards. 

At the time of EISA’s passage, the Supreme Court had made clear in Massachusetts v. 
EPA that EPA could set standards for greenhouse gas emissions from new motor 

vehicles, meaning that California, in turn, could obtain a waiver for greenhouse gas 

emissions standards provided the statutory criteria of Section 209(b) were satisfied.  

Further, two federal district courts had held that EPCA does not preempt California from 

adopting GHG emissions standards for vehicles.  Those decisions, and the existence of 

California’s greenhouse gas emission standards, were “a part of the contemporary legal 

context in which Congress legislated.”1010  Congress chose not to disturb that context, 

enacting a savings clause in EISA that expressly preserved existing state authority to 

regulate greenhouse gas emissions.1011  And the legislative history indicates that 

Congress was fully aware of the legal context and interpreted the savings clause as 

protecting California’s ability to regulate tailpipe greenhouse gas emissions pursuant to 

a waiver from EPA under Section 209(b).1012  

In sum, Congress has repeatedly and carefully preserved California’s ability to regulate 

emissions, including greenhouse gas emissions, from new motor vehicles. This history 

                                            

1008 42 U.S.C. § 13212(f)(2)(A).   
1009 Id. § 13212(f)(3)(B).   
1010 Merrill Lynch, Pierce, Fenner & Smith, Inc. v. Curran, 456 U.S. 353, 381 (1982).   
1011 42 U.S.C. § 7545(o)(12).   
1012 See Section III.F.2 of CARB’s comments.   
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is fundamentally at odds with NHTSA’s assertion that Congress has preempted 

California from regulating those very emissions. 

b. NHTSA’s proposed interpretation is foreclosed by EPCA. 
As mentioned above, EPCA’s initial fuel economy standards, for Model Years 1978-

1980 were set by Congress.1013  Those standards were set after significant discussion 

of the effect California’s emissions standards would have on manufacturers’ ability to 

meet fuel economy standards.  At the same time Congress set fuel economy standards 

for those model years, it also provided individual manufacturers the ability to apply to 

the Secretary of Transportation for a modification of the fuel economy standards 

applicable to the manufacturer for those model years.1014  To obtain such a modification, 

a manufacturer would need to show that other “federal” standards for those model years 

would make compliance with fuel economy standards impossible.  Those federal 

standards expressly included both EPA-set emissions standards under Section 202 of 

the Clean Air Act “and emissions standards applicable by reason of Section 209(b) of 

such Act.”1015   

NHTSA makes two contentions in an effort to downplay the significance of this 

provision.  Neither is credible.  First, NHTSA claims “the listing of federal standards 

never had any application outside that subsection.”1016  In other words, NHTSA is 

saying that Congress directed the agency to consider California’s standards in one part 

of the statute while preempting them in another.  This interpretation “makes no logical 

sense.”1017   

Second, NHTSA claims whatever interpretive light that provision might have shone on 

the rest of the statute “ceased to have significance when the subsection became 

obsolete.”1018  But while this subsection may have become obsolete along with the fuel 

economy standards for those Model Years, it is still an express manifestation of 

Congress’ intent with respect to NHTSA’s treatment of California’s vehicle emissions 

standards.  There is no reason to think that Congress intended the scope of the 

preemption provision to expand after Model Year 1980.  And NHTSA has offered no 

reason to think that its mandate to consider “other motor vehicle standards of the 

Government” when setting standards refers to anything other than the same standards 

that NHTSA had previously been required to consider when reviewing applications for 

modifications of standards applicable to individual manufacturers.  Nor has NHTSA 

explained why Congress would have intended for the agency to ignore, when setting 

standards, the impacts—positive or negative—of California emissions standards, nor, if 

                                            

1013 Pub. L 94-163, 89 Stat. 871, § 502(a)(1).   
1014 Id. § 502(d).   
1015 Id. § 502(d)(3)(D)(1); See also S.Rep. No. 94–516, at 156 (1975). 
1016 83 Fed.Reg. at 43,237.   
1017 Cent. Valley, 529 F.Supp.2d at 1175. 
1018 83 Fed.Reg. at 43,237. 
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Congress had intended that, why it would have left the word “federal” out of the phrase 

“other motor vehicle standards of the Government.”  Indeed, prior to this rulemaking, 

NHTSA has consistently interpreted that phrase to include California’s emission 

standards.1019 And both courts to consider the issue have agreed.1020, 1021 

Although NHTSA points to some limited legislative history in arguing that Congress only 

meant to require NHTSA to consider the California smog standards that existed at the 

time of EPCA’s enactment1022 the text of the statute is not so limited.  To the contrary, in 

1975 it was entirely predictable that California might still seek a new waiver for model 

years four years in the future.  And NHTSA has not articulated any reason Congress 

would have cared only about the fuel economy impact of some California waiver 

standards but not others.   

NHTSA also fails to meaningfully contend with the enactment of EISA in 2007.  

Although NHTSA argues that EISA’s savings provision “does not purport expand pre-

existing authority,” NHTSA does not address the fact that Congress enacted that 

provision against the backdrop of two recent federal court rulings explicitly holding that 

EPCA did not limit California’s authority to adopt greenhouse gas emissions standards.  

Nor does NHTSA explain why, if EPCA preempted greenhouse gas standards other 

than those set by EPA, Congress directed EPA to identify “low greenhouse gas emitting 

vehicles” by looking at “the most stringent standards for vehicle greenhouse gas 

emissions applicable to and enforceable against motor vehicle manufacturers for 

vehicles sold anywhere in the United States.”1023  

Finally, in the preamble to the proposed rule, NHTSA claims Congress understood CO2 

emissions were related to fuel economy standards, because, in a different provision 

governing compliance testing, Congress accepted measurement of CO2 emissions as a 

means of determining compliance with the initial CAFE standards.1024  NHTSA appears 

to be arguing that the details of the compliance testing provision can expand the scope 

of EPCA’s preemption provision, overriding the rest of the statute and Section 209 of 

the Clean Air Act insofar as it applies to one of the pollutants used in compliance 

testing.  This makes little sense, and flies in the face of Justice Scalia’s warning that 

“Congress ... does not alter the fundamental details of a regulatory scheme in vague 

terms or ancillary provisions—it does not ... hide elephants in mouseholes.”1025  

                                            

1019 See, e.g., 71 Fed.Reg. 17,566, 17643 (Apr. 6, 2006).   
1020 Green Mountain, 508 F.Supp.2d at 347 (“It seems beyond serious dispute therefore that once EPA issues a 
waiver for a California emissions standard, it becomes a motor vehicle standard of the government….”); Cent. Valley, 
529 F.Supp.2d at 1173 (“[T]here is nothing in statute or in case law to support the proposition that a regulation 
promulgated by California and granted waiver of preemption under § 209 is anything other than a “law of the 
Government” whose effect on fuel economy must be considered by NHTSA in setting fuel economy standards.”). 
1021 The automaker plaintiffs in the Central Valley even conceded this point at oral argument. Cent. Valley Chrysler-
Jeep, Inc. v. Goldstene, 529 F. Supp. 2d 1151, 1172 (E.D. Cal. 2007), as corrected (Mar. 26, 2008). 
1022 See 83 Fed.Reg. at 43,237. 
1023 Id. § 13212(f)(2)(A) & (3)(B). 
1024 Id. at 43,234.   
1025 Whitman v. Am. Trucking Ass’ns, 531 U.S. 457, 468 (2001). 
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Moreover, as NHTSA acknowledges, CO2 emissions were only one part of the 

compliance testing regime Congress approved.  That regime also included testing for 

hydrocarbons, emissions for which California already had standards that Congress 

clearly did not intend to preempt, as described above. 

c. NHTSA’s proposed interpretation would partially implicitly repeal 
Section 209(b) of the Clean Air Act. 

NHTSA also does not and cannot contend with the need to harmonize EPCA and the 

Clean Air Act, asserting instead an interpretation of EPCA that violates the “strong 

presumption” against implied repeal.1026  But one statute may be read to implicitly repeal 

another only in the rare circumstances when the two statutes cannot be harmonized.1027  

If possible, the two statutes must be read in a way that gives meaning and effect to 

both.  

The Clean Air Act and EPCA can be reconciled in a way that gives effect to both. 

NHTSA appears to recognize the need for such a reconciliation, as it struggles in vain to 

articulate a reason for preempting California’s greenhouse gas emissions standards 

while preserving California’s authority for other emissions standards.  As described 

below, NHTSA fails to articulate a coherent or workable distinction between standards 

for greenhouse gases and those for other pollutants, let alone one that gives effect to 

Congress’s intention in the Clean Air Act.  Fortunately, a much simpler way to give 

effect to both two statutes is available: interpreting EPCA’s preemption provision so as 

not to apply to emissions standards for which California has obtained a waiver.  This 

reading is the best—and only—way to give effect to both statutes.  The Clean Air Act 

will continue to authorize California emissions standards, including those for 

greenhouse gases, while EPCA’s preemption provision will continue to apply to other 

state laws.1028   

NHTSA’s purported attempt to reconcile EPCA with the Clean Air Act does not give 

effect to the Clean Air Act.  Rather, NHTSA claims that Section 209(b) of the Clean Air 

Act “operates only to relieve ‘application of this section’—the preemption provision of 

the Clean Air Act,” and therefore has no bearing on whether Congress meant for EPCA 

to preempt California’s emissions standards.1029  But “this section” is the law that 

addresses—in highly specific terms—California’s authority to set emissions standards.  

Its effect is to give California the ability—subject to EPA’s narrow and deferential 

review—to set emission standards, including standards for greenhouse gases.  Indeed, 

when Congress enacted EPCA, it described Section 209(b) as having the effect of 

                                            

1026 Epic Sys. Corp. v. Lewis, 138 S. Ct. 1612, 1624 (2018).   
1027 Morton v. Mancari, 417 U.S. 535, 550 (1974).   
1028 See Stewart v. Smith, 673 F.2d 485, 492 (D.C. Cir. 1982) (“When one statute speaks in general terms while the 
other is specific, conflicting provisions may be reconciled by carving out an exception from the more general 
enactment for the more specific statute.”). 
1029 83 Fed.Reg. at 43,235 (quoting 42 U.S.C. 7543(b)).   
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authorizing California emissions standards, without any reference to EPCA’s 

preemption provision.1030   

By failing to give effect to the Section 209(b) of the Clean Air Act, NHTSA’s proposed 

interpretation implicitly repeals Section 209(b) to the extent it included standards for 

greenhouse gases tailpipe emissions.1031  To wit, NHTSA says EPCA’s preemption 

provision renders California’s tailpipe GHG and ZEV standards void ab initio.  

Meanwhile, EPA says that, as a result, it cannot grant a waiver those standards.  The 

combined effect of those positions would be that Section 209(b) would not have even 

the limited effect NHTSA claims, of saving California’s standards preemption under 

Section 209(a).  And even if EPA can grant a waiver for standards that are void ab initio, 

that waiver would be effectively meaningless.  In either case, NHTSA’s reads EPCA in a 

way that fails to give any meaningful effect to Section 209(b), at least with respect to 

tailpipe greenhouse gas emissions.  

Congress can of course limit Section 209(b)’s effect if it wants.  But it has to do so 

explicitly, or otherwise leave no room for doubt.1032   

The canon against implied repeal applies with particular force in this case, given that 

EPCA explicitly recognized that Section 209(b) would be effective, both with respect to 

standards already approved and with respect to those yet to be proposed, and that 

EISA appears to have recognized the validity of California’s greenhouse gas emissions 

standards adopted pursuant to Section 209(b).  In addition, Congress should not be 

read as having implicitly repealed part of the effect of Section 209(b) in 1975 only to 

have expanded its effect two years later, when it heightened the burden for waiver 

opponents and allowed Section 177 States to adopt California standards.  As the House 

Report accompanying those 1977 Amendments said, Congress did not intend to 

exempt certain pollutants from “the comprehensive protections afforded by the Clean Air 

Act.”1033   

d. NHTSA’s proposed interpretation would violate principles of 
federalism.  

Even in a vacuum, EPCA could not plausibly be interpreted as preempting California 

emission standards made effective “by reason of” Section 209 of the Clean Air Act. And 

EPCA does not exist in a vacuum.  Rather, it must be read in light of presumptions 

against statutory interpretations that interfere with federalism.  These include the 

                                            

1030 Pub. L 94-163, 89 Stat. 871, § 502(d)(3)(D)(1) (referring to “emissions standards applicable by reason of § 
209(b)”) (emphasis added). 
1031 See Agri Processor Co. v. N.L.R.B., 514 F.3d 1, 4 (D.C. Cir. 2008) (rejecting implied repeal of National Labor 
Relations Act’s definition of employee, “to the extent that it includes undocumented aliens”).   
1032 Epic Sys, 138 S. Ct. at 1627 (“It's more than a little doubtful that Congress would have tucked into the mousehole 
of Section 7's catchall term an elephant that tramples the work done by these other laws … and seats the Board as 
supreme superintendent of claims arising under a statute it doesn't even administer.”). 
1033 H.R.Rep. No. 95–294, at 42–43. 
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presumption against preemption of historic state police powers and the requirement of a 

plain statement of congressional intent to alter the federal-state balance.  NHTSA’s 

interpretation runs afoul of both. 

“[B]ecause the States are independent sovereigns in our federal system,” preemption 

analysis must begin “with the assumption that the historic police powers of the States 

were not to be superseded by the Federal Act unless that was the clear and manifest 

purpose of Congress.”1034  California’s regulation of air pollution from motor vehicles fits 

squarely within its historic police powers.  Absent a clear indication of congressional 

intent to the contrary, statutes—even those with express preemption provisions—must 

not be interpreted to preempt such police powers.1035  Moreover, when “coordinate state 

and federal efforts exist within a complementary administrative framework, and in the 

pursuit of common purposes, the case for federal pre-emption becomes a less 

persuasive one.”1036  This rule of federalism is longstanding; Congress was well aware 

of it when it enacted EPCA in 1975.  NHTSA, however, fails to address this presumption 

or the significance of California’s police power authority, and cannot explain how its 

interpretation can overcome the presumption.  

California’s authority to regulate motor vehicle emissions carries even more weight 

here.  As described above, that authority has been carefully preserved and reinforced 

by Congress over the course of more than 50 years.  Congressional action has 

cemented California’s authority within “the usual constitutional balance between the 

States and the Federal Government.”1037 That balance is presumed not to be altered 

without a plain statement by Congress.1038  “This plain statement rule is nothing more 

than an acknowledgment that the States retain substantial sovereign powers under our 

constitutional scheme, powers with which Congress does not readily interfere.”1039  

NHTSA’s proposed interpretation would interfere with those sovereign powers, altering 

the federal-state balance inherent in our system of federalism and as expressly struck 

by Congress.1040  Again, NHTSA fails to address the significance of this balance or the 

requirement of a plain statement to alter it. 

 Because NHTSA’s proposed interpretation is inconsistent with the principles of 

federalism, it should be abandoned. 

                                            

1034 Medtronic, Inc. v. Lohr, 518 U.S. 470, 486 (1996) (quoting Rice v. Santa Fe Elevator Corp., 331 U.S. 218, 230 

(1947)).   
1035 BNSF Ry. Co. v. Cal. Dep't of Tax & Fee Admin., 904 F.3d 755, 765-66 (9th Cir. 2018); Shuker v. Smith & 
Nephew, PLC, 885 F.3d 760, 771 (3d Cir. 2018).   
1036 N.Y. State Dep’t. of Soc. Servs. v. Dublino, 413 U.S. 405, 421 (1973).   
1037 Gregory v. Ashydrocarbonroft, 501 U.S. 452, 461 (1991). 
1038 Id.   
1039 Id.   
1040 See Oregon v. Ashydrocarbonroft, 368 F.3d 1118, 1124 (9th Cir. 2004), aff'd sub nom. Gonzales v. Oregon, 546 

U.S. 243 (2006) (balance altered by federal “interfer[ence] with Oregon's authority to regulate medical care within its 
borders”).   
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i. Even if some waiver standards could be preempted as “related 
to fuel economy standards,” California’s Advanced Clean Car 
standards are not. 

As discussed above, emissions standards for which California has obtained a waiver 

under Section 209 are always outside the scope of EPCA’s preemption provision.  But 

even if EPCA’s preemption provision could apply to some waiver standards, applying it 

to California’s GHG and ZEV standards, as NHTSA proposes here, would contravene 

congressional intent.   

e. EPCA’s preemption provision must be read narrowly in light of 
congressional intent. 

In any inquiry into the scope of a preemption provision, “[t]he purpose of Congress is 

the ultimate touchstone.”1041  In analyzing provisions using “related to” language, courts 

“simply must go beyond the unhelpful text and the frustrating difficulty of defining its key 

term, and look instead to the objectives of the [] statute as a guide to the scope of the 

state law that Congress understood would survive.”1042  For the reasons discussed 

above, if there were any apparent ambiguity in congressional intent, it would have to be 

resolved in favor of interpretations that preserve historic state police powers over air 

pollution control and give the fullest possible effect to other congressional actions. 

Travelers Insurance is particularly instructive.  There, the Supreme Court rejected a 

broad reading of ERISA’s “relate to” preemption provision—a reading that would have 

resulted in barring state regulation of hospital costs because of the effect that regulation 

would have on ERISA plans.  The Court said such a reading would be “unsettling” and 

“startling,” given that—at the time of ERISA’s adoption—states were already regulating 

hospital charges, “and yet there is not so much as a hint in ERISA's legislative history or 

anywhere else that Congress intended to squelch these state efforts.”1043  Moreover, the 

Court noted that, subsequent to ERISA, Congress enacted a law providing for the 

funding of state demonstration projects regulating hospital rates without explicitly 

exempting those projects from ERISA preemption.1044  The Court refused to read 

ERISA’s “relate to” preemption provision as rendering Congress’s subsequent action 

“utterly nugatory,” by preempting the state efforts Congress sought to encourage.1045   

Similarly, in California Division of Labor Standards Enforcement v. Dillingham 
Construction, N.A., Inc., the Court refused to interpret ERISA’s preemption provision as 

applying to state statutes that Congress “previously sought to foster.”1046  

                                            

1041 Medtronic, 518 U.S. at 485 (quotation omitted).    
1042 N.Y. State Conference of Blue Cross & Blue Shield Plans v. Travelers Ins. Co., 514 U.S. 645, 656 (1995). 
1043 514 U.S. at 665.   
1044 Id. at 667. 
1045 Id. 
1046 519 U.S. 316, 332 n.7 (1997). 
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EPCA’s preemption provision likewise must be read consistent with action Congress 

took before and after EPCA, as well as in EPCA itself.  As described above, Congress 

has repeatedly taken action to preserve California’s authority to adopt emissions 

standards for new motor vehicles, beginning in the Air Quality Act of 1967, and 

continuing through the Clean Air Act of 1970, EPCA itself, the 1977 Amendments to the 

Clean Air Act, and the Energy Independence and Security Act of 2007.  NHTSA’s 

overbroad interpretation of EPCA’s preemption provision disregards these actions and 

thus fails like the overbroad readings in Travelers Insurance and Dillingham 
Construction. 

Further, while taking these actions, Congress has consistently recognized that 

California’s emissions standards might have substantial impacts on fuel economy.  In 

enacting EPCA, Congress acknowledged both a 13.8 percent increase in fuel economy 

due to the proliferation of catalytic converters required by California and (later) federal 

emissions standards, and the possibility of a 5.7 percent decrease in fuel economy due 

to certain California emission standards.1047  These impacts were, in fact, part of the 

reason Congress established the process, described above, by which an individual 

manufacturer could seek a modification of the fuel economy standards applicable to it, 

based not only on those standards in place at the time but also those that had yet to be 

proposed. 

And in expanding the waiver provision in the 1977 Amendments, Congress “remained 

well aware of a potential conflict between tighter air pollution control standards and 

improved fuel economy.”1048  Congress also recognized that the emissions standards it 

was intending to foster could also result in improved fuel economy.1049   

Finally, in adopting the Energy Independence and Security Act of 2007, Congress 

adopted a savings provision that explicitly preserved California’s existing authority to 

regulate greenhouse gas emissions, including under Clean Air Act section 209(b).  

Congress also leveraged California’s authority to set GHG emissions standards for new 

motor vehicles—enacting a provision to drive reductions in greenhouse gas emissions 

from federally owned vehicles by directing agencies to purchase low-emitting vehicles 

from a list to be determined in part by reference to California’s GHG standards.  In other 

words, Congress clearly believed California had the authority to control GHG emissions 

from new motor vehicles in 2007. 

Congress has thus repeatedly recognized and protected California’s ability to regulate 

emissions, including greenhouse gas emissions, from new motor vehicles.  Accordingly, 

Congress should not be understood as having preempted that ability through the use of 

                                            

1047 H.R. Rep. No. 94-340, at 86-87, 89-91 (1975), reprinted in 1975 U.S.C.C.A.N. 1762, 1848-49, 1851-53; see also 
40 Fed.Reg. 23102, 23105/1 (May 28, 1975) (noting manufacturers’ claim that California waiver standards would 
depress fuel economy by up to 24 percent).   
1048 Green Mountain, 508 F. Supp. 2d at 346.   
1049 Id. 



 

402 
 

the vague phrase “related to fuel economy standards,” particularly given that several re-

affirmations of California’s authority post-date Congress’s use of that phrase.   

f. NHTSA has failed to propose an interpretation of the phrase 
“related to fuel economy standards” consistent with clear 
congressional intent. 

i. NHTSA has failed to provide adequate notice of the 
interpretation it is proposing to adopt. 

Ignoring the history of congressional action, NHTSA points to a couple of snippets of 

EPCA’s legislative history to repeatedly describe the scope of EPCA’s preemption 

provision as “broad.”1050  The agency’s attempted support for this interpretation of 

congressional intent is limited to the fact that earlier House and Senate versions of the 

bill that emerged from conference did not use the phrase “related to fuel economy 

standards” to describe types of laws that would be preempted.  NHTSA argues that the 

“related to” language in the final is broader than the language in those earlier bills, and, 

thus, Congress meant the statute to preempt broadly.  Notably, there is nothing in the 

legislative history that supports NHTSA’s inference of congressional intent.  Indeed, the 

absence of any discussion of this change suggests the opposite—that Congress did not 

view it as a substantial change.  

In any event, even if the final version of EPCA’s preemption provision were read as 

broader than the earlier versions, NHTSA does not explain why that means it should be 

read so broadly as to preempt California’s authority to regulate greenhouse gas 

emissions from new motor vehicles.  Nor can it, given that Congress repeatedly 

recognized that authority and even built a federal procurement requirement around the 

exercise of that authority. 

NHTSA claims that EPCA’s preemption provision has an “unambiguous plain 

meaning,”1051 In doing so, NHTSA ignores Supreme Court precedent rejecting the 

notion that other preemption provisions using the phrase “related to” or similar language 

have an unambiguous plain meaning.1052 As Justice Scalia wrote in Dillingham 
Construction: 

[A]pplying the “relate to” provision according to its terms was a project doomed to 
failure, since, as many a curbstone philosopher has observed, everything is 
related to everything else.  The statutory text provides an illusory test, unless the 
Court is willing to decree a degree of pre-emption that no sensible person could 
have intended-which it is not.1053 

                                            

1050 E.g., 83 Fed.Reg. at 43,233, 43,234.   
1051 83 Fed.Reg. at 43,234.   
1052 See Travelers Insurance, 514 U.S. at 656.   
1053 519 U.S. at 335-36 (Scalia, J., concurring).  
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The agency also ignores a variety of possible readings of the “related to fuel economy 

standards” phrase suggested by the courts.  For example, the Central Valley court 
interpreted it as preempting “only those state regulations that are explicitly aimed at the 

establishment of fuel economy standards, or that are the de facto equivalent of mileage 

regulation.”1054  And Justice Scalia has suggested that “related to” preemption 

provisions should be read as merely codifying normal principles of implied 

preemption.1055  

In the face of those entirely plausible readings, NHTSA remains silent as to what it 

thinks the “unambiguous plain meaning” of EPCA’s preemption provision actually is.  

Despite NHTSA’s claim that the statute is unambiguous, it seeks comment on the 

appropriate test to apply to determine whether state laws are “related to fuel economy 

standards” within the meaning of that provision.  The agency does not make clear what 

test it itself is applying to reach the conclusion that California’s tailpipe GHG standards 

and ZEV mandates are preempted by EPCA.  While the agency alludes to case law 

applying other preemption provisions using language similar to “related to,”1056 it makes 

no attempt to analogize to or distinguish that case law.  Rather, at various points, 

NHTSA claims preemption is appropriate for a host of different reasons, including 

because California’s standards:  

• are “mathematically linked to fuel economy.”1057  

• are “inextricably linked” to “fuel consumption,” given currently available 
technologies.1058  

• have more than a “merely incidental impact on fuel economy,”1059 and 

• in the case of the ZEV mandate, have “the purpose … to affect fuel 
economy.”1060  
 

None of NHTSA’s formulations refer to a relationship between California’s standards 

and fuel economy standards, which is the key phrase in the statute.  Indeed, NHTSA 

repeatedly misstates the statute as preempting state regulations that are related to “fuel 

economy,” rather than “fuel economy standards.”1061  This distinction matters.  A law 

may be “linked to,” have an “impact” on, or “affect” fuel economy without having the 

same relationship with fuel economy standards.  For example, lowering speed limits or 

prohibiting idling or various safety laws may significantly improve “fuel economy” or 

reduce “fuel consumption.”  Their effect on fuel economy standards, if any, is 

                                            

1054 Central Valley, 529 F. Supp. 2d at 1175.   
1055 Dillingham Construction, 519 U.S. at 336 (Scalia, J., concurring) (“I think it accurately describes our current 
ERISA jurisprudence to say that we apply ordinary field pre-emption, and, of course, ordinary conflict pre-emption.”); 
see also Egelhoff v. Egelhoff ex rel. Breiner, 532 U.S. 141, 153 (2001) (Scalia, J., concurring).  
1056 83 Fed.Reg. at 43,233. 
1057 Id. 43,234. 
1058 Id. 43,234. 
1059 Id. 43,235. 
1060 Id. 43,238. 
1061 Id. At 42,999, 43,234, 43,235, 43,486 (proposed Part 531 Appx. B (a)(3)).   
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significantly more attenuated.  Likewise, laws increasing the adoption of electric and 

fuel-cell vehicles may affect constructive average fuel economy, given that EPCA allows 

manufacturers to effectively claim extra credit for those vehicles,1062 but cannot legally 

affect fuel economy standards, as NHTSA is barred from considering them in setting 

standards.1063 NHTSA’s failure to discuss, let alone describe, the relationship between 

the standards it claims are preempted and its fuel economy standards disregards the 

plain text of the statute and renders its proposal unlawful. 

NHTSA’s formulations of various tests for preemption are also vague and inconsistent 

with each other, making NHTSA’s proposed interpretation of the statute impossible to 

divine.  It is unclear, for example, whether NHTSA’s interprets the statute to preempt all 

laws that are “mathematically linked” to fuel economy or only those that are “inextricably 

linked,” and what exactly NHTSA means by the latter term.  Nor is it clear what 

determines, in NHTSA’s view, what would make an impact “merely incidental,” whether 

it refers to the size of the impact, the mechanism that causes it, or something else.  

Indeed, NHTSA never says what impact it expects California’s GHG or ZEV standards 

to have on fuel economy, nor what makes those impacts more than “incidental.”  Nor is 

it clear why NHTSA considers the (alleged) purpose of the state law to be relevant in 

the case of the ZEV mandate but not in the case of tailpipe emissions standards.  (And, 

of course, as discussed below, NHTSA offers no support for its assertion that the 

purpose of the ZEV mandate is to affect fuel economy rather than to reduce emissions.) 

Accordingly, NHTSA has not provided notice of, or a fair opportunity to comment on, its 

interpretation of EPCA’s preemption provision.  And the agency cannot issue a final rule 

purporting to interpret the provision without first remedying that flaw. 

ii. NHTSA’s proposed reasons for finding California’s standards 
preempted are contrary to congressional intent, unreasonable 
and arbitrary. 

Separate and apart from NHTSA’s failure to clearly articulate its position, none of the 

various proposed reasons it offers for asserting that California’s standards are 

preempted stand up to examination.  To the extent those reasons are interpretations of 

the statute, they are unambiguously prohibited and unreasonable. 

 Tailpipe GHG standards are not “related to fuel economy standards.” 
As an initial matter, NHTSA’s proposed justifications for preemption of tailpipe GHG 

standards are overbroad, and would sweep in laws that NHTSA appears to agree are 

not preempted.  For example, as noted above, speed limits are “mathematically linked 

to fuel economy,” as are laws that restrict vehicle idling.  The same goes for many 

California waiver standards, as improvements in fuel economy generally reduce criteria 

pollutants, and technological changes to reduce criteria pollutants generally affect fuel 

                                            

1062 See 49 U.S.C. §§ 32904(a)(2), 32905. 
1063 83 Fed.Reg. at 43,212 (citing 49 U.S.C. § 32902(h)).   
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economy positively or negatively.  As described above, those impacts can be quite 

significant; to take one example from the time of EPCA’s passage, manufacturers 

predicted California’s standards for model year 1977 would reduce fuel economy by up 

to 24 percent.  40 Fed. Reg. at 23105.  Some past waiver standards have even 

depended upon improvements in fuel combustion efficiency to achieve targeted 

reductions of criteria pollutants.1064 

In addition, NHTSA’s proposed justifications are factually inaccurate.  For example, 

important parts of California’s Advanced Clean Cars program are fuel-neutral, making 

them independent of—and not mathematically linked to—fuel economy standards.  This 

includes not just the program’s coverage of emissions from air conditioning, which 

NHTSA appears to acknowledge is not preempted, but also its accounting for 

alternative fuel vehicles, neither of which NHTSA can consider when setting CAFE 

standards. 

NHTSA is also incorrect that foreseeable future technologies for reducing greenhouse 

gas emissions consist solely of technologies to improve fuel economy. To take just one 

example, adoption of electric and fuel cell vehicles continues to increase, especially in 

California, and those vehicles will become more and more integral to reducing 

greenhouse gas (and other) emissions from motor vehicles in the future.1065  In any 

case, NHTSA should not interpret EPCA’s preemption provision, let alone codify that 

interpretation, based on current technology or adoption rates. 

Moreover, the Supreme Court foreclosed NHTSA’s interpretation in Massachusetts v. 
EPA, holding that regulation of CO2 emissions and regulation of fuel consumption were 

“wholly independent” statutory obligations.1066  Likewise, in EISA, Congress clearly 

treated greenhouse gas emissions as separate from fuel economy, establishing labeling 

requirements that included separate information about fuel economy and greenhouse 

gas emissions,1067 and simultaneously setting fuel economy standards and directing 

federal agencies to buy low greenhouse gas emitting vehicles based on greenhouse 

gas standards,1068 That history also puts the lie to NHTSA claim that the fact that CO2 

emissions are used to measure fuel economy indicates Congress thought regulation of 

greenhouse gas emissions was preempted by EPCA’s “related to” language.  And in 

                                            

1064 Staff Report:  Low-Emission Vehicle and Zero-Emission Vehicle Program Review, 5-8 (1996). CARB. Accessed 
on October 25, 2018. https://www.arb.ca.gov/msprog/levprog/levsr3.pdf; Preliminary Draft Staff Report: Proposed 
Amendments to California Exhaust, Evaporative and Refueling Emission Standards and Test Procedures for 
Passenger Cars, Light-Duty Trucks and Medium-Duty Vehicles—“LEV II.” CARB. Accessed on October 25, 2018. 
https://www.arb.ca.gov/msprog/levprog/levii/pstfrpt.pdf. p. 38-39. 
1065 “[The new vehicle fleet [in California] will need to be primarily composed of advanced technology vehicles … by 
2035” in order to meet the State’s 2050 GHG goal.  Staff Report: Initial Statement of Reasons Advanced Clean Cars 
2012 Proposed Amendments to the California Zero Emission Vehicle Program Regulations (Dec. 7, 2011) (“ZEV 
ISOR”). CARB. Accessed on October 25, 2018. https://www.arb.ca.gov/regact/2012/zev2012/zevisor.pdf. p. ES-5. 
1066 549 U.S. at 532.   
1067 Pub. L. 110-140, 121 Stat 1492, § 105 (codified at 49 U.S.C. § 32908(g)). 
1068 Compare id. § 102 (codified at 49 U.S.C. § 32902) (setting fuel economy standards), with id. § 141, codified at 42 
U.S.C. § 13212.   

https://www.arb.ca.gov/msprog/levprog/levsr3.pdf
https://www.arb.ca.gov/msprog/levprog/levii/pstfrpt.pdf
https://www.arb.ca.gov/regact/2012/zev2012/zevisor.pdf
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any case, the fact that two regulations might share a common measurement does not 

suffice to make one impermissibly “related to” the other. 

 ZEV mandates are not “related to fuel economy standards.” 
NHTSA is simply incorrect when it states, without support, that “the purpose of the ZEV 

program is to affect fuel economy.”1069  As NHTSA acknowledges, California adopted 

the ZEV mandate in 1990 to encourage innovation in ZEV technology and infrastructure 

to support deployment of ZEVs.1070  (“California initially launched its ZEV mandate in 

1990 to force the development and deployment of ZEVs to reduce smog-forming 

emissions.”).  CARB continues to rely on the ZEV program to pursue those goals, which 

are necessary to achieve needed long-term reductions in both GHG and criteria 

pollutant emissions; the purpose of the ZEV mandate was, and continues to be, to lay a 

foundation for a future with truly low emissions of both criteria pollutants and GHGs.1071 

To that end, California has incorporated its ZEV mandate into its State Implementation 

Plan to attain National Ambient Air Quality Standards for ozone and fine particulate 

matter.  “Approval and Promulgation of Implementation Plans; California; California 

Mobile Source Regulations,”1072 EPA’s approval of that plan gives it “the force and effect 

of federal law.”1073  Accordingly, it is not subject to federal preemption, and must be 

harmonized with federal law.1074   

Moreover, ZEVs are expressly outside EPCA’s definition of fuel economy.1075  In 

NHTSA’s words, “[i]mproving fuel economy means getting the vehicle to go farther on a 

gallon of gas.”1076  ZEVs, of course, do not run on gas, and NHTSA cannot even 

consider the availability of ZEVs when it determines the level of fuel economy that is 

maximum feasible.1077  And while NHTSA points to the fact that tailpipe GHG emissions 

are largely measured the same way as fuel economy1078 eligibility for California’s ZEV 

                                            

1069 83 Fed.Reg. at 43,238.   
1070 Id. 
1071 Id. at 2 (“Only by reducing criteria pollutant and greenhouse gas emissions to near zero can we achieve 
California’s long-term air quality and climate change goals.”). 
1072 81 FR 39,424 (June 16, 2016).   
1073 Safe Air for Everyone v. EPA, 488 F.3d 1088, 1091 (9th Cir. 2007) (internal quotations omitted). 
1074 See Ass’n of Am. R.R. v. S. Coast Air Qual. Mgmt. Dist., 622 F.3d 1094, 1098 (9th Cir. 2010). 
1075 49 U.S.C. § 32901(11) (“‘[F]uel economy’ means the average number of miles traveled by an automobile for each 
gallon of gasoline (or equivalent amount of other fuel) used....”); see also id. § 32901(11) (“‘[F]uel’ means gasoline; 

diesel oil; or other liquid or gaseous fuel that the Secretary decides by regulation to include in this definition as 
consistent with the need of the United States to conserve energy.”)   
1076 83 Fed.Reg. at 42,999.   
1077 42 U.S.C. § 32902(h)(1); See also 83 Fed.Reg. at 43,212 (“NHTSA also cannot consider the use of alternative 

fuels by dual-fueld vehicles nor the availability of dedicated alternative fuel vehicles in any model year.”).   
1078 83 Fed.Reg. at 43,234. 
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program is not.1079  Accordingly, ZEV mandates have no “connection to” fuel economy 

standards, and cannot be “related to fuel economy standards.”1080 

Undeterred, NHTSA appears to go so far as to suggest that EPCA preempts state 

regulation of anything that might involve the use of fossil fuels and is even indirectly 

“associated with the vehicle performing its work of traveling down the road.”1081  But this 

impossibly broad interpretation goes well beyond the concerns Congress addressed in 

EPCA; it would go so far as to preempt efforts to decarbonize the electric grid, on the 

grounds that some emissions from the electricity sector can be attributable to ZEVs.  

NHTSA may not redefine the purpose of the statute (or the meaning of “fuel economy”) 

in order to preempt state law. 

NHTSA also fails to acknowledge or explain the apparent change in its position from 

2012.  Nor does NHTSA justify its sudden need to take a position on ZEV mandates 

after remaining silent on them for nearly three decades.  The agency points to the 

increasing stringency of ZEV mandates, but that merely underscores that the purpose of 

those mandates is to increase the uptake of ZEV technology. 

a. California’s Advanced Clean Car Program is not conflict-
preempted. 

For many of the same reasons described above, California’s Advanced Clean Car 

program is not conflict-preempted.  As noted above, conflict preemption is a fact-

specific inquiry that NHTSA has not bothered to conduct.  Nor would it be appropriate to 

conduct such an inquiry at this point, given the uncertainty of potential changes to the 

federal program as well as technological and economic considerations underlying 

NHTSA’s assertion of a conflict. 

                                            

1079 Compare 49 U.S.C. § 32904(c) (“[T]he Administrator shall use the same procedures for passenger automobiles 
the Administrator used for model year 1975 (weighted 55 percent urban cycle and 45 percent highway cycle), or 
procedures that give comparable results.”), with Cal. Code. Regs., tit. 13, § 1962.2(a) (“The Executive Officer shall 
certify … as ZEVs, vehicles that produce zero exhaust emissions of any criteria pollutant (or precursor pollutant) or 
greenhouse gas, excluding emissions from air conditioning systems, under any possible operational modes or 
conditions.”).   
1080 NHTSA requests comment on “the extent to which the zero-tailpipe-emissions vehicles compelled to be sold by 
California’s ZEV program reduce temperatures in the parts of California which are in non-attainment for ozone and 
which contain dense populations of allergy sufferers.”  83 Fed.Reg. at 43,235 n.508.  NHTSA does not say what the 
density of allergy sufferers in particular non-attainment areas has to do with the legal question of how to interpret the 
phrase “related to fuel economy standards,” nor how it applies to the ZEV program. 
To the extent NHTSA is attempting to cast doubt on the ZEV program’s purpose of addressing criteria pollution, it 
entirely fails to do.  EPA, the federal agency responsible for administering the Clean Air Act, has already approved 
California’s state implementation plan—including the ZEV program—“necessary or appropriate to meet the applicable 
requirements of” § 110 of the Clean Air Act, governing state implementation plans for attainment of National Ambient 
Air Quality Standards.  42 U.S.C. § 7410(a)(2)(A).  As described above, the ZEV program aims to encourage 
innovation and investment to drive long-term reductions of both criteria pollution and GHG emissions; its purpose 
should not be judged merely by the precise GHG reductions achieved by those cars “compelled to be sold” now.  
Even if it were viewed through that lens, “small incremental steps” are perfectly valid ways for states to address 
climate change.  Massachusetts v. EPA, 549 U.S. 497, 524 (2007).  The problem need not be resolved in “one fell 
regulatory swoop.”  Id. 
1081 83 Fed.Reg. at 43,234. 
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Moreover, as an initial matter, conflict preemption does not apply, because Congress 

has decided to tolerate any tension that exists between federal regulation of fuel 

economy and joint federal-state regulation of motor vehicle emissions, including 

emissions of greenhouse gases.1082  While fuel economy regulation and vehicle 

emissions regulation “may overlap,” “there is no reason to think” they cannot coexist.1083  

In addition, NHTSA does not and cannot articulate any conflict between California’s 

standards and the objectives of EPCA.1084 NHTSA has not so much as suggested that 

California’s Advanced Clean Cars program conflicts with what the agency 

acknowledges is EPCA’s “overarching purpose” of “energy conservation.”  Rather, 

NHTSA bases it case for conflict preemption on other purported objectives of EPCA.  

For example, NHTSA claims a conflict based on alleged interference with its ability “to 

balance and achieve Congress’s competing goals.”1085  But the federal government 

already tried a virtually identical argument in Massachusetts v. EPA, arguing that EPA 

should not set GHG standards because doing so would conflict with NHTSA’s role 

under EPCA.1086  The Supreme Court rejected this argument with respect to federal 

standards, noting that federal vehicle emissions standards are “wholly independent” of, 

and do not pose an obstacle to, NHTSA’s statutory obligations under EPCA.1087  State 

vehicle emission standards are similarly “independent,” and affect far less of the fleet 

than do federal standards. 

In its conflict preemption analysis, NHTSA repeatedly confuses California emission 

standards for fuel economy standards.  For example, NHTSA says state standards 

would interfere with EPCA’s goal to “establish a single national program to regulate 

vehicle fuel economy.”1088  It likewise suggests California tailpipe GHG standards 

represent “a state-specific determination for how much energy should be conserved (in 

the same way that the CAFE program conserves energy),” which necessarily frustrates 

NHTSA’s efforts to make that determination for the country as a whole.”1089  Of course, 

California’s standards do not establish a “program to regulate vehicle fuel economy,” 

and NHTSA does not directly claim they do.  Nor do they represent “a state-specific 

determination for how much energy should be conserved,” as opposed to how much 

greenhouse gases should be reduced. 

NHTSA also claims that California’s standards conflict with EPCA’s purported goals of 

“avoiding serious economic effects on manufacturers” and “maintaining a reasonable 

amount of consumer choice among a broad variety of vehicles.”  The adverse economic 

                                            

1082 See Silkwood v. Kerr-McGee Corp., 464 U.S. 238, 256 (1984) (“Congress intended to stand by both concepts 
and to tolerate whatever tension there was between them.  We can do no less.”).   
1083 Massachusetts v. E.P.A., 549 U.S. 497, 532 (2007). 
1084 Green Mountain, 508 F.Supp.2d at 392 (rejecting claims of conflict preemption); Cent. Valley, 529 F.Supp.2d at 

1179 (same).   
1085 83 Fed.Reg. at 43,238.   
1086 Massachusetts v. EPA, U.S. Sup. Ct. No. 05-1120, Br. for the Fed. Resp’ts, et al., p. 24-25 (Oct. 24, 2006). 
1087 549 U.S. at 532.   
1088 83 Fed.Reg. at 43,238.   
1089 83 Fed.Reg. at 43,237.   
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effects EPCA was concerned about were not limited to manufacturers.  But even if they 

were, NHTSA makes no attempt to explain how California’s standards would interfere 

with such goals.  And the agency appears to have done no analysis of any adverse 

economic or consumer choice effects that would be attributable to any California-

specific standards, let alone one that appropriately values the economic and consumer-

choice benefits of pollution control and innovation. 

As for ZEV mandates, NHTSA claims they are conflict-preempted because 

“manufacturers are likely to spread the costs of the ZEV mandate to non-ZEV 

vehicles.”1090  But NHTSA’s speculative statement regarding simple cost-sharing cannot 

be the basis for preemption under EPCA, especially since it is beyond the control of the 

State.  If NHTSA were correct, EPCA could preempt any state law—e.g. a price floor on 

steel—that results in increased production costs for some vehicles being spread among 

other vehicles. Moreover, one of EPCA’s purposes is and has long been to encourage 

the adoption of ZEVs.1091   

Finally, NHTSA suggests the conflict between California’s standards and EPCA’s 

objective is underscored by the ability of Section 177 States to adopt California’s 

standards.1092  But the very same proposal elsewhere claims Section 177 states cannot 

adopt California’s standard.1093  NHTSA cannot ignore this inconsistency, nor purport to 

act on its interpretation of Section 177 absent further explanation. 

b. Conclusion 
For all of the above reasons, California’s Advanced Clean Cars Program is not 

preempted by EPCA, and NHTSA should not finalize any regulatory text or other 

discussion to the contrary. 

 

XII. NHTSA has not met its obligations under the National 
Environmental Policy Act. 

 
The statutory mandate of the National Environmental Policy Act (NEPA) requires 
NHTSA to prepare a DEIS that takes a “hard and honest look” at the environmental 
impacts of the joint proposed rule, including NHTSA’s preferred alternative of rolling 
back the model year (MY) 2021-26 adopted or existing standards to MY 2020 levels. 
NEPA also requires that NHTSA adequately inform the public and the decision makers 
of “the reasonable alternatives” and mitigation measures which would avoid or minimize 
the impacts of the rollback. NHTSA’s DEIS fails to meet any of these requirements, and 

                                            

1090 83 Fed.Reg. at 42,239.   
1091 See 83 Fed.Reg. at 43,212.  (“EPCA encourages the production of alternative fuel vehicles.”); see also 49 U.S.C. 
§ 32904(a)(2).  
1092 83 Fed.Reg. at 43,237-38.    
1093 Id. at 43,253.   
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instead presents a description of alternatives and environmental impacts that is 
manipulated to affirm a predetermined agency preference. 
 
As explained more fully in the accompanying comments on the Draft Environmental 
Impact Statement for the SAFE Vehicles proposal, NHTSA’s NEPA review is 
procedurally deficient in two respects. First, NHTSA has provided limited time for review 
and public comment, about a quarter of which lapsed before NHTSA published in the 
Federal Register the 515-page proposed rule and released its 1,600-page preliminary 
regulatory impact analysis on which the DEIS relies in many respects. As explained in 
greater detail in the accompanying comments, additional time is warranted because 
many stakeholders have reasonably requested it (including the Alliance of Automobile 
Manufacturers).  Additional time is also warranted because, as outlined in the CARB 
request for information dated September 11, 2018, significant technical studies and data 
that underlie analyses in both the DEIS and the Proposed Rollback are not available as 
of the date of this submission.  For example, the DEIS concedes that the economic 
assumptions embedded in the CAFE Model “play a significant role in determining the 
impacts on fuel consumption, changes in emissions of criteria and toxic air pollutants 
and GHGs, and resulting economic costs and benefits of alternative standards.” (DEIS, 
2-15). Partly by necessity, but mostly due to NHTSA’s design choices, the analysis 
presented in the DEIS is complex. It involves cross modeling of many societal, 
economic, safety, and scientific factors. To evaluate the validity and accuracy of 
NHTSA’s analysis requires substantially more time than NHTSA has allowed. See also 
States’ Letter to Heidi King, Deputy Administrator, NHTSA, dated August 27, 2018 
(submitted to NHTSA’s DEIS docket).  
 
Second, and relatedly, NHTSA has not released a myriad of significant technical studies 
and data that underlie both the DEIS and the joint proposed rule.1094 Either of these two 
deficiencies, standing alone, renders the DEIS legally inadequate. 
 
Beyond these procedural deficiencies, the DEIS violates NEPA in many other respects, 
including by using novel and inaccurate modelling inputs, by failing to consider a 
reasonable range of alternatives, and by attempting to improperly minimize the 
environmental significance of NHTSA’s proposal by burying it within a doomsday 
reference scenario that assumes catastrophic climate change is essentially 
unavoidable.  Please see the accompanying comments on the DEIS for in-depth 
discussion regarding the legal deficiencies in the DEIS. 
 

XIII. NHTSA and EPA failed to meet multiple attendant obligations. 

The federal Agencies have not met their obligations under a variety of other federal 
statutes and laws, owing to the wide-ranging implications of the rollback. 
 

                                            

1094 See, e.g., Letter from Ellen Peter, Chief Counsel, California Air Resources Board, to Heidi King, Deputy 
Administrator, NHTSA, dated September 11, 2018 (submitted to NHTSA’s DEIS docket). 
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 The Agencies failed to consult under the Endangered Species Act. 

The Endangered Species Act’s section 7,1095 requires federal agencies to consult with 
the Secretary of the Interior to ensure their activities are “not likely to jeopardize the 
continued existence of any endangered species or threatened species or result in the 
destruction or adverse modification of critical habitat of such species.”1096 As the Fish 
and Wildlife Service and many independent scientists have concluded, air pollution and 
climate change contribute substantially to biodiversity risk. NHTSA and EPA must 
consult with the Interior Secretary prior to finalizing the rollback.  
 

 The rollback is not consistent with California’s programs to protect 

its coast against the effects of climate change. 

 
The Coastal Zone Management Act1097 requires federal programs that affect any land or 
water use or natural resource of the coastal zone to be carried out in a manner that is 
consistent, to the maximum extent practicable, with the enforceable policies of the 
State’s program managing the coastal zone. California’s coast is vulnerable to sea level 
rise from climate change, and the rollback will exacerbate that threat. This violates 
California’s policies and obligations in its management program to preserve, protect, 
and enhance its coastline.  
 

 NHTSA and EPA failed to consult under the National Historic 

Preservation Act. 

 
The National Historic Preservation Act requires that the “head of any Federal agency” 
embarking on a project, to “prior to the approval of the expenditure of any federal funds 
on the undertaking or prior to the issuance of any license, shall take into account the 
effect of the undertaking on any historic property.”1098 Climate change and air pollution 
imperil historic properties throughout the country via direct degradation, sea level rise, 
fire, flood, and other forms of harm. If NHTSA conducts an undertaking that may further 
imperil these resources, it must properly consult with the relevant federal and state 
authorities and fully disclose any impacts. 
 

 NHTSA and EPA have arbitrarily dismissed the environmental 

justice impacts of the rollback. 

 

                                            

1095 16 U.S.C. § 1536. 
1096 16 U.S.C. § 1536(a)(2). 
1097 16 U.S.C. § 1451 et seq. 
1098 54 U.S.C. § 306108. 
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The needs of minority and low-income communities must also be accorded great 
weight. Per Executive Order 12898, as well as Title VI of the Civil Rights Act, NHTSA 
must also consider how the impacts of weakened CAFE and greenhouse gas emissions 
standards impacts will be especially burdensome to disadvantaged communities.1099 As 
discussed above, these communities are disproportionately located near highways and 
other sources of vehicle pollution. They are also disproportionately disadvantaged by 
high fuel costs, as such costs consume a higher portion of their incomes. More efficient 
and lower-polluting vehicles are critical to the health and well-being of these 
communities. The federal Agencies have failed to recognize the benefits of the existing 
standards. The federal Agencies have also concluded that the Proposed Rule will 
benefit disadvantaged communities without providing an underlying analysis and 
thereby failed to meet the requirements of Executive Order 12898. 
 

 NHTSA and EPA failed to consult Native Tribes. 

 
The federal Agencies have not consulted and coordinated with Native American Tribal 
Governments, as required by Executive Order 13175.1100 The rule undermines Tribal 
sovereignty by weakening their power to improve air quality and reduce GHG emissions 
on Tribal lands and will increase air pollution and its accompanying health problems for 
Tribes.  Contrary to the federal Agencies’ conclusory and unsupported assertions,1101 as 
shown above, this proposal will impact native peoples. It will hurt tribal health and 
accelerate climate change. All tribal communities suffer higher rates of health effects 
from air pollution. Tribes are seeing the effects of climate change through increased 
storm surge, erosion, flooding, prolonged droughts, wildfires, and insect pest outbreaks 
in their forests. Tribal peoples’ cultures are rooted in the natural environment and 
closely integrated into the ecosystem. Tribal members hunt and fish, use native flora 
and fauna for medicinal and spiritual purposes, and associate their identities and 
histories closely with the land and water. They suffer disproportionately from the effects 
of climate change on wildlife, fish, and native plants, which they depend on for 
subsistence and maintaining traditional cultural practices. Native peoples do drive motor 
vehicles, and thus will incur increased costs for fuel from this proposal. And they, too, 
are disproportionately disadvantaged by high fuel costs, as such costs make up a 
higher proportion of demands upon their incomes. This proposal will, in fact, have 
disproportionately high, adverse impacts, including on native tribes and indigenous 
populations.   
 

                                            

1099 See, e.g., Federal Actions To Address Environmental Justice in Minority Populations and Low-Income 
Populations, Exec. Order No. 12898, 59 Fed.Reg. 7629 (Feb. 11, 1994), as amended, 60 Fed.Reg. 6381 (January 
30, 1995). 
1100 65 Fed.Reg. 67,249 (Nov. 9, 2000). 
1101 83 Fed.Reg. at 43,477. 
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 The rollback will exacerbate floods, impair wetlands, and adversely 

impact wildlife, fish, and migratory birds. 

The rollback’s significant impacts from air pollution and climate change will lead to 
increased flooding, inundation of wetlands, and harm wildlife, fish, and migratory birds. 
This action is contrary to multiple statutes and requirements, including: 
 

• The Fish and Wildlife Conservation Act 

• Floodplain Management Executive Order 11988 and DOT Order 5650.2 

• Wetlands Preservation Executive Order 11990 and DOT Order 5660.1a 

• The Migratory Bird Treaty Act.1102 
 

 EPA violated the Environmental Research Development 

Demonstration Act. 

The Environmental Research Development Demonstration Authorization Act1103 
requires EPA to share proposed regulations and related supporting information with the 
Science Advisory Board (SAB) when it provides the regulation to any other agency for 
formal review. EPA did not meet this requirement.   
 
The SAB has voted to review EPA’s decision to withdraw and revise the Final 
Determination on the midterm evaluation of the greenhouse gas emissions standards. It 
is interested in the several issues, including the barriers to greater consumer 
acceptance of advanced technology vehicles, and estimates of fleet turnover due to 
more stringent standards.1104 It stands to reason that the SAB is interested in this action 
as well, and the failure to consult the SAB is prejudicial.  
 
The proposed rollback is a wrong at every turn. It must be withdrawn.  
 

XIV. The rollback proposal is wrong on the facts, wrong on the law, 
offends our constitutional structure, and must be withdrawn.  

The Agencies’ proposal offends the science, the law, and the evidence. It disrupts a 
major industry, puts the public at risk, and reverses critical action needed to protect air 
quality and reduce climate change impacts. It also marks a stark departure from basic 
principles of governance, as the executive agencies ignore state sovereignty, 
Congressional direction, their own statutes, and their own experts to serve the whims of 
the President. The proposal fundamentally fails basic responsibilities of government. 
 
California is committed to resisting this proposal, but our interest ultimately is in 
protecting the public. CARB remains open to discussions that will achieve positive 

                                            

1102 16 U.S.C. § 703 et seq. 
1103 42 U.S.C. § 4365(c)(1). 
1104 See Letter from Dr. Michael Honeycutt (SAB Chairman) to Administrator Scott Pruitt (June 21, 2018), EPA-SAB-
18-002, p. 2. 
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public purposes after this proposal is withdrawn. Since 2012, California and the nation 
have benefited from a single national program for controlling greenhouse gas emissions 
from passenger cars and light trucks. This program has met California’s needs to 
reduce emissions and develop advanced technologies. It has met the industry’s needs 
for certainty. California remains committed to a program that meets these goals. On 
September 28, 2018, the CARB’s Board reiterated its direction to CARB’s Executive 
Officer and its staff to continue to explore options for a unified national program that is 
consistent with California’s climate and public health goals and needs.1105  
 
We have met with you and your staff repeatedly, but have yet to be given the 
opportunity to discuss the substantive technical issues that the emissions standards, 
and the harmonized fuel economy standards, present for the public and the industry. 
We understand from a statement by Mr. Wheeler, on Thursday, October 11, 2018, in 
Escalon, California, that EPA is waiting for a proposal from California.1106 We reiterate 
that from all that we have reviewed, including much of EPA’s own work, that the existing 
standards remain appropriate. There is nothing to “propose” without a substantive basis; 
public health is not a bargaining chip for “deals” reached for nothing more than their own 
sake.  
 
We remain ready to discuss the substantive merits of the emissions standards at your 
convenience. As an agency dedicated to scientific inquiry and technological 
advancement, we understand there are times when the capabilities of human 
understanding have not met a schedule. If there are legitimate, substantiated 
adjustments to the standards that are necessary, we invite you, and the industry, to 
discuss them with us. You may contact me at (916) 322-7077 or 
richard.corey@arb.ca.gov to discuss any of these issues. 
 

 

XV. Expert Reports Attached  
 

CARB submits the attached expert reports in support of its comments. By separate 

cover, CARB submits additional documents, data, and references cited and relied on for 

its comments, if not protected by copyright. 

1. Ackerman, F. Synapse Energy Economics, Assessment of Macroeconomic 
Impacts from Federal SAFE Proposal. October 22, 2018. 

2. Auffhammer, M. The Use of the Social Cost of Carbon in the Federal Proposal 
“Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–
2026 Passenger Cars and Light Trucks. [83 Fed.Reg. 42,986 (Aug. 24, 2018)]. 
October 24, 2018.  

3. Bunch, D. An Evaluation of NHTSA’s Economics-based Modeling and 
Implications for Benefit-Cost Analysis in the NHTSA/EPA August 24, 2018 Notice 

                                            

1105 Reso. 18-35. CARB. Accessed on October 24, 2018. https://www.arb.ca.gov/regact/2018/leviii2018/finalres18-
35.pdf. pp. 8 & 11. 
1106 D. Kahn, Wheeler disowns Facebook post, is open to clean car talks. ClimateWire. E&E News. Oct. 12, 2018. 

mailto:richard.corey@arb.ca.gov
https://www.arb.ca.gov/regact/2018/leviii2018/finalres18-35.pdf
https://www.arb.ca.gov/regact/2018/leviii2018/finalres18-35.pdf
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of Proposed Rulemaking (NPRM) [“The Safer Affordable Fuel-Efficient (SAFE) 
Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks”]. 
October 24, 2018. 

4. Duleep, G., H-D Systems. Review of the Technology Costs and Benefits Utilized 
in the Proposed SAFE Rule. September 2018. 

5. Gillingham, K. The Rebound Effect of Fuel Economy Standards: Comment on the 
Safer Affordable Fuel-Efficient (SAFE) Vehicles Proposed Rule for Model Years 
2021-2026 Passenger Cars and Light Trucks, Yale University. October 19, 2018. 

6. Gillingham, K. How Fuel Economy Standards Affect Fleet Turnover and Used 
Vehicle Scrappage: Comment on the Safer Affordable Fuel-Efficient (SAFE) 
Vehicles Proposed Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks. Yale University. October 25, 2018. 

7. Greene, D. How Consumers Value Fuel Economy and Implications for Sales of 
New Vehicles and Scrappage of Used Vehicles. October 21, 2018. 

8. Handy, S. Potential Federal Actions to Reduce Vehicle Travel. October 2018.  

9. Ragland, D.R., Grembeck, O., Chen, K., Medury, A., & Cooper, J.F.  Safety 
Impacts of Potential Rollback of Vehicle Efficiency Standards and 
Policies/Countermeasures to Increase Safety. University of California Berkeley. 

October 23, 2018. 

10. Rogers, G. Technical Review of: The Safer Affordable Fuel-Efficient (SAFE)  
Vehicles Rule for Model Years 2021-2026  Passenger Cars and Light Trucks, 
Final Report. Roush Industries. October 25, 2018. 

11. Stanton, E. Review of August 2018 NHTSA/EPA Proposed Rulemaking 
Reducing the Stringency of CAFE and CO2 Standards. Applied Economics 

Clinic. October 24, 2018. 

12. Van Auken, R.M. Comments on the Preliminary Regulatory Impact Analysis of 
the Proposed Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model 
Year 2021-2026 Passenger Cars and Light Trucks. DRI-TR-18-07. October 25, 

2018. 

 



From: Charmley, William  
Sent: Monday, June 18, 2018 12:51 PM 
To: Achanta, Chandana L. EOP/OMB <Chandana_L._Achanta@omb.eop.gov>; 'Whiteman, Chad S. 
EOP/OMB' <Chad_S_Whiteman@omb.eop.gov>; Laity, Jim A. EOP/OMB 
<James_A._Laity@omb.eop.gov> 
Cc: Burch, Julia <Burch.Julia@epa.gov>; Hengst, Benjamin <Hengst.Benjamin@epa.gov>; Simon, Karl 
(Simon.Karl@epa.gov) <Simon.Karl@epa.gov>; Bolon, Kevin <Bolon.Kevin@epa.gov>; Michael Olechiw 
(olechiw.michael@epa.gov) <olechiw.michael@epa.gov>; Robin Moran <Moran.Robin@epa.gov> 
Subject: Material for today's Light-duty GHG NPRM discussion. 
 
Dear Chad, Chandana, and Jim –  
 
 
Attached are materials for our conference call this afternoon.  Most of this material you have seen 
previously, here is what we have sent for our discussion 
 
 
 

1) An EPA staff presentation dated today, which builds off of our April 16, 2018 presentation to 
OIRA.  This is what we would like to discuss with OIRA today.  The file is 8 pages, and is named 
“1.  EPA Staff Review of CAFE Model for OMB June 18, 2018.pdf” 
 

2) An EPA staff memo dated today, which includes the detailed assessment supporting the 
information in today’s presentation 
 

3) EPA initial observations on the CAFE model from February 9, 2018 
 

4) EPA further observations on the CAFE model and inputs from February 28, 2018 
 

5) EPA Presentation to OMB from April 16, 2018 
 

 
 
 
Thanks 
Bill 
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Summary points from EPA review of CAFE 
model (NPRM version) –

Effect of EPA code revisions
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6/18/2018

1



2

Growth in Fleet Size Due to Scrappage Model
Issues with CAFE model implementation
The new vehicle sales model produces small reductions in projected sales under the Augural standards, while the scrappage 
model projects an increase in fleet size that far outweighs the sales reductions (by a factor of 60:1.) The combined result is a
fleet size that grows much more rapidly than AEO projections.
EPA-Revised code issue resolution
Specific the overall fleet growth as an input, and scale the scrappage rate curves (maintain the new sales model as is)

Year-over-year change in new vehicle sales (top) and increase in 
used fleet size (bottom) (note the difference in y-axis scale)

Total Fleet size
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Growth in VMT beyond the intended rebound-related increase

Change in VMT due Augural standards, with 0 percent 
rebound (relative to Proposed standards)

EPA-Revised code:
With 0 percent Rebound, Fleet 

VMT is appropriately
independent of stringency

Issues with CAFE model implementation
Per-vehicle VMT schedules are fixed, and not 
dependent on the scrappage model. As a 
result, total VMT can vary in an 
unexpected/unintended ways  (e.g., VMT 
changes with zero rebound, zero rebound 
growth more expensive new and used 
vehicles.)
EPA-Revised code issue resolution
Scale per-vehicle VMT schedules so that total 
VMT is consistent with definition of rebound 
(i.e. Total VMT remains constant across 
regulatory alternatives at 0 percent rebound.)
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Anomalous definition of cost-per-mile (CPM) reference in rebound calculations

Change in VMT due to 20 percent rebound, Proposed standards case (relative to 0 percent rebound)

Issues with CAFE model implementation
The CPM ‘reference’ in calculation of rebound VMT erroneously tracks FE values backward  in time. (i.e. Analysis year MY2017 
uses a MY2015 FE reference; MY2018 uses a MY2014 FE reference; MY2019 uses a MY2013 FE reference, etc.) The fuel price in 
the CPM ‘reference’ remains fixed in CY2016, while fuel price projections in future analysis years generally increase. The 
combined effect produces an anomalous results with VMT reductions under the Proposed standards, despite increases in FE.
EPA-Revised code issue resolution
CPM ‘reference’ is defined based on each vehicle’s own MY2016 baseline FE, and the current analysis year fuel price. 

As-Received code EPA-revised code
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Model logic contains an error in ranking factor for manufacturer tech 
package application decisions 

Background of CAFE model logic

Cost-minimizing ‘Efficiency’ metric is used to 
select packages. Based on tech cost, fuel 
savings to consumer (2.5 years), consumer 
welfare loss from electrified vehicles, and 
manufacturer valuation of compliance credits

Issues with CAFE model implementation
• In GHG mode, reducing CO2 below a 

vehicle’s CO2 target is erroneously given a 
manufacturer valuation of zero. 

• Consumer welfare loss for electrified vehicles 
is taken as the difference between 
technology cost and observed WTP for 
electrification from transaction price

EPA-Revised code issue resolution
• ‘Efficiency’ metric revised so that net cost 

per gCO2 credit is minimized, regardless of 
above or below vehicle target CO2 value

• Results in significant reduction in tech costs, 
and more efficient utilization of available 
technology packages, including electrification

Cost and Effectiveness of MY2030 vehicles relative to a ‘null’ tech package
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Model logic for determining manufacturer compliance status inhibits 
fleet averaging (car-truck trading)

MY2030 Required and Achieved CO2 levels for Each 
manufacturers regulatory car and truck fleets

Issues with CAFE model implementation
• Logic for manufacturer compliance status 

requires that both car and truck fleets 
have positive credits. As a result, within-
year transfer of credits between car and 
truck fleets is prevented.

EPA-Revised code issue resolution
• Changed the manufacturer compliance 

status determination so that a positive 
sum of car and truck fleet credits will be 
appropriately considered as ‘in 
compliance.” The results show broad 
transfer of credits between car and truck 
fleets, as would be expected.
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Technology Cost and Fuel Savings Results:
Comparison of As-Received (Apr17) and EPA-revised code



8

Fatality and Net Benefits Results:
Comparison of As-Received (Apr17) and EPA-revised code
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EPA Further Review of CAFE Model & Inputs, June 18, 2018 
 

Overview 

Since first receiving a copy of the CAFE model executable from NHTSA in January, EPA technical 
staff have been attempting to answer the question of whether or not the model and its inputs are suitable 
for use in representing the EPA GHG program for the upcoming NPRM. We have adopted a number of 
approaches, including in-depth analysis of the input and output files, running the executable model with 
alternate settings which more closely represent the GHG program, and using input files that reflect 
EPA’s technical assessments. Our initial findings stemming from this work were summarized in the 
briefing we gave to OIRA career staff on April 16th, with additional detail in our March 1st materials.1 
Among these findings were several issues related to the internal logic and calculations within the CAFE 
model. First, the scrappage model produces vastly unrealistic growth in the overall fleet size, which in 
turn causes an unrealistic over-inflation of the fatalities estimated for the Augural standards.2 Second, 
the technology packages applied by the model tend to be much more costly than necessary for any 
specified set of inputs and application constraints. Finally, the model tends to produce fleets that over-
comply and make sub-optimal use of available credits, resulting in an unrealistic over-estimation of 
costs. 

In this memo, we document our investigation of the underlying computer code for the version of the 
CAFE Model as received from NHTSA on April 13, 2018. We also document a small number of 
modifications to the CAFE Model code. The combined effects of our revisions are presented in tables 
and figures at the end of this memo.  

Altogether, the effects of our code revisions on the CAFE model outputs are substantial, and resolve 
several of the most indefensible aspects of the CAFE model’s representation of the GHG program. 
Compared to the results from the As-Received version, our EPA-Revised version provides technology 
costs that are nearly $500 lower3 and safety outcomes that show the Proposed standards are detrimental 
to safety, rather than beneficial as suggested by the As-Received version. In other words, results with 
our code revisions indicate that the Proposed standards would result in an increase in the fatality rate of 
7 deaths per trillion miles driven, and an average increase of 17 fatalities per year in CYs2036-2045 
relative to the Augural standards.4 Additionally, the EPA-Revised version shows that the Augural 
standards have a consumer payback period of 3.5 years, instead of the 11.6 year payback period in the 
As-Received model. Additionally, both As-Received and EPA-Revised code suggest job losses under 

                                                 
1 Document titled ‘EPA Feb 28, 2018 findings on review of NHTSA Jan-22, 2018 CAFE model runs’ 
 
2 In this memo, we use the term “Augural standards” for ease of discussion since that term is used throughout the As-

Received input files provided by NHTSA/Volpe to reference the standards that would align with EPA’s existing MY 2022 
to 2025 standards.  

3 For the Augural standards, the MY2030 technology cost increase from the baseline vehicle fleet is estimated to be $2,044 
per vehicle (EPA-Revised version), compared to $2,518 per vehicle (As-Received version.) The incremental technology 
cost for the Augural standards relative to the Proposed standards in MY2030 is estimated to be $1,570 (EPA-Revised 
version), compared to $1,879 (As-Received version.) 

4 The safety outcomes from our EPA-Revised CAFE model version show 17 additional fatalities per year attributable to the 
Proposed standards, excluding any fatalities that occur from voluntary changes in VMT due to the rebound effect. 
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the Proposed standards, with 35,000 and 27,000 jobs lost per year, respectively. Finally, the EPA-
revised version shows that the Proposed standards would reduce Net Social Benefits by $83B, in stark 
contrast with the increase of $49B indicated by the As-Received version.5 

In summary, with the EPA-Revised version of the CAFE model;  

• Proposed standards increase fatalities by 17 fatalities per year in CYs 2036-2045 
• Proposed standards increase fatality rate by 7 deaths per trillion miles driven in CYs 2036-2045 
• Proposed standards result in 35,000 jobs lost per year 
• Proposed standards reduce Net Social Benefits by $83B  
• Augural standards have a consumer payback period of 3.5 years 
 

Scope of this memo 

The significant changes in outcomes with our EPA-Revised version for the CAFE model were 
achieved solely by correcting some erroneous and otherwise problematic elements of the model’s logic 
and algorithms. We did not make any modifications to the input files, or to the particular elements of the 
CAFE model that constrain technology applications based on platform sharing and redesign cycle 
considerations. While the results of the EPA-Revised version of the CAFE model are now directionally 
closer to our previous work where we used our own tools and models for the 2012 FRM, 2016 DTAR, 
and 2016 Proposed Determination, we are not endorsing the use of our modified version of the CAFE 
model for use in policy setting for the GHG program, in part because of the range of issues we have 
previously identified with the modeling inputs and assumptions—such as unduly high battery costs, 
production-ready but unconsidered and/or overly constrained technologies and technology application 
processes, etc.—that are outside of the scope of this memo and are not addressed by the EPA-revised 
version of the CAFE model.  

Note that we did not attempt to evaluate the suitability of the As-Received version for policy use in 
the CAFE program. While some of the issues that we identify here are unique to the GHG program (e.g. 
accounting for the compliance value of CO2 credits), other elements are common to both the GHG 
program and the CAFE program (e.g. the implementation of the rebound effect calculations, and logic 
and decision rules for comparing and selecting cost-efficient technology packages.) Given the 
opportunity, we would therefore recommend that NHTSA consider these issues further before using the 
As-Received version of the model for setting policy for the CAFE program. 

Table 1  CAFE model changes itemized by NHTSA in the draft NPRM text – Scope of this EPA review 

NHTSA-identified changes since 2012 FRM Within scope  
of this memo? 

Expansion of model inputs, procedures, and outputs to accommodate technologies not included in prior 
analyses 

Not addressed in this memo 

Updated approach to estimating the combined effect of fuel-saving technologies using large scale 
simulation modeling 

Not addressed in this memo 

Modules that dynamically estimate new vehicle sales and existing vehicle scrappage in response to 
changes to new vehicle prices that result from manufacturers’ compliance actions See Issue #1 in this memo 

                                                 
5 These net social benefit values exclude the additional fatality and non-fatal crash costs from voluntarily-driven miles 

associated with rebound, and the ‘value loss’ that NHTSA adds on top of the tech costs for electrified vehicles. 
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A safety module that estimates the changes in light-duty traffic fatalities resulting from changes to 
vehicle exposure, vehicle retirement rates, and reductions in vehicle mass to improve fuel economy 

See Issue #1 in this memo 

Disaggregation of each manufacturer’s fleet into separate “domestic” passenger car and “import” 
passenger car fleets to better represent the statutory requirements of the CAFE program 

Not addressed in this memo 

Changes to the algorithm used to apply technologies, enabling more explicit accounting of shared vehicle 
components (engines, transmissions, platforms) and “inheritance” of major technology within or across 
powertrains and/or platforms over time 

See Issue #3 in this memo 

An industry labor quantity module which estimates net changes in the amount of U.S. automobile labor 
for dealerships, Tier 1 and 2 supplier companies, and original equipment manufacturers (OEMs) 

Not addressed in this memo 

Cost estimation of batteries for electrification technologies incorporates more direct and internally 
consistent use of Argonne National Laboratory’s BatPAC (battery) model for HEVs, PHEVs and BEVs 

Not addressed in this memo 

Expanded accounting for CAFE credits carried over from years prior to those included in the analysis 
(a.k.a. “banked” credits) and application to future CAFE deficits, 

See Issue #3 in this memo* 

The ability to represent a manufacturer’s preference for fine payment (rather than achieving full 
compliance exclusively through fuel economy improvements) on a year-by-year basis, 

See Issue #3 in this memo 

* Also discussed in the ‘Unresolved Issues’ section of this memo. 

Table 2  CAFE model revisions specific to GHG program – Scope of this EPA review 

NHTSA-identified changes since 2012 FRM Within scope  
of this memo? 

Calculation of vehicle models’ CO2 emission rates before and after application of CO2-reducing 
technologies 

Not addressed in this memo 

Calculation of manufacturers’ fleet average CO2 emission rates under attribute-based CO2 standards Not addressed in this memo 
Accounting for adjustments to average CO2 emission rates reflecting reduction of air conditioner 
refrigerant leakage Not addressed in this memo 

Accounting for the treatment of alternative fuel vehicles for CO2 compliance See Issue #3 in this memo 
Accounting for production “multipliers” for compressed natural gas (CNG) vehicles, plug-in hybrid 
electric vehicles, (PHEVs), battery electric vehicles (BEVs), and fuel cell vehicles (FCVs) Not addressed in this memo 

Accounting for transfer of CO2 credits between regulated fleets See Issue #3 in this memo 
Accounting for carried-forward (aka “banked”) CO2 credits, including credits from model years earlier 
than modeled explicitly Not addressed in this memo 
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Issue #1: Unrealistic growth in overall fleet size due to scrappage model 

Background on the CAFE model approach for developing a fleet of new and used vehicles in each 
calendar year 

The As-Received version of the CAFE model contains two elements added since the 2012 FRM 
which are intended to dynamically estimate new vehicle sales and existing vehicle scrappage in response 
to the various regulatory alternatives under consideration. The first element is a Dynamic Fleet Share 
model (DFS), which estimates new vehicle sales and car/truck split as a function of vehicle price (as 
determined by the average MY2016 vehicle price plus the average additional technology costs to future 
standards in a given year) and the macroeconomic variables of GDP and a consumer confidence index.6 
The second element is a scrappage model which estimates the quantity of used vehicles remaining in 
each calendar year by vehicle type and age.  The Volpe-developed scrappage rate equation was 
estimated by a regression of historical new vehicle prices, and average fuel costs per mile for the car, 
van/SUV, and pickup vehicle types.7 As shown in Figure 1, the total fleet in each calendar year is the 
combination of the outputs from these two fleet models: a fleet of new vehicles sold in that year, and a 
fleet of used vehicles of various ages remaining in the fleet that have not been scrapped.  

 

 

 

 

 

 

Figure 1  As-Received CAFE model generation of total fleet of registered vehicles by in each calendar year  

Directionally, the incorporation of new vehicle price as an independent variable tends to drive the 
individual outputs of sales and scrappage models in offsetting ways; higher vehicle prices result in lower 
new vehicle sales and additional retention of existing vehicles, while lower vehicle prices result in 
greater new vehicles sales and increased scrappage of existing vehicles. However, these models operate 
completely independently, and there is no mechanism within the CAFE model to reconcile the combined 
effects of the sales and scrappage models in order to produce a realistic total fleet of registered vehicles.  

Identification of the problem with the overall fleet size in the CAFE model 

The effect of the disconnect between the new sales and scrappage models in the As-Received version 
is illustrated in Figure 2. Both the new sales fleet (i.e. vehicles of age 0) and the used fleet (i.e. vehicles 
of age greater than 0) generally increase year-over-year in the Augural and Proposed cases. For the used 
fleet, this is an expected trend since new vehicle prices and GDP increase for both the Augural and 

                                                 
6 In other words, the DFS is a consumer choice model. 
7 The scrappage model represents an added layer of consumer choice modeling in that it attempts to predict whether 

consumers will purchase new or retain used vehicles and the types of vehicles consumers will continue to drive versus 
shed in favor of a new purchase. As with the dynamic fleet share model, we do not believe that such a model should be 
integrated into the primary analysis and should instead be presented as a sensitivity, if at all.  

New vehicle sales model (DFS) 
 (Total sales volume and 

 car/truck split New vehicle prices, 
GDP 

This year’s vehicle fleet 
by age, type 

Scrappage model 
 (Used vehicle retirement rates by 

model year, age) 

Fuel cost per mile 
by MY, type 

Consumer Confidence 
index  

 

 
 

No explicit connection between models, except 
via effect of GDP and new vehicle prices  
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Proposed cases, resulting in the model’s prediction of delayed scrappage. The new vehicle sales model 
has increasing sales for all but a few years, indicating that the positive effects of GDP growth generally 
outweigh the negative effect of increased vehicle prices.  

While directionally those trends are logical, the difference in the magnitude of impact the Augural 
standards have on the new sales and scrappage models is difficult to justify. The As-Received model 
estimates that the Augural standards will reduce the year-over-year annual increase sales of new vehicles 
by approximately 8,000 vehicles on average between CY2021 and CY2032. However, during the same 
period, the As-Received model estimates that the used fleet will grow by an average of 512,000 vehicles 
per year, far exceeding the decrease in new vehicle sales. It’s hard to imagine any real-world scenario 
under which over 60 additional used vehicles are retained for each new vehicle that the sales model 
predicts will be unsold as a result of the higher new vehicle prices.  

 

 

 

 

Figure 2  Year-over-year increase in new vehicle sales (left) and increase in used fleet size (right) using As-Received 
CAFE model (note the difference in y-axis scale) 

Figure 3 shows the combined effect of the new vehicle sales model and the scrappage model in the 
As-Received version of the CAFE model. A change in the overall fleet size due to the Augural standards 
might not in and of itself be problematic, as long as the VMT schedules are adjusted to account for 
overall travel activity that is distributed over a larger number of vehicles. However, the As-Received 
version of the model does not adjust VMT schedules, with the result that the additional unscrapped 
vehicles inflate total VMT proportionately. During the period over which the summary statistics for 
fatalities are reported in the draft NPRM (CYs 2036-2045), the difference in the estimated fleet sizes 
between the Augural and Proposed standards is approximately 7 million vehicles, or over 2% of the 

Annual increase in new sales is 7,765 
lower under Augural Standards  

(Average, CYs2021-2032) 

Annual increase in used 
fleet is 512,284 higher 

under Augural Standards  
(Average, CYs2021-2032) 

Inappropriate results from As-Received model: 
Growth in the used vehicle fleet far exceeds the reduction in new vehicle sales, which is 

inconsistent with the intended ‘delayed scrappage’ effect 
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roughly 300 million vehicles in the fleet. The effect of this error is to erroneously inflate the total VMT,  
and thus increase the estimated fatalities due to the Augural standards by many hundreds of lives.8   

 

 

 

Figure 3  Total fleet size in As-Received CAFE model (AEO 2018 0.5% growth rate shown for reference) 

Description of EPA Revision to resolve unrealistic growth in overall fleet size 

NHTSA’s written description in the draft NPRM indicates that the intent of the As-Received 
scrappage model was to capture the effect of changes in new vehicle prices and fleet fuel economy on 
the composition of total fleet (i.e., the balance between new and old vehicles and proportion of the 
various vehicle types), rather than the effect on the total fleet size. The emphasis on fleet composition is 
re-iterated in one of NHTSA’s conclusions in the scrappage model section of the draft NPRM, that 
‘differences in the composition of the baseline fleet and the fleet under each alternative are the source of 
many of the proposed action’s benefits and costs.’  

EPA modified the CAFE model to align with the NHTSA’s stated intent, so that the scrappage model 
predicts fleet composition, but does not dictate total fleet size. Our modified code allows the user to 
select a fleet growth rate (we have used the AEO value of 0.5% growth per year by default, but other 
rates could be used.) Our code then allows the model to run as usual to determine new vehicle sales and 
the composition of the used vehicle fleet. These values are then used to scale the size of the used vehicle 
fleet (maintaining the predicted composition) to achieve the user-provided growth in fleet size. This way 
the new vehicle sales are identical to the As-Received values, the used vehicle fleet has the identical 
composition as the As-Received values, but the fleet size grows at much more reasonable rates. 

                                                 
8 The As-Received CAFE model and inputs apply a fixed safety effect of about 10 fatalities per billion miles in CY2030. 

Assuming an average vehicle drives 10,000 miles per year, an overestimation of fleet size by 7 million vehicles would 
result in the model’s overestimation of fatalities by approximately 700 lives. 

Total fleet size is  7,256,586 larger 
under Augural standards, relative to 

the Proposed standards 
(Average, CYs2036-2045) 

Inappropriate results from As-Received model: 
Total Fleet size grows with increases in stringency and cost of new and used 

vehicles, which is not consistent with the basic principle of supply and demand 
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Finally, because the real-world consequence of substituting older vehicles for newer vehicles would 
cause a departure from the empirically-derived mileage accumulation schedules (which define annual 
mileage by vehicle age), we developed mileage accumulation scaling factors in a similar manner to the 
fleet size scaling factors described above to maintain total fleet VMT under a 0 rebound case. Then in a 
second pass of the effects model, we apply the scaling factors to produce a realistic total VMT in the 20 
percent rebound case.  

See Appendix B for the details of the code revisions. 

Issue #2: Inconsistency between total VMT estimates and specified value of the 
Rebound Effect 

Background on the CAFE model approach for accounting for the rebound effect when estimating 
VMT 

The Proposed standards would produce higher fuel costs per mile than the Augural standards. This 
higher cost may result in a reduction in miles driven – what NHTSA refers to in the draft NPRM text as 
a ‘reverse rebound effect.’ The principle is the same as the rebound effect we normally associate with 
improvements in fuel economy, but in the opposite direction. The As-Received CAFE model assumes 
that the magnitude of the effect is the same (20 percent), irrespective of whether cost per mile increases 
and VMT decreases, or cost per mile decreases and VMT increases. In the CAFE model code, the 
rebound value is used to estimate the fractional change in VMT (CPMrate) that results from a change in 
the cost per mile relative to a reference cost per mile according to: 

(Equation 1) 
CPMrate = (CPMnew / CPMref - 1.0) * reboundEffect; where reboundEffect is equal to -0.2  

The fractional change in VMT (CPMrate) is then applied to the mileage accumulation values from 
the ‘parameters’ input file which specify the annual miles (MILESPERYEAR) based on the age of the 
vehicle. Separate mileage accumulation curves are defined for Car, Van/SUV, and Pickup vehicle styles. 
The total VMT for a vehicle of a given age, i, is defined according to the following equation: 

(Equation 2) 
VMT(age=i) = FLEET(age=i) * MILESPERYEAR(age=i,vehiclestyle) * (1.0 + CPMrate); where FLEET is the 

number of vehicles remaining at that age as determined by the scrappage model 

Identification of the problem with VMT estimation and the application of the rebound effect in the 
CAFE model 

One of the problems with the implementation of the rebound calculations in the code of the As-
Received model is illustrated in Figure 4 for the Proposed standards. In this case, the inclusion of 20 
percent rebound causes a reduction in VMT in future calendar years, despite the fact the Proposed 
standards produce a fleet with higher fuel economy and lower cost per mile than the baseline (MY2016) 
fleet. This result is clearly inappropriate, since by definition the rebound effect should result in more 
miles driven as cost per mile decreases.  



EPA June 18, 2018 further review of NHTSA April 13, 2018 version of the CAFE Model                                                  8 
 

 

Figure 4  Change in VMT due to 20 percent rebound with As-Received model, Proposed standards case (change 
shown is relative to 0 percent rebound) 

Figure 5 gives a closer view of the CPMrates determined from Equation 1 for three example vehicles, 
with MY2016 versions which maintain a constant fuel economy at levels equal to, 25 percent above, and 
25 percent below an average MY2016 car.9 These values are maintained until a MY2025 redesign, when 
the fuel economy is improved by either 10 percent (left panel) or 50 percent (right panel) compared to 
the MY2016 versions.  

One notable observation is how the CPMrates vary by calendar year as the individual vehicles age. 
This is unexpected, since the CPMrate is applied to the annual mileage values that already account for 
the progressive decline in the miles driven each year as vehicles age. What the age- or year-related 
phenomenon this variation in CPMrate would be intended to represent is not clear. Another notable 
observation is the inconsistency in the direction of change in CPMrate of the new MY2025 vehicle, 
relative to the 8-year old MY2016 vehicle in CY2024. When the MY2025 vehicle is 50 percent more 
fuel efficient than MY2016 (right panel of Figure 5), the CPMrate shifts upward, resulting in higher 
VMT for the vehicle with greater fuel economy as would be expected. However, when the MY2025 
vehicle is only 10 percent more fuel efficient than MY2016 (left panel of Figure 5), the CPMrate shifts 
downward. This tendency to produce VMT reductions for newer vehicles with moderate levels of fuel 
economy improvement is consistent with the inappropriate VMT results shown in Figure 4 above, 
indicating that this issue is caused by the calculation of CPMrate within the CAFE model. 

                                                 
9 The average car fleet fuel economy is 36.9 mpg for a MY2016 car, as defined in the CAFE model’s ‘parameters’ input file. 

Inappropriate results from As-Received model: 
20 percent Rebound causes fleet VMT to 

decrease with higher fuel economy, when it 
should increase 
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Figure 5  CPMrate variation by vehicle age and fuel economy improvements during redesign of 10 percent (left panel) 

and 50 percent (right panel)  

In addition to the problems described above with the As-Received model’s implementation of the 
rebound effect, an additional inconsistency between VMT estimates generated by the model and the  
specified rebound value became evident when we looked at the VMT results for alternatives with 
different stringencies, holding rebound at 0 percent.10 With no rebound, we would not expect to see any 
change in total VMT, since by definition rebound is measured as the change in VMT for a given change 
in fuel cost per mile. However, even with 0 percent rebound, the As-Received model does produce total 
VMT values that are influenced by stringency level. See Figure 6, below. We believe that this zero-
rebound VMT growth is an artifact of the disconnect between the sales model, scrappage model and 
mileage accumulation schedules described with Issue #1. And while this problem is not directly related 
to the model’s calculation of the rebound effect, it points to the importance of carefully considering how 
the various elements are integrated when making changes or additions to a model. 

                                                 
10 We evaluated a range of rebound values as part of our QAQC process and to investigate the sensitivity of the model to 

changes in the rebound effect. Note that we are not suggesting here that a value of 0 is the most appropriate assumption for 
the rebound effect. 

MY2025 with  
50% fuel economy improvement from MY2016 

MY2025 with  
10% fuel economy improvement from MY2016 

MY2025 Vehicle (age 0+) 
 

MY2025 Vehicle (age 0+) 
 

MY2016 
Vehicle 
(age0+) 

MY2016 
Vehicle 
(age0+) 

Unexpected result:  
Downward shift in CPMrate 

Expected result:  
Upward shift in CPMrate 
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Figure 6 Change in VMT due Augural standards, with 0 percent rebound (relative to Proposed standards) 

In total, the As-Received model 1) inappropriately incorporates a vehicle age-related effect due to 
rebound, 2) exhibits directionally incorrect VMT changes in response to fuel economy improvements, 
and 3) produces a VMT response to changes in stringency even when the rebound value is set to 0. We 
conclude that the model’s implementation of the rebound effect is inappropriate, and that the model code 
produces VMT values that are inconsistent with the 20 percent rebound value that is specified in the 
input files. As with the problems described for the Scrappage Model in Issue #1, resolving the problems 
with the CAFE model’s implementation of the rebound effect is critically important. An inappropriate 
accounting of the rebound effect will produce unreliable VMT estimates, which in turn will produce 
unreliable estimates of net fuel savings, emissions costs, fatalities, etc., making it impossible to 
accurately evaluate and compare the various policy alternatives. 

Description of EPA Revision to resolve rebound effect implementation errors and total VMT 
estimation 

After reviewing the CAFE model code, we have determined that the directionally incorrect reduction 
in total fleet VMT with 20 percent rebound shown in Figure 4 and Figure 5 above is due to the 
combined effect of two problematic assumptions used for calculating the reference cost per mile 
(CPMref) in Equation 1. The first assumption is the use of a constant CY2016 fuel price to calculate 
CPMref, even as CPMnew is calculated using the future year’s fuel price. The consequence of using two 
fuel prices that diverge further with each year (due to future projected increases in fuel prices) is that 
VMT calculated from Equation 2 becomes lower over time, independent of any changes in fuel 
economy. Such a result is unjustified since it ignores the economic and income growth that is projected 
to occur concurrently with fuel price increases.  

The second problematic assumption is the selection of fuel economy values used to determine the 
reference cost per mile. When determining the reference cost per mile, the As-Received code uses a fleet 
average MPG value that tracks backward in time. In other words, a MY2016 vehicle in CY2019 (i.e., 

Inappropriate results from As-Received model: 
With 0 percent Rebound, Fleet VMT is affected by 
changes in the stringency of GHG standards, when 

Fleet VMT should be independent of stringency 
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age=3 where CY2016 would be age=0) would not use a baseline MPG value for a MY2016 vehicle, but 
would instead use a MPG value for a MY2013 vehicle (i.e., age=-3). 

A hypothetical example will help to illustrate the importance of making appropriate assumptions 
when selecting CPMref. Building off the example in Figure 5 with MY2025 improvements to an average 
MY2016 car with fuel economy of 36.9mpg, Figure 7 shows how the CPMrate (and therefore the VMT) 
can change dramatically based on assumptions for CPMref. The inappropriate referencing of 
progressively older fleet average fuel economy values (red and gray curves), causes the CPMrate to be 
higher than when constant MY2016 reference fuel economy values are used (black and green curves.) 
The inappropriate referencing of CY2016 fuel prices (red and black curves) causes the CPMrate to be 
lower than when the current CY fuel prices are used (gray and green curves.) While these two 
problematic assumptions for CPMref tend to work in opposite directions, the general tendency of the As-
Received model to produce a negative CPMrate in the example in Figure 7, despite the improvement in 
fuel economy, seems to indicate the assumption of maintaining CY2016 fuel prices is dominant. 

 
Figure 7  Effect of CPMref assumptions on CPMrate with 20 percent rebound (hypothetical example shown for 

MY2025 vehicle with 10 percent fuel economy improvement from MY2016 vehicle) 

 
We believe that the most defensible implementation of the rebound effect is one that maintains the 

same CPMrate over every calendar year in the course of a vehicle lifespan. In the example shown by the 
green line in Figure 7, the CPMrate for the MY2025 vehicle then becomes simply a function of the ratio 
of the reference fuel economy to the new fuel economy and the 20 percent rebound effect value, or [ (1 / 
1.1 -1)* (-0.2) ] = 0.0182. To achieve this, we revised the CAFE model code so that: 

1) CPMref is calculated using the fuel prices in current calendar year rather than the fixed CY2016 
fuel price, and 

2) CPMref is calculated using the MY2016 baseline fuel economy of the specific vehicle, rather than 
a fleet average fuel economy of progressively older MY vehicles.  

Please see Appendix B for the details of the code revisions. 

 

MY2025 Vehicle (age 0+) 
 

MY2016 Vehicle 
(age0+) 

CPMref Assumptions: 
 

EPA Revised Code 
 

As-Received CAFE model 

CPMrate =[ (1 / 1.1 -1)*(-0.2) ] = 0.0182 
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Issue #3: Cost-ineffective technology ranking and application decisions 

Background on the CAFE model selection of technology packages and ranking decisions 

The selection of technology packages by the CAFE model is based on an ‘efficiency’ measure, which 
in simple terms prioritizes decisions where the value of CO2 credits (to the manufacturer) most exceeds 
the net cost of the technology package.11 When comparing two packages, given the availability 
constraints for redesign years, platform sharing, etc., the model will select the one with the most 
negative efficiency calculated as:  

(Equation 3) 
efficiency = (netpackagecost - DeltaCO2CreditValue) / totalAffectedSales;  
     where netpackagecost = techCost + consumer_valueloss  - 2.5years_FuelSavings; and 
                  DeltaCO2CreditValue is an assumed monetary value of the difference in compliance credits 
                  between the two packages considered. 
 

Identification of the problem with technology package ranking and application in the CAFE 
model 

Figure 8 shows the total technology cost and effectiveness for all technology packages applied by the 
As-Received CAFE model to the MY2030 fleet, relative to a ‘null’ package with only basic 
technologies.12 While we would not expect manufacturers to consistently apply technology packages 
that lie exactly on the cost-efficient ‘frontier’, the frequency with which the As-Received CAFE model 
applies packages that are several thousand dollars more expensive than other available packages is 
striking.   

  

                                                 
11 The As-Received CAFE model will only consider technology packages where the value of CO2 credits to the manufacturer 

exceeds the net package cost, ignoring the potential for any cross-subsidization within a manufacturer’s vehicle lineup. 
This net cost could be thought of as the amount a manufacturer would need to adjust the vehicle price, higher or lower, in 
order to offset any changes in consumers’ willingness to pay for the vehicle due to the added technologies. The model 
assumes that consumers will be willing to pay for 2.5 years of fuel savings, and that consumers face a loss in value for 
electrified vehicles between approx. $1,300 (for strong hybrids) and $16,000 (for BEVs.)  

12 I.e. a 5-speed transmission, port fuel injected naturally aspirated engine, no improvements in tires, aerodynamics, or mass 
reduction. 
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Figure 8  Cost and Effectiveness of MY2030 vehicles relative to a ‘null’ tech package (PEV’s are off chart area, but 
included in fleet average) 

Based on our review of the CAFE model code, we have identified several factors that contribute to 
the model’s widespread application of cost-inefficient packages. The first factor is the problematic 
approach used by the model for estimating the DeltaCO2CreditValue variable in Equation 3 above. In 
reality, the value of a CO2 compliance credit to any manufacturer is a function of complex and inter-
related factors, making it difficult to incorporate a realistic estimate into any model. The dollar value of 
a credit for a particular manufacturer would depend on their compliance status, their fleet composition 
and applied technologies, the cost of the available technologies for further reducing CO2 emissions, the 
availability of banked credits, the level of future stringency increases, and many other factors.  

Figure 9 shows the CO2 Credit Values by Model Year, which are defined in CAFE model input files 
using a simple scaling of the CAFE fine rates by a constant factor of 6.53. While the application of a 
uniform credit value is problematic given all the potential variations among manufacturers, it is probably 
even more problematic that the CO2 value is assumed to be decreasing over time. Given that the GHG 
program does not allow manufacturers to pay fines as a compliance strategy, we assume that NHTSA’s 
intent was for the CO2 credit value to represent a market value for trading credits between 
manufacturers. Regardless of the intent, as the adoption of the lower-cost technologies leaves only the 
more expensive alternatives available to meet future year stringency increases, it is implausible that the 
value of CO2 credits to a manufacturer will decrease in this way over time.   

 Inappropriate results from As-Received model: 
Widespread application of technology packages that are several thousand 

dollars higher than other available packages with similar effectiveness 
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Figure 9  CO2 Credit Value, by Model Year, as defined in As-Received CAFE model inputs 

 

The second factor that contributes to the CAFE model’s application of cost-inefficient packages is in 
the calculation of the difference in CO2 credit values between the two packages being considered in 
Equation 3 above.  The newCO2CreditValue and curCO2CreditValue variables in Equation 4 below 
represent a dollar value of the CO2 credits or deficits, based on the value of a single credit from Figure 9, 
and the gap between the given package CO2 and the CO2 target for that vehicle. Negative values result 
from packages above the target (CO2 deficit), and positive values result from packages below the target 
(CO2 credit).  

The problem is that in truncating credit values at zero as shown in Equation 4, the CAFE model gives 
less consideration to technologies that reduce a vehicle’s CO2 below its target, regardless of how cost-
effective that technology might be. For example, Package A might reduce CO2 to well-below the target 
and be cost-effective in terms of dollars per gram CO2 reduced, but the CAFE model would give 
preference to any Package B that meets or exceeds the target by a lesser amount with lower net costs, 
even if the dollars per gram CO2 reduced were much higher for Package B than Package A.  

(Equation 4) 
DeltaCO2CreditValue = Min(0.0, newCO2CreditValue)) - Min(0.0, curCO2CreditValue)); 
 

The consequence of truncating CO2 credit values at zero in the efficiency calculation may be difficult 
to understand in the abstract, so to illustrate the concept, we’re providing an example here of two 
vehicles from the same manufacturer which have the same starting CO2 and sales volume, but different 
technology pathways and CO2 targets. Absent other considerations, a manufacturer would choose the 
most cost-effective packages which, in total, would achieve compliance for the manufacturer’s entire 
fleet, whether those packages were applied to Vehicle A, Vehicle B, or both. 

However, because Vehicle A starts out further from its CO2 target than Vehicle B, the CAFE model 
will generate efficiency values for Vehicle A that are more negative (and thus preferable) than Vehicle B 

CO2 Credit Value =  
6.53 x CAFE fine rate 
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as shown in Figure 10, since the credit value for reducing Vehicle B below its 280 g/mi target is 
truncated and not included in the efficiency calculation. The CAFE model will choose to apply 
technology to Vehicle A to reduce CO2 to 200 g/mi, even though that technology pathway is less cost 
effective than one where technology is applied to Vehicle B (point B’ in Figure 10) – with a technology 
cost of $1,417 for Vehicle A compared to $1,246 for Vehicle B for the same CO2 reduction. 

 Vehicle A Vehicle B 
Initial CO2 (g/mi) 310 310 
CO2 Target (g/mi) 200 280 

Tech pathway cost ($ per incremental % CO2 reduction) 33 $/ %CO2 29 $/ %CO2 
Volume 1000 1000 

Total technology cost to reduce CO2 to 200 g/mi  $1,417 $1,246 (Δ-$171) 

 

Figure 10  Effect of truncating CO2 credit value in CAFE model’s ‘efficiency’ calculation for tech package selection 
       Assuming $3/gal fuel price, $35/MgCO2 credit value, and 30k miles driving in first 2.5 years (for consumer payback) 

The third factor that contributes to the CAFE model’s application of cost-inefficient packages is the 
separate treatment of regulatory classes when determining compliance status. Figure 11 below shows 
that with only one exception,13 the achieved CO2 levels for the regulatory car and truck fleets for all 
manufacturers in MY2030 is below the required CO2 level. This result is striking, not only in the 
consistency of overcompliance, but also in the apparent lack of balancing within a manufacturer 
between car and truck regulatory fleets. A more realistic modelling representation would tend to show 
some overcompliance in one regulatory fleet, offset by undercompliance in the other fleet as the 
manufacturer seeks to reduce compliance costs by applying technology to reduce emissions where it is 
most cost-effective. 

                                                 
13 JLR’s car fleet is the only regulatory fleet for which the achieved CO2 value is above the target CO2 value in MY2030. 

Even though the tech pathway 
for Vehicle B is lower-cost 
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Figure 11  MY2030 Required and Achieved CO2 levels for Each manufacturers regulatory car and truck fleets in As-
Received CAFE model output 

After our review of the CAFE model code, we have identified an issue that contributes to this lack of 
within-manufacturer fleet averaging. As shown in Equation 5, the CAFE model does not flag a 
manufacturer as ‘in compliance’ unless both the car and the truck fleets have positive credits. While this 
model requirement may produce the intended results for modeling of the CAFE program, it is not 
appropriate for representing the GHG program, which has the provision of unlimited transfer of credits 
between car and truck fleets.  

(Equation 5) 
mfrInCompliance = (GetNetCO2Creditscars >= 0) AND (GetNetCO2Creditstrucks >= 0) 

Description of EPA Revision to resolve cost-ineffective technology ranking and application 
decisions 

To resolve the issue of the cost-ineffective technology application decisions, EPA revised two 
elements of the CAFE model code. First, we revised “efficiency” calculation used for package ranking. 
Because we don’t believe that the value of a CO2 credit to any manufacturer can be reasonably 
determined in advance14, we have removed the monetary valuation of CO2 credits from the numerator of 
Equation 3, and instead include the change in quantity of compliance credits (in grams CO2) as a 
normalizing factor in the denominator of the efficiency calculation. The modified calculation, shown as 
Equation 6, can be interpreted as the cost-efficiency of a technology application in terms of the net cost 
per gram CO2 credits earned. We think that this decision rule would reasonably represent a manufacturer 
that is applying technologies in a cost-minimizing manner, subject to all the original constraints on 
technology availability and redesign cycles specified in the As-Received CAFE model input files. As 
with the As-Received CAFE model logic, our revised code prioritizes technology packages with more 
negative efficiency values. 

(Equation 6) 
efficiency = (TechCost – FuelSavings) / ( newCO2Credittotal – curCO2Credittotal) 

The second change in the EPA-Revised code involves the lack of credit transfers between regulatory 
classes.  As shown in Equation 7, we now set each manufacturer’s ‘in compliance’ flag based on the 

                                                 
14 For the reasons described earlier, the value of a CO2 credit to any given manufacture will be dependent on their current 

compliance status, stringency of the standards, available technology and cost, etc. 

Inappropriate results from As-Received model: 
No evidence of balancing between car and truck fleets 

within any manufacturer except JLR (*) 

* 
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sum of the credits for car and truck regulatory classes, instead of required positive credits for both 
classes individually, as in Equation 5.  

(Equation 7) 
mfrInCompliance = curCO2Credittotal >= 0; 

 

 

Graphical summary of the various effects of EPA code revisions 

Effect of EPA-Revisions on Issue #1 (Unrealistic growth in overall fleet size) 

 

Figure 12  EPA Revised Code Effects, Compare to As-Received CAFE model results in Figure 2: 
“Year-over-year increase in new vehicle sales (left) and increase in used fleet size (right) using As-Received CAFE 

model (note the difference in y-axis scale)” 

 

EPA-Revised code: 
Difference between alternatives in used fleet 
size now matches the difference in new sales 

As-Received code: 
Difference between alternatives in used fleet 
size far exceeds difference in new sales 



EPA June 18, 2018 further review of NHTSA April 13, 2018 version of the CAFE Model                                                  18 
 

 

Figure 13  EPA Revised Code Effects, Compare to As-Received CAFE model results in Figure 3: 
“Total fleet size in As-Received CAFE model” 

 

Effect of EPA-Revisions on Issue #2 (Inconsistency between total VMT estimates and specified 
value of the Rebound Effect) 

 

Figure 14  EPA Revised Code Effects, Compare to As-Received CAFE model results in Figure 4: 
“Change in VMT due to 20 percent rebound, Proposed standards case (relative to 0 percent rebound)” 

 

As-Received 
1) Fleet size is larger for Augural standards 
than for the less-stringent Proposed standards 
2) Overall growth in the fleet is much greater 
than AEO2018 projections. 

EPA-Revised Code 
1) Fleet size is the same for Augural and Proposed 
standards 
2) Growth rate tracks AEO2018 projections, although 
remains tied to NHTSA inputs for starting fleet size. 

EPA-Revised code: 
20 percent Rebound causes fleet VMT 
to appropriately increase, compared to 

0 percent rebound case 
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Figure 15  EPA Revised Code Effects, Compare to As-Received CAFE model results in Figure 6: 
“Change in VMT due Augural standards, with 0 percent rebound (relative to Proposed standards)” 

 

Effect of EPA-Revisions on Issues #3 and #4 (Cost-inefficient application of technology packages) 

 

Figure 16  EPA Revised Code Effects, Compare to As-Received CAFE model results in Figure 8 
“Cost and Effectiveness of MY2030 vehicles relative to a ‘null’ tech package” 

EPA-Revised code: 
With 0 percent Rebound, Fleet 

VMT is appropriately 
independent of stringency 

EPA-Revised code: 
The sales-weighted balance of 
selected packages tends to lie 
closer to the cost-efficient 
frontier 
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Figure 17  EPA Revised Code Effects: 
Cost and Effectiveness of each MY relative to the MY2016 baseline tech package 

 

 

EPA-Revised code: 
More cost-efficient application of technology packages results in reduction of 

$474 from As-Received tech costs in MY2030 

$2,044 

Δ ($474) 

$2,518 

Effectiveness 
(reduction in CO2, relative to a hypothetical, zero-technology ‘null’ package) 
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Figure 18  EPA Revised Code Effects, Compare to As-Received CAFE model results in Figure 11 

“MY2030 Required and Achieved CO2 levels for Each manufacturers regulatory car and truck fleets” 

* 

As-Received code: 
No manufacturers (except JLR*) show evidence of 

balancing between car and truck fleets  

EPA-Revised code: 
Majority of manufacturers now show evidence of 

balancing between car and truck fleets (see * marks) 

* 

* 

* * * 

* 

* 

* 

* * 

* 

* 
* 
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Tabular summary of the combined effect of EPA code revisions 

Table 3 Technology Costs, Fuel Savings, Payback 

Source As Received EPA Revised Code 
Scenario Augural Proposed Augural Proposed 

MYs 2017-2025 2021-2026 2017-2025 2021-2026 
Annual Rate of Stringency Increase No Action 0%/yr PC 

0%/yr LT 
No Action 0%/yr PC 

0%/yr LT 
Total Tech Costs, $/veh, 

MY2030 relative to MY2016 packages 
$2,518 $639 $2,044 $474 

Incremental Tech Costs, $/veh, MY2030 Baseline -$1,879 Baseline -$1,570 
Fuel Savings, $/veh, MY2030 

(3% discounting) * 
Baseline -$1,519 Baseline -$1,734 

Payback based on Total Cost of Ownership 
20% Rebound (years, 3% discounting) 

11.6 4.1 3.5 1.0 

*Negative fuel savings indicate an increase on consumer spending on fuel. 

 

Table 4 Changes in Fatality Metrics and Net Social Benefits 

Source As Received EPA Revised Code 
Scenario Augural Proposed Augural Proposed 

MYs 2017-2025 2021-2026 2017-2025 2021-2026 
Annual Rate of Stringency Increase No Action 0%/yr PC 

0%/yr LT 
No Action 0%/yr PC 

0%/yr LT 
Change in Average Annual Fatalities, 

Calendar Years 2036-2045, 
No Rebound * 

Baseline -150 Baseline +17 

Change in Average Annual Fatalities per Trillion Miles, 
Calendar Years 2036-2045, 

No Rebound 

Baseline +4.5 Baseline +6.9 

Average Annual Employment, 
Lifetimes of MY2016-2032 vehicles 

Baseline -35,020 Baseline -27,269 

Change in Net Social Benefits, 20% Rebound, excluding rebound-related  
fatality and non-fatal crash costs  

and ‘value-loss’ associated with electrified vehicles,  
($Billions, 3% discounting) ** 

Baseline +$49 Baseline -$83 

*The change in average annual fatalities during CYs 2036-2045 including the additional miles driven voluntarily due to 
rebound are projected by the model as -863 (As-Received) and -321 (EPA-Revised). 
**The change in net social benefits inclusive of rebound-related fatality and non-fatal crash costs and NHTSA’s ‘value-
loss’ associated with electrified vehicles would be +$202 billion for the As-Received code and +$103 billion for the EPA-
Revised code. Social benefits sum Technology, Maintenance/Repair, Value Loss, Pretax Fuel, Drive and Refuel Value, 
Fatality, Crashes/Congestion/Noise and all Emission Damage costs changes for the lifetimes of MY2016 through 2032 
vehicles; a negative Net Social Benefit represents a net social cost.
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Table 5 Technology Penetration Rates 

Source As Received EPA Revised Code15 
Scenario Augural Proposed Delta Augural Proposed Delta 

MYs 2017-2025 2021-2026  2017-2025 2021-2026  
Annual Rate of Stringency Increase No Action 0%/yr PC 

0%/yr LT 
 No Action 0%/yr PC 

0%/yr LT 
 

Tech Costs, $/veh, MY2030 $2,518 $639 -$1,879 $2.044 $474 -$1,570 
Technology penetrations       

Weight Reduction 
(not including powertrain) 

19% 12% -7% 14% 11% -3% 

High Compression Ratio (aka ATK2) 26% 12% -14% 26% 12% -13% 
Turbo-downsized 62% 46% -16% 57% 42% -16% 

Dynamic Deac 7% 0% -7% 0% 0% 0% 
Diesel 1% 1% 0% 1% 1% 0% 

Advanced transmissions (non-hybrid) 82% 88% +6% 77% 86% +9% 
Stop-Start (12V) 10% 13% +3% 9% 12% +3% 
Mild HEV (48V) 41% 2% -39% 3% 0% -3% 

Strong HEV 14% 2% -11% 10% 2% -8% 
Sum of Mild and Strong HEV 55% 5% -50% 13% 2% -11% 

Plug-in HEV 1% 0% 0% 7% 0% -6% 
Battery Electric (BEV) 0% 1% 0% 2% 1% -2% 

Sum of PEVs 1% 1% 0% 9% 1% -8% 
 

Note that the three tables presented above, comparing the As-Received and EPA-Revised results, 
maintain NHTSA’s costs and effectiveness values from Autonomie large-scale full-vehicle simulation, 
platform sharing, redesign cycles and technology application constraints. In other words, the input files 
applied in this analysis are identical to the as-received files from NHTSA. 

Unresolved Issues 

The effects of our minor code revisions on the CAFE model outputs are clearly substantial, and 
resolve some of the most significant issues with the CAFE model’s representation of the GHG program. 
However, although the “EPA Revised” version of the CAFE model has corrected some issues, there are 
still outstanding issues with this model. Thus we cannot endorse the use of our modified version of the 
CAFE model for use in policy setting for the GHG program.  

In part, this is because of the range of issues we have previously identified with the modeling inputs 
and assumptions—such as unduly high battery costs, production-ready but unconsidered and/or overly 
constrained technologies and technology application processes, etc.—that are outside of the scope of this 
memo and are not addressed by the EPA-revised version of the CAFE model. 

                                                 
15 This analysis maintains NHTSA’s costs, effectiveness values from Autonomie large-scale full-vehicle simulation, platform 

sharing, redesign cycles and technology application constraints.  In other words, the input files applied in this analysis are 
identical to the as-received files from NHTSA. Had we applied EPA inputs we would expect a significant change in 
technology penetration projections. 
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There are also additional issues with the CAFE model that have been uncovered during the current 
investigation, but we have not had the time and resources to fully evaluate and/or correct. For example, 
the model appears to favor credit generation for possible future use over transfer of credits across a 
given manufacturer’s car and truck fleets (a major cost savings element of the GHG program); further, 
the model does not appear to use credits efficiently once generated; the model uses fuel share in many 
places but does not maintain a careful accounting of that fuel share to ensure a total of 100% each year; 
the model continues to make use of what we consider to be strange mileage accumulation rate schedules 
(as we discussed with NTHSA/Volpe during development of the DTAR); the model still has a general 
tendency towards overcompliance across the range of years analyzed; and potentially other issues.

Appendix A: Comparison of the cost-effectiveness of applied technology packages in 
As-Received and EPA-Revised versions, by Vehicle Type 
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EPA Initial Review of CAFE Model & Inputs, February 9, 2018 
 

Overview 
This document summarizes EPA’s initial findings from a review of the CAFE model and inputs, 

based on the materials provided on January 24th and February 1st by NHTSA. This is not intended to be 
a compressive assessment of the model, or the inputs and associated assumptions, but is instead meant to 
serve as the first step in an iterative review where the process of making observations and asking 
clarifying questions will lead to further exchanges of information. The following sections cover the four 
topic areas reviewed: the CAFE model in general, the representation of technologies, economic factors, 
and safety. Each section contains EPA’s observations, along with supporting information where it may 
help to explain EPA’s rationale for identifying a particular modeling element. 

CAFE model: Overall observations and questions 

Between January 24th and February 1st EPA received several files from NHTSA representing 
NHTSA’s “January 22, 2018” runs.  These files included four Excel files: ‘analysis fleet’, 
‘technologies’, ‘parameters’, and ‘scenarios’.  In addition, NHTSA subsequently provided instructions 
for accessing tech package effectiveness and battery cost values embedded in the model.  The overall 
observations and questions presented below are based on the information provided to-date. 

In reviewing NHTSA’s analysis, EPA has noted that many aspects of the CAFE analysis are similar 
to previously reviewed analyses and identified portions of the analysis that are new to the model’s 
operation, these include the Fleet Scrappage Model, Dynamic Fleet Share, and Fleet Safety Fixed 
Model. 

 When EPA utilizes the Jan 22 input files and executes the CAFE model with the 
default settings as provided by NHTSA, the resulting outputs do not match the values in the 
NHTSA-generated summary table. (see comparisons in Table 1 and Table 3) 

The EPA-generated “Price increase due to new CAFE standard” for a MY2030 vehicle shown in 
Table 3  is -$1,599 compared to the value of -$1,769 provided by NHTSA. The EPA-generated 
“Average Annual Fatalities CY’s 2036-2045” value shown in Table 1 is -703 (relative to the no action 
alternative) compared to a NHTSA-provided value of -1,186. Overall, nearly every output variable 
summarized in Table 1 and Table 3 shows a difference of some degree between the EPA- and NHTSA-
generated results. There are multiple possible explanations, including EPA’s misinterpretation of the 
meaning of a particular row label, or potential differences in the selection of which output fields to 
include in a particular total cost or total benefit summation. Without additional information, EPA can 
not further evaluate the underlying reason for the difference in values seen. At the same time, an 
effective review of the CAFE model and inputs by EPA will depend on EPA’s ability to correctly 
replicate and interpret the model outputs. 

Question/Information Request 1. Please provide the output files (contents of the ‘reports-csv’ directory) 
from the NHTSA-generated run that was used to populate the values shown in Table 1 and Table 3, 
along with the associated ‘Summary.txt’ run configuration description file. 
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Table 1  Results of Standard Setting Run from 22-Jan-18 as summarized by NHTSA, and values produced by EPA’s 
run of NHTSA-provided model with default settings 

Source As summarized by NHTSA EPA-generated values 
Model Years 2022-2025 2021-2026 2022-2025 2021-2026 
Annual Rate of Increase in Stringency No Action 0.5%/Year PC 

0.5%/Year LT 
No Action 0.5%/Year PC 

0.5%/Year LT 
AC/Off-Cycle Procedures No Change No Change No Change No Change 
Fuel Economy  
Average Required Fuel Economy – MY 2026+ (mpg) 46.6 38.2 46.8 38.1 
Average Achieved Fuel Economy – MY 2030 (mpg) 47.6 40.6 46.5 40.7 
Change in Physical Quantities Attributable to CAFE Alternative  
Fuel Consumption (b. gal) baseline 76.4 baseline 74.8 
Fuel Consumption (b. barrels) baseline 1.8 baseline 1.8 
CO2 Emissions (mmt) baseline 847 baseline 827 
CH4 Emissions (metric tons) baseline 1,482,533 baseline 1,453,288 
N 2O Emissions (metric tons) baseline 12,214 baseline 16,761 
Average Annual Fatalities CY’s 2036-2045 baseline (1,186) baseline (703) 
Average Annual Fatalities CY’s 2036-2045 without rebound baseline (395) baseline  
Sales (millions) baseline 1.0 baseline 0.9 
Technology Use Under CAFE Alternative in MY2030 (total fleet penetration)  
Weight Reduction (not including powertrain) 17% 12% 16.4% 12.7% 
High Compression Ratio Non-Turbo Engines 26% 13% 26.2% 20.9% 
Turbocharged Gasoline Engines 60% 47% 61.9% 52.8% 
Dynamic Cylinder Deactivation 6% 0% 5.0% 1.9% 
Diesel Engines 1% 1% 0.6% 0.5% 
Advanced Transmissions (Non-Hybrid) 72% 87% 68.0% 87.2% 
Stop-Start 12V (Non-Hybrid) 15% 13% 14.2% 15.6% 
Mild Hybrid Electric Systems (48v) 35% 1% 29.3% 4.7% 
Strong Hybrid Electric Systems 20% 5% 26.9% 3.6% 
Sum of Strong Hybrid and Mild Hybrid 56% 5% 56.2% 8.3% 
Plug-In Hybrid Electric Vehicles (PHEVs) 5% 4% 1.4% 0.7% 
Dedicated Electric Vehicles (EVs) 1% 1% 0.5% 0.5% 
Sum of Plug-In Vehicles 5% 4% 1.9% 1.2% 
Total of All Electrified Vehicles 61% 10% 58.1% 9.5% 

 

Table 2  EPA’s grouping assumptions for technology penetration summary in the table above, based on 
‘technology_utilization_report.csv’ output file   

Tech Assumed Calculation 
Weight Reduction (not including powertrain) MR1*5%+MR2*7.5%+MR3*10%+MR4*15%+MR5*20% 
High Compression Ratio Non-Turbo Engines HCR1 

Turbocharged Gasoline Engines TURBO1+TURBO2+CEGR1 
Dynamic Cylinder Deactivation ADEAC 

Diesel Engines DSLI 
Advanced Transmissions (Non-Hybrid) All but AT5, AT6, DCT6, CVT 

Stop-Start 12V (Non-Hybrid) SS12V 
Mild Hybrid Electric Systems (48v) BISG 

Strong Hybrid Electric Systems SHEVP2+SHEVPS 
Plug-In Hybrid Electric Vehicles (PHEVs) PHEV30+PHEV50 

Dedicated Electric Vehicles (EVs) BEV200 
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Table 3  Results of Standard Setting Run from 22-Jan-18 as summarized by NHTSA, and values produced by EPA’s 
run of NHTSA-provided model with default settings 

Source As summarized by NHTSA EPA-generated values 
Model Years 2022-2025 2021-2026 2022-2025 2021-2026 
Annual Rate of Increase in Stringency No Action 0.5%/Year PC 

0.5%/Year LT 
No Action 0.5%/Year PC 

0.5%/Year LT 
AC/Off-Cycle Procedures No Change No Change No Change No Change 
Consumer Costs and Savings for Average MY 2030 Vehicle  
Price Increase due to New CAFE Standards ($) baseline (1,769) baseline (1,599) 
Increase in Other Ownership Costs ($) baseline (722) baseline (381) 
Total Consumer Costs ($) baseline (2,492) baseline (1,980) 
Discounted Fuel Savings to Owner ($) baseline (1,200) baseline (1,033) 
Other Consumer Benefits ($) baseline (487) baseline (389) 
Total Consumer Savings ($) baseline (1,687) baseline (1,422) 
Discounted Net Savings to Owner ($) baseline 805 baseline 558 
Payback Period Relative to Baseline (years) baseline  baseline  
Payback Period Relative to MY2016 (years)  13.0  5.6 

 

Social Costs and Benefits (Total Through MY 2029)  
Technology Cost ($b) baseline (246) baseline (211) 
Other Private Costs ($b) baseline (158) baseline (152) 
Crashes, Noise and Congestion ($b) baseline (76) baseline (42) 
Total Costs of New CAFE Standards ($b) baseline (480) baseline (403) 
Fuel Savings ($b) baseline (138) baseline (132) 
Other Private Benefits ($b) baseline (117) baseline (101) 
Social Cost of Carbon ($b) baseline (4) baseline (4) 
Other Environmental Damages ($b) baseline (2) baseline (4) 
Petroleum Market Externalities ($b) baseline (22) baseline (21) 
Total Benefits of New CAFE Standards ($b) baseline (283) baseline (262) 
Net Benefits of New CAFE Standards ($b) baseline 197 baseline 141 
Additional Measures (Total Through MY 2029) 
Additional Fine Payments ($b) baseline 0.0   

 

A full understanding of the model will require a review of the inputs and assumptions that are 
embedded within the executable file that EPA requested for this initial review. For example, details 
about the technology application decision trees are encoded within the CAFE model, and determine 
whether or not individual technologies (and associated costs) are included along a technology pathway. 
There are a number of examples of this type of embedded inputs and assumptions that EPA is aware of, 
and potentially others that EPA is not aware of. 

Question/Information Request 2. Please provide the uncompiled CAFE model in the native code is (e.g. 
C#, Java, etc.) 

 

Representation of technologies in the CAFE model and inputs 

Technology effectiveness 
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The technology inputs provided by NHTSA on February 1 define effectiveness values for 
approximately 150,000 packages across ten vehicle classes. In addition, the ‘technologies’ input file 
contains the individual technology effectiveness values which are not modeled in full vehicle simulation 
such as electric power steering, improved accessories, low drag brakes, and low friction lubricants. A 
full evaluation of the assumed effectiveness values for individual technologies and their various 
combinations will require more time than the approximately one week that EPA has spent to-date and 
will require additional follow-up. The following summary of an effectiveness review conducted over the 
course of approximately one week is intended to highlight specific areas for further discussion and begin 
to identify additional information that is needed for a complete review. 

 The incremental effectiveness of the more advanced turbocharged engine 
(TURBO2) compared to the less advanced version (TURBO1) engines is often negative. 

The technology inputs include two levels of turbocharged engines, TURBO1 and TURBO2. The 
incremental cost of TURBO2 hardware over TURBO1 hardware is about $350 to $700 in 2030; 
although it is unclear what specific technologies are represented by this cost, one would expect a 
generally higher effectiveness. However, depending on the package and car class, the actual incremental 
effectiveness values from the NHTSA technology inputs for the TURBO2 technology is often negative. 
The “Medium SUV” class, shown in Figure 1 has the most pronounced effect, with the addition of the 
TURBO2 technology, on average, having a negative effectiveness. 

 

Figure 1 Incremental Effectiveness of TURBO1 to TURBO2 (MedSUV class) 

 

 The addition of cooled exhaust gas recirculation (CEGR1) onto turbocharged 
engines (TURBO2) provides no relative benefit, despite the additional cost of the technology. 
Given this input assumption, the CAFE model outputs, as expected, do not show application of 
CEGR1. 

A cooled EGR package when added to the advanced turbocharged engine (TURBO2) has a cost of 
$334 in 2030. Cooled EGR is a technology that has been used in the market, and has a significant effect 
on CO2 reduction. However, as illustrated in Figure 2, the incremental effectiveness is at or near zero for 
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nearly all packages (and averaging zero for all packages). The “Medium Car Performance” class shown 
in the figure is representative of the near-zero effect of the technology for all classes. 

 
Figure 2 Incremental Effectiveness of TURBO2 to CEGR1 (MedCarPerf class) 

 

 The effectiveness the most advanced eight-speed transmission (AT8L3) is only 
moderately more than the most advanced six-speed transmission (AT6L2). 

The modeled automatic transmissions include one “improved” level of a six-speed automatic 
(AT6L2) and two improved levels of eight-speed automatics (AT8L2 and AT8L3). The cost of the 
AT6L2 package (additional to an AT6) is $362 in 2030. The cost of the AT8L3 package (additional to 
an AT8) in 2030 is nearly the same ($358). Incremental to the AT6, the best eight-speed package is $485 
(i.e.,$123 more than the AT6L2). However, on average, the technology inputs provided show that the  
AT8L3 is only 1% more effective than the AT6L2, and in some cases is worse (as shown by the Small 
SUV plot). 
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Figure 3 Incremental Effectiveness of the best six-speed (AT6L2) v. the best eight-speed (AT8L3) (Small SUV)  

 

 The effectiveness improvement from a basic six-speed transmission (6AT) to a basic 
eight-speed (8AT) transmissions is unexpectedly low for trucks. 

The technology inputs provided seem to show that the incremental effectiveness associated with 
moving from a six-speed transmission (AT6) to an eight-speed transmissions (AT8) is noticeably 
different depending on class. The figure shows effectiveness for a medium car and a pickup; on average, 
the eight-speed effectiveness for the car is about twice that for the truck. This trend seems to hold for the 
small and medium car classes, which have AT8 effectiveness about twice that of the medium SUVs and 
trucks (with the small SUVs in between). This may be due to assumptions about front-and rear-wheel 
drive systems; however, comments from stakeholders have indicated that RWD systems should have 
greater potential for transmission effectiveness improvements, as packaging more gears in the space 
provided is less of a concern. 
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Figure 4 Incremental Effectiveness of six-speed (6AT) to eight-speed (8AT) for Pickup and Medium Car 

 

 On average, 48V Mild Hybrid with a crank-integrated starter-generator (CISG) is 
the same, or slightly worse than with a belt-integrated starter-generator (BISG) despite having a 
higher cost. 

The cost of a crank-integrated starter-generator (CISG) system in 2030 is given as either $178 (for 
smaller vehicles) or $767 (for larger vehicles) in 2030, incremental to a belt-integrated starter-generator 
(BISG). Additional battery costs in 2030 are about $617 for the BISG and $805 for the CISG, making 
the incremental CISG battery cost an additional $187. The CISG is expected to provide additional 
effectiveness over the BISG because of the direct couple to the crank. 

However, on average, the CISG is slightly less effective tan the BISG, although with a wide spread of 
effectiveness. The small car example shown in Figure 5 is typical, with the incremental effectiveness of 
most packages between about +1% and -1%. 
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Figure 5 Incremental Effectiveness of 48V Mild Hybrid with belt-integrated starter-generator (BISG) to crank-
integrated starter-generator (CISG) (Small Car class) 

 

 Some 12V Stop-Start applications have negative effectiveness values.  
The cost of stop-start technology is either $466 or $521 in 2030, depending on vehicle class, plus 

about $582 in battery costs. However, there are some packages where the provided technology inputs 
indicate a negative effectiveness, as shown in Figure 6 for the small car class below. Moreover, there are 
a few packages in some classes that are clear outliers (see the medium SUV performance class), either 
high or low. 

 
Figure 6 Incremental Effectiveness of CONV to SS12V for Small Car class (left) and  Medium SUV Perf class (right) 

 

Question/Information Request 3. Please provide a description of the hardware that is assumed to be 
included in the technology packages highlighted in the observations above: TURBO2 (relative to 
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TURBO1), CEGR1 (relative to TURBO2), AT8L3 (relative to AT8L), AT6L2 (relative to AT6), CISG 
(relative to BISG), and SS12V (relative to CONV) 

Question/Information Request 4. Please provide a table of the vehicle characteristics used simulate each 
of the 10 vehicle classes represented in this analysis (with MR0,ROLL0, AERO0). In particular test, 
weight, road load coefficients, power/acceleration/towing metrics, drive layout (RWD, FWD, AWD, 
4WD), and any other specifications used when generating the ‘FC1_Improvements.csv’ file. 

 

Technology application constraints 

In the CAFE model, the application of a technology may be constrained in order to reflect the lead-
time required to achieve large-scale production and wide-spread penetration into the fleet. The broad 
application can be excluded from consideration by the specification of a year in which the technology is 
initially available, by setting a phase-in cap, or by the use of a ‘FALSE’ application flag value. 
Technologies can also be excluded from application to a specific vehicle by the platform, engine, and 
transmission sharing constraints, by the technology pathways encoded into the model, and by the 
explicit definition a “SKIP” flag to an individual vehicle-technology combination. 

  Application of HCR1 is restricted for large portion of the fleet. 
Atkinson cycle engines with high geometric compression ratios (HCR) have proven to be a cost-

effective pathway for reducing fuel consumption, with Mazda applying the technology to the majority 
their current vehicles, and Toyota announcing its plan for at least 60 percent application (by volume) by 
2021. The ‘analysis_fleet’ file contains the ‘SKIP’ application flag for over 70 percent (by volume) of 
the fleet, while most other powertrain technologies are not similarly constrained (see Table 4.) 

Table 4 Proportion of fleet volume with vehicle-specific technology application constraints (‘SKIP’ flag) with 
examples of high-compression ratio Atkinson cycle engines (HCR1) and strong hybrids 

Application Flag in 
‘analysis_fleet’ file 

HCR1 Strong Hybrid 
(SHEVP2 +SHVEPS) 

notes 

USED 6.3% 1.8% Assumed to be applied in MY2016 
SKIP 70.6% 0% Application not allowed in future 

blank 23.0% 98.2% Application allowed in future 

 

Question/Information Request 5. Why is the HCR1 technology highly constrained in the ‘analysis-fleet’ 
file relative to other technologies that are more complex and less cost-effective? 

 
 The packages available for consideration as inputs to the CAFE model do not 

include some significant technologies that are available in production vehicles today.   
For example, the 2018 Mazda CX-5 CUV and Mazda 6 sedan both are examples of non-hybrid 

electric vehicles that use Atkinson Cycle engines with cylinder deactivation.  NHTSA’s package 
designation for Atkinson Cycle is HCR1 and for cylinder deactivation is DEAC.  In the 2016 Draft TAR 
analysis, NHTSA had a package designation of HCR2 for a combination of Atkinson Cycle, cooled 
EGR, and cylinder deactivation. The input files used in the most recent analysis do not allow any 
combination of DEAC and HCR1 and the HCR2 package is restricted from application through the use 
of a “FALSE” flag in the ‘technologies’ input file (also, no packages are built using HCR2.)  In other 
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words, a high-efficiency technology combination currently in production by Mazda for the 2018 model 
year will not be available for consideration in the CAFE model using the current input files.   

Technology costs 

 The cost of Dynamic Cylinder Deactivation (ADEAC) is 2-4 times higher than 
industry quoted costs for the version of the technology which is going into production in 
MY2019. 

General Motors recently announced their implementation of ADEAC on two V8 OHV engines for 
the Silverado for MY2019 and EPA test drove and benchmarked an ADEAC-equipped GMC Yukon V8 
OHV at NVFEL in 2017, verifying the effectiveness of the ADEAC system in drive cycle tests and the 
system’s transparency to the driver. The supplier of the ADEAC system on the GMC Yukon 
(Tula/Delphi) quoted the 2017 cost for this system (manufacturing cost plus licensing fee), to which 
EPA applied a learning factor of 13.5% (from 2017 to 2025) and a manufacturer mark-up cost multiplier 
of 1.5, and this is shown on the far right in Figure 7. For this application (V8 OHV), the CAFE model  
marked-up cost is 4 times higher than the industry quoted manufacturer marked-up cost. 

 

Figure 7 Comparison of Dynamic Cylinder Deactivation Costs 

NHTSA’s 2-4 times higher cost of ADEAC impacts the CAFE model’s application of the technology. 
NHTSA’s summary of CAFE model output (Table 1) shows a 6% market penetration of ADEAC in 
2030 if current standards are kept in place and 0% if “alternative 1” standards are selected. (note that as 
shown in Table 1, EPA was unable to reproduce these results using provided input files and default 
CAFE model settings.) 

The CAFE model’s 0% penetration of “alternative 1” is unrealistic considering General Motors will 
be offering two engines for the Silverado with ADEAC in MY2019, and the sales of these engines (prior 
to ADEAC) was 767,000 in MY2016, or about 4.4% of the entire LDV fleet. Other manufacturers likely 
have similar plans, which will likely increase ADEAC market penetration well past 4.4% in the 
MY2019-2022 timeframe. 
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The CAFE model’s 6% penetration in MY2030 using current standards may also be low, considering 
that it is much easier to apply a technology to subsequent engines after several examples have been 
developed and entered production. EPA believes the low penetration of ADEAC in the CAFE model 
may be due to the high ADEAC cost assumed by the CAFE model. 

Question/Information Request 6. Please provide details for how the costs for dynamic cylinder 
deactivation were estimated, particularly the $1,931 cost for V8 OHV engines. 

 

 

Economic factors in the CAFE model and inputs 

Consumer choice modeling (‘dynamic fleet share’ and ‘scrappage’ models) 

The effects of the standards on vehicle sales and market shares has been a recurrent question. On the 
one hand, the standards reduce operating costs; all else equal, that change should make new vehicles 
more attractive and increase sales. On the other hand, the standards increase technology costs; all else 
equal, that change should discourage new vehicle sales. Which effect dominates has been subject of a 
great deal of controversy. A key variable is the role of fuel economy in consumer purchases, measured 
either in payback period (the number of years of fuel savings that people consider when buying a new 
vehicle) or discount rate (how people discount the lifetime of future fuel savings). EPA has reviewed 
this literature, as has the National Academy of Sciences; in both cases, the finding was a very wide 
range, and no consensus, in the literature.  

Academic and other researchers have developed a number of vehicle demand (consumer choice) 
models for the new and/or used vehicle markets to look at effects on sales and fleet mix. Rarely has 
there been any effort to validate these models, either for consistency across models, or for ability to 
predict out of sample. Recent academic research (Haaf et al. 2014, 2016), as well as work by EPA, has 
found that these models commonly perform worse, especially in the short run, than simply holding 
market shares constant. For these reasons – an absence of solid science supporting the use of vehicle 
demand models for predicting the effects of the standards on vehicle sales – neither EPA nor NHTSA 
has used consumer choice modeling in either the 2010 or 2012 rulemakings, or in the 2016 Draft TAR, 
or in previous CAFE rulemakings. The agencies have occasionally estimated the effects of the standards 
on new vehicle sales using a Total Cost of Ownership model, where the key parameter, as mentioned 
above, is the role of fuel savings in consumer purchase decisions.  This approach was recently 
recommended by Dr. John Graham and others from Indiana University in their February 2016 report, 
“Rethinking Auto Fuel Economy Policy”. 

 The CAFE model appears now to include a “Dynamic Fleet Share” model (which we think is a 
consumer choice model for new vehicles) and a “Scrappage” model (scrappage models estimate the 
effect of new vehicles on the used vehicle market). These have not previously appeared in the CAFE 
model. 

 From a review of the model outputs, the use of the ‘Dynamic Fleet Share’ and 
‘Scrappage’ models appear to significantly impact overall sales, fleet volumes, and model mix, 
and therefore are important factors in the CAFE model’s resulting net benefits, costs, and safety 
results. 
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Sales increase for both the augural standards and the alternative standards, though they appear to 
increase slightly more for the alternative standards. In addition to total sales, sales mix changes between 
the augural and alternative standards (that is, sales for individual vehicles increase at different rates, 
though all increase). Price increases at least as much as technology costs for individual vehicles; in a 
number of cases, vehicle price increases more than technology costs, though we have not been able to 
figure out how those price increases are calculated (see below). These changes are likely to affect 
emissions and other model outputs. 

 However, the inputs for these new modelling elements are not clear and the 
operation of the elements is also not clear to the model user.  

The “Dynamic Fleet Share” model coefficients for FP, HP, and MPG, seem to indicate that the sales 
response to changes in these variables for cars is opposite of the sales response for trucks. This table is 
the documentation presented for the DFS. It is our guess that these are regression coefficients used to 
predict vehicle sales for cars (LDV) and light trucks (LDT1/2a). It is further our guess that FP is 
footprint, HP is horsepower, CW is curbweight, MPG is miles per gallon. We do not have guesses what 
Rho and Dummy are associated with.  

Coefficients LDV LDT1/2a 
Constant 3.4468 7.8932 

Rho 0.8903 0.3482 

FP 0.1441 -0.4690 

HP -0.4436 1.3607 

CW -0.0994 -1.5664 

MPG -0.5452 0.0813 

Dummy -0.1174 0.6192 

We observe that HP and MPG have negative signs for cars (i.e., more HP and more MPG reduce 
sales), while those coefficients are positive for trucks (i.e., more HP and more MPG increase sales). In 
contrast, FP increases car sales but reduces truck sales. These results are not what we would expect. 

As discussed above, the role of fuel savings in vehicle demand modeling is critically important; it 
essentially determines the direction of new vehicle sales effects. As noted, it appears that more fuel 
economy is bad for cars but good for light trucks, with unexplained magnitudes. 

 The scrappage model coefficients do not have consistent signs for cars, Vans/SUVs, 
Pickups 

It is not known exactly what the Scrappage model predicts: how many vehicles of which vintages are 
scrapped each year? The scrappage model appears to include 34 parameters, including new vehicle 
prices, vehicle age, CPM (cost per mile?), GDP growth rate, and interactions among these in polynomial 
forms. It is thus hard to evaluate. Below is a partial representation. Signs of the coefficients are again not 
consistent (see, e.g., Age, Age^2, Age^3, New Price, New Price*Age, New Price*Age^2), though how 
these affect predictions is not easy to determine. 

Parameter Cars Vans/SUVs Pickups 
Estimate Scrappage TRUE TRUE TRUE 

Beta Coefs       
Age 0.616047051 -0.473441117 -1.119398279 

Age^2 -0.057406753 0.032324147 0.037890057 

Age^3 0.001582126 -0.000301894 0 
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ln(MY-1959) -1.608885894 -3.946616362 -3.364968508 

ln(MY-1959)*Age 0.213582275 0.504803381 0.34204715 

ln(MY-1959)*Age^2 -0.006715995 -0.015159639 -0.008384946 

ln(MY-1959)*Age^3   0 0 0 

New Price -0.000161276 0.000371589 -0.000303124 

New Price*Age   7.84025E-06 -2.88675E-05 2.83304E-05 

New Price*Age^2   1.00488E-07 5.91183E-07 -9.62014E-07 

New Price*Age^3   -1.212E-08 0 0 

 

Question/Information Request 7. Please describe any previous rulemakings where these or similar 
models were used to examine impacts on sales and fleet mix.  

 

 The CAFE model vehicles_report output file provides vehicle price increases, 
which in some cases is the same as the tech cost increase, and other cases significantly higher. 

Question/Information Request 8. Please provide an explanation of the methodology for individual 
determining price increases, and the relationship between the technology costs, fines, and price 
increases. 

Discount rates 

In rulemakings, EPA and NHTSA have calculated and reported net benefits with a 3% discount rate 
for both benefits and costs, and separately with a 7% discount rate for both benefits and costs. These are 
intended to represent expectations of impacts of the standards.  

 The summary tables provided by NHTSA includes a footnote for “Consumer Costs 
and Savings for Average MY 2030 Vehicle” stating, “Consumer Costs and Savings are 
discounted to net present value using a 7% discount rate.” On the other hand, “Societal Costs 
and Benefits are discounted to net present value using a 3% discount rate.” 

OMB Circular A-4 observes that the real discount rate of 7 percent "is an estimate of the average 
before-tax rate of return to private capital in the U.S. economy," that is, for private-sector business 
activity. On the other hand, according to Circular A-4, "When regulation primarily and directly affects 
private consumption (e.g., through higher consumer prices for goods and services), a lower discount rate 
is appropriate.” On that basis, it seems inappropriate to use a 7 percent discount rate for “Consumer 
costs and savings.” 

As discussed above for consumer choice modeling, it may be reasonable to choose a different 
discount rate for fuel savings when analyzing sales impacts, as an alternative to using a limited number 
of years of future fuel savings (payback period). Such alternative rates are used to estimate how 
consumers behave when buying vehicles; they do not necessarily represent what consumers will 
experience once they have bought their vehicles. “Consumer Costs and Savings” should reflect what 
consumers are expected to experience; the Dynamic Fleet Share and Scrappage models already serve the 
function of estimating sales impacts. 
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Question/Information Request 9. Please explain the basis for using a 7 percent discount rate for 
Consumer costs and savings, and how that satisfies the instructions of OMB Circular A-4. Also, the 
parameters input sheet includes “Consumer Discount Rates” of 0.03, 0.07, 0.12, and 0.15. Are 12 
and 15 percent discount rates used? If so, where are they used, and what is the explanation for their 
use? 

 

 

VMT schedules 

The assumptions made about how much the average vehicle is driven in each year over a vehicle 
lifespan is an important factor in the calculation of greenhouse gas emissions, fuel savings, and 
discounted net benefits. The accumulation of vehicle mileage earlier in a vehicle’s lifetime will tend to 
result in fuel savings and emissions benefits that are pulled ahead to earlier calendar years, and therefore 
discounted less in terms of net present value compared to a vehicle that accumulates more mileage later 
in its lifespan. 

 The form of the mileage accumulation schedule provided in the ‘parameters’ input 
file is unexpected, and not consistent with mileage accumulation schedules in other data sources. 

The table of vehicle miles traveled (VMT) by vehicle age described in the ‘parameters’ input file 
shows a steep drop-off in annual VMT after age 6. NHTSA had first utilized a curve with that shape in 
the 2016 Draft TAR, and EPA understands the underlying data source is an IHS/Polk product based on 
odometer readings from individual vehicles. The drop-off in annual VMT in the NHTSA schedule 
shown in Figure 8 is not seen in other data sources, including the 2001 National Household Travel 
Survey (NHTS), and a DOE LBNL analysis based on odometer readings from DMV records of the 
Texas inspection an maintenance program. The 2009 NHTS data shows a decline that coincides with the 
NHTSA schedule, but of a much smaller magnitude. 

  

Figure 8 Comparison of NHTSA mileage accumulation schedule with data from other sources for cars (left) and 
trucks (right) 

Question/Information Request 10.  Can NHTSA provide an explanation for why such a dramatic 
decline in annual VMT occurs after age 6, and considering that large decline why does NHTSA 
believe that the IHS/Polk data is more defensible than multiple other sources which are based on 
population-weighted samples of odometer readings of individual vehicles. 

NHTSA schedule NHTSA schedule 

2001 NHTS, 
DOE LBNL DMV data 

2009 NHTS 

2009 NHTS 

2001 NHTS, 
DOE LBNL DMV data 
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Employment Analysis 

In past rulemakings, NHTSA has based its employment analysis solely on sales volumes (the “output 
effect”): if sales are projected to change, employment would change in a constant ratio. Because EPA 
has not quantitatively estimated sales impacts in recent rulemakings, for reasons discussed above for 
“Consumer Choice Modeling,” it has not quantified the effects of sales changes on employment. It has, 
however, estimated the proportion of technology costs that are labor costs – that is, the labor involved in 
the new technologies, known as the “cost effect” or “substitution effect” – and included estimates of 
those effects in its analysis. NHTSA has not included those effects in its employment analysis, even 
though labor costs are a significant fraction of technology costs. This initial review is based on an 
inspection of input files. 

In the “parameters” spreadsheet, “Employment Values” includes information for revenue per 
employee for OEMs and suppliers. These parameters are not consistent with NHTSA’s approach to the 
output effect in recent rules of using workers per vehicle, nor is it consistent with EPA’s method of 
estimating the substitution effect.  

The spreadsheet also includes multiplier values, which seek to measure the ripple effects of 
employment in the auto sector to other sectors in the economy. Multiplier effects are most suitable for 
situations, such as small regions, where it is reasonable to expect people to enter (or move into) and 
leave jobs in the area in response to changes in one sector. At the level of the U.S., multiplier effects 
depend on assumptions about the state of the macroeconomy at the time of impacts. If unemployment is 
high, as in 2009, then multiplier effects can happen, as people enter or leave the workforce. On the other 
hand, if unemployment is low, then it is unlikely that new jobs are created in response to changes in the 
auto sector; rather, workers will switch among sectors. The use of multipliers for auto sector job impacts 
thus requires assumptions about unemployment at the time of the changes. 

Question/Information Request 11. Please provide documentation for how NHTSA is calculating 
employment impacts. Is it based on revenue? If so, what is the method for doing so?  

Question/Information Request 12. What do the employment numbers in the output sheets measure -- 
Auto sector? Multiplier effects? If multiplier effects are used in NHTSA’s employement estimates, 
what assumptions are being made about the state of the macroeconomy at the time of impacts? What 
is the source of those assumptions? 

Question/Information Request 13.  Is NHTSA including in its analysis the employment effects 
associated with technology costs? If not, what is the explanation for this omission? 

VMT Rebound 

In past LDV rulemakings in 2010 and 2012, and the Draft TAR published in July 2016, EPA, 
NHTSA and CARB jointly determined that an LDV VMT rebound estimate of 10% was the most 
appropriate value for assessing standards out to the 2025 timeframe. In the Summary Tables provided by 
NHTSA (the parameters spreadsheet, Economic Values for Benefits Calculations (2016$), Rebound 
Effect: VMT elasticity wrt fuel cost per mile), NHTSA doubled its estimate of VMT rebound to 20% for 
passenger cars, light trucks and light trucks 2b3.  

Question/Information Request 14. What is the basis that NHTSA used to double its estimate of the VMT 
rebound effect for this rulemaking? Are there new recent published studies on LDV VMT rebound 
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effects since the 2016 Draft TAR that NHTSA used to update its estimate of the LDV VMT rebound 
effect? Please provide documentation for the updated methodology/rationale. 

Emissions impacts and costs 

Effects of the standards on both CO2 and other pollutants depend on not only the changes in 
technologies to vehicles, but also changes in the amount driven (rebound effect), changes in the number 
of vehicles and fleet mix (Dynamic Fleet Share and Scrappage models), and changes in fuels produced 
(upstream effects).  

 In the “societal_effects_report,” it appears, at least for 2025 and 2030, that, in 
going from the augural standards to the alternative standards, emissions of some pollutants 
(VOC, NOx, SO2, PM, CO2, CH4, N2O, DPM) increase, while emissions of others (CO, 
Acetaldehyde, Acrolein, Benzene, Butadiene, Formaldehyde) decrease.  

It seems peculiar that some increase while others decrease; it’s especially counter-intuitive that toxics 
go down while VOC goes up. 

Question/Information Request 15. Can NHTSA explain what contributes to this effect? 

 

 It is unclear where NHTSA selected the unit values to monetize changes in PM-
related criteria pollutant emissions (aka, benefit per ton values - BPT).  

NHTSA provides the following table for Emission Damage Costs: 
Emission Damage Costs ($/metric-ton) 

Carbon Monoxide 0 

Volatile Organic Compounds 2,000 

Nitrogen Oxides 8,200 

Particulate Matter 371,100 

Sulfur Dioxide 48,000 

Methane 0.0000 

Nitrous Oxide 0.0000 

 

They appear to be outdated (e.g., they include a unit value for VOCs, which EPA no longer 
monetizes due to uncertainty in the underlying air quality modeling); and they don’t appear to account 
for how BPT values increase over time. 

Question/Information Request 16. What is the source for these emissions damage costs, and does the 
CAFE model change the values over time? 

 

Safety assessment 

Question/Information Request 17. How are the “fixed effects”, as presented in the safety values sheet 
of the parameters input file estimated? Why are values flat from 2014 through 2021? Why do they 
decrease beyond 2021? Why the large step change reduction in 2026 with a flattening beyond 2026? 
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Figure 9 Fixed Effect Values used in the Safety Analysis 

 

Question/Information Request 18. Running the CAFE model with the DFS model turned OFF (and all 
other inputs as received by EPA) results in fewer fatalities in both the Augural and Alternative 
scenarios while simultaneously reducing sales in MYs 2017 through 2029 by ~18 million vehicles 
(see table below). Is there an explanation for why this would happen?  

 

Model inputs All inputs as received by EPA DFS Model turned OFF 
Scenario Augural Alternative Delta Augural Alternative Delta 
Fatalities 

(avg/CY 2036-2045) 
18,055 17,352 -703 16,259 15,556 -703 

Sales (MY2017-2029, millions) 223.7 224.6 0.9 205.8 205.8 0.0 
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EPA Further Review of CAFE Model & Inputs, February 28, 2018 
 

Overview 
This document summarizes EPA’s findings to-date from a review of the CAFE model and inputs, 

based on the materials provided on January 24th, and follow-up materials and discussions with NHTSA. 
EPA chose to use the available timeframe to focus on the modeling inputs and assumptions that are 
likely to have the most significant influence on the results, with particular attention to the effects on 
technology costs, net benefits, penetration of strong electrification technologies, and fatalities. 

At this point, EPA cannot endorse the use of the CAFE model for an EPA NPRM.  Given the 
application of new, unreviewed models, errors and anomalies in technology effectiveness, higher than 
expected costs for batteries and some conventional technologies, and dated nature of some of the inputs 
and indefensible technology application constraints, it is not possible for EPA to conclude that the 
current NHTSA analysis reflects the conclusions of the research performed by EPA over the last five 
years.  We also note that EPA’s review of the CAFE model is limited by our ability to review the CAFE 
model code, and we renew our request for the uncompiled CAFE model code to enable EPA to complete 
our review. 

 EPA’s observations are grouped into four topic areas: the CAFE model in general, the representation 
of technologies, economic factors, and safety. The first four sections of this document cover the most 
significant observations and supporting information for each topic area. Additional observations are 
included four subsequent sections. 

Executive Summary  
While a significant amount of information has been shared between the two agencies, EPA feels that 

these results represent a limited understanding of the CAFE model. Some priority requests have been 
left unfulfilled and other information was received very late in the review process and has not been fully 
considered in the preparation of this summary.  Under the category of unfulfilled requests, EPA feels 
that obtaining the CAFE model source code would provide the detailed level of understanding required 
to support a joint NPRM.  With respect to critical analysis information, details on the scrappage model, 
safety factors, and engine maps were provided on the same day that EPA’s analysis was scheduled to be 
completed. It is difficult to assess the significance that any individual concern we’ve raised would have 
on the outputs from NHTSA’s modeling, given the limited amount we know. However, based on what 
we do know, EPA has two concerns that we believe have a highly significant impact on modeling 
results. First is NHTSA’s reliance on new, untested models (i.e., fleet sales and scrappage): the outputs 
of these models can have a large effect on the policy choices the Administration makes, and we don’t 
believe these models have received sufficient scrutiny to be used in such a significant policy process. 
And the second is the outdated, questionable quality of some of the tech inputs:  relying on old 
technology, or preventing new technology from being used, has a material impact on the modeling 
outcomes, and therefore the policy options that will be presented to decision makers and the public. 

In considering the NHTSA analysis results provided to EPA in late January it is important to keep in 
mind that there is approximately a $700 difference in estimated average vehicle cost between EPA’s 
analysis and NHTSA’s for existing GHG/augural CAFE standards, with NHTSA’s being higher. A cost 
difference of this magnitude could be attributed to a number of significant differences in the modeling 
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inputs and assumptions, and has a dominant effect on the range of projected effects presented by 
NHTSA for the existing/augural standards and for each alternative standard scenario modeled by 
NHTSA, including the projected CO2 reductions, projected fuel savings, net benefits, vehicle sales, 
vehicle scrappage, employment, VMT and safety impact.  EPA believes that if NHTSA were to limit the 
application of consumer effects models to sensitivities and not the primary analysis, correct errors in 
their assessment of technology effectiveness and to update key inputs with the latest available data, the 
per-vehicle costs projected by NHTSA’s models would be substantially lower and the overall 
conclusions regarding the stringency of the standards would be significantly different. 

There are aspects of NHTSA’s analysis that are new and we have never seen before.  These include a 
fleet model and a scrappage model. EPA is not aware of any previous NHTSA rulemaking for which 
these models have been applied. EPA did receive a short briefing on some aspects of the consumer 
effects on February 28th, however, there was no underlying documentation provided to justify NHTSA’s 
conclusions.  In addition, the tone of the briefing implied that there is considerable discretion being 
exercised by Volpe staff in the calibration and application of these critical models. At this time, we do 
not recommend using these elements of the CAFE model for setting policy. 

EPA has observed and presented to NHTSA that several of their inputs regarding technology 
effectiveness are incorrect.  These technologies include some applications of advanced transmissions, 
12V stop/start, cooled EGR (CEGR), crank integrated starter generator (CISG), turbo-charged GDI 
engines, strong hybrids and the application of high compression ratio engines (HCR1).  For each of 
these technologies EPA has identified either errors in the input data or incorrect assumptions regarding 
the application of the technology which are inconsistent with trends seen in the current vehicle market. 
Each incorrect technology input contributes to a higher estimate of average vehicle cost to meet future 
standards. 

EPA has also noted that more recent and representative data are available. In their Draft TAR 
analysis, NHTSA applied engine maps developed by IAV in 2013 from a DOE-funded project unrelated 
to the assessment of CAFE standards. During the course of EPA’s evaluation of the NHTSA analysis, 
NHTSA informed EPA that they were using the same IAV engine maps for their NPRM analysis.  These 
maps were out of date at the time of the 2016 Draft TAR and we have additional, and newer data, further 
strengthening our conclusions that the engine maps used in the CAFE analysis are not representative of 
what the industry is currently producing and will be producing in the 2020~2030 time frame assessed in 
the CAFE model. This out-of-date characterization of modern engines also contributes to the higher 
estimated vehicle cost. 

The “siloing” of technologies is also contributing to the higher projected compliance costs. NHTSA 
has adopted a modeling methodology that limits a manufacturer’s ability to transition to an alternative 
technology, even if that technology is a more cost effective solution.  For example, NHTSA assumes 
that a vehicle that is currently equipped with a turbo charged engine must remain turbo charged, even in 
the case of electrification to a hybrid electric vehicle. In the current and past light-duty fleet, only one 
turbo charged hybrid has ever been manufactured, with the majority of the hybrids being powered by a 
more cost effective Atkinson Cycle engine.  This approach would not be appropriate for modeling 
through 2025, and is certainly not appropriate given that NHTSA projects technology and fuel economy 
performance out to 2032 MY. These assumptions regarding the application technology are overly 
constrictive and unrealistic. 

EPA has also observed some volatility in the model results.  EPA has noted in this document 
observations of projected results and impacts that do not appear to make sense, and EPA is concerned 



EPA Feb 28, 2018 findings on review of NHTSA Jan-22, 2018 CAFE model runs 
3 

 

that sufficient quality assurance checks of the CAFE model have not occurred and the current version of 
the CAFE model may not be ready for use for rulemaking. 

Finally, EPA’s observations regarding the Safety Values – Fixed Effects curve continue to be a 
concern.  EPA noted that the original January 22nd NHTSA analysis included a safety effects curve with 
a distinct kink in the curve in 2025 MY.  NHTSA revised the curve to reflect a more gradual 
improvement in safety.  On February 28th, NHTSA further explained that this curve represented an 
internal NHTSA estimate of improved vehicle safety based on anticipated safety regulations and safety 
improvements implemented by vehicle manufacturers of their own volition. Given the impact that this 
curve has on the projection of future fatalities and policy implications, EPA believes further review is 
required. 

CAFE model: Primary observations and questions 

Between January 24th and February 1st EPA received several files from NHTSA representing 
NHTSA’s “January 22, 2018” runs.  These files included four Excel files: ‘analysis fleet’, 
‘technologies’, ‘parameters’, and ‘scenarios’.  In addition, NHTSA subsequently provided instructions 
for accessing tech package effectiveness and battery cost values embedded in the model, and a 
description of the runtime settings.  The overall observations and questions presented below are based 
on the information provided to-date. 

Observation 1: When EPA utilizes the Jan 22 input files and executes the CAFE model with 
the runtime settings as provided by NHTSA, many of the resulting outputs exactly match 
the values in the NHTSA-generated summary table. While this indicates that EPA is 
generating the same output files that were reference by NHTSA, EPA is not at this time 
able to replicate the net benefits value and several of the sub-items. EPA is not able to 
make a full judgment of the Jan 22 model and inputs before receiving some further 
description of which model outputs are used in generating the net benefits value (see 
comparisons in Table 1 and Table 3.) 

The EPA-generated values for the “Physical Quantities Attributable to the CAFE standards” in Table 
1, the Consumer Costs in Table 3, and many of the Social Cost, Total Cost, and Net Benefit values in 
Table 4 are different than the numbers provided by NHTSA. There are multiple possible explanations, 
including EPA’s misinterpretation of the meaning of a particular row label, or potential differences in 
the selection of which output fields to include in a particular total cost or total benefit summation. 
Without additional information, EPA cannot further evaluate the underlying reason for the difference in 
values seen. At the same time, an effective review of the CAFE model and inputs by EPA will depend 
on EPA’s ability to correctly replicate and interpret the model outputs. 

 

Question/Information Request 1. Please provide the calculations that NHTSA believes should be used to 
generate the change in physical quantities, the consumer costs and benefits and, importantly, the 
social cost and benefits results.  

 

Table 1  Results of Standard Setting Run from 22-Jan-18 as summarized by NHTSA, and values produced by EPA’s 
run of NHTSA-provided model and runtime settings 

Source As summarized by NHTSA EPA-generated values 
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Model Years 2022-2025 2021-2026 2022-2025 2021-2026 
Annual Rate of Increase in Stringency No Action 0.5%/Year PC 

0.5%/Year LT 
No Action 0.5%/Year PC 

0.5%/Year LT 
AC/Off-Cycle Procedures No Change No Change No Change No Change 
Fuel Economy  
Average Required Fuel Economy – MY 2026+ (mpg) 46.6 38.2 46.6 38.2 
Average Achieved Fuel Economy – MY 2030 (mpg) 47.6 40.6 47.6 40.6 
Change in Physical Quantities Attributable to CAFE Alternative  
Fuel Consumption (b. gal) baseline 76.4 baseline 122 (1) 
Fuel Consumption (b. barrels) baseline 1.8 baseline 2.9 (1) 
CO2 Emissions (mmt) baseline 847 baseline 1,355 (1) 
CH4 Emissions (metric tons) baseline 1,482,533 baseline 2,382,315 (1) 
N 2O Emissions (metric tons) baseline 12,214 baseline 26,857 (1) 
Average Annual Fatalities CY’s 2036-2045 baseline (1,186) baseline (1,186) 
Average Annual Fatalities CY’s 2036-2045 without rebound baseline (395) baseline (395) 
Sales (millions) baseline 1.0 baseline 1.3 (1) 
Technology Use Under CAFE Alternative in MY2030 (total fleet penetration)  
Weight Reduction (not including powertrain) 17% 12% 17% 12% 
High Compression Ratio Non-Turbo Engines 26% 13% 26% 13% 
Turbocharged Gasoline Engines 60% 47% 60% 47% 
Dynamic Cylinder Deactivation 6% 0% 6.0% 0% 
Diesel Engines 1% 1% 1% 1% 
Advanced Transmissions (Non-Hybrid) 72% 87% 71% 83% 
Stop-Start 12V (Non-Hybrid) 15% 13% 15% 13% 
Mild Hybrid Electric Systems (48v) 35% 1% 35% 1% 
Strong Hybrid Electric Systems 20% 5% 20% 5% 
Sum of Strong Hybrid and Mild Hybrid 56% 5% 56% 5% 
Plug-In Hybrid Electric Vehicles (PHEVs) 5% 4% 5% 4% 
Dedicated Electric Vehicles (EVs) 1% 1% 1% 1% 
Sum of Plug-In Vehicles 5% 4% 5% 4% 
Total of All Electrified Vehicles 61% 10% 61% 10% 

(1) Lifetime sum of MY2016 thru 2032 vehicles 

 

 

Table 2  EPA’s grouping assumptions for technology penetration summary in the table above, based on 
‘technology_utilization_report.csv’ output file   

Tech Assumed Calculation 
Weight Reduction (not including powertrain) MR1*5%+MR2*7.5%+MR3*10%+MR4*15%+MR5*20% 
High Compression Ratio Non-Turbo Engines HCR1 

Turbocharged Gasoline Engines TURBO1+TURBO2+CEGR1 
Dynamic Cylinder Deactivation ADEAC 

Diesel Engines DSLI 
Advanced Transmissions (Non-Hybrid) All but AT5, AT6, DCT6, CVT 

Stop-Start 12V (Non-Hybrid) SS12V 
Mild Hybrid Electric Systems (48v) BISG 

Strong Hybrid Electric Systems SHEVP2+SHEVPS 
Plug-In Hybrid Electric Vehicles (PHEVs) PHEV30+PHEV50 

Dedicated Electric Vehicles (EVs) BEV200 
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Table 3  Results of Standard Setting Run from 22-Jan-18 as summarized by NHTSA, and values produced by EPA’s 
run of NHTSA-provided model and Runtime Settings – Consumer costs & benefits 

Source As summarized by NHTSA EPA-generated values 
Model Years 2022-2025 2021-2026 2022-2025 2021-2026 
Annual Rate of Increase in Stringency No Action 0.5%/Year PC 

0.5%/Year LT 
No Action 0.5%/Year PC 

0.5%/Year LT 
AC/Off-Cycle Procedures No Change No Change No Change No Change 
Consumer Costs and Savings for Average MY 2030 Vehicle  
Price Increase due to New CAFE Standards ($) baseline (1,769) baseline (1,769) 
Increase in Other Ownership Costs ($) baseline (722) baseline (722) 
Total Consumer Costs ($) baseline (2,492) baseline (2,492) 
Discounted Fuel Savings to Owner ($) baseline (1,200) baseline (1,200) 
Other Consumer Benefits ($) baseline (487) baseline (203) (1) 
Total Consumer Savings ($) baseline (1,687) baseline (1,403) 
Discounted Net Savings to Owner ($) baseline 805 baseline 1,089 
Payback Period Relative to Baseline (years) baseline  baseline  
Payback Period Relative to MY2016 (years)  13.0  13 

(1) Drive value & Refuel value for scenario 1 (from societal_costs_report.csv) divided by sales for scenario 1 (from 
societal_effects_report.csv) for MY2030. 

 

Table 4 Results of Standard Setting Run from 22-Jan-18 as summarized by NHTSA, and values produced by EPA’s 
run using recently provided Runtime Settings – Social Costs & Benefits 

Social Costs and Benefits (Total Through MY 2029)  
Technology Cost ($b) baseline (246) baseline (246) 
Other Private Costs ($b) baseline (158) baseline (107) (1) 
Crashes, Noise and Congestion ($b) baseline (76) baseline (54) (1) 
Total Costs of New CAFE Standards ($b) baseline (480) baseline (407) 
Fuel Savings ($b) baseline (138) baseline (167) (1) 
Other Private Benefits ($b) baseline (117) baseline 71 (1) 
Social Cost of Carbon ($b) baseline (4) baseline (5) (1) 
Other Environmental Damages ($b) baseline (2) baseline (5) (1) 
Petroleum Market Externalities ($b) baseline (22) baseline (26) (1) 
Total Benefits of New CAFE Standards ($b) baseline (283) baseline (133) 
Net Benefits of New CAFE Standards ($b) baseline 197 baseline 275 
Additional Measures (Total Through MY 2029) 
Additional Fine Payments ($b) baseline 0.0   

(1) Regarding certain calculations in the social costs and benefits analysis, we cannot line up our results with those from 
NHTSA. This makes impossible our ability to measure impacts on net benefits that result from changes to model 
inputs. For the values shown in this table where we do not line up, we have summed lifetime results through 
MY2029 as indicated in the NHTSA table. However, for fuel savings, we show a total of $167 billion foregone 
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savings under the alternative while NHTSA shows just $138 billion (see below, note that fuel savings are in 
thousands). 

 
For “Other Private Costs,” which we take to include the Value Loss and Fatality metrics, we get a reduction in costs of 
$107 billion under the alternative standards (see below, again in thousands) while NHTSA shows a reduction of $158 
billion. 

 
The “Other Private Benefits” metric, which we take to include the Drive Value and Refuel Value, NHTSA shows a 
reduced benefit of $117 billion under the alternative standards while we calculate an increased benefit of $71 billion (see 
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below, again in thousands) which is, obviously, directionally incorrect since the benefits of both drive value and refuel 
value should be greater under the Augural standards.  

 
There is the possibility that EPA is misinterpreting the output files and how to pull together some of the results. We have 
requested guidance but have not yet received it. Without knowing how to calculate the net benefits, we are hindered in 
our ability to properly assess how different inputs to the model impact net benefits. 

 

In reviewing NHTSA’s analysis, EPA has noted that many aspects of the CAFE analysis are similar 
to the Draft TAR analysis. EPA has previously reviewed the Draft TAR analyses and the associated 
documentation and in this current review has reviewed the Draft TAR source code available on the 
NHTSA’s website and identified portions of NHTSA’s NPRM analysis that are new to the model’s 
operation or significantly revised; primary among these changes and additions are the Fleet Scrappage 
Model, Dynamic Fleet Share Model, and Fleet Safety Fixed Effects Model. Observations on these new 
model elements are presented in the section on Economic Factors. A full understanding of the model 
will require a review of the inputs and assumptions that are embedded within the executable file that 
EPA requested for this initial review. For example, details about the technology application decision 
trees, assumptions for fleet scrappage model, and programmatic assumptions for GHG regulatory 
analysis are encoded within the CAFE model. These are a few examples of embedded inputs and 
assumptions that EPA is aware of, but there are potentially more that EPA is not aware of. 

Question/Information Request 2. Please provide the uncompiled CAFE model in the native code (e.g. 
C#, Java, etc.) 

In the CAFE Modeling Update presentation dated February 2, 2018, NHTSA noted that among the 
changes to the CAFE model since the 2012 Final Rule is the capability for “Full Simulation of EPA 
GHG program requirements and provisions.” In order to evaluate the CAFE model for application in 
setting GHG standards, EPA needs to understand how the CAFE model has been updated to reflect the 
CAA statutory requirements and programmatic provisions for other GHGs, in addition to an 
understanding of the CAFE model and its basic operation.  These provisions include one-time carry 
forward for credits, unlimited car/truck credit trading, treatment of other greenhouse gases such as 
hydrofluorocarbons (HFC), methane, and N2O, credit multipliers for advanced technologies, off-cycle 
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technologies, zero g/mi upstream emissions for xEVs and treatment of FFVs and diesel vehicles 
consistent with the GHG program.    

Question/Information Request 3. Please provide the uncompiled model and executable file which is 
configured to perform the GHG programmatic analysis 

 

Primary observations: Representation of technologies in the CAFE model and 
inputs 

Technology cost, effectiveness and baseline 

Observation 2: The use of EPA input values in the CAFE model which update and/or correct 
the anomalous inputs used in the NTHSA-reported runs from January 22 has a 
significant impact on several key output results: Relative to the Augural Standards, 
technology cost savings of Alternative standards are reduced and fatalities increase. 
Furthermore, the technology penetration of strong electrification is significantly reduced 
in the Augural standards with the use of updated input values. 

EPA has identified a number of anomalies in the CAFE model effectiveness inputs, including 
negative effectiveness numbers for more advanced technology packages, duplicated effectiveness 
numbers for unrelated technology packages, and incremental effectiveness values in unexpected 
directions, both higher and lower. Additionally, EPA has identified technology cost values in the 
January 22 version of the CAFE model inputs that are higher than expected when considering data from 
DOE for battery costs, and teardown data for other conventional technologies. EPA has performed an 
iteration of the CAFE model in which the following updates and corrections were made to the input 
files: 1) corrected anomalous effectiveness input values in the FC1_Improvements.csv file, 2) allowed 
HCR1 technology to be available to all manufacturers in MY2030, 3) updated cost inputs for battery and 
conventional technologies, and 4) updated baseline fleet to use final MY2016 volumes and IHS 
projected volumes. Using these updated inputs, EPA also evaluated the effect of enabling the DFS and 
Scrappage models. The results shown in Table 5 indicate that the CAFE model results are heavily 
influenced by the use of updated input values. 
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Table 5  Key CAFE model outputs using updated and corrected input values (including corrected effectiveness values, 
final baseline volumes, and updated battery costs) 

Source As summarized by NHTSA EPA-updated inputs  
w/ DFS and Scrappage 

models (44) 

EPA-updated inputs w/o 
DFS and Scrappage models 

(44) 

Model Years 2022-2025 2021-2026 2022-
2025 

2021-2026 2022-2025 2021-2026 

Annual Rate of Increase in 
Stringency 

No Action 0.5%/Year PC 
0.5%/Year LT 

No Action 0.5%/Year PC 
0.5%/Year LT 

No Action 0.5%/Year PC 
0.5%/Year LT 

Price Increase due to New 
CAFE Standards ($/veh) 

MY2030 

baseline -$1,769 baseline -$996 baseline -$861 

Weight reduction 17% 12% 16% 10% 15% 10% 
HCR 26% 13% 50% 16% 44% 16% 

Turbo-downsized 60% 47% 32% 28% 35% 29% 
Dynamic Deac (DeacFC) 6% 0% 0% 0% 0% 0% 

Diesel 1% 1% 1% 0% 1% 1% 
Advanced transmissions  72% 87% 96% 93% 95% 93% 

Stop-Start (12V) 15% 13% 1% 9% 4% 12% 
MHEV48V 35% 1% 37% 2% 33% 4% 

Strong HEV 20% 5% 2% 2% 2% 2% 
Sum of mild and strong HEV 56% 5% 38% 3% 34% 5% 

Sum of PEVs 5%  1% 1% 2% 2% 
Average Annual Fatalities CY 
2036-2045 without rebound 

baseline -395 baseline -449 baseline 128 

Net Benefits of New CAFE 
Standards ($b) 

baseline 197 baseline 130 baseline -149 

 

Technology application constraints 

In the CAFE model, the application of a technology may be constrained in order to reflect the lead-
time required to achieve large-scale production and wide-spread penetration into the fleet. The broad 
application can be excluded from consideration by the specification of a year in which the technology is 
initially available, by setting a phase-in cap, or by the use of a ‘FALSE’ application flag value. 
Technologies can also be excluded from application to a specific vehicle by the platform, engine, and 
transmission sharing constraints, by the technology pathways encoded into the model, and by the 
explicit definition a “SKIP” flag to an individual vehicle-technology combination. 

Observation 3: Even when modeling manufacturer decisions as far as 15 years in the future, 
the CAFE model severely limits the technologies considered for application based on the 
technologies present on the vehicle in MY2016.  

The technology pathways defined in the CAFE model code have the effect of reducing the number of 
technologies available for consideration in the subsequent model year. While in some cases this might 
be a realistic representation of a firm’s actions for near term decision making, it is almost certainly not 
representative of the long term strategic planning approach that automaker’s apply when making product 
decisions for new vehicle platforms and powertrains. A manufacturer’s investment decisions for new 
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engine, transmission, and electrification families 10 or more years into the future would account for, 
among other things, the availability for more cost effective technology packages that lie outside of the 
NTHSA-defined pathways. For example, a manufacturer of a turbocharged engine today would consider 
the opportunity for more potentially more cost-effective normally aspirated mild hybridization, or high 
compression ratio (HCR) engines – decisions which are not allowed in the CAFE model structure. 

The only point at which choices can be made between turbocharging and HCR is for those vehicles 
equipped currently with naturally aspirated, non-HCR engines. This is not realistic between today and 
2025, and is indefensible when modeling is carried out through Model Year 2032. Furthermore, should a 
vehicle need to hybridize in an effort to achieve compliance, the technology pathway constriction 
appears to apply hybrid technologies to the vehicles as they exist prior to the hybridization. In other 
words, even a TURBO2 with cooled EGR engine will add the hybrid system and not remove any of the 
very costly turbocharging technology. Again, this is unrealistic since any vehicle that moves to 
hybridization would reasonably remove any costly and unnecessary turbocharging technology and still 
achieve over 40 percent effectiveness as do hybrids on the road today. 

Observation 4: Application of HCR1 is restricted for large portion of the fleet. 
Atkinson cycle engines with high geometric compression ratios (HCR) have proven to be a cost-

effective pathway for reducing fuel consumption, with Mazda applying the technology to the majority 
their current vehicles, and Toyota announcing its plan for at least 60 percent application (by volume) by 
2021. The ‘analysis_fleet’ file contains the ‘SKIP’ application flag for over 70 percent (by volume) of 
the fleet, while most other powertrain technologies are not similarly constrained (see Table 7.) For 
example, the strong hybrid technology, which is far more complex and requires more investment to 
implement on a vehicle, is allowed on all future vehicles with no restriction. 

Table 6 Proportion of fleet volume with vehicle-specific technology application constraints (‘SKIP’ flag) with 
examples of high-compression ratio Atkinson cycle engines (HCR1) and strong hybrids 

Application Flag in ‘analysis_fleet’ file HCR1 Strong Hybrid (SHEVP2 
+SHVEPS) 

notes 

USED 6.3% 1.8% Assumed to be applied in 
MY2016 

SKIP 70.6% 0% Application not allowed in 
future 

blank 23.0% 98.2% Application allowed in future 

 

Question/Information Request 4. Why is the HCR1 technology highly constrained in the ‘analysis-fleet’ 
file relative to other technologies that are more complex and less cost-effective? 

 
Observation 5: The packages available for consideration as inputs to the CAFE model do not 

include some significant technologies that are available in production vehicles today.   
For example, the 2018 Mazda CX-5 CUV and Mazda 6 sedan both are examples of non-hybrid 

electric vehicles that use Atkinson Cycle engines with cylinder deactivation.  NHTSA’s package 
designation for Atkinson Cycle is HCR1 and for cylinder deactivation is DEAC.  In the 2016 Draft TAR 
analysis, NHTSA had a package designation of HCR2 for a combination of Atkinson Cycle, cooled 
EGR, and cylinder deactivation. The input files used in the most recent analysis do not allow any 
combination of DEAC and HCR1 and the HCR2 package is restricted from application through the use 
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of a “FALSE” flag in the ‘technologies’ input file (also, no packages are built using HCR2.)  In other 
words, a high-efficiency technology combination currently in production by Mazda for the 2018 model 
year will not be available for consideration in the CAFE model using the current input files.  

 

Battery Costs 
 

Observation 6: The cost of batteries for hybrid and plug-in vehicles is in most cases 
significantly higher than expected based on the most recent projections derived from 
DOE’s BatPaC model. 

EPA examined the NHTSA battery cost inputs listed in the file “Battery_Costs.csv” of the CAFE 
modeling package. The costs in this file represent total cost (direct manufacturing cost marked up by an 
RPE of 1.5) in a future base year. To compute costs for a specific year, the CAFE model multiplies these 
figures by a corresponding learning factor, found in the Battery Cost Learning Rates Table in the file 
“technologies.xlsx.” The learning factor approaches 1.0 in MY2029, indicating that the listed costs 
represent a base year of approximately MY2029. For comparison, EPA developed an alternate set of 
battery costs using the latest DOE BatPaC-derived direct manufacturing costs as a basis, which BatPaC 
attributes to MY2021.  

On average, the projected MY2029 NHTSA total cost for BISG batteries is almost 40% higher than 
BatPaC projects for MY2021. Total cost for SHEVP2 batteries is about 20% higher when compared on 
the same basis. Given the potential importance of these technologies, these differences could have a 
significant impact on projected technology penetrations and costs across the analysis. 

 
Figure 1. Comparison of HEV battery costs 

 
Similarly, the average projected total cost for BEV200 batteries in MY2029 is almost 40% higher 

than BatPaC-derived figures for MY2021. This is particularly concerning given that NHTSA defines the 
200 mile range as a 2-cycle laboratory range, which could be achieved with a smaller battery than the 
200-mile real-world (“label”) range modeled by EPA.  

The base year battery cost for the NHTSA PHEV30 (2 cycle range) is similar to that of EPA’s 
PHEV20 (which would have a comparable 2-cycle range of about 28.5 miles). However, the NHTSA 
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PHEV50 (with a 50-mile 2-cycle range) shows a 23% higher average battery cost than the EPA 
PHEV40 (which would have an approximately 57-mile 2-cycle range).  

 
Figure 2 Comparison of PHEV and BEV battery costs 

 
 

As previously noted, the NHTSA cost figures represent a MY2029 base year while the EPA figures 
represent a MY2021 base year. If the NHTSA costs are adjusted to MY2021 by applying the learning 
factor of 1.43 (from the Battery Cost Learning Rates Table), the differences for HEVs, PHEVs, and 
BEVs are larger, as seen in the following figures. 

 
Figure 3 HEV battery cost differences for MY2021 
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Figure 4 PHEV and BEV battery cost differences for MY2021 

 

Although there are differences in the exact power requirements and curb weights of the vehicle 
classes as respectively defined by EPA and NHTSA, they do not seem sufficient to account for these 
differences. In order to fully understand the source of these differences it would be necessary to know 
the capacity, power, and battery design assumptions employed by NHTSA in developing these 
estimates. 

 

Primary observations: Economic factors in the CAFE model and inputs 

Consumer choice modeling (‘dynamic fleet share’ and ‘scrappage’ models) 

The effects of the standards on vehicle sales and market shares has been a recurrent question for 
many years. On the one hand, the standards reduce operating costs; all else equal, that change should 
make new vehicles more attractive and increase sales. On the other hand, the standards increase 
technology costs; all else equal, that change should discourage new vehicle sales. Which effect 
dominates has been subject of a great deal of controversy. A key variable is the role of fuel economy in 
consumer purchases, measured either in payback period (the number of years of fuel savings that people 
consider when buying a new vehicle) or discount rate (how people discount the lifetime of future fuel 
savings). EPA has reviewed this literature, as has the National Academy of Sciences; in both cases, the 
finding was a very wide range, and no consensus, in the literature.1  

                                                 
1 National Academy of Sciences, Finding 9.3: “The results of recent studies find that consumers' responses vary from 

requiring payback in only 2 to 3 years to almost full lifetime valuation of fuel savings” (p. 9-36).  For interim results of 
EPA’s ongoing work on willingness to pay for vehicle characteristics, see: 
https://www.epa.gov/sites/production/files/2017-03/documents/sbca-mtg-will-to-pay-2017-03-16.pdf (presentation at 
Society for Benefit-Cost Analysis, 2017); http://te3conference.com/wp-
content/uploads/2017/11/TE3WTPVEhicleAttributes17Oct2017.pdf (presentation at University of Michigan 
Transportation Economics, Energy, and Environment conference, 2017). 
 

https://www.epa.gov/sites/production/files/2017-03/documents/sbca-mtg-will-to-pay-2017-03-16.pdf
http://te3conference.com/wp-content/uploads/2017/11/TE3WTPVEhicleAttributes17Oct2017.pdf
http://te3conference.com/wp-content/uploads/2017/11/TE3WTPVEhicleAttributes17Oct2017.pdf
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Academic and other researchers have developed a number of vehicle demand (consumer choice) 
models for the new and/or used vehicle markets to look at effects on sales and fleet mix. Rarely has 
there been any effort to validate these models, either for consistency across models, or for ability to 
predict out of sample. Recent academic research,2 as well as work by EPA,3 has found that these models 
commonly perform worse, especially in the short run, than simply holding market shares constant. These 
models are also highly inconsistent in their estimates of the role of various vehicle attributes in the 
vehicle purchasing process, as the citations in Footnote 1 indicate. Due to an absence of solid science 
supporting the use of vehicle demand models for predicting the effects of the standards on vehicle sales, 
neither EPA nor NHTSA has used consumer choice modeling in either the 2010 or 2012 rulemakings, or 
in the 2016 Draft TAR, or in previous CAFE rulemakings. The agencies have occasionally estimated the 
effects of the standards on new vehicle sales using a Total Cost of Ownership model, where the key 
parameter, as mentioned above, is the role of fuel savings in consumer purchase decisions.  This 
approach was recently used by Dr. John Graham and others from Indiana University in their February 
2016 report, “Rethinking Auto Fuel Economy Policy.” 

 The CAFE model now includes a “Dynamic Fleet Share” model and a “Scrappage” model. These 
have not previously appeared in the CAFE model. 

Observation 7: From a review of the model outputs, the use of the “Dynamic Fleet Share” 
(DFS) and “Scrappage” (S) models appear to significantly impact overall sales, fleet 
volumes, model mix, and vehicle miles traveled, and therefore are important factors in 
the CAFE model’s resulting net benefits, costs, and safety results. 

• The DFS model forecasts future new vehicle sales and changes the fleet mix. 
o The Alternative standards have higher new vehicle sales and a higher share of cars 

relative to light trucks. 
• Using the S model leads to a larger overall fleet and to higher vehicle miles traveled (VMT) 

relative to not using it, and to a larger overall fleet with the Augural standards than with the 
Alternative standards. 

o The S model does not affect new vehicle sales. 
Observation 8: However, the inputs for these new modelling elements are not clear and the 

operation of the elements is also not clear to the model user.  
The “Dynamic Fleet Share” model coefficients for FP, HP, and MPG, seem to indicate that the sales 

response to changes in these variables for cars is opposite of the sales response for trucks. This table is 
the documentation presented for the DFS. It is our guess that these are regression coefficients used to 
predict vehicle sales for cars (LDV) and light trucks (LDT1/2a). It is further our guess that FP is 
footprint, HP is horsepower, CW is curb weight, MPG is miles per gallon. We do not have guesses what 
“Rho” and “Dummy” are associated with.  

Coefficients LDV LDT1/2a 

                                                 
2 Haaf, C.G., J.J. Michalek, W.R. Morrow, and Y. Liu (2014). “Sensitivity of Vehicle Market Share Predictions to Discrete 

Choice Model Specification.” Journal of Mechanical Design 136: 121402-121402-9; Haaf, C.G., W.R. Morrow, I.M.S. 
Azevedo, E.M. Feit, and J.J. Michalek (2016). "Forecasting light-duty vehicle demand using alternative-specific constants 
for endogeneity correction versus calibration." Transportation Research Part B 84: 182-210. 

3 Helfand, Gloria, Changzheng Liu, Marie Donahue, Jacqueline Doremus, Ari Kahan, and Michael Shelby (2015). “Testing a 
Model of Consumer Vehicle Purchases.”  EPA-420-D-15-011, 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100NNOZ.PDF?Dockey=P100NNOZ.PDF. 
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Constant 3.4468 7.8932 

Rho 0.8903 0.3482 

FP 0.1441 -0.4690 

HP -0.4436 1.3607 

CW -0.0994 -1.5664 

MPG -0.5452 0.0813 

Dummy -0.1174 0.6192 

 

We observe that HP and MPG have negative signs for cars (i.e., more HP and more MPG reduce 
sales), while those coefficients are positive for trucks (i.e., more HP and more MPG increase sales). In 
contrast, FP increases car sales but reduces truck sales. These results are not what we would expect. 

As discussed above, the role of consumer valuation of fuel savings in vehicle demand modeling is 
critically important; it essentially determines the direction of new vehicle sales effects. As noted, it 
appears that more fuel economy is bad for cars but good for light trucks, with unexplained magnitudes. 

Observation 9: The scrappage model coefficients do not have consistent signs for cars, 
Vans/SUVs, Pickups 

It is not known exactly what the Scrappage model predicts: how many vehicles of which vintages are 
scrapped each year? The S model appears to include 34 parameters, including new vehicle prices, 
vehicle age, CPM (cost per mile?), GDP growth rate, and interactions among these in polynomial forms. 
It is thus hard to evaluate. Below is a partial representation. Signs of the coefficients are again not 
consistent (see, e.g., Age, Age^2, Age^3, New Price, New Price*Age, New Price*Age^2), though how 
these affect predictions is not easy to determine. 

Parameter Cars Vans/SUVs Pickups 
Estimate Scrappage TRUE TRUE TRUE 

Beta Coefs       
Age 0.616047051 -0.473441117 -1.119398279 

Age^2 -0.057406753 0.032324147 0.037890057 

Age^3 0.001582126 -0.000301894 0 

ln(MY-1959) -1.608885894 -3.946616362 -3.364968508 

ln(MY-1959)*Age 0.213582275 0.504803381 0.34204715 

ln(MY-1959)*Age^2 -0.006715995 -0.015159639 -0.008384946 

ln(MY-1959)*Age^3   0 0 0 

New Price -0.000161276 0.000371589 -0.000303124 

New Price*Age   7.84025E-06 -2.88675E-05 2.83304E-05 

New Price*Age^2   1.00488E-07 5.91183E-07 -9.62014E-07 

New Price*Age^3   -1.212E-08 0 0 

 

Some observations related to the DFS and S models suggest questionable findings: 

• The smaller overall fleet with the Alternative standards relative to the Augural standards 
implies that more people give up used vehicles than are buying new vehicles – that is, relative 
to the Augural standards, lower new vehicle prices shrink the overall fleet. Why does the 
overall fleet shrink when switching to the Alternative standards from the Augural standards? 
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• In 2016, which has already passed, initial VMT levels change depending on the use of the 
DFS and S models, and the scenarios modeled. The graph below shows VMT from the 
Societal Effects Reports under various scenarios: The Jan. 22 Volpe results (Volpe), which 
uses both the DFS and the S models; turning off the DFS (NDFS); turning off the S (NS); and 
turning off both DFS and S (NDFSS), for both the Augural (Aug) and Alternative (Alt) 
standards. Note the different baseline levels of VMT for these different scenarios. 

 

 

• The graph below shows differences in VMT between the Augural and Alternative standards. 
It finds that the change in the new vehicle fleet modeled by the DFS leads to a smaller 
difference in VMT during the period of the Augural or Alternative standards than before or 
after, although the Augural standards have a larger overall fleet, more rebound driving, and, 
using the DFS, a higher proportion of light trucks. 
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EPA does not support the use of the CAFE consumer choice and scrappage model for a primary 
analysis for the NPRM standard setting.  Academia, EPA, NHTSA, vehicle manufacturers and others 
have for many years worked on developing these tools.  The literature is clear that there is no consensus 
on consumer willingness to pay (WTP) for fuel economy and other attributes, a primary symptom 
indicating that the quality and robustness of the models vary widely.  In addition, the new CAFE 
models, to the best of our knowledge, have never been publicly reviewed and/or applied to create policy, 
and may suffer from the same limitations as the many similar models available in the public domain. 
Our review to date of the scrappage model identifies counter-intuitive results that raise questions about 
its suitability for policy modeling. Therefore, it is our recommendation that the DFS and S models be 
used in sensitivity analyses and not to inform the primary analysis.  

Question/Information Request 5. Please describe any previous rulemakings where these (DFS and S) or 
similar models were used to examine impacts on sales and fleet mix.  

 

Primary observations: Safety assessment 

Question/Information Request 6. How are the “fixed effects”, as presented in the safety values sheet of 
the parameters input file estimated? Why are values flat from 2014 through 2021? Why do they 
decrease beyond 2021? Why the large step change reduction in 2026 with a flattening beyond 2026? 

 -
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Figure 5 Fixed Effect Values used in the Safety Analysis 

EPA’s initial observation with regard to the safety values in Figure 7 are noted above.  Since that 
time NHTSA has modified the data and provided a brief description of how the revised curve was 
created.  NHTSA explained that the curve was developed in consideration of future NHTSA safety 
regulations and the belief that manufacturers would improve the safety of their vehicles of their own 
volition. In addition, NHTSA explained that the majority of the increased fatalities associated with older 
vehicles is the result of driver demographics and use.  For example, older vehicles which are involved in 
fatalities also tend to be operated under the influence of alcohol.  EPA has requested a full explanation 
of how this curve was developed, including both the quantitative estimates of safety improvements due 
to regulation and the subjective estimates of safety improvements. 

 

Question/Information Request 7. Running the CAFE model with the DFS model turned OFF (and all 
other inputs as received by EPA) results in fewer fatalities in both the Augural and Alternative 
scenarios while simultaneously reducing sales in MYs 2017 through 2029 by ~18 million vehicles 
(see table below). Is there an explanation for why this would happen?  

 

Model inputs All inputs as received by EPA DFS Model turned OFF 
Scenario Augural Alternative Delta Augural Alternative Delta 
Fatalities 

(avg/CY 2036-2045) 
18,055 17,352 -703 16,259 15,556 -703 

Sales (MY2017-2029, millions) 223.7 224.6 0.9 205.8 205.8 0.0 
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As with VMT, the number of fatalities in 2016 depends on the use of the DFS and S models and on 
the scenario being studied.  

 

 

Here are a couple of charts showing fatality and CO2 impacts of running with DFS/S=True; 
DFS/S=False; Rebound=20%; Rebound=0%. Notice that the No DFS/S with 0% rebound run actually 
increases fatalities under the alternative standards. Also, 0% rebound shows higher CO2 under the 
alternative standards relative to augural, regardless of DFS/S setting. These charts used all of the default 
runtime settings with the exception of toggling DFS/S and rebound. The fatalities are annual averages 
during the CYs 2036 thru 2045. The CO2 values are lifetime sums of MY2016-2032 vehicles. 
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Additional observations: CAFE model 

  
Additional observations: Representation of technologies in the CAFE model and 
inputs 

Technology effectiveness 

The technology inputs provided by NHTSA on February 1 define effectiveness values for 
approximately 150,000 packages across ten vehicle classes. In addition, the ‘technologies’ input file 
contains the individual technology effectiveness values which are not modeled in full vehicle simulation 
such as electric power steering, improved accessories, low drag brakes, and low friction lubricants. A 
full evaluation of the assumed effectiveness values for individual technologies and their various 
combinations will require more time than the approximately one week that EPA has spent to-date and 
will require additional follow-up. The following summary of an effectiveness review conducted over the 
course of approximately one week is intended to highlight specific areas for further discussion and begin 
to identify additional information that is needed for a complete review. 

Observation 1: The incremental effectiveness of the more advanced turbocharged engine 
(TURBO2) compared to the less advanced version (TURBO1) engines is often negative. 

The technology inputs include two levels of turbocharged engines, TURBO1 and TURBO2. The 
incremental cost of TURBO2 hardware over TURBO1 hardware is about $350 to $700 in 2030; 
although it is unclear what specific technologies are represented by this cost, one would expect a 
generally higher effectiveness. However, depending on the package and car class, the actual incremental 
effectiveness values from the NHTSA technology inputs for the TURBO2 technology is often negative. 
The “Medium SUV” class, shown in Figure 8 has the most pronounced effect, with the addition of the 
TURBO2 technology, on average, having a negative effectiveness. 

 
Figure 6 Incremental Effectiveness of TURBO1 to TURBO2 (MedSUV class) 
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Observation 1: The addition of cooled exhaust gas recirculation (CEGR1) onto turbocharged 
engines (TURBO2) provides no relative benefit, despite the additional cost of the 
technology. Given this input assumption, the CAFE model outputs, as expected, do not 
show application of CEGR1. 

A cooled EGR package when added to the advanced turbocharged engine (TURBO2) has a cost of 
$334 in 2030. Cooled EGR is a technology that has been used in the market, and has a significant effect 
on CO2 reduction. However, as illustrated in  Figure 9, the incremental effectiveness is at or near zero 
for nearly all packages (and averaging zero for all packages). The “Medium Car Performance” class 
shown in the figure is representative of the near-zero effect of the technology for all classes. 

 
Figure 7 Incremental Effectiveness of TURBO2 to CEGR1 (MedCarPerf class) 

When this original observation was communicated to NHTSA staff, NHTSA replied that “there was 
little/no opportunity to add Cooled (external) EGR in the two-cycle operating region, because operation 
was at/near combustion stability limits,” and therefore the effectiveness of CEGR was limited because 
“Cooled EGR improves efficiency under higher speed and load (off-cycle) conditions.” 

 
However, cooled EGR has been used in production engines at lower speeds and loads to significantly 

lower fuel consumption. As an example, the Mazda 2.5L turbocharged engine in the 2016 CX-9 
incorporates cooled EGR, both for high speed/load combustion stability (off-cycle) and for low and mid-
range speed/load fuel efficiency (on cycle). Restricting the use of cooled EGR to only high speed/load 
combustion stability effectively ignores this feasible technology. 

 
An external cooled EGR control strategy that favors internal EGR as was used in NHTSA’s modeling 

is completely different than what is used in current production applications (for example Toyota and 
Hyundai offerings), differs from EGR strategies described in the peer-reviewed literature, and differs 
from what was used in EPA’s peer-reviewed developmental programs that applied cooled EGR systems 
to both naturally aspirated and turbocharged engine applications.  Cooled EGR can be used as part of 
knock mitigation and to reduce pumping losses.  Internal (hot) EGR can also reduce pumping losses but 
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can exacerbate knocking combustion and require additional spark retard.  Hot EGR also requires intake 
and exhaust cam timing with significant overlap.  The use of overlap for internal EGR limits the 
available range of intake cam phasing.  The strategies used during EPA’s engine development program 
all favored cooled external EGR except at very light load conditions (e.g., below 2 bar BMEP) where the 
increased combustion speed from use of hot, internal EGR can improve combustion stability.  As a 
result, there was significant opportunity to add cooled (external) EGR over the two-cycle operation 
region while maintaining measured COV of IMEP to acceptable levels (<3% in the case of the 
turbocharged cooled-EGR engine development). 

 

 

Figure X: Areas of cooled EGR usage for the Mazda CX-9 (left) and characterization of fuel consumption 
improvements at mid-range loads doe to cooled EGR (right). Both figures from Mazda. 

Observation 2: Observation 2: The effectiveness the most advanced eight-speed transmission 
(AT8L3) is only moderately more than the most advanced six-speed transmission 
(AT6L2). 

The modeled automatic transmissions include one “improved” level of a six-speed automatic 
(AT6L2) and two improved levels of eight-speed automatics (AT8L2 and AT8L3). The cost of the 
AT6L2 package (additional to an AT6) is $362 in 2030. The cost of the AT8L3 package (additional to 
an AT8) in 2030 is nearly the same ($358). Incremental to the AT6, the best eight-speed package is $485 
(i.e.,$123 more than the AT6L2). However, on average, the technology inputs provided show that the 
AT8L3 is only 1% more effective than the AT6L2, and in some cases is worse (as shown by the Small 
SUV plot). 
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Figure 8 Incremental Effectiveness of the best six-speed (AT6L2) v. the best eight-speed (AT8L3) (Small SUV)  

 

Observation 3: The effectiveness improvement from a basic six-speed transmission (6AT) to 
a basic eight-speed (8AT) transmissions is unexpectedly low for trucks. 

The technology inputs provided seem to show that the incremental effectiveness associated with 
moving from a six-speed transmission (AT6) to an eight-speed transmissions (AT8) is noticeably 
different depending on class. The figure shows effectiveness for a medium car and a pickup; on average, 
the eight-speed effectiveness for the car is about twice that for the truck. This trend seems to hold for the 
small and medium car classes, which have AT8 effectiveness about twice that of the medium SUVs and 
trucks (with the small SUVs in between). This may be due to assumptions about front-and rear-wheel 
drive systems; however, comments from stakeholders have indicated that RWD systems should have 
greater potential for transmission effectiveness improvements, as packaging more gears in the space 
provided is less of a concern. 

As part of the review process with NHTSA, NHTSA requested additional information and specific 
examples of vehicle technologies that did not follow the logical progression of transmission technology 
and commensurate effectiveness.  In response EPA provided Figure 9: EPA observations of transmission 
effectiveness below.  This figure shows that as advanced transmission technologies are applied to 
several powertrain types, there are instances where the more advanced transmission demonstrates lower 
effectiveness than the less advanced transmission.  In addition, to this chart EPA also provided the exact 
technology package references from the CAFE model inputs.  As of this summary, NHTSA has not yet 
responded to this observation. 
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Figure 9: EPA Observations of Transmission Effectiveness 

 

 

Figure 10 Incremental Effectiveness of six-speed (6AT) to eight-speed (8AT) for Pickup and Medium Car 

 

Observation 4: On average, 48V Mild Hybrid with a crank-integrated starter-generator 
(CISG) is the same, or slightly worse than with a belt-integrated starter-generator 
(BISG) despite having a higher cost. 
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The cost of a crank-integrated starter-generator (CISG) system in 2030 is given as either $178 (for 
smaller vehicles) or $767 (for larger vehicles) in 2030, incremental to a belt-integrated starter-generator 
(BISG). Additional battery costs in 2030 are about $617 for the BISG and $805 for the CISG, making 
the incremental CISG battery cost an additional $187. The CISG is expected to provide additional 
effectiveness over the BISG because of the direct couple to the crank. 

However, on average, the CISG is slightly less effective than the BISG, although with a wide spread 
of effectiveness. The small car example shown in Figure 12 is typical, with the incremental effectiveness 
of most packages between about +1% and -1%. 

 

Figure 11 Incremental Effectiveness of 48V Mild Hybrid with belt-integrated starter-generator (BISG) to crank-
integrated starter-generator (CISG) (Small Car class) 

 

Observation 5: Some 12V Stop-Start applications have negative effectiveness values. 
The cost of stop-start technology is either $466 or $521 in 2030, depending on vehicle class, plus 

about $582 in battery costs. However, there are some packages where the provided technology inputs 
indicate a negative effectiveness, as shown in Figure 13 for the small car class below. Moreover, there 
are a few packages in some classes that are clear outliers (see the medium SUV performance class), 
either high or low. 

In addition to examples of unexpected transmission effectiveness estimates, NHTSA also requested 
examples of observed negative 12V start-stop effectiveness.  In Figure 12: EPA’s Observations of 
Negative Effectiveness for Start/Stop Packages, below, EPA has identified 12V start/stop packages that 
demonstrate negative effectiveness.  These results are not rational. There are not situations under which 
turning off the engine instead of allowing the engine to idle would result in increased fuel consumption.  
In addition, for those packages with the same engine and positive effectiveness, it is also unexpected to 
observe such large variation in start/stop effectiveness.  A SOHC GDI S/S should consume the same 
amount of fuel at idle independent of being mated to an AT8 transmission or an AT8L2 transmission. 
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Figure 12: EPA’s Observations of Negative Effectiveness for Start/Stop Packages 

 

 
Figure 13 Incremental Effectiveness of CONV to SS12V for Small Car class (left) and  Medium SUV Perf class (right) 

 

Observation 6: Incremental effectiveness improving GDI powertrains to Atkinson 
powertrains is significantly greater than benchmarked engines. 
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Shown in Table 5 and Table 6, improving a GDI powertrain to an Atkinson powertrain is 
significantly different for the EPA analysis using benchmarked inputs and the CAFE analysis. The 
following observations have more detail on this subject.  

Table 7 Effectiveness comparison improving GDI 6-speed powertrain to Atkinson 6-speed powertrain 

CAFÉ Package Code (Medium Car) 
EPA 

Benchmarked 
CO2 

CAFE CO2 EPA 
Effectiveness 

CAFE 
Effectiveness 

DOHC;VVT;;SGDI;;;AT6;CONV;ROLL0;MR0;AERO0 241.87 222.40 0% 0% 
;;;;;HCR1;AT6;CONV;ROLL0;MR0;AERO0 231.32 197.14 4.4% 11.4% 

 

Table 8 Effectiveness comparison improving GDI 8-speed powertrain to Atkinson 8-speed powertrain 

CAFÉ Package Code (Medium Car) 
EPA 

Benchmarked 
CO2 

CAFE CO2 EPA 
Effectiveness 

CAFE 
Effectiveness 

DOHC;VVT;;SGDI;;;AT8;CONV;ROLL0;MR0;AERO0 226.49 209.12 0% 0% 
;;;;;HCR1;AT8;CONV;ROLL0;MR0;AERO0 212.61 184.53 6.1% 11.8% 

 
Based on typical GDI maps and the Mazda Atkinson map, an expected effectiveness for an Atkinson 
engine incremental to a GDI engine is near 5% (but varying depending on the associated transmission, 
which determines where the engine operates). 

 

Figure 14 Percent fuel consumption difference between a typical GDI engine (from a 2013 Chevrolet Malibu) and an 
Atkinson engine (from a 2014 Mazda 3). Engine maps have been scaled to match peak power and adjusted to match heating 
values. The percentage difference in fuel consumption tends to be around 5% in the heart of the “on-cycle” portion of the 
map (50-100 Nm and 1000-2000 rpm). 
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Figure 15 Percent fuel consumption difference between a typical GDI engine (from a 2013 Chevrolet Malibu) and an 
Atkinson engine (from a 2018 Toyota Camry). Engine maps have been scaled to match peak power and adjusted to match 
heating values. The percentage difference in fuel consumption tends to be around 7-8% in the heart of the “on-cycle” portion 
of the map (50-100 Nm and 1000-2000 rpm). 

 

Question/Information Request 8. Please provide a description of the hardware that is assumed to be 
included in the technology packages highlighted in the observations above: TURBO2 (relative to 
TURBO1), CEGR1 (relative to TURBO2), AT8L3 (relative to AT8L), AT6L2 (relative to AT6), CISG 
(relative to BISG), and SS12V (relative to CONV) 

Question/Information Request 9. Please provide a table of the vehicle characteristics used to simulate 
each of the 10 vehicle classes represented in this analysis (with MR0, ROLL0, AERO0). In particular 
test, weight, road load coefficients, power/acceleration/towing metrics, drive layout (RWD, FWD, 
AWD, 4WD), and any other specifications used when generating the ‘FC1_Improvements.csv’ file. 

Technology costs 

Observation 7: The cost of Dynamic Cylinder Deactivation (ADEAC) is more than double 
the cost publicly quoted to EPA by industry (Delphi/Tula, the suppliers of ADEAC to 
2019 GM Silverado). 

General Motors recently announced their implementation of ADEAC on two V8 OHV engines on the 
MY2019 Silverado and EPA test drove and benchmarked an ADEAC-equipped GMC Yukon V8 OHV 
at NVFEL in 2017, verifying the effectiveness of the ADEAC system in drive cycle tests and the 
system’s transparency to the driver. The supplier of the ADEAC system on the GMC Yukon 
(Delphi/Tula) quoted the 2017 cost for this system (manufacturing cost plus licensing fee), to which 
EPA applied a learning factor of 4% (from 2017 to 2019) and a manufacturer mark-up cost multiplier of 
1.5, and this is shown on the far right in Figure 14. For this application (V8 OHV), the CAFE model’s 
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output file shows a marked-up cost of $1101, while the supplier quoted cost (with learning factor and 
manufacturer mark-up factors applied) is $541. 

Alongside the V8 OHV engine, the V6 OHV engine is an attractive candidate for near-term adoption 
of ADEAC technology. The CAFE model’s output file also shows a significantly higher cost of ADEAC 
on V6 OHV engines as compared to costs calculated from supplier data ($815 versus $449). CAFE 
model cost and supplier quoted cost are better aligned for other engine types, e.g., I4 DOHC, but it is 
surprising that the CAFE model’s cost is higher for a V8 OHV engine than a I4 DOHC engine when 
each engine requires the same number of deactivatable components: 16 solenoids + 16 deactivatable 
roller finger followers for a I4 DOHC and 16 solenoids + 16 deactivatable hydraulic lash adjusters for a 
V8 OHV. 

 

Figure 16 Comparison of Dynamic Cylinder Deactivation Costs 

NHTSA’s high cost of ADEAC suppresses the CAFE model’s application of the technology. 
NHTSA’s summary of CAFE model outputs (Table 1) shows 6% market penetration of ADEAC in 2030 
if current standards are kept in place and 0% for “alternative 1” standards.  

The CAFE model’s 0% penetration for “alternative 1” is unrealistic considering General Motors will 
be offering two engines for the Silverado with ADEAC in MY2019, and the sales of these engines (prior 
to ADEAC) was 767,000 in MY2016, or about 4.4% of the entire LDV fleet. Other manufacturers have 
similar plans, which will likely increase ADEAC market penetration well past 4.4% in the MY2019-
2022 timeframe. 

The CAFE model’s 6% penetration in MY2030 if current standards are maintained is likely also low, 
considering that it is much easier to apply a technology to subsequent engines after several examples 
have entered production. EPA believes the low penetration of ADEAC in the CAFE model is due to the 
high ADEAC cost assumed by the CAFE model. 

Furthermore, the cost of ADEAC for V8 OHV engines shown in the CAFE model output ($1101) 
does not agree with the cost of ADEAC for V8 OHV provided by NHTSA in their “NHTSA Feedback 
on NPRM Analysis – February 22, 2018” letter ($1008). 
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Question/Information Request 10. Please provide details for how the costs for dynamic cylinder 
deactivation were estimated, particularly the $1101 cost for V8 OHV engines. 

 
Additional observations: Economic factors in the CAFE model and inputs 

Employment Analysis 

In past rulemakings, NHTSA has based its employment analysis solely on sales volumes (the “output 
effect”): if sales are projected to change, employment would change in a constant ratio. Because EPA 
has not quantitatively estimated sales impacts in recent rulemakings, for reasons discussed above for 
“Consumer Choice Modeling,” it has not quantified the effects of sales changes on employment. It has, 
however, estimated the proportion of technology costs that are labor costs – that is, the labor involved in 
the new technologies, known as the “cost effect” or “substitution effect”4 – and included estimates of 
those effects in its analysis, based on data from the Bureau of Labor Statistics (BLS) and the Census 
Bureau. NHTSA has not included those effects in its employment analysis, even though labor costs are a 
significant fraction of technology costs. This review is based on an inspection of input files. 

Our understanding, based on our 2/28/18 discussion, is that NHTSA now includes employment 
impacts due to technology costs via a calculation of revenues per worker in the manufacturing and parts 
supplier sectors, as well as estimates of dealership employment based on new vehicle sales. 

In EPA’s observations of the NHTSA modeling, employment values in the model start at about 1.1 
million in 2016, and increase to about 1.3 million under the Augural standards in 2025, and about 1.25 
million under the Alternative standards in 2025, a difference of about 50,000 jobs. The Dynamic Fleet 
Share (DFS) model affects employment values, as shown below; the Scrappage model appears not to 
affect employment. 

                                                 
4 Berman, E. and L. T. M. Bui (2001). “Environmental Regulation and Labor Demand: Evidence from the South Coast Air 

Basin.” Journal of Public Economics 79(2): 265-295; Morgenstern, Richard D., William A. Pizer, and Jhih-Shyang Shih 
(2002). “Jobs Versus the Environment: An Industry-Level Perspective.” Journal of Environmental Economics and 
Management 43: 412-436. 
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Figure 17: Jobs (Millions) using Volpe settings (including DFS) and No DFS (NDFS, or DFS off) 

Question/Information Request 11. According to BLS data for 2016, total employment in the Motor 
Vehicles and Parts sector (NAICS 3361, 2, 3) was about 950,000; Automobile Dealers (NAICS 
4411) had about 1.3 million; and Motor Vehicle and Parts Dealers (NAICS 441) about 2.0 million. 
The NHTSA jobs values do not correspond to these values; to what do they correspond? 

Discount rates 

In previous rulemakings, EPA and NHTSA have calculated and reported net benefits with a 3% 
discount rate for both benefits and costs, and separately with a 7% discount rate for both benefits and 
costs. These are intended to represent expectations of impacts of the standards.  

Observation 8: The summary tables provided by NHTSA 
includes a footnote for “Consumer Costs and Savings for Average MY 2030 Vehicle” 
stating, “Consumer Costs and Savings are discounted to net present value using a 7% 
discount rate.”  

OMB Circular A-4 observes that the real discount rate of 7 percent "is an estimate of the average 
before-tax rate of return to private capital in the U.S. economy," that is, for private-sector business 
activity. On the other hand, according to Circular A-4, "When regulation primarily and directly affects 
private consumption (e.g., through higher consumer prices for goods and services), a lower discount rate 
is appropriate.” On that basis, it seems inappropriate to use a 7 percent discount rate for “Consumer 
costs and savings.” 

As discussed above for consumer choice modeling, it may be reasonable to choose a different 
discount rate for fuel savings when analyzing sales impacts, as an alternative to using a limited number 
of years of future fuel savings (payback period). Such alternative rates are used to estimate how 
consumers behave when buying vehicles; they do not necessarily represent what consumers will 
experience once they have bought their vehicles. “Consumer Costs and Savings” should reflect what 
consumers are expected to experience; the Dynamic Fleet Share and Scrappage models already serve the 
function of estimating sales impacts. 
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Question/Information Request 12. Please explain the basis for using a 7 percent discount rate for 
Consumer costs and savings, and how that satisfies the instructions of OMB Circular A-4.  

 

VMT schedules 

The assumptions made about how much the average vehicle is driven in each year over a vehicle 
lifespan is an important factor in the calculation of greenhouse gas emissions, fuel savings, and 
discounted net benefits. The accumulation of vehicle mileage earlier in a vehicle’s lifetime will tend to 
result in fuel savings and emissions benefits that are pulled ahead to earlier calendar years, and therefore 
discounted less in terms of net present value compared to a vehicle that accumulates more mileage later 
in its lifespan. 

Observation 9: The form of the mileage accumulation schedule provided in the ‘parameters’ 
input file is unexpected, and not consistent with mileage accumulation schedules in other 
data sources. 

The table of vehicle miles traveled (VMT) by vehicle age described in the ‘parameters’ input file 
shows a steep drop-off in annual VMT after age 6. NHTSA had first utilized a curve with that shape in 
the 2016 Draft TAR, and EPA understands the underlying data source is an IHS/Polk product based on 
odometer readings from individual vehicles. The drop-off in annual VMT in the NHTSA schedule 
shown in Figure 16 is not seen in other data sources, including the 2001 National Household Travel 
Survey (NHTS), and a DOE LBNL analysis based on odometer readings from DMV records of the 
Texas inspection and maintenance program. The 2009 NHTS data shows a decline that coincides with 
the NHTSA schedule, but of a much smaller magnitude. 

  

Figure 18 Comparison of NHTSA mileage accumulation schedule with data from other sources for cars (left) and 
trucks (right) 

Question/Information Request 13.  Can NHTSA provide an explanation for why such a dramatic 
decline in annual VMT occurs after age 6, and considering that large decline why does NHTSA 
believe that the IHS/Polk data is more defensible than multiple other sources which are based on 
population-weighted samples of odometer readings of individual vehicles. 

VMT Rebound 

Changing the rebound value from 20% to 10% has the expected effect, for the Augural standards, of 
reducing CO2 emissions, because of reduced rebound driving. However, the same change for the 

NHTSA schedule NHTSA schedule 

2001 NHTS, 
DOE LBNL DMV data 

2009 NHTS 

2009 NHTS 

2001 NHTS, 
DOE LBNL DMV data 
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Alternative standards leads to greater CO2 emissions, although, as noted previously in the discussion of 
the DFS and S models, new vehicle sales are higher, and the overall fleet is smaller, under the 
Alternative standards. The same pattern exists for fuel use. 

  
Emissions impacts and costs 

Effects of the standards on both CO2 and other pollutants depend on not only the changes in 
technologies to vehicles, but also changes in the amount driven (rebound effect), changes in the number 
of vehicles and fleet mix (Dynamic Fleet Share and Scrappage models), and changes in fuels produced 
(upstream effects).  

Observation 10: In the “societal_effects_report,” it appears, at least for 2025 and 2030, 
that, in going from the augural standards to the alternative standards, emissions of some 
pollutants (VOC, NOx, SO2, PM, CO2, CH4, N2O, DPM) increase, while emissions of 
others (CO, Acetaldehyde, Acrolein, Benzene, Butadiene, Formaldehyde) decrease.  

It seems peculiar that some increase while others decrease; it’s especially counter-intuitive that toxics 
go down while VOC goes up. 

Question/Information Request 14. Can NHTSA explain what contributes to this effect? 

 

Observation 11: It is unclear where NHTSA selected the unit values to monetize changes in 
PM-related criteria pollutant emissions (aka, benefit per ton values - BPT).  

NHTSA provides the following table for Emission Damage Costs: 
Emission Damage Costs ($/metric-ton) 

Carbon Monoxide 0 

Volatile Organic Compounds 2,000 

Nitrogen Oxides 8,200 

Particulate Matter 371,100 

Sulfur Dioxide 48,000 
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Methane 0.0000 

Nitrous Oxide 0.0000 

 

They appear to be outdated (e.g., they include a unit value for VOCs, which EPA no longer 
monetizes due to uncertainty in the underlying air quality modeling); and they don’t appear to account 
for how BPT values increase over time. 

Question/Information Request 15. What is the source for these emissions damage costs, and does the 
CAFE model change the values over time? 
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settings (08-Mar ver.) 

Meeting with Office of Management and Budget/OIRA

4/16/2018

1



2

• Overview

• Review of CAFE model Safety Analysis

• Review of CAFE model Realism

• Review of CAFE representation of GHG program

• Summary of CAFE model results ‘cost walk’
• Contributions of the identified issues to large overestimation in program costs

• Other observations
• Performance
• Effectiveness
• Battery costs and sizing

• Appendix:  Update on LDV Rebound

Agenda
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• EPA began reviewing CAFE model in late January
• Shared very initial observations with OMB on February 9, raising 

many significant concerns, and requesting:
(1) technology descriptions for a handful of key technologies
(2) description of components included in net benefits summary  
(3)   model code

• EPA has received neither of the requested items

Overview (slide 1 of 2)

• DOT provided a “GHG” version of the CAFE Model March 8
• Intent is to properly model the EPA CO2 program provisions
• EPA discovered on March 31 model had a built-in “expired” date.
• EPA requested on April 2 a workable version of the model
• There has been no response to EPA request from DOT
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• EPA analysis to date shows significant and fundamental flaws in CAFE model  
(both the CAFE version and the “GHG version”)

• These flaws make the CAFE model unusable in current form for policy analysis and for assessing the 
appropriate level of the CAFE or GHG standards

• DOT has provided OMB draft preamble and RIA Chapter assessments for the 
upcoming CAFE and GHG NPRM

• The underlying technical basis for the policy decisions and the proposed standards is the CAFE model, 
which has significant and fundamental flaws that must be addressed before being used for informing 
policy

• EPA will not be providing comments on the draft material, as the underlying basis (CAFE model) is 
flawed, and thus comments are of no value until the technical basis is fixed

• DOT has drafted preamble language in which DOT repeatedly speaks for the EPA 
Administrator

• DOT speaks for the EPA Administrator’s views on the appropriate level of the EPA standard, EPA’s 
interpretation of the Clean Air Act, EPA’s views on what factors are relevant in determining EPA’s 
program design and the EPA standards

• EPA will be drafting the EPA Administrators views for the upcoming rulemaking, and we will not be 
starting from the DOT draft text

Overview (slide 2 of 2)
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• Total fatalities are highly 
correlated with total VMT

• CAFE model improperly 
estimates the VMT impact of 
the Augural standards 
(following slides)

• The safety metric of 
‘fatalities per mile’1 is 
unaffected by anomalies in 
VMT projection, and is 
therefore a more reliable 
metric of safety for this 
review

Relationship between miles traveled and total fatalitiesReview:
CAFE safety

analysis
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1 NHTSA has previously used a fatality rate metric when estimating the safety impact of 
changes in vehicle characteristics. Refer to the June 2016 report cited in the Draft TAR, 
“Relationships between Fatality Risk, Mass, and Footprint in Model Year 2003-2010 
Passenger Cars and LTVs.” 
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• The augural standards provide an overall 
safety benefit, relative to flat standards

• Mass reduction provides a safety benefit 
due to the greater amount of weight 
removed from larger vehicles (relative to 
smaller vehicles) and the resulting 
improvement in crash compatibility

• Any detriment due to delayed scrappage 
is more than offset by the benefit of 
mass reduction

• The benefit of mass reduction extends 
perpetually into the future, while the 
detriment of delayed scrappage becomes 
smaller over time

Effects of delayed scrappage and mass reduction (excluding 
rebound)

Review:
CAFE safety

analysis

Contributing factors to safety effect [Δfatalities/mile] 
of Augural Standards as projected by the CAFE model (08-Mar ver.)

Towards 
safety detrimental

Towards 
safety beneficial
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• The use of a 20% rebound value in 
the CAFE model reduces the safety 
detriment of delayed scrappage

• As in the case of excluding 
rebound, the augural standards 
provide an overall safety benefit, 
relative to flat standards when 
rebound is included

Effects of delayed scrappage and mass reduction 
(including rebound)

Review:
CAFE safety

analysis

Contributing factors to safety effect [Δfatalities/mile] 
of Augural Standards as projected by the CAFE model (08-Mar ver.)

Towards 
safety detrimental

Towards 
safety beneficial

Augural standards are safety 
beneficial (per mile), on net.
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Review:
CAFE model 

realism

Realistic fleet size projections 

Real-world : The total number of 
registered vehicles would not change 
significantly as a result of consumer 
decisions to retain  used vehicles 
longer instead of purchasing new 
vehicles.

CAFE model implementation: The 
use of the scrappage model produces 
a 15-20% increase in the total fleet 
size. The 2016 fleet increases by 26 
million vehicles, and the 2030 fleet 
increases by 46 million 

Delayed scrappage modelling in the CAFE 
model produces a 15-20% increase in the 
number of registered vehicles (all ages)

Significant increase in the total fleet size due delayed scrappage
in CAFE model (08-Mar ver., Augural Standards)

46 million
vehicles
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Review:
CAFE model 

realism

Realistic travel activity (VMT) projections 

Real-world : The total number of vehicle 
miles travelled (VMT) would not change 
significantly as a result of consumer decisions 
to retain  used vehicles longer instead of 
purchasing new vehicles. 

CAFE model implementation: The use of the 
scrappage model produces a 10-15% 
increase in total VMT.  

The 2016 VMT increases by 239 billion miles, 
and the 2030 VMT  increases by 302 billion 
miles

Implication of this Error:  The unexplained 
VMT disconnect is clearly wrong, and is 
driving incorrect fatality estimates1. 
1Because of the disconnect with the vehicles sales 
projections (DFS model), the use of the scrappage model 
causes an inappropriate increase in the fatalities impact of 
the Augural standards, and an inappropriate 
underestimation of the fuel savings and emissions 
benefits. 

Delayed scrappage modelling in the 
CAFE model produces a 10-15% 
increase in the total VMT

Significant increase in the total VMT due delayed scrappage
in CAFE model (08-Mar ver., Augural Standards)

302 billion miles
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Review:
CAFE model 

realism

Manufacturer year-by-year compliance strategy projects

Real-world : Manufacturers will consider 
future vehicle model plans and compliance 
strategy when introducing technology, 
transferring credits from year-to-year as 
needed and avoiding significant over-
compliance, on average.

CAFE model implementation: Technology 
in excess of what is necessary for 
compliance is applied in nearly every year, 
particularly prior to MY2024 when lead 
time is more limited. This sustained and 
significant overcompliance projected by 
the CAFE model implies that the industry 
will not make use of the large quantity of 
banked credits, or year-to-year credit 
transfer provisions.

Implication of this overcompliance:  
Significant overestimation in industry 
costs. CAFE model is not properly 
accounting for banked credits in GHG 
program, which firms clearly do today.

Trucks

Cars

Combined 
Fleet

Average annual overcompliance 
thru MY2025: 6 g CO2/mi

Average annual overcompliance 
after MY2025: 1 g CO2/mi

Significant and sustained overcompliance of Augural Standards 
in CAFE model (08-Mar ver.)

Note: The ‘Achieved’ emissions represented in the CAFE model include tailpipe CO2, AC efficiency 
and leakage credits, and off-cycle credits. Banked credits are not included in the ‘Achieved’ value.
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Review:
CAFE model 

realism

Realistic management of credits by manufacturers

Real-world : Manufacturers will manage 
their credit banks to even out 
compliance status given staggered 
introduction of technology. It is unlikely 
that manufactures will consistently add 
excess technology in the earlier years in 
order to maintain a large credit bank into 
the future. 

CAFE model implementation: 
Manufacturers are projected to strongly 
prioritize the carry-forward of credits 
into future years, relative to within-year 
transfers between car and truck fleets. 
The CAFE model projects almost no 
within-year transfers between car and 
truck fleets prior to MY2021

Implication of unrealistic credit carry-
forward:  Overestimation of GHG 
standards cost.  CAFE model not taking 
advantage of car-truck credit transfer, 
which firms are clearly doing today

Within-manufacturer transfer of earned credits, Augural Standards 
in CAFE model (08-Mar ver.)

CAFE model projects almost 
no within-year transfers 
between car and truck fleets 
prior to MY2021

The CAFE model’s significant credit-carry-
forward activity is restricted to within-class 
transfers (i.e. car to future car, truck to future truck) 
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Review:
CAFE model 

realism

CAFE Model Does Not Choose Cost-effective Pairing of 
Engines and Strong Hybridization (1 of 2)

CAFE model implementation: Over 
80% of the strong hybrid packages 
applied in the Augural case include 
turbo-downsized engines (11.5% of 
14% fleet-wide strong-hybrid 
penetration)

Strong Hybrid Technology Pathway Comparison: Turbo vs. non-Turbo: 
Augural Standards in CAFE model (08-Mar ver.)
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Review:
CAFE model 

realism

CAFE Model Does Not Choose Cost-effective Pairing of 
Engines and Strong Hybridization (2 of 2)

Real-world : The  effectiveness benefits of 
strong hybridization (P2HEV and PSHEV) is 
dependent on the base engine technology to 
which the technology is applied. In typical 
applications, manufacturers will pair strong 
hybridization with efficient, but low cost 
Atkinson cycle engines.

CAFE model implementation: Due to the CAFE 
model’s pre-defined technology pathways, 
strong hybridization is applied almost 
exclusively to turbocharged downsized engines, 
resulting in strong hybrid packages that are 
significantly higher costs and less effective than 
the vast majority of real-world 
implementations.

Implication of strict technology pathways: 
Overestimation of GHG standards cost.  CAFE 
model is forcing combinations of technologies 
that are highly cost-ineffective.

Strong Hybrid applied to Turbo engine: $3,900 and 8% CO2 reduction 

Strong Hybrid applied to HCR1 Atkinson cycle engine: $3,000 and 15% CO2 reduction 

Strong Hybrid Technology Pathway Comparison: Turbo vs. non-Turbo: 
Augural Standards in CAFE model (08-Mar ver.)
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Review:
CAFE model 

realism

CASE Study: Single vehicle manufacturer 

Addition of plug-in electrification in reasonable volumes

Real-world : Plug-in vehicles (PEV’s) 
provide significant compliance 
benefits due to low or zero emissions 
and multiplier incentives. Mainstream 
manufacturers will likely continue 
adopt PEV’s in a strategic fashion, 
without drastically exceeding the 
volumes needed for compliance

CAFE model implementation: PEV 
technology is applied to platforms in 
‘all-or-nothing’ manner, resulting in an 
inability to track the standards closely, 
and producing overcompliance levels 
ranging from moderate to very high.

PHEV added to entire volume of 
fleet, resulting in significant 
overcompliance

Last step before adding PHEV. 
Achieved CO2 closely matches target.

Standards
Achieved – CAFE model 
(GHG ver.)
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Review:
CAFE model 

realism

Manufacturer consideration of technology package cost-
effectiveness

Real-world : Manufactures will 
apply technology packages that are 
within a reasonable cost range of 
the most cost-effective 
technologies (e.g. well within 
$2,000) 

CAFE model implementation: Using 
the NHTSA inputs, as provided, 
manufacturers are projected to 
apply, on average, technology 
packages that are $1,000-$2,000  
more costly than the most cost-
effective packages.  

Average CAFE model 
technology costs are $1,000 
-$2,000 more costly than 
the most cost-effective 
packages.

~+25%

~+25%
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• The cost of batteries for hybrid and plug-in vehicles is in most cases significantly higher 
than expected based on the most recent projections derived from DOE’s BatPaC model 
and battery sizes are substantially larger than observed in the current LD fleet.

Battery CostsReview:
CAFE model 

realism
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In the modeling for CAFE, engines 
are re-sized in two circumstances:
• When constructing an initial 

conventional or hybrid package.
• When applying over 7.5% mass 

reduction.
However, applying lower levels of 
mass reduction, advanced 
transmissions, or other load 
reduction will increase acceleration 
performance.
This additional benefit is not 
accounted for in the CAFE model. Target 0-60 time for this class is 9.0 seconds. Actual DOT 

Autonomie simulations show 0-60 accelerations much better 
than the target for many technology packages.

CAFE Model Projects Unquantified and Unmonetized 
Increase in Vehicle Performance

Review:
CAFE model 

realism
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Summary of the representation of GHG Program 
elements in the CAFE model

Review: CAFE model 
Representation of 

GHG Program

Program element CAFE model implementation issues

BEV and PHEV Advanced Vehicle Technology 
Multipliers

CAFE model only adjusts the fleet average emissions to account for the multiplier values. 
For proper accounting of credits, the multipliers must also be incorporated into the GHG 
target.

Accounting for plug-in vehicle (PEV) upstream 
emissions

CAFE  model does not have any inputs or apparent mechanism for accounting for the 
upstream emissions of PEVs, as required by the EPA regulations

A/C credits (efficiency and leakage)

The input files, as received from NHTSA, assume that all manufacturers earn a constant 
credit from AC efficiency and leakage in all years. However, the inputs for the standard 
footprint curves are adjusted for AC efficiency and leakage that increases over time. As a 
result, the standards defined in the CAFE model, as received, are less stringent than the 
actual standards.

Unlimited transfer is allowed within a 
manufacturer between car and truck fleets

CAFE  model does not realistically account for car-truck credit transfers within a 
manufacturer (as described in earlier slide.) This likely contributes to the model’s overall 
overcompliance, and the associated  increase in costs.

Off-cycle Emission Credit caps
CAFE model inappropriately applies the credit cap (10g/mi) separately to each 
manufacturer’s car and truck fleets. The GHG regulations specify that the cap is applied to 
a manufacturer’s combined fleet.
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CAFE model 
results ‘walk’ Year-by-year vs. Long-range Strategic Modelling

• Specification of redesign cycles 
and year-by-year compliance 
considerations have a minimal 
effect on the projected 2025 
compliance costs in the CAFE 
model.

• Differences between NHTSA 
and EPA cost projections are 
the result of modeling inputs, 
constraints and anomalies 
within the CAFE model  (see 
other EPA slides).
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CAFE model 
results ‘walk’

CAFE model runs with EPA settings and inputs

Remaining 
differences are likely 
due to CAFE model 
anomalies and 
constraints

“As received” from NTHSA which 
uses:
• Augural standards as the 

reference case
• Flat 2020 forward as the 

alternative case
• NHTSA/Volpe effort at 

characterizing the A/C provisions 
of the GHG standards

• Engine effectiveness estimates 
are compared against targets 
incorporating A/C efficiency 
expectations

• A/C leakage values not properly 
reflected
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CAFE model 
results ‘walk’

CAFE model runs with EPA settings and inputs

Remaining 
differences are likely 
due to CAFE model 
anomalies and 
constraints

• EPA’s 2022-2025 FRM targets as 
the reference case

• EPA’s 2021 and later FRM 
targets as the alternative case

• EPA characterization of the A/C 
provisions of the GHG standards

• Engine effectiveness estimates 
are appropriately applied to 2-
cycle targets that ignore 
influence of A/C efficiency 
expectations

• A/C leakage values corrected
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CAFE model 
results ‘walk’

CAFE model runs with EPA settings and inputs

Remaining 
differences are likely 
due to CAFE model 
anomalies and 
constraints

• Use of EPA’s baseline fleet 
which incorporates a higher 
level of technology

• Use of EPA’s cost input 
estimates including more recent 
BatPaC results

• Use of EPA’s ALPHA modeling of 
effectiveness, but with NHTSA’s 
engine resizing approach which 
does not maintain performance 
neutrality
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CAFE model 
results ‘walk’

CAFE model runs with EPA settings and inputs

Remaining 
differences are likely 
due to CAFE model 
anomalies and 
constraints

• Use of EPA’s baseline fleet 
as in the “C” set

• Use of EPA’s cost inputs as 
in the “C” set

• Use of EPA’s ALPHA 
modeling of effectiveness, 
maintaining performance 
neutrality
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CAFE model 
results ‘walk’

CAFE model runs with EPA settings and inputs

Remaining 
differences are likely 
due to CAFE model 
anomalies and 
constraints

• Full use of ALPHA and 
OMEGA
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• EPA has also identified specific technology effectiveness observations that are 
inconsistent with expected performance.(examples provided below)

Technology Effectiveness

Observations of Transmission Effectiveness Observations of Stop/Start Effectiveness
• Consistent values could indicate lack of resolution in 

modeling (single values being applied broadly).

• Additional technology does not follow a logical 
progression of improvement.

• Effectiveness of stop/start should be consistent 
independent of the transmission (for a given engine).

• Stop/start can never produce a negative effectiveness.
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From EPA’s March 1st summary 
status report of CAFE model 
review:
The use of EPA input values in the CAFE 
model which update and/or correct the 
anomalous inputs used in the NTHSA-
reported runs from January 22 has a 
significant impact on several key 
output results: 

Relative to the Augural Standards, 
technology cost savings of Alternative 
standards are reduced and fatalities 
increase.

Source As summarized by NHTSA As run by EPA
(as received)

EPA-updated inputs 
w/ DFS and Scrappage models (44)

EPA-updated inputs w/o DFS and 
Scrappage models (44)

Model Years 2017-2025
(current 

standards)
2021-2026

2017-2025
(current 

standards)
2021-2026 2022-2025 2022-2025 2022-2025 2022-2025

Annual Rate of Increase in 
Stringency No Action 0.0%/Year PC

0.0%/Year LT No Action 0.0%/Year PC
0.0%/Year LT No Action 0.0%/Year PC

0.0%/Year LT No Action 0.0%/Year PC
0.0%/Year LT

Price Increase due to New 
CAFE Standards ($/veh) 

MY2030
baseline -$1,879 baseline -$1,879 baseline -$1,236 baseline -$1,259

Weight reduction 19%
(not including 
powertrain)

12%
(not including 
powertrain)

19%
(not including 
powertrain)

12%
(not including 
powertrain)

14%
(including 

powertrain)

11%
(including 

powertrain)

14%
(including 

powertrain)

11%
(including 

powertrain)
HCR 26% 12% 26% 12% 36% 26% 32% 26%

Turbo-downsized 62% 46% 62% 46% 33% 33% 36% 36%
Dynamic Deac (DeacFC) 7% 0% 7% 0% 0% 0% 0% 0%

Diesel 1% 1% 1% 1% 1% 1% 1% 1%
Advanced transmissions 82% 93% 82% 88% 59% 76% 64% 79%

Stop-Start (12V) 10% 13% 10% 13% 23% 11% 14% 11%
MHEV48V 41% 2% 41% 2% 23% 9% 33% 13%
Strong HEV 14% 2% 14% 2% 17% 7% 14% 7%

Sum of mild and strong HEV
55% 5% 55% 5% 40% 16% 47% 19%

Sum of PEVs 1% 1% 1% 1% 13% 5% 14% 6%
Average Annual Fatalities CY 
2036-2045 without rebound baseline -150 baseline -150 baseline -156 baseline +60

Average Annual Fatalities per 
Billion Miles CY 2036-2045 

without rebound not reported baseline +0.004 baseline +0.016 baseline +0.021

Average Annual Fatalities CY 
2036-2045 with rebound -863 baseline -863 baseline -911 baseline -649

Average Annual Fatalities per 
Billion Miles CY 2036-2045 

with rebound not reported baseline +0.007 baseline +0.017 baseline +0.023

CAFE Model Observations



Appendix:
Update on LDV Rebound

4/16/2018
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What is LDV Rebound…and Why Care?
• Buy a more fuel-efficient car, drive more because it’s cheaper to 

drive; this is what is typically meant by the LDV rebound effect
• More driving means:

• Less energy savings/more greenhouse gas emissions
• Increase in consumer benefits (i.e., you can drive more, since 

it is cheaper to use your vehicle)
• More air pollution (NOx, PM, etc.)/congestion/refueling costs

• Large number of academic papers have attempted to estimate 
the LDV rebound effect

• Early studies, starting in 1970s, focused mainly on oil price 
shocks, gasoline taxes

• Over the last decade, 12 relevant U.S. studies quantified 
rebound effect/6 international studies 

• Most studies look at how drivers respond to fuel costs/fuel 
prices (not actual fuel efficiency of vehicles)
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Types of Rebound Studies
• Aggregate, Time Series Studies

• Estimate rebound effect based upon national LDV travel patterns over time; in U.S., 
data is available at the national/state level

• Able to account for trends in key variables influencing rebound (e.g., fuel 
costs/income/congestion etc.) over time

• Studies that rely on a system of equations (e.g., travel, size of vehicle stock, fuel 
efficiency, congestion) have some of the best capabilities of controlling for variables 
causing rebound effect 

• U.S. studies provide “ready-made” national rebound estimates for LDV rulemakings 
• Per Vehicle Studies (single year or time series)

• Most studies use odometer readings from smog check data/individual vehicles/state 
level; most accurate measure of travel  

• Data rich; can address some issues of heterogeneity: how rebound varies with some 
characteristics of vehicles (e.g., age); households (e.g., income); geography (e.g., 
residential density)

• Results from individual states are unlikely to be representative for national, U.S. 
rebound estimates
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Types of Rebound Studies
• Household Studies (single year or time series)
• Most studies use cross sectional, single year household survey data 
• Like Per Vehicle studies, data rich; can address issues about how characteristics of 

households/vehicles affect rebound (e.g., heterogeneity)
• Tend to see a wider range/higher rebound estimates than aggregate studies
• Even well executed, single year studies have difficulty in controlling for factors 

influencing rebound effect (e.g., limited to looking at one year effect) 
• Most recent studies based upon National Household Travel Survey (NHTS) (2009)

• Time Period: unique set of circumstances with the onset of the Great Recession 
• Fuel prices fluctuated dramatically from $3.30/gallon in March 2008 to $4.10 

gallon in summer of 2008, followed by a decline to ~$1.70/gallon in the late 
2008/early 2009 period

• U.S. GDP fell 1% growth rate to -7.5% annualized growth rate
• U.S. unemployment increased from 4% to 10%
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EPA Selection Criteria for Rebound Estimates
• There are a wide variety of estimates of the rebound effect, in part due to the many 

different methodologies/data sources used to try to quantify this impact 
• Given the broad range of values, EPA believes it is important to critically evaluate which 

studies are most likely to be reflective of the rebound effect of future GHG/fuel economy 
standards

• In other words, we can’t just take the “average” rebound estimates from literature
• Geographic/Timespan relevance: Priority given to U.S. vs. state/international studies; 

studies that can project based upon U.S. demographic/land use patterns in LDV 
rulemakings timeframe (e.g., 2020-2040)

• Model relevance:
• Priority given to studies that measure driving response to changes in fuel economy, the variable of 

interest, rather than to changes in fuel price/costs 
• Priority given to studies that measure driving response to increases to fuel economy (i.e. 

“asymmetry”) over studies that assume uniform response to increases/decreases
• Time period of study: Priority given to recent rebound studies (in the last decade)
• Priority given to studies with strong statistical/methodological basis 
• Data source type: Priority given to studies based upon time series data vs. single-year 

studies
31



Recent Rebound Studies
Author/Date Nation Time Period Type of Study Time Span Range of Estimates

Hymel and Small (2015) U.S. 2003-2009 Aggregate Time series 4%/18%

Greene (2012) U.S. 1966-2007 Aggregate Time Series 10%

Gillingham (2014) California 2001-2009 Per Vehicle Time Series 22-23%

Gillingham et al. (2015) Pennsylvania 2000-2010 Per Vehicle Time Series 10%: One year

Wenzel (2017) Texas 2005-2010 Per Vehicle Time Series 9-16%

Bento (2009) U.S. 2001 Household Single Year 21-38%

Waddud (2009) U.S. 1984-2003 Household Times Series 1-25%

West and Pickrell (2011) U.S. 2009 Household Single Year 9-34%

Su (2012) U.S. 2009 Household Single Year 11-19%

Linn (2016) U.S. 2009 Household Single Year 20-40%

Liu (2014) U.S. 2009 Household Single Year 39-40%

West et al. (2015) U.S. 2009 Household; Cash for Clunkers Single Year 0%

Barla et al. (2009) Canada 1990-2004 Aggregate Time Series 8-20%

De Borger (2016) Denmark 2001-2011 Household Time Series 8-10%

Wang et al. (2012) Hong Kong 1993-2009 Aggregate Time Series 45%

Anjonvic and Haas (2012) E.U. 1970-2007 Aggregate Time Series 44%

Frondel and Vance (2013) Germany 1997-2009 Household Time Series 46-70%

Weber and Farsi (2014) Switzerland 2010 Household Single Year 19-81%

- Household Studies; U.S. - Aggregate; U.S. - Per Vehicle; U.S. 
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Summary
• There are a wide variety of estimates of the rebound effect, in part due to 

the many different methodologies/data sources used to try to quantify 
this impact 

• Within the existing literature, aggregate, time series studies of the U.S. 
provide the most reliable estimates of the rebound effect for use in LDV 
rulemakings

• Results from individual states are unlikely to be representative of national, U.S. 
rebound estimates

• Even well executed U.S. studies using single year data, particularly from the NHTS 
2009 time period with the onset of the Great Recession, have difficulties in 
providing reliable estimates of the U.S. rebound effect

• Recent studies using the same data set, NHTS (2009), find rebound estimates that range 
from 9-40%

• Even well executed international studies do not provide reliable estimates of the 
U.S. rebound effect, as the U.S. has different travel patterns from other countries 
due to a variety of factors 

• Recent U.S. aggregate, time series studies find a rebound effect lower 
than 20%
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Introduction 

 

Consumers Union (CU), the advocacy division of Consumer Reports, urges the National 

Highway Traffic Safety Administration (NHTSA) and Environmental Protection Agency 

(EPA) (hereinafter referred to collectively as “the agencies”) to adopt the no-action 

alternative in its proposed rulemaking and for NHTSA to finalize the augural standards 

from 2012.  All of the other proposed options in the Notice of Proposed Rulemaking 

(NPRM) erode fuel savings and do not adequately consider the mandatory statutory 

factors in setting the “maximum feasible standard” under the Energy Policy and 

Conservation Act of 1975 (EPCA), as amended by the Energy Independence and 

Security Act of 2007 (EISA) -- especially “the need of the United States to conserve 

energy.”1  As Consumers Union outlined in its comments on NHTSA’s Draft 

Environmental Impact Statement (DEIS), setting the standard at a level lower than the 

augural Corporate Average Fuel Economy (CAFE) standards does not meet the 

statutory requirements of EPCA.2  Even according to the agencies’ own estimates, the 

proposed rollback would increase oil consumption by ½ million barrels/day,3 while 

costing Americans $153 billion more on fuel,4 costing the auto industry tens of 

thousands of jobs5 and providing zero benefit to the auto industry.6 

 

Contrary to the agencies’ assertions, the proposed rule would cost, not save, 

consumers money and would cost, not save, lives, as detailed below.   Consumers 

Union supports the standards set in 2012 (“augural/existing CAFE/GHG standards” 

because: 1) consumers want better fuel economy than the current fleet offers, 2) these 

standards are economically practical and technologically feasible, and 3) these 

standards would save consumers money.  Consumers Union opposes the “preferred 

                                                
1 49 U.S.C. § 32902(f) (2018). 
2 Consumers Union, Comment Letter on NHTSA’s Notice of Intent To Prepare an Environmental Impact 
Statement for Model Year 2022–2025 Corporate Average Fuel Economy Standards (Aug. 25, 2017), 
https://www.regulations.gov/document?D=NHTSA-2017-0069-0104. 
3 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42,995 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
4 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,062 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
5 Tables VIII-39 and VIII-40 include the agencies analysis of the change in auto manufacturing jobs for the 
CAFE program and CO2 program respectively. Tallying the difference in auto industry jobs for these two 
policies between the baseline and the proposed alternative results in a loss of 602,000 job years (CAFE) 
and 466,000 job years (CO2) respectively between 2019 and 2030. This adds up to an average of 50,000 
(CAFE) and 39,000 (CAFE) jobs lost on a continuous basis throughout the analysis period for the two 
policies. 
The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,437 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
6 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,062 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 

https://www.regulations.gov/document?D=NHTSA-2017-0069-0104
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alternative,” because when the agencies’ errors in the NPRM and PRIA are corrected 

and reasonable assumptions are used, it is revealed that the proposed rule puts lives at 

risk even as it increases costs for consumers and oil consumption. Similarly, 

Consumers Union opposes all other alternatives weaker than the augural/existing 

CAFE/GHG standards because they would undermine consumer benefits.  

 

Gradual improvements to fuel economy and emission standards, like those in place 

today, are part of a practical and tested program to reduce fuel consumption, protect 

public health, maintain a competitive auto industry, and save consumers billions of 

dollars in fuel costs.  Automakers have developed the technology to make better, safer, 

and more efficient vehicles, and federal agencies should maintain or strengthen 

augural/existing standards to continue this progress in consumer savings and 

protection.  Both Consumer Reports’ subscriber and nationally representative surveys 

demonstrate overwhelming public support for continuing to strengthen fuel economy 

standards. Further, Consumers Union has collected 51,764 signatures from consumers 

in support of strong CAFE standards.   

 

New analyses described in detail below indicate that fuel economy and safety have 

improved together;7 that rolling back the standards will cost consumers money and is 

unlikely to affect vehicle sales or safety outcomes in a positive way;8 and that the kind of 

lightweighting incentivized under the augural/existing standards is likely to improve both 

safety and fuel economy.9  Additional recent research shows that fuel economy is the 

number one attribute vehicle owners would like to see improved;10 that consumers are 

willing to pay more for improvements to fuel economy than for improvements to 

acceleration or premium trim;11 and yet automakers emphasize performance in their 

vehicle advertisements three times more often than fuel economy, undermining their 

                                                
7 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, SYNAPSE (Oct. 25, 2018), 
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-
Safety_18-062_2.pdf. (Attachment 1).  
8 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, SYNAPSE (Oct. 25, 2018), 
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-
Safety_18-062_2.pdf. (Attachment 1).  
9 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/. (Attachment 2).  
10 2018 Automotive Fuel Economy Survey Report, CONSUMERS UNION (July 30, 2018), 
https://consumersunion.org/research/2018-automotive-fuel-economy-survey-report/ (Attachment 3). 
11 Christine Kormos & Reuven Sussman, Auto Buyers’ Valuation of Fuel Economy: A Randomized Stated 
Choice Experiment (June 12, 2018) 
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-
%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf. (Attachment 4). 

http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/2018-automotive-fuel-economy-survey-report/
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
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arguments about consumer interest in fuel economy.12  Prior Consumers Union 

analyses have indicated that strong CAFE/GHG standards will improve consumer 

welfare and help meet consumer expectations,13 and are unlikely to affect the entry-

level price of new vehicles or the affordability of used vehicles (which constitute about 

70 percent of light-duty vehicle purchases).14 In addition to the environmental and health 

benefits, consumers are likely to see significant net savings from strong standards, 

especially light truck buyers.15  

 

Who We Are 

Consumers Union is the advocacy division of Consumer Reports, an independent, 

nonprofit membership organization that works side by side with consumers to create a 

fairer, safer, and healthier world. Consumer Reports conducts extensive consumer 

surveys and research and buys nearly 70 new vehicles each year to test at our Auto 

Test Track in Connecticut, to generate independent expert reviews and ratings related 

to fuel economy, reliability, safety, and other attributes important to consumers. 

 

CU represents the interests of consumers and has provided comments on fuel 

economy-related public dockets for over a decade, including the setting of the 2017-

2025 standards in 2012,16 the Draft Technical Assessment Report in 2016,17 the final 

                                                
12 Gwen Arnold, Andrew Leach & Leila Tabrizi, Content Analysis of Unique Auto Ads in the United States: 
2005, 2012, 2015, and 2017, CONSUMERS UNION (Oct. 19, 2018), https://consumersunion.org/wp-
content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf. (Attachment 5). 
13 Malcolm Hazel et al., Investigation of Relationship between Fuel Economy and Owner Satisfaction, 
CONSUMERS UNION (June 2016), https://consumersunion.org/wp-content/uploads/2016/06/CU-MPG-
Satisfaction-report-final.pdf. (Attachment 6). 
14 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle 
Prices Remain Stable, SYNAPSE (March 15, 2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. (Attachment 7). 
15 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle 
Prices Remain Stable, SYNAPSE (March 15, 2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. (Attachment 7). 
16 Consumers Union, Comments for Proposed Rule 2017 and Later Model Year Light-Duty Vehicle 
Greenhouse Gas Emissions and Corporate Average Fuel Economy Standards (Feb. 10, 2012), 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2010-0799-9454. 
17 Consumers Union, Comments on Midterm Evaluation Draft Technical Assessment Report for Model 
Year 2022–2025 Light Duty Vehicle GHG Emissions and CAFE Standards (Sept. 21, 2016), 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-3511. 

https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2016/06/CU-MPG-Satisfaction-report-final.pdf
https://consumersunion.org/wp-content/uploads/2016/06/CU-MPG-Satisfaction-report-final.pdf
https://consumersunion.org/wp-content/uploads/2016/06/CU-MPG-Satisfaction-report-final.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://www.regulations.gov/document?D=EPA-HQ-OAR-2010-0799-9454
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-3511
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determination in 2017,18 the Draft Environmental Impact Statement in 2017,19 and the 

second final determination in 2018.20  

 

1. Overview of Agencies’ Errors 

 

a. The agencies’ conclusion that the proposed rule would save money 

and lives rests on inaccurate data and assumptions and unsound 

methodology.  

 

While the agencies claim, “The proposed SAFE Vehicles Rule seeks to ensure that 

government action on these standards is appropriate, reasonable, consistent with law, 

consistent with current and foreseeable future economic realities, and supported by a 

transparent assessment of current facts and data,”21 the proposed rule fails these 

objectives on all counts.  While the agencies’ draft TAR in 2016 was indeed a 

“transparent assessment of current facts and data,” it is not the basis upon which the 

agencies now rely for their proposal. The new proposal is based instead upon 

unreasonable assumptions, mistaken logic, insufficient modeling rigor, and unsupported 

legal arguments, as detailed below.  EPA indicated during its first stage of this process 

that an industry request22--not data--was the driver for rolling back the standards and 

finding that standards set in 2012 were deemed no longer appropriate, ignoring the draft 

TAR in exchange for that industry request and their unsupported claims.23  If the EPA’s 

second final determination had relied on either the same draft TAR used in the first final 

determination, or a data-driven update to that TAR, then the reasonable conclusion 

                                                
18 U.S. Environmental Protection Agency, Final Determination on the Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation (Jan. 
13, 2017), https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-6270; Consumers Union, 
2016 Vehicle Fuel Economy Poll Nationally Representative Telephone Survey (June 20, 2016), 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-3511. 
19 Consumers Union, Comments on EPA’s Proposed Determination on the Appropriateness of the Model 
Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation 
(Dec. 23, 2016), https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-6028.   
20 Consumers Union, Comments on EPA’s Request for Comment on Reconsideration of the Final 
Determination of the Mid-Term Evaluation of Greenhouse Gas Emissions Standards for Model Year 
2022-2025 Light-Duty Vehicles (Oct. 5, 2017), https://www.regulations.gov/document?D=EPA-HQ-OAR-
2015-0827-9166.  
21 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42,987 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
22 U.S. Environmental Protection Agency, Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas 
Emissions Standards for Model Years 2022-2025 (March 2017), https://www.epa.gov/regulations-
emissions-vehicles-and-engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas (citing Letter from 
CEO Mitch Bainwol on Behalf of the Alliance of Automobile Manufacturers to Mr. Scott Pruitt, U.S. 
Environmental Protection Agency (Feb. 21, 2017), https://autoalliance.org/wp-
content/uploads/2017/02/Letter-to-EPA-Admin.-Pruitt-Feb.-21-2016-Signed.pdf). (Attachment 8). 
23 See ICCT Word Frequency Diagram, CONSUMERS UNION (Oct. 24, 2018). (Attachment 9). 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-6270
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-3511
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-6028
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-9166
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-9166
https://www.epa.gov/regulations-emissions-vehicles-and-engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas
https://www.epa.gov/regulations-emissions-vehicles-and-engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas
https://autoalliance.org/wp-content/uploads/2017/02/Letter-to-EPA-Admin.-Pruitt-Feb.-21-2016-Signed.pdf
https://autoalliance.org/wp-content/uploads/2017/02/Letter-to-EPA-Admin.-Pruitt-Feb.-21-2016-Signed.pdf
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would have remained the same as that of the first final determination: the existing 

standards finalized in 2012 remain appropriate. 

 

EPA’s departure from standard practice and appropriate process under the APA is 

carried over into the agencies’ joint NPRM.  While the NPRM includes modeling and 

analysis lacking in EPA’s second final determination, it suffers from errors, as described 

in detail below, with respect to cost estimates, vehicle sales, safety, and consumer 

impacts.  

 

The following paragraph from the NPRM encapsulates the agencies’ problematic, and 

unsupported reasoning, which fails to meet its obligations under the law: 
 

“There remains no single technology that the majority of vehicles made by the 
majority of manufacturers can implement at low cost without affecting other 
vehicle attributes that consumers value more than fuel economy and CO2  
emissions. Even when used in combination, technologies that can improve fuel 
economy and reduce CO2  emissions still need to (1) actually work together and 
(2) be acceptable to consumers and avoid sacrificing other vehicle attributes 
while also avoiding undue increases in vehicle cost. Optimism about the costs 
and effectiveness of many individual technologies, as compared to recent prior 
rounds of rulemaking, is somewhat tempered; a clearer understanding of what 
technologies are already on vehicles in the fleet and how they are being used, 
again as compared to recent prior rounds of rulemaking, means that technologies 
that previously appeared to offer significant ‘‘bang for the buck’’ may no longer do 
so. Additionally, in light of the reality that vehicle manufacturers may choose the 
relatively cost-effective technology option of vehicle lightweighting for a wide 
array of vehicles and not just the largest and heaviest, it is now recognized that 
as the stringency of standards increases, so does the likelihood that higher 
stringency will increase on-road fatalities. As it turns out, there is no such thing 
as a free lunch.”  

 

Achieving compliance with CAFE/GHG standards has never relied on a single 

technology for compliance; no silver bullets are needed.  In fact, the CAFE/GHG 

performance-based standards are just that, based on performance, enabling 

manufacturers to find solutions that best fit at the least cost.  And as shown in the TAR 

and other independent reports, the pathways to compliance are plentiful.24  Improving 

fuel economy is more than “acceptable to consumers,” as demonstrated by a positive 

willingness to pay for it.25 The agencies’ reference to so-called “sacrificing other vehicle 

                                                
24 See Draft Technical Assessment Report for Model Year 2022–2025 Light Duty Vehicle GHG Emissions 
and CAFE Standards (July 2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. See also Nic Lutsey et 
al., Efficiency Technology and Cost Assessment for U.S. 2025-2030 Light-Duty Vehicles, ICCT (March 
2017), https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-
paper_22032017.pdf. (Attachment 10). 
25 Christine Kormos & Reuven Sussman, Auto Buyers’ Valuation of Fuel Economy: A Randomized Stated 
Choice Experiment (June 12, 2018) 
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-
%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf. (Attachment 4). 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
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attributes” lacks data to back up this claim; and in fact, vehicles have been increasing 

acceleration and improving safety and fuel economy, all while prices have remained 

stable.26   Further, lightweighting as a cost-effective compliance strategy is nothing 

“new,” as demonstrated by the Ford-F150,27 which stands in sharp contrast to the 

agencies reliance on unrealistic applications of mass reduction and coefficients that are 

not statistically significant as support for claims of fatalities.28   

 

Lastly, it is true that “there is no such thing as a free lunch,” and it is consumers who will 

have to pay the price if the agencies follow through on this proposal to roll back the 

CAFE/GHG standards.   

 

2. Cost-Benefit Analysis of Standards for Consumers 
 
The agencies consistently use very high costs of compliance without adequate 
justification, abandoning techniques the National Academy of Sciences (NAS) 
recommended they expand the use of,29 and undervaluing benefits of improving fuel 
economy and reducing greenhouse gas emissions.  For example, as shown in the joint 
comment from Consumers Union, Consumer Federation of America, and ACEEE (“joint 
CU/CFA/ACEEE comment ”) the agencies’ sales model ignores consumer willingness-
to-pay for fuel economy and the value of fuel economy.30  In addition, the agencies’ 
project automaker overcompliance after 2020 even as the rule flatlines, which has the 
effect of underestimating costs of the rollback (since automaker investments in greater 
efficiency are not counted toward the rule) while still counting fuel savings from 
overcompliance as a benefit of their new proposed rule.31 
 

a. Inflated cost of compliance 

 

The agencies estimate an average price increase for a MY2026 vehicle of $2,700 
compared to MY 2016, and $2,000 compared to their “Preferred Alternative” (which 

                                                
26 See Fuel Saving Innovations, Two Decades of Fuel-Economy Performance, CONSUMER REPS. (APR. 
2008) (Attachment 35); U.S. Environmental Protection Agency, EPA-420-R-18-001, Light-Duty 
Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 Through 2017 7 
(Jan. 2018), https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf; Tyler Comings & Avi Allison, 
More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain Stable, SYNAPSE 
(March 15, 2017), https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-
Report-3-15-corrected-1.pdf. (Attachment 7). 
27 “Aluminum for us is about more than weight: it handles better, brakes faster, hauls more, tows more. 
We were able to put that weight savings into more capability for the customer. We thought it was the 
perfect material for what customers do with their vehicles.” Sustainability Report 2017/18, Ford Motor 
Company; https://corporate.ford.com/microsites/sustainability-report-2017-18/customers-products/ 
reducing-emissions/fuel-economy.html. 
28The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,111 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
29 Nat’l Research Council, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-
Duty Vehicles, NAT’L ACADEMIES PRESS (2015), https://www.nap.edu/download/21744#. (Attachment 11). 
30 See joint CU/CFA/ACEEE comment submitted to Docket [NHTSA–2018–0067]. 
31 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle 
Prices Remain Stable, SYNAPSE (March 15, 2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. (Attachment 7). 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://corporate.ford.com/microsites/sustainability-report-2017-18/customers-products/
https://corporate.ford.com/microsites/sustainability-report-2017-18/customers-products/reducing-emissions/fuel-economy.html
https://www.nap.edu/download/21744
https://www.nap.edu/download/21744
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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assumes the market will drive some fuel economy improvement).32  These estimates 
represent a dramatic (and largely unexplained) departure from even the agencies’ own 
prior analyses.  For example, in the original FRM, EPA estimated average per-vehicle 
incremental compliance costs of only $1,182 between MY 2020 and MY 2025.33  EPA’s 
subsequent draft TAR analysis revised this figure further downward, finding that due to 
technological advances, compliance costs would be only $1,017.34  And as noted in 
ICCT’s analysis of the proposed rule, the difference in the compliance cost of achieving 
the augural 2025 standards and the existing 2025 GHG standards, as assessed in the 
2018 NPRM, increased by 50-100% from the joint-agency Draft TAR from 2016, and 
over 100% from EPA’s original 2016 Proposed Determination and 2017 Final 
Determination.35  This increase is unjustified and unsupported.  In fact, the estimated 
compliance costs in the draft TAR should be revised further downward, as even that 
estimate was too high, in part because of technologies on the market today that were 
not include in the agencies’ analysis.36 The agencies’ cost-benefit analysis is 
unsubstantiated and flawed by its reliance on inflated compliance and vehicle costs.  
The error of unjustified inflated costs carries over to nearly every part of the agencies’ 
analyses, including sales and safety impacts, in addition to overall net cost-benefit 
calculations.   
 

b. Low estimates of fuel savings 

 

The agencies’ use of AEO 2017 instead of AEO 2018 fuel prices underestimates the 

value of fuel savings from the augural/existing standards.   While this may have been 

due to NHTSA’s need to start the analysis before AEO 2018 was available, a Synapse 

analysis finds the difference in fuel price estimates when combined with a doubling of 

previous used VMT price rebound value results in underestimating fuel savings from the 

augural/existing standards by at least $70 billion.37,38    

                                                
32 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,263-64 (Aug. 
24, 2018) (to be codified at 40 C.F.R. pt. 85). 
33 Regulatory Impact Analysis: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas 
Emission Standards and Corporate Average Fuel Economy Standards, EPA-420-R-12-016, August 2012, 
at Table 7.4-5, https://nepis.epa.gov/Exe/ZyPDF.cgi/P100EZI1.PDF?Dockey=P100EZI1.PDF.  
34 See Draft Technical Assessment Report for Model Year 2022–2025 Light Duty Vehicle GHG Emissions 
and CAFE Standards (July 2016), Table 12.17, 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. 
35 See ICCT comments submitted to Docket [NHTSA–2018–0067]. 
36 Technical analysis indicates that the technology costs estimated in the draft TAR were themselves 34-
40% overstated. Nic Lutsey et al., Efficiency Technology and Cost Assessment for U.S. 2025-2030 Light-
Duty Vehicles, ICCT (March 2017), https://www.theicct.org/sites/default/files/publications/US-LDV-tech-
potential_ICCT_white-paper_22032017.pdf. (Attachment 10). A new Synapse report that uses a range of 
cost estimates, including cost estimates higher than ICCT, but lower than the agencies’ estimates also 
indicates a net cost of the proposed rule. Jamie Hall et al., Effects of the Draft CAFE Standard Rule on 
Vehicle Safety, Synapse, 27 (Oct. 25, 2018), http://www.synapse-energy.com/sites/default/files/Effects-of-
Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf. (Attachment 1) 
37 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle 
Prices Remain Stable, SYNAPSE (March 15, 2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. (Attachment 7). 
38 See Ken Small comments on rebound submitted to Docket [NHTSA–2018–0067]. 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100EZI1.PDF?Dockey=P100EZI1.PDF
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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The agencies’ new proposal partially offsets the consumer losses of lower fuel economy 
by raising the cost of driving and limiting vehicle miles traveled (VMT), thus yielding 
reduced estimates of emissions and fuel use attributable to consumers driving less due 
to higher costs.  However, reduced VMT from higher fuel costs (rebound) indicates a 
consumer welfare loss (people choose to drive more thanks to higher fuel economy 
because it is welfare enhancing), but the agencies’ analysis fails to account for the loss 
created by restrained VMT achieved by raising fuel costs for consumers. 
   

c. Market projections externalize costs of roll back 

1. The agencies’ market-based projections of overcompliance when 

standards are frozen are unsupported. 

 

The agencies imply in the NPRM’s sections on sales impacts that OEMs struggle 

to sell more efficient vehicles,39 but then they inexplicably assume that consumer 

demand and market forces will continue to increase fuel economy past 2021 even 

though the standards are frozen at 2020 levels.40  The agencies’ assumption that fuel 

economy will continue to improve due to “market forces” post-2021 without increasing 

standards is counter to the factual record41 and contradicted by their own assertions in 

the proposed rule that automakers struggle to sell vehicles with better fuel economy. 

By assuming that all technologies with a 30-month payback will be incorporated 

by manufacturers even without the standards in place, yet proposing to set standards 

below that level, the proposed rule clearly does not meet the maximum feasible 

standard under EPCA.  If automakers would invest in these technologies even without 

the standards, then that sets the floor from which maximum feasible, cost-effective 

standards should be established.  Yet the agencies have proposed a level of fuel 

economy below what they claim automakers would do on their own without standards.     

 

d. Affordability of fuel-efficient vehicles  
 
Errors from agencies’ flawed cost estimates and sales model permeate the overall cost-
benefit analysis, including its turnover, fatality, and net benefits calculations.  When 
these and other errors are corrected, the direction of the impact of the roll back is 
reversed, so the rollback slows fleet turnover, increases or has no impact on fatalities, 
and inflicts a net cost on consumers.  

                                                
39 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,993 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85) (“...the likelihood that a large majority of American consumers could 
consequently continue to place a higher value on vehicle attributes other than fuel economy, it makes 
manufacturers’ ability to sell light vehicles with ever higher fuel economy and ever-lower carbon dioxide 
emissions increasingly difficult”).  
40 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,260 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85).  
41 When standards stalled, so did fuel economy, as demonstrated by EPA’s Trends report. Light-Duty 
Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 
1975 Through 2017 (January 2018), at 7, 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf. 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf
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1. The proposed rule will decrease consumer savings. 

 

Contrary to the agencies’ assertions, the proposed rule will cost consumers money.  In 

fact, the preferred alternative would impose a net cost on consumers relative to 

finalizing the standards issued in 2012, because the loss to fuel savings is greater than 

the reduction in vehicle prices.  According to an MJ Bradley analysis that uses 

reasonable compliance costs, freezing the standards in 2020 would cost the average 

household an additional $200-500 each year, or $1,200 to $3,000 over 6 years, the 

typical length of time a family owns a car.42  They also find that a vehicle meeting the 

2025 existing/augural standards would start saving vehicle buyers in the first month of 

ownership, because the monthly fuel savings outweighs the additional monthly payment 

from the technology costs.  A separate analysis from Synapse finds that the proposed 

rollback will increase net costs to consumers by $130-$370 billion, equivalent to $400 

and $1,100 per new vehicle through 2035.43 While these analyses utilize different 

methodologies, they are consistent in their application of reasonable cost estimates and 

assumptions and are aligned in their conclusions that the proposed rollback will harm 

consumers.  Once the agencies’ adoption of over-inflated technology cost estimates ( 

consistent with requests of the auto industry), are corrected, cost-effective 

improvements to fuel economy will be far from exhausted in 2020, especially for larger 

vehicles, which have the largest room for improvement and carry the highest price tags 

and profit margins.44   

 

2. Fuel economy improvements have not negatively impacted vehicle 

affordability.  

 

Fuel economy has improved over the last decade, while entry-level new vehicle prices 

have remained flat and used vehicle prices have fallen.45  As evidenced by NHTSA’s 

                                                
42 M.J. Bradley & Associates, Clean Car Roll Back, EVNTL. DEFENSE FUND (July 20, 2018), 
https://www.edf.org/sites/default/files/MJ_Bradley_Clean_Cars_rollback_report.pdf. (Attachment 12). 
43 Per vehicle numbers calculated by dividing the aggregated perceived net price premium from Table 7 
by the total number of new vehicles from the scenario which was 338,000,00 for the baseline plus or 
minus the sales change for each scenario.  
Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, Synapse, 27 (Oct. 25, 
2018), at 27, http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-
Rollback-Vehicle-Safety_18-062_2.pdf. (Attachment 1). 
44 See e.g. Jesse Snyder, Crossovers and SUVs Fatten Profit Margins, AUTOMOTIVE NEWS (July 24, 2017, 
12:01 AM), http://www.autonews.com/article/20170724/RETAIL01/170729911/crossovers-suvs-fatten-
profit-margins (explaining that “even in the increasingly competitive compact segments, SUVs/crossovers 
(such as the Toyota RAV4 and Ford Escape) sold for $7,889, or 39 percent, more than compact cars 
such as the Toyota Corolla and Ford Focus”). (Attachment 13). 
45 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle 
Prices Remain Stable, SYNAPSE (March 15, 2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. (Attachment 7). 

https://www.edf.org/sites/default/files/MJ_Bradley_Clean_Cars_rollback_report.pdf
http://www.autonews.com/article/20170724/RETAIL01/170729911/crossovers-suvs-fatten-profit-margins
http://www.autonews.com/article/20170724/RETAIL01/170729911/crossovers-suvs-fatten-profit-margins
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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own figure I-2, its alleged “affordability gap” between median income and new car prices 

opened up in the 1990s, when fuel economy was flat and SUVs first took off.46  The 

trends toward larger vehicles and luxury features have been the primary drivers of 

average vehicle price increases in nominal dollars,47 but when adjusting for inflation, the 

average price is also relatively flat and tracks well below the CPI.48 A further discussion 

of vehicle price trends is found in the joint CU/CFA/ACEEE comments.49  In addition, 

consumer preferences have shifted toward larger vehicles in part because these 

vehicles have seen significant improvements in fuel economy, which lowers operating 

costs and thus increases their appeal.50 

 

3. Safety Considerations 

 

a. Rolling back fuel economy standards does not save lives 

 

The evidence shows that vehicles are getting more fuel-efficient and safer.51 The past 

decades have shown steadily increasing fuel economy, as well as lower fatality rates.  

  

Despite this, the agencies assert that the existing fuel economy and GHG standards will 

significantly impact public safety by leading to more fatalities and injuries. But the 

agencies’ basis for these claims is flawed, and the outcome is more likely to be no effect 

on safety or lives saved from the augural/existing standards. 

  

The agencies assert that the rollback will save more than 12,600 lives (and prevent 

additional injuries) compared to the augural CAFE standards, and more than 15,600 

                                                
46 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42, 995 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). 
47 Alan Baum & Dan Luria, Affordability of Vehicles Under the Current National Program in 2022-2025 for 
Detroit Three Automakers, CERES (Dec. 19, 2016), https://www.ceres.org/sites/default/files/reports/2017-
05/Affordability%20Analysis.pdf. (Attachment 14).  
48 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle 
Prices Remain Stable, SYNAPSE (March 15, 2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. (Attachment 7). 
49 See joint CU/CFA/ACEEE comment submitted to Docket [NHTSA–2018–0067]. 
50 Jeff S. Bartlett, The Most Fuel-Efficient SUVs, CONSUMER REPORTS (Oct. 3, 2018), 
https://www.consumerreports.org/suvs/the-most-fuel-efficient-suvs-best-mpg/. (Attachment 15). 
51 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, SYNAPSE (Oct. 25, 2018), 
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-
Safety_18-062_2.pdf. (Attachment 1).  See also Statement by Alliance of Automobile Manufacturers CEO 
Mitch Bainwol Before the Senate Energy and Natural Resources Committee (Jan. 21, 2016), 
https://autoalliance.org/2016/01/21/statement-of-auto-alliance-ceo-mitch-bainwol-before-the-senate-
energy-and-natural-resources-committee/ (stating that “[n]ew vehicles are among the safest, 
environmentally cleanest and most fuel efficient we’ve ever seen on U.S. roads… We are experiencing 
the most innovative time in automotive history. Automakers continue to drive a revolution in vehicle safety 
and fuel-efficient technologies. Until recently, these goals – maximizing safety and maximizing 
environmental progress – were not always aligned. But the very nature of today’s crash avoidance 
technology helps harmonize safety and environmental objectives.”). (Attachment 19). 

https://www.ceres.org/sites/default/files/reports/2017-05/Affordability%20Analysis.pdf
https://www.ceres.org/sites/default/files/reports/2017-05/Affordability%20Analysis.pdf
https://www.ceres.org/sites/default/files/reports/2017-05/Affordability%20Analysis.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://www.consumerreports.org/suvs/the-most-fuel-efficient-suvs-best-mpg/
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
https://autoalliance.org/2016/01/21/statement-of-auto-alliance-ceo-mitch-bainwol-before-the-senate-energy-and-natural-resources-committee/
https://autoalliance.org/2016/01/21/statement-of-auto-alliance-ceo-mitch-bainwol-before-the-senate-energy-and-natural-resources-committee/
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lives (and additional injuries) compared to the existing CO2 standards.52 This assertion 

is unsupported, as described below.  

  

With respect to the fatalities and non-fatal crash costs attributed to mass reduction, the 

agencies themselves admit that, “None of the estimated effects have 95-percent 

confidence bounds that exclude zero, and thus are not statistically significant at the 95-

percent confidence level.”53 In other words, fatalities from changes made to vehicles as 

a result of the standards—even taking the agencies’ analysis at face value—could go 

up slightly, could go down slightly, or could be zero.  It is arbitrary to justify a decision 

not to fulfill the agencies’ statutory obligations on a projection of fatality impacts that is 

statistically indistinguishable from zero.  

 

In addition, the agencies’ analysis does not capture the trends of a weakening 

relationship between mass and fatality risk. A review of peer reviewed research and real 

world crash tests shows that vehicles can achieve significant weight reduction with 

comparable or even improved vehicle safety performance, and minimal increases in 

vehicle production costs.54  Further, the best evidence available to the agencies—which 

the agencies have not considered—shows that manufacturers will predominantly 

lightweight their heavier vehicles, as there is greater opportunity for weight savings and 

it safer to do so, leading to overall safety gains.55,56  

   

The fatalities and non-fatal crash costs attributed to rebound come from the agencies’ 

projections of the increased driving due to the fact that new, more fuel-efficient vehicles 

will be cheaper to drive. Even if the rebound effect were as large as the agencies 

project, which is not supported by the best available research,57 the increased driving 

that results from the consumer choice to drive more—and the fatalities that result from 

                                                
52 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, Tables II-74 and II-77, 
(Aug. 24, 2018) (to be codified at 40 C.F.R. pt. 85).   
53 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,111 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
54 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/. (Attachment 2) 
55 See News Release, Automotive Aluminum Industry Statement on Today’s EPA Determination on 
Emissions Regs, DRIVE ALUMINUM (Aug. 2, 2018), https://www.drivealuminum.org/news-
releases/automotive-aluminum-industry-statement-on-todays-epa-determination-on-emissions-regs/. 
(Attachment 20). 
56 See NRDC comment (October 2018), Appendix A: Evaluation of Mass Reduction Assumptions in 
NHTSA Volpe Model submitted to Docket [NHTSA–2018–0067]. 
57 See Kenneth Gillingham, et al., Heterogeneity in The Response to Gasoline Prices: Evidence From 
Pennsylvania and Implications For The Rebound Effect, 52 Energy Economics S41-S52 (Dec. 2015) 
(Attachment 21); see also Tom Wenzel & K. Sydny Fujita, Elasticity of Vehicle Miles of Travel to Changes 
in the Price of Gasoline and the Cost of Driving in Texas, LAWRENCE BERKELEY NAT’L LAB. (March 2018) 
(Attachment 22). 

https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://www.drivealuminum.org/news-releases/automotive-aluminum-industry-statement-on-todays-epa-determination-on-emissions-regs/
https://www.drivealuminum.org/news-releases/automotive-aluminum-industry-statement-on-todays-epa-determination-on-emissions-regs/
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increased driving—are not appropriately attributed to the standards.  The agencies 

themselves concede this,58 though they nevertheless, erroneously, include rebound 

fatalities in their justifications supporting the rollback.59 These fatalities stemming from 

an increase in driving are not relevant to decisions about the stringency of the 

standards. 

  

The remaining projected fatalities are the product of the agencies’ scrappage model, 

sales model, and dynamic fleet share model (what the agencies label “sales impacts”). 

As numerous experts and stakeholders have pointed out, these models are deeply 

flawed, and any reliance on them to calculate fatalities (or anything else) is unfounded. 

Moreover, they (improperly) predict a massive expansion of fleet size, which leads - 

automatically, under the agencies’ modeling - to many more vehicle miles traveled. The 

unjustified retention of existing vehicles and the vehicle miles they are assumed to 

travel are the sole causes of the fatalities predicted by the scrappage model. The 

fatalities projected by the fleet share model are similarly wholly the result of an 

unsupported projected switch from car purchases to truck purchases, and the 

unsupported assumption that the same individuals will drive more if they buy a truck 

than they would have if they had purchased a car.   

 

The increase in the existing fleet size and the increase in VMT that results from these 

models are not justified by the agencies, and run directly counter to the economic 

literature. Further, even without the appropriate corrections to the models or their fleet 

size and VMT projections, there is no basis to attribute VMT fatalities to fuel economy 

standards.  As noted above, the agencies state that they consider “rebound” VMT “to be 

freely chosen rather than imposed by CAFE [standards],”60 and should not attribute 

these fatalities to increased fuel economy standards.  Inconsistent with their treatment 

of rebound VMT, however, the agencies do attribute “scrappage-induced” VMT fatalities 

(and dynamic fleet share-induced VMT fatalities) to increased fuel economy standards.   

 

There are many important ways to make driving safer, and we urge the Administration 

to pursue those opportunities through the finalization of unfinished vehicle safety 

standards, enhancements to NHTSA’s NCAP program, improvements in road design, 

efforts to reduce impaired driving, and efforts to reduce the frequency of passengers 

traveling in vehicles without wearing seatbelts, as elaborated in subsection c below.  

                                                
58 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,107 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
59 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,266 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). See Ken Small comments on rebound submitted to Docket 
[NHTSA–2018–0067]. 
60 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,148 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 



15 

This is a core part of NHTSA’s mission.  However, reducing driving and traffic-related 

fatalities by making driving more expensive and by (allegedly) increasing scrappage (via 

a deeply flawed scrappage model) are not appropriate approaches to protecting people 

from their choice to drive.  Attributing fatalities from a projected increase in driving to the 

fuel economy and greenhouse gas emission standards is inconsistent with the 

agencies’ own statements. Furthermore, citing the risks of increased driving as a 

rationale for rolling back these standards highlights NHTSA’s recent lack of progress on 

improving highway safety and represents a failure of the agencies to fulfill their duties to 

address the nation’s clear need to save energy and improve public health by reducing 

vehicle emissions. 

  

It is worth noting in this context that the agencies do not provide a plausible justification 

for departing from their prior practice of using fatalities-per-VMT as the relevant safety 

metric; the prior practice automatically accounts for the fact that mobility has value, and 

that the federal government’s broad goal should be to ensure that the driving that 

individuals choose to do is as safe as possible.  Moreover, the fatalities rates (by model 

year) that the agencies have now developed to calculate the total fatalities (by 

multiplying those rates by the total projected VMT) are overestimated, further 

undermining the reliability of these projections.61  

  

As a safety agency, NHTSA has critical opportunities to improve safety, but weakening 

fuel economy standards is not one of them.  NHTSA could and should move forward on 

safety regulations and other steps that will have a real and substantial effect on 

improving safety. 

 

 

b. Mass reduction and lightweighting 

 

The agencies have not justified their departure from their own prior analysis  

recognizing that mass reduction from small cars is unlikely.62 The agencies’ findings that 

the effects from lightweighting will be negative run counter to the evidence, and are 

contradicted by the agencies’ own modeling that shows mass reductions in larger 

footprint vehicles have a positive safety outcome.  The agencies have also not included 

the influence of mass reductions achieved through the substitution of advanced 

materials with improved crash properties. In modeling studies and real world crash tests 

                                                
61 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, SYNAPSE (Oct. 25, 2018), 
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-
Safety_18-062_2.pdf. (Attachment 1).  
62 See Draft Technical Assessment Report for Model Year 2022–2025 Light Duty Vehicle GHG Emissions 
and CAFE Standards (July 2016) at p. 8-28, 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. 

http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
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these materials have been shown to achieve similar or improved crash performance in 

lightweight vehicles in comparison to their heavier counterparts.63 Instead, the agencies 

estimate higher fatalities from mass reduction, which is counter to strong evidence 

showing that removing weight from most vehicle classes is either safety neutral or 

reduces fatality risk, that reducing weight from the fleet overall while maintaining size 

reduces societal fatalities, and that the influence of mass on fatality risk has been 

weakening over time.64 Ironically, even with the arbitrary use of a non-zero value and 

the failure to capture the weakening relationship between mass and safety, mass 

reduction only accounts for 1-3% of all the fatalities estimated in the NPRM, but these 

also rely on unreasonable assumptions. 

 

Statistical analysis of the historic relationship between mass and fatalities and NHTSA’s 

previous analysis indicate that footprint-based fuel economy standards are either safety 

neutral or can improve safety when weight is removed from the heaviest vehicles.65 

While the NPRM and PRIA coefficients for the safety impact of mass reduction by class 

support this premise,66 and the agencies acknowledge that attribute-based standards 

help safety,67 the agencies nonetheless apply uneconomic and unreasonable 

                                                
63 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/. (Attachment 2) 
64 Nat’l Research Council, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-
Duty Vehicles, NAT’L ACADEMIES PRESS (2015), https://www.nap.edu/download/21744# (Attachment 11); 
Tom Wenzel, Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass and Footprint 
in Model Year 2004-2011 Passenger Cars and LTVs”, LAWRENCE BERKELEY NAT’L LAB. (March 28, 2018), 
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3 (Attachment 23); 
Antonio Bento et al., The Effect of Fuel Economy Standards on Vehicle Weight Dispersion and Accident 
Fatalities, NBER (April 2017), https://www.nber.org/papers/w23340.pdf (Attachment 24). 
65 Compare Tom Wenzel, Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass 
and Footprint in Model Year 2004-2011 Passenger Cars and LTVs”, LAWRENCE BERKELEY NAT’L LAB. 
(March 28, 2018), 
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3 (Attachment 23), 
with Antonio Bento, Kenneth Gillingham & Kevin Roth, The Effect of Fuel Economy Standards on Vehicle 
Weight Dispersion and Accident Fatalities, NBER (April 2017), https://www.nber.org/papers/w23340.pdf 
(noting that the agencies reached this same conclusion in the 2012 rule making, and in the TAR) 
(Attachment 24). Nat’l Research Council, Cost, Effectiveness, and Deployment of Fuel Economy 
Technologies for Light-Duty Vehicles, NAT’L ACADEMIES PRESS (2015), 
https://www.nap.edu/download/21744#. (Attachment 11). 
2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel 
Economy Standards, 77 Fed. Reg. 62,624, 62741-46 (Oct. 15, 2012) (to be codified at 40 C.F.R. pt. 85); 
See Draft Technical Assessment Report for Model Year 2022–2025 Light Duty Vehicle GHG Emissions 
and CAFE Standards (July 2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. 
66 NHTSA and EPA Preliminary Regulatory Impact Assessment The Safer Affordable Fuel-Efficient 
(SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks, 1372 (Aug. 23, 
2018), https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-
180823.pdf.  
67 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,016 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 

https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://www.nap.edu/download/21744
https://www.nap.edu/download/21744
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3
https://www.nber.org/papers/w23340.pdf
https://www.nber.org/papers/w23340.pdf
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3
https://cloudfront.escholarship.org/dist/prd/content/qt4726g6jq/qt4726g6jq.pdf?t=p6dou3
https://www.nber.org/papers/w23340.pdf
https://www.nber.org/papers/w23340.pdf
https://www.nap.edu/download/21744
https://www.nap.edu/download/21744
https://www.nap.edu/download/21744
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-180823.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-180823.pdf
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assumptions that the lightest vehicles will shed significant weight, and fail to take into 

account the advanced high-strength materials that are used now and will be used in the 

future to make vehicles more fuel efficient while maintaining or improving safety.  

 
1. Mass reduction from heavier vehicles is economic and practicable, 

while mass reduction from the lightest vehicles is less economic, 
and unlikely to occur.   
 

Depending on the approach taken, removing weight from the lightest vehicles can harm 
safety, while removing weight from the heaviest vehicles clearly benefits safety. And the 
most cost-effective lightweighting and market trends indicate that automakers have and 
will remove weight from heavier vehicles. The Aluminum Association’s analysis based 
on industry-reported data, “Recent and Planned Weight Reduction by Vehicle” 
demonstrates that no weight reductions are planned for the smallest vehicles, and that 
the largest mass reductions are planned for the largest vehicles.68  
 
The Ducker report and database, based on input from OEMs and their suppliers, states 
that mass reductions will largely occur from “full frame vehicles, large unibody SUVs, 
minivans, luxury sedans and PHEV/ZEVs” through 2025.69 This is consistent with their 
findings for vehicles from MY2012-MY2020, which show an average increase in 
aluminum content of 324 lbs. for pickups, 81 lbs. for SUVs and CUVs, and only 1lb. and 
23 lbs. for the two smallest car segments. 
   
Analysis of the economics of lightweighting show why this is the case. Smaller vehicles 
are by definition lower weight, and are often also lower cost; alternatively, larger 
vehicles are heavier and often more expensive. For example, a 2018 Chevrolet Spark 
LS hatchback has an MSRP of $13,050 and weighs 2,246 pounds; the cost per pound 
is $5.81. Compare this to a 2018 Chevrolet Malibu L, a mid-size car, which has an 
MSRP of $21,680 and weighs 3,086 pounds; the cost per pound is $7.03. These cost 
differentials allow higher-priced vehicles to use more expensive materials such as 
UHSS, aluminum and magnesium, and still maintain a competitive MSRP.70 
 
Research from the NRDC shows that existing trends in lightweighting vehicles are 
concentrated almost exclusively on larger vehicles, and are expected to continue along 
this trend through at least 2025.71 The research also explores trends in weight for the 

                                                
68 See News Release, Automotive Aluminum Industry Statement on Today’s EPA Determination on 
Emissions Regs, DRIVE ALUMINUM (Aug. 2, 2018), https://www.drivealuminum.org/news-
releases/automotive-aluminum-industry-statement-on-todays-epa-determination-on-emissions-regs/. 
(Attachment 20). 
69 Summary Report, Aluminum Content in North American Light Vehicles 2016 to 2028, DUCKER 

WORLDWIDE (July 2017), http://www.drivealuminum.org/wp-content/uploads/2017/10/Ducker-
Public_FINAL.pdf. (Attachment 25). 
70 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/ (noting the detailed analysis at Section VII). (Attachment 2). 
71 See NRDC comment (October 2018), Appendix A: Evaluation of Mass Reduction Assumptions in 
NHTSA Volpe Model submitted to Docket [NHTSA–2018–0067]. 

https://www.drivealuminum.org/news-releases/automotive-aluminum-industry-statement-on-todays-epa-determination-on-emissions-regs/
https://www.drivealuminum.org/news-releases/automotive-aluminum-industry-statement-on-todays-epa-determination-on-emissions-regs/
http://www.drivealuminum.org/wp-content/uploads/2017/10/Ducker-Public_FINAL.pdf
http://www.drivealuminum.org/wp-content/uploads/2017/10/Ducker-Public_FINAL.pdf
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
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top 10 compact vehicles (representing 85% of the market segment) from 2000 to 2017, 
and finds that automakers have largely increased weight in this segment over time. 
Specifically, the NRDC finds a sales-weighted-average increase in weight of 125 lbs 
from MY2010 to MY2018. Based upon these trends, the weight distribution of the fleet is 
most likely to narrow under the existing standards, resulting in a net safety benefit.  
 
Despite the above body of evidence, the agencies have, without sufficient justification, 
modified their modeling parameters to significantly increase weight reductions to small 
and large passenger cars relative to their modeling in the prior rulemaking. This change 
was made without any factual basis or analysis to support it. Reverting to the previously 
used parameters on lightweighting vehicles is more consistent with actual experience 
and realistic forecasts, and would likely lead to projected safety improvements from the 
current standards.  
 

2. NHTSA’s own most recent statistical analysis shows that the 
relationship between mass reduction and fatalities is not statistically 
significant at the 95% CI.  
 

According to NHTSA’s own analysis, the fatality calculation for weight reduction 

includes zero in each vehicle category at the 95% CI,72 yet the agencies extrapolate 

these values as the lynchpin for ascribing fatalities attributable to mass reduction to the 

augural standards, and fatality reductions to the “preferred alternative.”  In fact, this 

relationship has been weakening (95% CI, then 90% CI, and now only 85% CI for two 

vehicle categories and even lower for remaining three categories).   

 
3. The agencies’ analysis does not capture the most recent trends of 

a weakening relationship between mass and fatality risk.  
 
The vehicles NHTSA uses in its analysis for mass/fatality correlation are between 8 and 
17 years old,73 and thus are unlikely to capture the current and future mass/fatality 
relationship of modern vehicles or the benefits of mandated safety equipment, such as 
electronic stability control standard starting in the 2012 model year.74  In addition, new 
advanced high-strength materials are now being used to make vehicles more fuel-
efficient.  The crash properties of these materials, as well as newer designs, are not 

                                                
72 NHTSA and EPA Preliminary Regulatory Impact Assessment The Safer Affordable Fuel-Efficient 
(SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks, 1372 (Aug. 23, 
2018), https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-
180823.pdf.  
73 NHTSA and EPA Preliminary Regulatory Impact Assessment The Safer Affordable Fuel-Efficient 
(SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks, 1374 (Aug. 23, 
2018), https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-
180823.pdf.  
74 Federal Motor Vehicle Safety Standards; Electronic Stability Control Systems; Controls and Displays 
Final Rule, 72 Fed. Reg. 17235  (April 6, 2007) at 
https://www.federalregister.gov/documents/2007/04/06/07-1649/federal-motor-vehicle-safety-standards-
electronic-stability-control-systems-controls-and-displays.  

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-180823.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-180823.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-180823.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-180823.pdf
https://www.federalregister.gov/documents/2007/04/06/07-1649/federal-motor-vehicle-safety-standards-electronic-stability-control-systems-controls-and-displays
https://www.federalregister.gov/documents/2007/04/06/07-1649/federal-motor-vehicle-safety-standards-electronic-stability-control-systems-controls-and-displays
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reflected in the historical analysis—but vehicles designed with these materials are 
earning crash test ratings equal to or better than the heavier models they are replacing.  
 
As demonstrated by MMTC, a review of modeling studies and real-world vehicle 
performance shows that lightweighting, when applied by skilled engineers, in a manner 
that does not reduce vehicle footprint, can achieve significant weight reductions while 
maintaining or even improving safety.75 The Lotus Phase 2 CUV (Crossover Utility 
Vehicle) study incorporated a wide variety of structural body materials (aluminum, steel, 
magnesium and composites), used bonded construction, achieved a 37% BIW weight 
reduction and a 31% total vehicle weight savings, and met key FMVSS crash 
requirements at near cost parity.76  The EDAG/GWU mid-sized passenger car (Honda 
Accord) study showed a 20.9% weight reduction while meeting all key performance 
metrics including safety, drivability, comfort, and noise.77 The 2011 Lightweight 
Silverado Study predicted a 20.8% mass reduction with comparable modeled crash test 
performance to the all-steel version.78  
 
Real-world examples include the 2015-2018 Ford F-150, which reduced weight by up to 
700 pounds by incorporating advanced lightweight materials, while being the only 
pickup truck to earn a Top Safety Pick rating from IIHS in 2015.79 It also received a 5 
star rating from NHTSA. This was an improvement over the 4 star rating the previous, 
all-steel 2014 version of the F-150 received.80 Chevy has followed suit implementing 
some of the weight savings from the 2011 modeling study. The 2019 Silverado base 
model shaves over 200 lbs. relative to the 2018 model, while also reducing MSRP. The 
larger premium model shaves almost 500 lbs.81  
 
Many attributes associated with reducing vehicle weight also contribute to better 

handling and shorter braking distances, and may allow an average driver to control the 

vehicle more effectively in an impending crash. Many real-world examples are 

                                                
75 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/. (Attachment 2). 
76 Report, Evaluating the Structure and Crashworthiness of a 2020 Model-Year, Mass-Reduced 
Crossover Vehicle Using FEA Modeling, LOTUS ENG’G (Aug. 31, 2012), 
https://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf. (Attachment 26). 
77 H. Singh, Feasible Amount of Mass Reduction for Light Duty Vehicles for Model Years 2017-2025, 
NHTSA (May 2013), https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/3-singh-edag-nhtsa_2013.pdf. 
(Attachment 27). 
78 Report, Mass Reduction and Cost Analysis— Light-Duty Pickup Truck Model Years 2020-2025, FEV 
(June 2015), https://nepis.epa.gov/Exe/ZyPDF.cgi/P100MS0E.PDF?Dockey=P100MS0E.PDF. 
(Attachment 28). 
79 Joann Muller, In Crash Tests, Ford's Aluminum F-150 Is The Safest Pickup Forbes, (Apr 12, 2016), 
https://www.forbes.com/sites/joannmuller/2016/04/12/in-crash-tests-fords-aluminum-f-150-is-the-safest-
pickup/#d55d01422367.  
80 2014 Ford F-150 Regular Cab, NHTSA Ratings, (Accessed Oct 26, 2018), 
https://www.nhtsa.gov/vehicle/2014/FORD/F-150%252520REGULAR%252520CAB/PU%25252FRC/4x2, 
subset of https://www.nhtsa.gov/ratings.  
81 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/. (Attachment 2). 

https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
https://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
https://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/3-singh-edag-nhtsa_2013.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100MS0E.PDF?Dockey=P100MS0E.PDF
https://www.forbes.com/sites/joannmuller/2016/04/12/in-crash-tests-fords-aluminum-f-150-is-the-safest-pickup/#d55d01422367
https://www.forbes.com/sites/joannmuller/2016/04/12/in-crash-tests-fords-aluminum-f-150-is-the-safest-pickup/#d55d01422367
https://www.nhtsa.gov/vehicle/2014/FORD/F-150%252520REGULAR%252520CAB/PU%25252FRC/4x2
https://www.nhtsa.gov/ratings
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
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highlighted by MMTC that illustrate improved handling performance of reduced weight 

vehicles, which can contribute to improved safety.82 Additionally, the deployment and 

increased penetration of crash avoidance technologies, such as forward collision 

warning (FCW), automatic emergency braking (AEB) and electronic stability control 

(ESC), are likely to further erode the relationship between mass and fatality risk.  

 
4. NHTSA’s characterization of new vehicles as safer overestimates 

the MY/safety relationship, because it excludes critical 
demographic and behavioral variables.  

 

The adoption of new technologies and practices has made new vehicles safer over 

time. However, behavioral and demographic characteristics dominate fatality statistics, 

which the agencies do not account for, which leads them to miscalculate the magnitude 

of the safety benefit of newer vehicles. While no one would dispute that newer vehicles 

are generally safer than older vehicles (whether by age or model year), NHTSA’s 

calculation of CAFE-induced fatalities relied on analysis for the NPRM that did not 

control for demographic and behavioral factors.  In other analyses, NHTSA has 

controlled for demographic and behavioral factors that are a huge driver of fatalities,83 

both of which they did not do in the analysis referenced in the NPRM.84    
 

5. The agencies miscalculated the direction of the sales impact due to 
errors in the sales model, and inflated compliance costs.  

 

Most importantly, the agencies also miscalculate the direction of the effect of standards 

on vehicle sales. Because more efficient cars and trucks result in lower fuel costs, they 

often have a lower total cost of ownership, which makes them more affordable. In 

addition, the agencies use erroneous technology cost and rebound effect assumptions, 

which further bias the sales analysis in an inaccurate direction. When these factors are 

accounted for, projected sales increase rather than decrease with augural/existing 

standards in place.85  

 

                                                
82 Gregory Peterson, Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, 
CONSUMERS UNION (Oct. 24, 2018), https://consumersunion.org/research/modern-vehicle-lightweighting-a-
review-on-safety-of-reduced-weight-vehicles/. (Attachment 2). 
83Report, Mass Reduction and Cost Analysis— Light-Duty Pickup Truck Model Years 2020-2025, FEV 
(June 2015), https://nepis.epa.gov/Exe/ZyPDF.cgi/P100MS0E.PDF?Dockey=P100MS0E.PDF. 
(Attachment 28). 
84 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 43,136, 43,208 (Aug. 24, 2018) 
(to be codified at 40 C.F.R. pt. 85). 
85 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, SYNAPSE, 20-27 (Oct. 25, 
2018), http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-
Vehicle-Safety_18-062_2.pdf. (Attachment 1).  

https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-vehicles/
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100MS0E.PDF?Dockey=P100MS0E.PDF
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
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Synapse utilized a total cost of ownership model to correct for these erroneous 

assumptions.86,87 They included the total cost of ownership, used a more reasonable 

10% value for rebound effect (vs. the unsupported value of 20% utilized by the 

agencies),88 and applied three different sets of compliance costs for extra 

corroboration.89  The results of the Synapse analysis are shown in Figure 1 and Table 1. 

They illustrate that the decrease in fuel economy (and therefore increase in fuel 

spending) that would result from moving from the augural/existing standards to the draft 

rule outweigh the decreases in compliance costs. This increase in the total cost of 

ownership results in a projected decrease in vehicle sales of between 800,000 and 2.3 

million compared to the existing standards. Because the agencies erred in both the 

magnitude and the direction of the effect on vehicle sales that might result from 

changing the standards, their estimates of fatalities avoided and vehicle sales are 

incorrect in both magnitude and direction. 

 

 

 

 

 

 

 

 

 

 
 

                                                
86 Avi Allison et al., Cleaner Cars and Job Creation: Macroeconomic Impacts of Federal and State Vehicle 
Standards, SYNAPSE (March 27, 2018), http://www.synapse-energy.com/sites/default/files/Cleaner-Cars-
and%20Job-Creation-17-072.pdf. (Attachment 29). 
87 Avi Allison & Jamie Hall, Macroeconomic Analysis of Clean Vehicle Scenarios for Colorado, SYNAPSE 

(June 12, 2018), https://www.e2.org/wp-content/uploads/2018/06/CO-Clean-Vehicle-Macroeconomic-
Impacts-Final-Report-20180612-FINAL.pdf. (Attachment 30). 
88 See Kenneth Gillingham, et al., Heterogeneity in The Response to Gasoline Prices: Evidence From 
Pennsylvania and Implications For The Rebound Effect, 52 Energy Economics S41-S52 (Dec. 2015) 
(Attachment 21); see also Tom Wenzel & K. Sydny Fujita, Elasticity of Vehicle Miles of Travel to Changes 
in the Price of Gasoline and the Cost of Driving in Texas, LAWRENCE BERKELEY NAT’L LAB. (March 2018) 
(Attachment 22). 
89 The compliance costs included in the NPRM are notably larger than those included in the agencies’ 
2016 Draft TAR. Therefore, three more realistic compliance cost estimates (UCS, ICCT, and CARB) were 
applied. In the UCS sensitivity, compliance costs were developed by UCS in a modified version of the 
Volpe model. The model was modified to better align with the EPA OMEGA results provided in the 2016 
TAR. In the ICCT sensitivity, the compliance costs associated with the standards were developed by the 
International Council on Clean Transportation (ICCT). In the CARB sensitivity, compliance costs were 
developed by the California Air Resources Board (CARB) using the CAFE Model developed for the 2016 
Draft TAR. 

http://www.synapse-energy.com/sites/default/files/Cleaner-Cars-and%20Job-Creation-17-072.pdf
http://www.synapse-energy.com/sites/default/files/Cleaner-Cars-and%20Job-Creation-17-072.pdf
https://www.e2.org/wp-content/uploads/2018/06/CO-Clean-Vehicle-Macroeconomic-Impacts-Final-Report-20180612-FINAL.pdf
https://www.e2.org/wp-content/uploads/2018/06/CO-Clean-Vehicle-Macroeconomic-Impacts-Final-Report-20180612-FINAL.pdf
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Figure 1. Estimates of changes in vehicle sales from the draft rule90 
 

 
 
 
 
Table 1. Cumulative change in vehicle sales (2017-2035) from the draft rule (by 
scenario and sensitivity)91 
 

Cumulative 
Change (2017-

2035) 

NPRM 
Assumptio

ns 

Synapse 
Scenario 
1 (UCS) 

Synapse 
Scenario 2 

(ICCT) 

Synapse 
Scenario 
3 (CARB) 

Synapse 
Scenario 1 

(UCS) – High 
Fuel Price 
Sensitivity 

Aggregated 
Gross Price 
Premium92 
(Billions, 

2017$) 

-$520 -$390 -$250 -$380 -$450 

Aggregated 
Fuel Spending 

      
(Billions, 

2017$) 

$400 $470 $470 $470 $700 

Vehicle Sales 1,368,000 -848,000 -2,338,000 -918,000 -2,528,000 

 
 

                                                
90 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, Synapse, 25, Figure 9 
(Oct. 25, 2018), http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-
Rollback-Vehicle-Safety_18-062_2.pdf. (Attachment 1).  
91 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety, Synapse, 27, Table 7 
(Oct. 25, 2018), http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-
Rollback-Vehicle-Safety_18-062_2.pdf. (Attachment 1).  
92 Aggregated gross price premiums multiply gross price premiums by vehicle, by projected vehicle sales. 
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c. What NHTSA can do to improve safety 

 
As a safety agency, NHTSA is missing opportunities to improve safety in safety-related 

rulemakings.  NHTSA can and should move forward on safety regulations that would 

improve safety.  For example, initiatives on rear seat belt reminders,93 advanced driver 

assistance safety features (such as AEB that detects pedestrians and that operates at 

highway speeds, blind spot warning systems, and systems to verify driver engagement 

and alert drivers if inattentive),94 V2V communications systems,95 distracted driving 

guidelines,96 and on-board systems to detect drunk drivers have the potential to save 

thousands of lives annually.97  And, as in all of its past safety rules, we trust that NHTSA 

will not use unfounded scrappage and VMT growth projections to assume that the 

safety standards will so dissuade new car purchases as to have safety detriments. 

 

Agencies’ lightweighting claims are highly uncertain, at best. Market forces and past 

automaker trends strongly suggest that automakers will primarily remove weight from 

heavier vehicles, thus improving societal safety outcomes, but if NHTSA has reason to 

believe that automakers will use lightweighting in ways that will put Americans at risk, it 

should use its full investigation, recall, enforcement, and rulemaking authorities to 

prevent such dangerous practices.  
 
 
 
 
 
 

                                                
93 See Janette Fennell et al., Press Release, The Center and KidsAndCars.org Sue DOT/NHTSA to 
Force Action on Rear Seat Belt Reminder Rule, CENTER FOR AUTO SAFETY (Aug. 16, 2017), 
https://www.autosafety.org/cas-kidsandcars-org-sue-dotnhtsa-force-action-rear-seat-belt-reminder-rule/ 
(Attachment 31); see also 49 U.S.C. § 30127 (2018). 
94 See, e.g., Real-World Benefits of Crash Avoidance Technologies, IIHS (May 2018), 
www.iihs.org/media/3b08af57-8257-4630-ba14-
3d92d554c2de/mYL9rg/QAs/Automation%20and%20crash%20avoidance/IIHS-real-world-CA-benefits-
0518.pdf (noting that lower crash rates are a clear benefit of crash avoidance technologies) (Attachment 
32); Driver Assistance Technologies, NHTSA, https://www.nhtsa.gov/equipment/driver-assistance-
technologies (noting that the vast number of vehicle crashes are tied to human error) (last visited Oct. 24, 
2018) (Attachment 33). 
95 Federal Motor Vehicle Safety Standards and V2V Communications, 82 Fed. Reg. 3,854 (Jan. 12, 
2017). 
96 Visual-Manual NHTSA Driver Distraction Guidelines for Portable and Aftermarket Devices, 81 Fed. 
Reg. 87,656 (Dec. 5, 2016). 
97 See, e.g., NHTSA's Research on Seatbelt Interlock and Alcohol Detection Technologies, NHTSA 17 
(Feb. 1, 2018), 
https://www.gsa.gov/cdnstatic/NHTSA's%20Research%20on%20Seatbelt%20Interlock%20and%20Alcoh
ol%20Detection%20Technologies.pdf (demonstrating that drunk driving costs approximately 10,000 lives 
and $194 billion each year in the U.S. and that new safety devices could reduce that statistic) 
(Attachment 34).  

https://www.autosafety.org/cas-kidsandcars-org-sue-dotnhtsa-force-action-rear-seat-belt-reminder-rule/
https://www.iihs.org/media/3b08af57-8257-4630-ba14-3d92d554c2de/mYL9rg/QAs/Automation%20and%20crash%20avoidance/IIHS-real-world-CA-benefits-0518.pdf
https://www.iihs.org/media/3b08af57-8257-4630-ba14-3d92d554c2de/mYL9rg/QAs/Automation%20and%20crash%20avoidance/IIHS-real-world-CA-benefits-0518.pdf
https://www.iihs.org/media/3b08af57-8257-4630-ba14-3d92d554c2de/mYL9rg/QAs/Automation%20and%20crash%20avoidance/IIHS-real-world-CA-benefits-0518.pdf
https://www.nhtsa.gov/equipment/driver-assistance-technologies
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https://www.gsa.gov/cdnstatic/NHTSA's%20Research%20on%20Seatbelt%20Interlock%20and%20Alcohol%20Detection%20Technologies.pdf
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4. Other Legal Concerns 

 

a. Statutory authority to set rules for more than 5 model years 

 

NHTSA acts outside its statutory authority when it seeks to set fuel economy standards 

for MY 2021-2026, which covers more than five model years. The plain language of the 

Energy Policy and Conservation Act (EPCA) states that NHTSA may only prescribe fuel 

economy standards for a maximum of five model years. Specifically, “[t]he Secretary 

shall...issue regulations under this title prescribing average fuel economy standards for 

at least 1, but not more than 5, model years.”98 EPA has no such limitation. In the 2012 

rulemaking, NHTSA also stated that it could only set standards for five years.99 

 

But, contrary to plain language of the statute and NHTSA’s own language in the 2012 

rulemaking, NHTSA now seeks to set fuel economy standards for six model years—MY 

2021, 2022, 2023, 2024, 2025, and 2026. NHTSA seems to hypothesize that because it 

seeks to only establish new standards for MYs 2022-2026—five years—and amend the 

previously-established final standard for MY 2021, the agency has not overstepped its 

statutory authority.100 But in “amending” standards for MY 2021, NHTSA is prescribing 

standards for that model year, and the 5-year limitation does not make a distinction or 

exception for amendments.  

 

If Congress intended the statute to only apply to the establishment of new standards, as 

the agencies contend, it certainly could have stated as such. But Congress did not 

include any language even hinting at this interpretation. Thus, NHTSA has exceeded its 

statutory authority by surpassing the five-year limitation in prescribing standards for 

MYs 2021-2026—six model years. 

 

b. Revocation of state authority  

 

The proposal by EPA claims that both the EPCA and the Clean Air Act (CAA) preempt 

state regulation of motor vehicle emissions.101 As part of the proposal, the EPA intends 

“to withdraw the waiver granted to California in 2013 for the GHG and ZEV 

                                                
98 49 U.S.C. § 32902(b)(3)(B) (2018). 
99 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average 
Fuel Economy Standards, 77 Fed. Reg. 62,624, 62,630 (Oct. 15, 2012) (to be codified at 40 C.F.R. pt. 
85). 
100 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 43,208 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). 
101 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42,999 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). 
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requirements of its Advanced Clean Cars program.”102 We expect other public 

comments will address the legal arguments demonstrating the very low probability that 

EPA even possesses authority to withdraw a waiver once granted.  Even if EPA had 

such authority in theory, it presents no facts that would support a denial of a waiver for 

California’s standards, let alone a withdrawal.  

 

There are no statutory factors for withdrawing a waiver—because such authority is not 

delineated or contemplated in the CAA.  Nonetheless, in its proposed withdrawal, EPA 

arbitrarily assumes that the grounds for withdrawing a waiver would be the same as for 

granting a waiver, but then goes on to outline rationales that are unrelated to these 

criteria, such as unsupported economic arguments, and supposed preemption by 

EPCA.  

 

On the economic front, EPA claims that the ZEV requirement forces automakers “to sell 

such products at a loss,” and “[a]ll of this is paid for through cross subsidization by 

increasing prices of other vehicles. . .throughout the country.”  Nowhere in the docket is 

there support for these blanket statements.  Indeed, all major automakers have 

committed billions of dollars to continue to increase electrification, and sales of electric 

vehicles have increased 65% in the last year alone.103    

 

On their assertions of EPCA preemption, the agencies raise previously settled 

arguments about greenhouse gas emission standards being the same as fuel economy 

standards, arguments that have already been raised and dismissed by the U.S. 

Supreme Court, as discussed below.104  

  

In the past, NHTSA has stated that its EPCA preemption only affect states with “a 

regulation that relates to fuel economy and which addresses the same public policy 

concern as the CAFE statute.”105 Now, however, NHTSA and EPA propose one national 

standard set exclusively by the federal government to preempt state regulations 

concerning a different issue and public policy concern: emissions and public health.106 

                                                
102 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42, 999 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). 
103 Steven Loveday, September 2018 Plug-In Electric Vehicle Sales Soar In U.S., INSIDEEVS (Oct. 5, 
2018), https://insideevs.com/september-2018-plug-in-ev-sales-soar-in-u-s/. (Attachment 16). 
104 See Green Mt. Chrysler Plymouth Dodge Jeep v. Crombie, 508 F. Supp. 2d 295, 306 (D. Vt. 2007). 
See also 49 U.S.C. § 32902 (2018). 
105 National Highway Traffic Safety Administration, Light Truck Average Fuel Economy Standards Model 
Years 2005-07, 67 Fed. Reg. 77,025 (Dec. 16, 2002). 
106 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42,999 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). 
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The California GHG standards aim to protect and ameliorate public health, while the 

CAFE standards aim to improve the efficiency of motor vehicles.107  

 

Further, compliance with GHG standards can be achieved through approaches such as 

switching to low-carbon fuels or different vehicle air conditioning refrigerants, neither of 

which are fuel economy improvements. And the ZEV program itself requires the sale of 

vehicles that use energy sources other than gasoline and diesel, a clear indication that it 

is not a fuel economy program.  The agencies’ chain of logic that “Improving fuel 

economy means getting the vehicle to go farther on a gallon of gas; a vehicle that goes 

farther on a gallon of gas produces less CO2 per unit of distance; therefore, improving 

fuel economy necessarily reduces tailpipe CO2 emissions, and reducing CO2 emissions 

necessarily improves fuel economy”108  is incorrect because it fails to consider essential 

elements of the GHG and ZEV programs that reduce CO2 emissions, but do not 

improve fuel economy.   

 

Regardless, the Supreme Court held in Massachusetts v. EPA that even if two 

obligations overlap, they are able to coexist and avoid inconsistency and that, “EPA has 

been charged with protecting the public’s ‘health’ and ‘welfare,’ ... a statutory obligation 

wholly independent of DOT’s mandate to promote energy efficiency.”109 Furthermore, in 

two separate cases, Green Mountain and Central Valley Chrysler-Jeep the court held 

that the EPCA does not preempt California’s GHG emissions standards for motor 

vehicles.110 

 

Finally, the existence of the joint proposal itself inherently refutes the claim of 

preemption. EPA is regulating greenhouse gases under the CAA, which explicitly 

                                                
107 The Advanced Clean Cars Program, https://www.arb.ca.gov/msprog/acc/acc_conceptdraft.htm (last 
modified Sept. 1, 2017). (Attachment 36).  
108 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule, 83 Fed. Reg. 42,986, 42,999 (Aug. 24, 
2018) (to be codified at 40 C.F.R. pt. 85). 
109 “EPA finally argues that it cannot regulate carbon dioxide emissions from motor vehicles because 
doing so would require it to tighten mileage standards, a job (according to EPA) that Congress has 
assigned to DOT. See 68 Fed. Reg. 52929. But that DOT sets mileage standards in no way licenses EPA 
to shirk its environmental responsibilities. EPA has been charged with protecting the public’s “health” and 
“welfare,” 42 U. S. C. §7521(a)(1), a statutory obligation wholly independent of DOT’s mandate to 
promote energy efficiency. See Energy Policy and Conservation Act, §2(5), 89 Stat. 874, 42 U. S. C. 
§6201(5). The two obligations may overlap, but there is no reason to think the two agencies cannot both 
administer their obligations and yet avoid inconsistency.” Massachusetts v. EPA, 549 U.S. 497, 532 
(2007). 
110 See Green Mt. Chrysler Plymouth Dodge Jeep v. Crombie, 508 F. Supp. 2d 295, 306, 354 (D. Vt. 
2007) (holding that “nothing in EPCA or its legislative history indicates that Congress intended to displace 
emission regulation by California that would have an effect on fuel economy; on the contrary, the 
legislative history is quite clear that Congress expected NHTSA to take such regulations into 
consideration”); see also Central Valley Chrysler-Jeep v. Witherspoon, 456 F. Supp. 2d 1160, 1172 (E.D. 
Cal. 2006) (stating that there is “no indication that Congress intended to allow an EPA-approved 
California regulation to disrupt the CAFE program”). 

https://www.arb.ca.gov/msprog/acc/acc_conceptdraft.htm
https://www.arb.ca.gov/msprog/acc/acc_conceptdraft.htm
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provides for states to adopt stronger standards so long as they follow California’s 

standards. Therefore, NHTSA’s recognition of EPA’s authority and the agencies’ own 

actions to work together demonstrate that the programs are overlapping, but not 

identical and not in conflict.  

  

5. Consumers support strong fuel economy/GHG standards 

 

Consumers want better fuel economy for their vehicles, and support stronger standards 

by a wide margin.  Nationally representative surveys have repeatedly demonstrated 

overwhelming public, bipartisan support for continuing to strengthen fuel economy 

standards.  Consumers Union’s 2017 survey111 was submitted into the 2017 DEIS 

docket, and the results from the most recent survey in 2018 are included below. 

 

a. Survey research 

 

In a nationally representative survey published in July 2018, Consumers Union found 

that fuel economy is the number one attribute vehicle owners would like to see 

improved.112 Fuel economy topped the list of attributes that American drivers think have 

the most room for improvement, beating out: purchase price, maintenance costs, 

connectivity, vehicle comfort, passenger room, safety, cargo space, reliability, 

horsepower, vehicle size, off-road capability, style, and handling.  Fuel economy was 

flagged as needing improvement almost twice as often as purchase price, maintenance 

costs, or connectivity, and more than four times as much as horsepower, vehicle size, 

or off-road capability. Fuel economy ranks first among attributes requiring improvement 

across each of the three income groups, each of the four regions, and among both 

Republicans and Democrats. 

                                                
111 Nearly 9 in 10 Americans Want Automakers to Raise Fuel Efficiency According to Latest Consumers 
Union Survey, CONSUMERS UNION (June 29, 2017), http://consumersunion.org/news/2017-fuel-economy-
survey/. (Attachment 17). 
112 Shannon Baker-Branstetter, 2018 Automotive Fuel Economy Survey Report, CONSUMERS UNION (July 
30, 2018), https://consumersunion.org/research/2018-automotive-fuel-economy-survey-report/. 
(Attachment 3). 

http://consumersunion.org/news/2017-fuel-economy-survey/
http://consumersunion.org/news/2017-fuel-economy-survey/
https://consumersunion.org/research/2018-automotive-fuel-economy-survey-report/
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In the same nationally representative survey published in July 2018, Consumers Union 

also found strong majority support for robust fuel economy standards.113  Highlights 

from the survey include: 

  

● 85% of Americans agreed automakers should continue to improve fuel economy 

for all vehicle types. 

● 74% of Americans agreed that increasing average on-road fuel economy from 25 

miles per gallon today to 40 miles per gallon by 2025 is a worthwhile goal. 

● 78% of Americans agreed that making larger vehicles, such as SUVs or trucks, 

more fuel-efficient is important. 

● Only 26% of Americans agree that automakers care about lowering fuel costs for 

their customers. 

 

While stated preference surveys have their limitations, the agencies’ counterarguments 

that consumers do not care about fuel economy are poorly supported. The agencies’ 

statements about “whether consumers will purchase the vehicles and in what quantities” 

seems to be based on the notion that automakers cannot make desirable vehicles with 

better fuel economy.  They present no data to support this claim, only statements from 

automaker whose stated motivation is to weaken the standards.  Automakers’ alleged 

poor performance selling hybrids or electrics does not evidence that improving the fuel 

economy in internal combustion vehicles will affect consumer acceptance, and such 

claims fail to account for pricing discrimination and feature bundling.  In fact, the 

research that does get at this question shows that models that have improved their 

efficiency (importantly, holding vehicle class constant) have seen higher sales than 

                                                
113 Shannon Baker-Branstetter, 2018 Automotive Fuel Economy Survey Report, CONSUMERS UNION (July 
30, 2018), https://consumersunion.org/research/2018-automotive-fuel-economy-survey-report/. 
(Attachment 3). 

https://consumersunion.org/research/2018-automotive-fuel-economy-survey-report/
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those for which efficiency remained stagnant.114 And as mentioned above, fuel economy 

is the number one attribute consumers would most like to see improved.  Fuel efficiency 

packages are frequently part of higher selling trims and luxury packages, indicating that 

fuel economy is indeed an attribute that consumers find desirable and for which they are 

willing to pay more.  

 

Despite consumers’ clear preference for vehicles with higher fuel efficiency, consumer 

choices are limited in the market, with 2/3rds of car models getting within 5 mpg of the 

model average and nearly 2/3rds (63%) of truck models getting within 3 mpg of the 

model average.115  Furthermore, a team of UC Davis researchers analyzed auto 

advertisements and found that performance is mentioned three times as frequently as 

either fuel economy or safety.116 In 2017, a mere 7% of ads mentioned fuel economy.117 

This is despite the fact that consumers have shown a willingness to pay two to three 

times more for improvements in fuel economy and safety than they are for 

improvements in acceleration, and their willingness to pay increases with information on 

fuel economy.118  

 

And finally, the agencies’ calculation of retail price equivalent (RPE) includes return on 

capital (profit) and therefore anticipates that OEMs do earn profit on adding the 

technology that improves fuel economy.  

 

b. Consumer petition  

 

CU collected 51,764 signatures in support of the augural fuel economy standards, which 

are included in this submission as Attachment 38.   
 
 
 

                                                
114 Jack Gillis, Fuel Economy Standards: There is No Tradeoff With Safety, Cost and Fleet Turnover, 
CONSUMER FED’N OF AMERICA (July 24, 2018), https://consumerfed.org/wp-content/uploads/2018/05/fuel-
efficiency-vs-safety-cost-and-fleet-turnover-1.pdf. (Attachment 18). 
115 Calculated from the EPA’s 2018 fuel economy guide at 
https://www.fueleconomy.gov/feg/download.shtml.  
116 Gwen Arnold et al. Content Analysis of Unique Auto Ads in the United States: 
2005, 2012, 2015, and 2017 Figure E.1 https://consumersunion.org/wp-content/uploads/2018/10/Final-
Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf (Attachment 5).     
117 Gwen Arnold et al. Content Analysis of Unique Auto Ads in the United States: 
2005, 2012, 2015, and 2017 Section 5B https://consumersunion.org/wp-content/uploads/2018/10/Final-
Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf (Attachment 5).     
118Christine Kormos & Reuven Sussman, Auto Buyers’ Valuation of Fuel Economy: A Randomized Stated 
Choice Experiment (June 12, 2018), 
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-
%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf. (Attachment 4). 
  

https://consumerfed.org/wp-content/uploads/2018/05/fuel-efficiency-vs-safety-cost-and-fleet-turnover-1.pdf
https://consumerfed.org/wp-content/uploads/2018/05/fuel-efficiency-vs-safety-cost-and-fleet-turnover-1.pdf
https://www.fueleconomy.gov/feg/download.shtml
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
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6. Conclusion  

 

In conclusion, the proposal in the NPRM suffers from significant calculation errors, 

unsupported inputs and assumptions, and faulty modeling.  Many of these problems 

could have been resolved had the agencies relied on their own thorough Technical 

Assessment Report from 2016, or had they updated that comprehensive document in a 

balanced, transparent manner consistent with the extensive docket.  A few of the major 

flaws of the current analysis include inflated technology cost estimates, inflated rebound 

estimates, faulty safety assumptions, and arbitrarily restrained VMT.  Based on 

independent research and analysis, were these errors corrected, the impacts of the 

rollback would be revealed as very different: the rollback reduces or has no effect on 

vehicle sales and fleet turnover, increases or has no effect on fatalities, and creates 

more costs for Americans.  

 

In closing, Consumers Union urges NHTSA to finalize the augural standards and EPA 

to reinstate the first final determination. Alternatively, the agencies should conduct a fair 

and updated assessment of the costs and consumer benefits of further strengthening 

the augural CAFE and existing GHG emission standards.  

 

 

Respectfully Submitted, 
  
  
Shannon Baker-Branstetter 
Senior Policy Counsel, Washington Office      
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I.   Introduction 
 
Consumers Union (CU),1 Consumer Federation of America (CFA), and American Council for an 
Energy-Efficient Economy (ACEEE) submit the following joint comments on Vehicle Sales, 
Ownership Costs, and Consumer Willingness to Pay for Fuel Economy.  The analytical support for 
the National Highway Traffic Safety Administration (NHTSA) and Environmental Protection Agency’s 
(EPA) (hereinafter referred to collectively as “the agencies”) preferred alternative in the above-
referenced Notice of Proposed Rulemaking (NPRM) relies on contradictory and erroneous 
assumptions.  Among these errors are (1) mischaracterizations of vehicle price trends, (2) 
unjustified inflation of ownership costs, (3) a flawed sales model, (4) a flawed fleet share model, 
and (5) contradictory and poorly supported beliefs about consumers’ valuation of fuel economy 
improvements.  Each of these problems is discussed in detail below.   
 
II.   Vehicle Price Trends  
  A.   The agencies’ vehicle pricing and sales assumptions are unrealistic and misstate historical 
trends. 
 
    1.  Agencies’ claim that “there have … been tremendous increases in vehicle prices, as new 
vehicles become increasingly unaffordable” is inaccurate; historical data show that average 
vehicle prices have been essentially flat. 
 
A pillar of the agencies’ rationale for rolling back the standards is that “[i]ncreased vehicle prices 
keep consumers in older, dirtier, and less safe vehicles.”2 In fact, this narrative of rising vehicle 
prices is wrong. 
 
Inflation-adjusted average price paid for new light-duty vehicles has been nearly flat since the early 
2000s. The average price paid for new cars has decreased by approximately 16% since the early-
90’s.3 The average price for new trucks has increased slightly since the recession, reflecting 
consumer choice to spend more despite the continued availability of more affordable options. Due 
to the shift in fleet mix from cars to trucks, the average price of cars and trucks combined has risen 
slightly over the past few years, as shown in Figure 1, but remains below the average in the early 
2000s.   
 
 
 
 
 
 
 

                                                
1 Consumers Union is the advocacy division of Consumer Reports. 
2 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. 42,986, 42,993 (Aug. 24, 2018) (to be codified at 40 C.F.R. pt. 85). 
3 Eric Junga, Fuel Economy Is Going Up. Vehicle Prices Are Holding Steady, Am. Council for an Energy-Efficient Econ. 
(Nov. 16, 2017), http://aceee.org/blog/2017/11/fuel-economy-going-vehicle-prices-are. (Attachment 1).  

http://aceee.org/blog/2017/11/fuel-economy-going-vehicle-prices-are
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Figure 1. Average New Vehicle Transaction Price for Cars, Trucks, and the Combined Fleet 

 
Note: Prices include consumer incentives and rebates and are out-the-door expenditure, reflecting 
what consumers actually pay out of pocket. Source: BEA data adjusted for inflation (but not quality) 
by ACEEE.4 
 
As EPA has noted, consumers have shifted toward purchasing a higher percentage of trucks, which 
carry a higher average price tag than cars.5  If the sales share of cars and trucks were maintained at 
2009-levels, the average transaction price of all vehicles would have decreased since 2009, as 
shown by the yellow line above.  Further, as EPA found in the Final Determination, “prices in recent 
years, adjusted for quality and inflation, have been flat, not increasing.”6 The agencies now fail to 
address this previous EPA conclusion, and likewise fail to address  the prior analysis that “if the 
prices for MY 2015 are used with the sales mix in MY2010, then average vehicle price would be 
about $1000 lower than the actual average price, just because of the different sales mix… In other 

                                                
4 Bureau of Economic Analysis (BEA), U.S. Department of Commerce, National Income and Product Accounts 
Underlying Detail, Auto and Truck Unit Sales, Production, Inventories, Expenditures, and Price. Table 7.2.5S. Prices 
adjusted for inflation. U.S. Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: All Items 
[CPIAUCNS], retrieved from FRED, Federal Reserve Bank of St. Louis; https://fred.stlouisfed.org/series/CPIAUCNS, 
October 24, 2018. 
5 See U.S. Envtl. Protection Agency, EPA-420-R-16-021, Proposed Determination on the Appropriateness of the Model 
Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm Evaluation: Technical 
Support Document A-72-73 (Nov. 2016), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf. See 
also U.S. Envtl. Protection Agency, EPA-420-R-17-002, Final Determination on the Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm Evaluation: Response to 
Comments 133 (Jan. 2017), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf. 
 (noting that “when adjusted for inflation, prices have not been increasing”). 
6 U.S. Envtl. Protection Agency, EPA-420-R-17-002, Final Determination on the Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm Evaluation: Response to 
Comments 136 (Jan. 2017), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf.  

https://fred.stlouisfed.org/series/CPIAUCNS
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
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words, with vehicle prices held constant…, the sales mix is a more expensive one in MY2015 than 
MY2010.”7 
 
A 2017 report from Synapse Energy Economics also demonstrated the point that vehicle 
affordability has not changed over the last decade.  The Synapse analysis showed that the inflation-
adjusted price of entry-level vehicles has remained approximately the same over the past decade, 
and that the most affordable vehicles among the top 30 sold in 2015 cost the same (in real terms) 
as the most affordable top 30 vehicles sold in 2005.8 It’s a different story for high-end vehicles: the 
inflation-adjusted price of the most expensive of the top 30 vehicles increased by 40 percent over 
the same period.9 Figure 2 below shows that the range of inflation-adjusted vehicle prices for the 
highest-selling vehicles has increased, but not the price of entry-level vehicles.   
 
Figure 2. Prices of Top 30 Selling Cars and Trucks (Synapse Energy Economics 2017) 

 
 

                                                
7 U.S. Envtl. Protection Agency, EPA-420-R-17-002, Final Determination on the Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm Evaluation: Response to 
Comments 137 (Jan. 2017), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf.  
8 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable (Mar. 6, 2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-
Affordability-Report-3-15-corrected-1.pdf. (Attachment 2).  
9 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable (Mar. 6, 2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-
Affordability-Report-3-15-corrected-1.pdf. (Attachment 2). 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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    2.   The agencies fail to take purchase incentives, improvements in vehicle quality, or consumer 
choice into account in discussing transaction price, causing them to mischaracterize price trends. 
Agencies cite Kelley Blue Book (KBB) average transaction price data.10 Unlike the price shown in 
Figure 1 [above], the KBB data do not include consumer incentives, rebates, or other offers. 
Incentives and rebates are becoming a standard component of new vehicle pricing and are often 
substantial in size. Pickup trucks incentives frequently reduce sticker price by more than 30%. For 
example, on June 15, 2018, the incentives for pickup trucks were: 

● Chevy Silverado/GMC Sierra: $13,67611 
● Ford F-150: $10,25012 
● RAM 1500: $11,91513 

Hence prices that do not include these incentives do not reflect the actual price paid or financed by 
consumers, and are therefore misleading and not the appropriate prices to determine affordability 
for consumers.  
 
Furthermore, in a press release cited by the agencies, a KBB analyst says: “The shifting sales mix to 
trucks and SUVs has been particularly extreme lately, and as volume shifts away from cars, the 
average vehicle price ticks up.”14 Thus the data the agencies cite to demonstrate the “increasing 
unaffordability” of vehicles instead reflects consumers’ choice to purchase larger, more expensive 
vehicles.  
 
The agencies also fail to take into account any improvements in quality of vehicles over time.  
Figure 3 below shows that quality-adjusted prices for new cars and trucks have declined 
significantly in real terms over the past two decades.15  As shown above in Figure 1, accounting for 
inflation indicates that vehicle prices have been flat, but when improvements in vehicle quality are 
also accounted for, prices have effectively declined because people are getting a lot more for their 
money, as shown in Figure 3.  This trend has continued to hold under the existing policy.   
   
 
 
 

                                                
10 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 42,994. 
11 Sierra Offers, GMC, https://www.gmc.com/sierra-incentives (last visited June 15, 2018). 
12 Pricing & Incentives, Ford, https://www.ford.com/trucks/f150/pricing-and-incentives/ (last visited June 15, 2018).   
13 RAM, 
https://www.ramtrucks.com/?sid=1037056&KWNM=dodge+ram+incentives&KWID=43700017970627968&TR=1&chan
nel=paidsearch&gclid=Cj0KCQjwx43ZBRCeARIsANzpzb-
xgwxNvx1ToU8fy3qL7mBlTsBnC3mcwgSJW8xHfskEzLP468PkyhcaAsO_EALw_wcB&gclsrc=aw.ds (last visited June 15, 
2018).  
14 Average New-Car Prices Rise Nearly 4 Percent for January 2018 on Shifting Sales Mix, According to Kelley Blue Book, 
Kelley Blue Book (Feb. 1, 2018),  https://mediaroom.kbb.com/2018-02-01-Average-New-Car-Prices-Rise-Nearly-4-
Percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book. (Attachment 3).   
15 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable 4 (2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-
Report-3-15-corrected-1.pdf. (Attachment 2).   

https://www.gmc.com/sierra-incentives
https://www.ford.com/trucks/f150/pricing-and-incentives/
https://www.ramtrucks.com/?sid=1037056&KWNM=dodge+ram+incentives&KWID=43700017970627968&TR=1&channel=paidsearch&gclid=Cj0KCQjwx43ZBRCeARIsANzpzb-xgwxNvx1ToU8fy3qL7mBlTsBnC3mcwgSJW8xHfskEzLP468PkyhcaAsO_EALw_wcB&gclsrc=aw.ds
https://www.ramtrucks.com/?sid=1037056&KWNM=dodge+ram+incentives&KWID=43700017970627968&TR=1&channel=paidsearch&gclid=Cj0KCQjwx43ZBRCeARIsANzpzb-xgwxNvx1ToU8fy3qL7mBlTsBnC3mcwgSJW8xHfskEzLP468PkyhcaAsO_EALw_wcB&gclsrc=aw.ds
https://www.ramtrucks.com/?sid=1037056&KWNM=dodge+ram+incentives&KWID=43700017970627968&TR=1&channel=paidsearch&gclid=Cj0KCQjwx43ZBRCeARIsANzpzb-xgwxNvx1ToU8fy3qL7mBlTsBnC3mcwgSJW8xHfskEzLP468PkyhcaAsO_EALw_wcB&gclsrc=aw.ds
https://mediaroom.kbb.com/2018-02-01-Average-New-Car-Prices-Rise-Nearly-4-Percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book
https://mediaroom.kbb.com/2018-02-01-Average-New-Car-Prices-Rise-Nearly-4-Percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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Figure 3. Real Quality Adjusted New Vehicle Prices (Indexed 1997=100)16  

 
 
    3.   The agencies’ comparison of vehicle CPI to household income is meaningless and 
misleading. 
In support of the claim that the price of vehicles has increased more rapidly than consumers’ ability 
to afford new vehicles, the NPRM shows the following figure comparing new vehicle Consumer 
Price Index CPI) to median household income, inaccurately comparing a real value with a nominal 
one. 

  
                                                
16 U.S. Dep’t of Labor, Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: New Vehicles 
[CUUR0000SETA01], available at https://fred.stlouisfed.org/series/CUUR0000SETA01 (retrieved from FRED, Federal 
Reserve Bank of St. Louis) (last visited October 24, 2018);  
U.S. Dep’t of Labor, Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: All Items [CPIAUCNS], 
available at https://fred.stlouisfed.org/series/CPIAUCNS (retrieved from FRED, Federal Reserve Bank of St. Louis) (last 
visited October 24, 2018). 

https://fred.stlouisfed.org/series/CUUR0000SETA01
https://fred.stlouisfed.org/series/CPIAUCNS
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This comparison does not make sense, however. The New Vehicle Price shown is the CPI for new 
vehicles--a component of overall CPI or, roughly speaking, inflation. This curve shows how a 
representative vehicle’s price in nominal dollars would change over time. By contrast, Median 
Household Income (from the U.S. Census Bureau) is already inflation-adjusted, and hence shows 
income in real dollars. The graph is highly misleading and does not support the argument that 
vehicles are becoming less affordable. When the new vehicle curve is converted to real terms, so 
that it is comparable, the story changes dramatically as shown in Figure 4, which uses the same 
data (quality-adjusted), but with values indexed to inflation. 
 
Figure 4. Real Vehicle Prices vs Real Median Household Income (Indexed 1984 =100)17

 
 
    4.   The agencies incorrectly assert that fuel economy standards force “great leaps forward that 
drive people out of the new car market or into vehicles that do not meet their needs.” 
The agencies contradict this very assertion by acknowledging that consumers are moving into 
vehicles with greater utility, not less, as standards have driven up fuel economy in recent years: 
“...consumers have moved more heavily into crossovers, sport utility vehicles and pickup trucks, 
than anticipated at the time of the last rulemaking.”18 In fact, the agencies themselves state that 
trucks’ share of new vehicle sales is higher under the augural/existing standards (47% in MY 2025, 
compared with 45% under the preferred alternative) according to the agencies’ own (flawed) 
modeling.  Therefore, ignoring the flaws in their modeling, the agencies suggest that the 
augural/existing standards will reduce consumer utility, while their own modeling results suggest 
that the rollback will reduce the number of light trucks consumers purchase.    

                                                
17 U.S. Dep’t of Labor, Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: New Vehicles 
[CUUR0000SETA01], available at https://fred.stlouisfed.org/series/CUUR0000SETA01 (retrieved from FRED, Federal 
Reserve Bank of St. Louis) (last visited October 24, 2018);  
U.S. Dep’t of Labor, Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: All Items [CPIAUCNS], 
available at https://fred.stlouisfed.org/series/CPIAUCNS (retrieved from FRED, Federal Reserve Bank of St. Louis) (last 
visited October 24, 2018); U.S. Dep’t of Commerce, U.S. Bureau of the Census, Real Median Household Income in the 
United States [MEHOINUSA672N], available at https://fred.stlouisfed.org/series/MEHOINUSA672N (retrieved from 
FRED, Federal Reserve Bank of St. Louis) (last visited October 24, 2018).  
18 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 42,993. 

https://fred.stlouisfed.org/series/CUUR0000SETA01
https://fred.stlouisfed.org/series/CPIAUCNS
https://fred.stlouisfed.org/series/MEHOINUSA672N
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Moreover, the agencies’ scrappage model projects that the rollback will result in the loss of millions 
of cars from the fleet.  And the agencies (improbably) project that neither those cars nor the miles 
they would have been driven will be replaced, presumably leaving Americans without their current 
ability to get to work, shop, and otherwise go about their daily lives without cars.  The agencies 
tout this as a benefit - indeed, the key benefit of the rollback - suggesting that because consumers 
will be unable to drive, they will not have to suffer the safety consequences of that driving.   
 
The agencies’ essentially reason that expressly and deliberately rendering consumers’ existing cars 
value-less, such that they will be forced to throw them away, is the most preferred outcome.  
Simultaneously, the agencies project that those same consumers will be locked out of the new 
vehicle market, as the agencies do not project new car sales to increase commensurate with the 
projected old car losses.  Once again, the agency asserts that the current/augural standards will 
lock consumers out of the market. In fact, the agencies’ own model projects that the rollback will 
not only lock consumers out of the market, but will render them unable to keep even the car they 
already have - and plucking their car out from under them is, in fact, the biggest benefit of the 
rollback.  The agencies’ conclusion is illogical, and stands directly contrary to their unsupported 
assertions that the current/augural standards fail to meet consumers’ needs. 
 
  B.   The agencies ignore the benefit that increasing new vehicle standards have for used vehicle 
buyers.  
 
Fuel savings from improved fuel economy provide a large overall benefit to consumers.  University 
of Tennessee researchers Greene and Welch describe that “[o]ver the 1980 to 2014 period, fuel 
economy improvements reduced households’ expenditures on fuel by 25% to 30%, given the actual 
patterns of fuel prices and vehicle use.”19  As described below, strong fuel economy standards have 
benefitted used-car buyers, especially low-income consumers. The agencies must quantify these 
benefits to perform a proper cost-benefit analysis and assess the impacts of reducing the 
standards. 
 
There are several components of the cost of vehicle ownership – including vehicle costs, fuel costs, 
maintenance and repair costs, vehicle insurance costs, etc. It is the sum of these that matters to 
consumers. However, of these, vehicle costs and fuel costs are likely to change most significantly 
due to fuel economy/GHG standards. 
 
The timing of costs matters, and any analysis of costs must consider that most vehicles are leased 
or financed. The agencies observe that 85% of the people who purchased a new or used vehicle in 
2014 took out a loan to finance that purchase.20  A recent Synapse report found that under the 
augural/existing standards, fuel savings from fuel economy/GHG standards are likely to offset 

                                                
19 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 6 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf. (Attachment 4).   
20 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,080.  

http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
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increased monthly payments starting in the very first month of ownership.21  EPA made this same 
finding in the 2012 rulemaking, demonstrating in detail that “the savings immediately outweigh the 
cost of a credit purchase and, in fact, this is true even in the first month of ownership.”22  
Therefore, even if the full cost of fuel economy improvements were passed along to buyers, the 
total cost of purchasing and driving that car will decrease for the average buyer under the 
augural/existing standards, both over the vehicle lifetime and from the very first month of the 
financing period.  
 
And the assumption that technology costs will be passed through to buyers is at least debatable.  
University of Tennessee researchers David L. Greene and Jilleah G. Welch found it difficult to isolate 
the impact of fuel economy and GHG standards on vehicles costs because there are many other 
factors at play.  They observed that “[n]umerous factors beyond fuel economy added to the cost of 
vehicles over the 1975 to 2014 period. These include technological and design innovations (e.g., 
power accessories, electronics, cruise control, navigation systems, etc.), increased vehicle weight 
and engine power, safety features (e.g., air bags, antilock brakes, etc.), increased market shares of 
luxury and near-luxury vehicles, and emissions controls.”23 
 
Moreover, evidence suggests that for many vehicles technology costs have not been passed 
through to consumers.  Even as vehicle quality, safety, fuel economy, acceleration, and other 
features have improved, entry-level and average prices have remained steady.  Indeed, “the 
cheapest vehicle of the top 30 sold in 2015 was almost the same price (in real terms) as the 
cheapest vehicle of the top 30 sold in 2005, while the most expensive vehicle has increased by 40 
percent.” 24 In addition, as discussed above, the average price paid for new vehicles has barely 
increased from where it was 20 years ago, as also shown in Figure 3 above.  
 
Moreover, consumers of used vehicles benefit the most under increasing standards, because they 
reap much of the savings due to reduced fuel consumption, while paying a smaller portion of the 
cost for the fuel-saving and emissions-reducing technologies.25 Only a fraction of additional new 
vehicle costs attributable to fuel economy improvements will be passed forward to the purchasers 
of used vehicles. Greene and Welch  found that new car re-sale values depreciate relatively 

                                                
21 Tyler Comings et al., Fueling Savings: Higher Fuel Economy Standards Result in Big Savings for Consumers (2016), 
available at https://consumersunion.org/wp-content/uploads/2016/09/Fueling-Savings-Consumer-Savings-from-CAFE-
2025-Final-1.pdf. (Attachment 5).   
22 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel Economy 
Standards, 77 Fed. Reg. 62,624, 62,927 (Oct. 15, 2012) (assuming a five year, 60-month loan at an average interest rate 
of 5.35%, higher than present and projected auto loan interest rates).  See id. at 62,927 Tables III-85 and III-86. 
23 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 9 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf. (Attachment 4).   
24 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable 5 (2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-
Report-3-15-corrected-1.pdf. (Attachment 2).  
25 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable 6 (2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-
Report-3-15-corrected-1.pdf. (Attachment 2).  

https://consumersunion.org/wp-content/uploads/2016/09/Fueling-Savings-Consumer-Savings-from-CAFE-2025-Final-1.pdf
https://consumersunion.org/wp-content/uploads/2016/09/Fueling-Savings-Consumer-Savings-from-CAFE-2025-Final-1.pdf
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
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rapidly.26  Therefore, they conclude, “if model year cohort fuel savings affect the prices of used 
vehicles at all, the effect is small, on the order of 20% of the discounted, expected remaining 
lifetime fuel savings.”27  Greene and Welch estimated that, at most, used car buyers generally pay 
only 20% of the net present value of lifetime fuel savings - meaning they receive the value of the 
remaining 80% of fuel savings at no cost.   
 
Moreover, the value of fuel economy technology depreciates much more rapidly (due to the overall 
depreciation of new vehicles) than fuel economy technology deteriorates.  In fact, while Edmunds 
estimates that a vehicle will lose 51% of its initial value by the end of its fourth year,28 “[e]mpirical 
studies indicate that fuel economy either does not deteriorate with vehicle age (Murrell, 1980; 
Greene et al., 2015) or deteriorates very slightly, on the order of 1 MPG per 14 years (Lin and 
Greene, 2011).”29 Since there is little to no degradation in fuel economy over time, yet the 
incremental costs will be depreciated, purchasers of used cars will reap most or all of the continued 
benefits of fuel economy improvements at a fraction of the cost.  Though purchasers of used cars 
tend to own the vehicles for less time than purchasers of new vehicles (66 months vs. 79.3 months 
as of the end of 2015, according to IHS),30 they still have ~45% of the vehicle lifetime to benefit 
from the fuel economy improvement. 
 
Additionally, research has shown that fuel economy standards are progressive, with lower income 
quintiles benefiting more as percent of income, taking into account both higher upfront costs and 
lower fuel costs. For example, the Greene-Welch study found, “The impact of increased fuel 
economy on the distribution of income has apparently been progressive. Households in the lower 
80% of the U.S. income distribution received annual net savings on vehicles and fuel [the difference 
between decreased expenditures on fuel and increased expenditures on motor vehicles] estimated 
at 0.5% to 2.0% of their average annual income over the 1980-2014 period. The net effect is 
relatively smaller for the highest income quintile, with our estimates indicating a range of 0.0% to 
0.3%. Net benefits relative to income uniformly increase with decreasing income… Estimation of 
the impacts of future improvements from 2015 to 2040 produces very similar results.”31 And a 

                                                
26 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 55 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf. (Attachment 4).  
27 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 55 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf. (Attachment 4).  
28 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 52 n.24 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf. (Attachment 4).  
29 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 16 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf (citation omitted). (Attachment 4).  
30 Jack Walsworth, Average Age of Vehicles on Road Hits 11.6 Years, Automotive News (Nov. 22, 2016), 
http://www.autonews.com/article/20161122/RETAIL05/161129973/average-age-of-vehicles-on-road-hits-11.6-years. 
(Attachment 6).   
31 David L. Greene & Jilleah G. Welch, The Impact of Increased Fuel Economy for Light-Duty Vehicles on the Distribution 
of Income in the United States: A Retrospective and Prospective Analysis 5-6 (2017), available at 
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf. (Attachment 4). 

http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
http://www.autonews.com/article/20161122/RETAIL05/161129973/average-age-of-vehicles-on-road-hits-11.6-years
http://bakercenter.utk.edu/wp-content/uploads/2017/03/WhitePaper2-2017.pdf
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Synapse study found that fuel economy standards’ net savings for low-income households, who 
primarily buy used vehicles, is greater than for the average household, as a percentage of income.32 
Americans in the lowest income quintile spend 26% of their transportation budget on gasoline and 
motor oil, while those in the top quintile, which represent most new car buyers, spend just 16%. 
The average American spends about 21%.33 
 
It is also worth noting that gasoline prices have significantly outpaced inflation over the past 20 
years (see St. Louis Fed data in graph below), whereas the cost of new and used vehicles has lagged 
behind inflation (as described above). Given that, reducing exposure to gasoline prices through fuel 
economy standards, even if it comes at the expense of modest increases to up-front vehicle costs, 
will help with the affordability of vehicle ownership, particularly for lower-income households, 
whose income growth has also lagged behind inflation but has exceeded increases in the cost of 
new and used vehicles.34   
  

 
Growth in historical Consumer Price Index for All Items (Blue Line) vs. for Gasoline (Red Line)35 

 
 
 
 
 

                                                
32 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable 7 (2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-
Report-3-15-corrected-1.pdf. (Attachment 2).   
33 Consumer Expenditure Surveys, Bureau of Labor Statistics, https://www.bls.gov/cex/data.htm (last visited Oct. 24, 
2018). (Attachment 7).  
34 Tyler Comings & Avi Allison, More Mileage for Your Money: Fuel Economy Increases While Vehicle Prices Remain 
Stable 9-10 (2017), available at https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-
Report-3-15-corrected-1.pdf. (Attachment 2). 
35 U.S. Dep’t of Labor, Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: Gasoline (All Types) 
[CUUR0000SETB01], available at https://fred.stlouisfed.org/graph/?g=lF1t (retrieved from FRED, Federal Reserve Bank 
of St. Louis) (last visited October 19, 2018). 

https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://www.bls.gov/cex/data.htm
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://consumersunion.org/wp-content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf
https://fred.stlouisfed.org/graph/?g=lF1t
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III.   Ownership Costs  
 

The proposed rule estimates that ownership costs (sales tax, financing costs, insurance 

costs and refueling surplus) would decrease by $490 using the preferred alternative compared to 

the augural/existing standards. However, the $490 savings are predicated on the agencies’ 

estimated lower vehicle prices in the proposed rule, compared to the augural/existing standards.36  

Because a majority of ownership costs are directly linked to vehicle price/MSRP, the agencies’ 

inflation of vehicle price/MSRP increases attributed to the augural/existing standards carries over 

to inflate the claimed savings on ownership costs from the proposed rule. 

 

  A.   Agencies’ Calculations of Ownership Cost Reductions are Based on Erroneous Assumptions 

about Vehicle Price/MSRP. 

 

 Although the proposed rule, improperly, does not describe how the agencies calculated the 

$490 in ownership cost savings, Consumer Federation of America (CFA) attempted to replicate the 

analysis as follows:  

 

 
 MSRP and rates are based on numbers from the Preliminary Regulatory Impact Analysis 

 

 The agencies’ figures suffer fatal flaws.  First, the sales tax, financing costs, and insurance 

costs calculations are all based on the agencies’ flawed price/MSRP projections.  The EPA’s own 

estimate, found in the 2017 Final Determination, showed vehicle price/MSRP increasing by just 

$875 from MY 2021 to MY 2025. This lower price/MSRP estimate would lead to an increase in 

ownership costs of $174 as shown in the figure below.  

 

                                                
36 See ICCT comments submitted to Docket [NHTSA–2018–0067]. 
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Based on numbers from the Preliminary Regulatory Impact Analysis 

 *Based on EPA estimates in the Final Determination 

 

While the actual increase in price/MSRP might differ from the EPA’s estimate in the Final 

Determination, as explained in the comment of, among others, Meszler Engineering Services in the 

docket,37 the agencies’ cost projections for the proposed rule suffer fatal flaws.   The agencies have 

failed to provide any real-world justification for their assessment that technology costs - and, under 

the agencies’ assumption that technology costs directly translate into increases in MSRP - prices 

have increased dramatically in just two years.   And the agencies’ updated calculations of 

ownership costs derive directly from these erroneous technology cost projections.  More than 

doubling the price differential and, therefore, almost tripling ownership costs without 

acknowledgement or explanation is unreasonable and inappropriate under the APPA. In addition, 

when a reasonable and data-driven cost estimate of compliance is applied, the cost to consumers 

of added technology would be more than offset by the thousands of dollars in gas cost savings 

thanks to increased fuel economy.38 

 

    1.   Sales Tax 

 

 The agencies estimate that the increased MSRP, due to fuel efficiency technology added to 

reach the augural/existing standards, would increase the sales tax by $226, using a national 

average sales tax rate of 5.55%. But using EPA’s more reasonable Final Determination increase in 

price/MSRP due to fuel economy technology (described above), sales tax would increase by only 

$97, almost $130 less than calculated in the NPRM. Further, taxes are a transfer, not a cost, 

because those taxes are used to fund government services. Therefore, the increase in sales taxes 

                                                
37 See “Meszler Engineering Services (October 2018), Technical Memorandum I: The NPRM CAFE Model’s Treatment of 
Technology Benefits and Costs” submitted to Docket [NHTSA–2018–0067]. 
38 MJ Bradley & Associates, Clean Car Roll-Back: Estimated Costs for American Families if U.S. Climate Pollution and Fuel 
Economy Standards Are Relaxed, Envtl. Defense Fund (July 20, 2018), 
https://www.edf.org/sites/default/files/MJ_Bradley_Clean_Cars_rollback_report.pdf. (Attachment 8).  

https://www.edf.org/sites/default/files/MJ_Bradley_Clean_Cars_rollback_report.pdf
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will either provide consumers with added value in the form of added government services, or will 

be returned to them in the form of a tax cut. 

 

    2.   Financing Costs  

 

 The agencies estimate that the increased MSRP due to fuel economy technology would 

increase financing costs by $180 for a vehicle buyer, at the current national average auto loan 

interest rate of 4.25%. But using the Final Determination price/MSRP increase of $875 described 

above, financing charges would increase by just $77.  

 

 Moreover, the agencies fail to consider their own observation that 85% of vehicles are 

financed39 rather than paid for in cash, and the vast majority of purchasers who finance will save 

money in the first month of ownership thanks to reduced fuel costs as described below under 

Consumer Savings. In addition, the argument the agencies posit of increased price/MSRP and 

ownerships costs pricing low-income consumers out of the new car market is unfounded. The fact 

is that low-income households make up a much smaller part of the new vehicle market than their 

share in the overall population, such that the bottom 20% of households account for less than 4% 

of the expenditures on new vehicles.40 And even in those circumstances, it is reasonable to expect 

that such consumers would be purchasing entry level models for which prices have not increased at 

all as fuel economy as increased, as demonstrated in Figure 2, above. Further, because most low-

income households buy used cars, they tend to benefit from the fact that the economic value of 

future fuel savings is only partially reflected in the resale price of used vehicles and thus that better 

fuel economy can be purchased at a lower cost in the used vehicle market.41   

  

    3.   Insurance Costs 

 

 The agencies estimate that due to the increased MSRP, insurance costs would increase by 

$92. But using the more reasonable $875 increase in MSRP, insurance costs would increase by just 

$39, almost 60% less, which, again, would be more than offset by fuel savings. (Based on insurance 

costs estimated at 2.25% of the MSRP). 

 

 

                                                
39 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,080. 
40 See Consumer Expenditure Surveys, Bureau of Labor Statistics, https://www.bls.gov/cex/data.htm (last visited Oct. 
24, 2018).  
41 David L. Greene & Jilleah G. Welch, Impacts of Fuel Economy Improvements on the Distribution of Income in the U.S., 
122 Energy Policy 528-541(2018), available at https://www.sciencedirect.com/science/article/pii/S0301421518305135. 
(Attachment 9).  

https://www.bls.gov/cex/data.htm
https://www.sciencedirect.com/science/article/pii/S0301421518305135
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    4.   Refueling Surplus 

 

 The agencies underestimate the refueling surplus (the aggregate cost of consumers 

spending time at the gas pump) by increasing the number of times a driver would refuel their 

vehicle, by overestimating the “rebound effect” from increased travel resulting from lower fuel 

costs --  which historical evidence, such as the EPA’s own Final Determination and other 

independent studies42 shows to be closer to 10%, not the 20% put forth by the agencies in their 

latest analysis. This overestimation of the rebound effect in turn underestimates the drop in the 

number of times consumers refuel due to increased fuel economy. Using the more realistic 10% 

rebound effect, consumers would save almost $40 thanks to having to fuel up less over the lifetime 

of their vehicles, compared to the $20 the agencies put forward. 

 

    5.   Consumer Savings 

 

When using reasonable cost estimates, money saved on fuel costs from improved fuel 

economy would more than cover the other ownership and technology cost increases.  CFA’s 

analysis shows that, using today’s gas prices,43 consumers would save an average of $22.66 every 

month for the lifetime of the vehicle.44 Using the EPA’s compliance costs45 (ownership and 

technology costs), totaling to $1,049 from the Final Determination, consumers will see an increase 

of $17.48 a month for the first five years (after which increased price/MSRP, financing costs and 

sales tax are paid for) leaving consumers $5.18 ahead every month thanks to increased fuel 

economy. After the five-year automotive loan is paid off, consumers will be $22.01 a month ahead 

as the only ongoing increased ownership cost is insurance. 

 

IV.   Sales Model 
 

  A.   The Agencies’ Non-peer-reviewed Sales Model Analysis Departs from Agencies’ Prior 
Analysis, is Plagued by Modeling Errors, and is Predicated on Faulty Assumptions. 
 
NHTSA relies on a new vehicle sales model, which assumes that more stringent standards will 
increase the cost of new vehicles and reduce sales. This model suffers from fatal flaws including, 
but not limited to, the following: inflated average price increases, unrealistic pricing decisions, 

                                                
42See Ken Small comments on rebound submitted to Docket [NHTSA–2018–0067]. 
43 Based on AAA national average gas price of $2.91 (10/11/18). 
44 Calculated using a 5-year automotive loan. 
45 U.S. Envtl. Protection Agency, EPA-420-R-17-002, Final Determination on the Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm Evaluation: Response to 
Comments 42 (Jan. 2017), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf. 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
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failure to include the value of improved fuel economy, inconsistent treatment of willingness-to-
pay, and failure to model consumer segments.46  

 
    1.   The agencies’ newly-inflated average price increases from augural/existing standards 
cascades into misleadingly inflated sales impacts. 
 
As mentioned in prior sections, the agencies vastly overstate projected average price increases 
attributable to the augural/existing standards.  The agencies estimate an average price increase for 
a MY2026 vehicle of $2,700 compared to MY 2016 and $2,000 compared to the Preferred 
Alternative (which assumes the market will drive some fuel economy improvement).47  These 
estimates represent a dramatic (and largely unexplained) departure from even the agencies’ own 
prior analyses.  For example, in the original FRM, EPA estimated average per-vehicle incremental 
compliance costs of only $1182 between MY 2020 and MY 2025.48  EPA’s subsequent draft TAR 
analysis revised this figure downward, finding that due to technological advances, compliance costs 
would be only $894 using the indirect cost multiplier approach.49  And as noted in ICCT’s analysis of 
the proposed rule, the difference in the compliance cost of achieving the augural 2025 standards 
and the existing 2025 GHG standards, as assessed in the 2018 NPRM increased by 50-100% from 
the joint-agency Draft TAR from 2016, and over 100% from EPA’s original 2016 Proposed 
Determination and 2017 Final Determination.50 The agencies’ cost increase is unjustified and 
unsupportable.  In fact, the estimated compliance costs in the draft TAR should be revised 
downward, as even that estimate was too high.51  Nevertheless, the agencies use their newly-
inflated prices to project how many fewer new vehicles will be purchased under the 
augural/existing standards. Thus, even ignoring the flaws of NHTSA’s assumption that increased 
average prices must necessarily result in decreased sales (refuted below), modeling the value of 
fuel savings (or the value of fuel savings to the consumer) would more accurately reflect pricing 
responses and would likely even change the direction of the projected impacts, such that 
weakening the standards actually depresses vehicle sales.52 
 

                                                
46 Each of the following flaws is independent.  That is, fixing any one of these flaws would not remedy the others. 
47 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,263-64, Table VII-4 (see last two rows for MY2025).  
48 U.S. Envtl. Protection Agency, EPA-420-R-12-016, Regulatory Impact Analysis: Final Rulemaking for 2017-2025 Light-
Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards 7-34 Table 7.4-5 
(Aug. 2012), available at https://nepis.epa.gov/Exe/ZyPDF.cgi/P100EZI1.PDF?Dockey=P100EZI1.PDF.   
49 U.S. Envtl. Protection Agency et al., EPA-420-D-16-900, Draft Technical Assessment Report: Midterm Evaluation of 
Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model 
Years 2022-2025 12-16 Table 12.17 (July 2016), available at 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF  
50 See ICCT comments submitted to Docket [NHTSA–2018–0067]. 
51 Technical analysis indicates that the technology costs estimated in the draft TAR were themselves 34-40% 
overstated.  Nic Lutsey et al., Efficiency Technology and Cost Assessment for U.S. 2025-2030 Light-Duty Vehicles, Int’l 
Council on Clean Transp. (Mar. 22, 2017),  https://www.theicct.org/sites/default/files/publications/US-LDV-tech-
potential_ICCT_white-paper_22032017.pdf. (Attachment 10).    
52 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety (Oct. 25, 2018), available at 
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-
062_2.pdf  (Attachment 11).  

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100EZI1.PDF?Dockey=P100EZI1.PDF
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
https://www.theicct.org/sites/default/files/publications/US-LDV-tech-potential_ICCT_white-paper_22032017.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
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    2.   The agencies inaccurately model automaker pricing decisions, and when these inaccuracies 
are resolved, most sales impacts disappear. 
 

The sales model (and the scrappage model) relies on flawed assumptions regarding 
automaker pricing decisions.  The agencies’ calculations of sales impacts rest almost entirely on the 
assumption that average new car prices will increase in lockstep with average projected technology 
costs.  But the agencies ignore, among other things: (a) the agencies’ own observation that the cost 
of additional technology may not result in increased prices;53 and (b) the agencies’ own assertion 
that they believe, under the preferred alternative, that automakers are likely to “redeploy some of 
[the vehicle technologies’] energy-efficiency benefits from increasing fuel economy to improving 
other features that potential buyers seek,” but the agencies’ failure to correspondingly incorporate 
the cost of those “redeployed technologies” into their consumer-price projections under the 
rollback.54  Including those technology costs could offset or eliminate any price differential 
between the alternatives.  Thus, addressing just these two omitted considerations could eliminate 
the vast majority of impacts calculated by the sales model (and the scrappage model).  
 
    3.   Agencies’ modeling of sales impacts from improving fuel economy fails to include the fact 
that the vehicles being modeled are improving and gaining value, which is likely to change the 
magnitude and direction of the sales impacts. 
 

  The sales model calculates and utilizes an implied elasticity of demand from historical 
data.55  But price elasticities measure consumer response to changes in price assuming that all 
other attributes of the product remain constant.  But here, other attributed of the product will not 
remain constant.  At a minimum, vehicle fuel economy levels will change.  Given this change in 
attributes, even the agencies admit that “the magnitude – and possibly even the direction – of [fuel 
economy improvements’] effect on sales of new vehicles is difficult to anticipate.”56  This 

                                                
53 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,083 (acknowledging that technology costs could, among other options, be paid for by manufacturers 
or dealers rather than be passed onto consumers in their entirety); see id. at 43,077 (stating that projecting “how 
manufacturers might strategically price these modified vehicles. . . requires a strategic pricing model, which each 
manufacturer has[.]”).  Moreover, any suggestion that the agencies cannot practically estimate the portion of costs that 
will not result in price increases on specific models is belied by the agencies’ own effort to project exactly that type of 
cost breakdown for EV technologies.  See, e.g., id. at 43,255 (discussing agency calculations of both retrievable and 
irretrievable portions of EV technology costs).   
54 See U.S. Dep’t of Transportation & U.S. Envtl. Protection Agency, The Safer Affordable Fuel-Efficient (SAFE) Vehicles 
Rule for Model Year 2021 - 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis 944 (Oct. 
2018), available at https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-
al76_epa_pria_181016.pdf.  
55 See U.S. Dep’t of Transportation & U.S. Envtl. Protection Agency, The Safer Affordable Fuel-Efficient (SAFE) Vehicles 
Rule for Model Year 2021 - 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis 949 (Oct. 
2018), available at https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-
al76_epa_pria_181016.pdf.  
56 See U.S. Dep’t of Transportation & U.S. Envtl. Protection Agency, The Safer Affordable Fuel-Efficient (SAFE) Vehicles 
Rule for Model Year 2021 - 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis 951 (Oct. 
2018), available at https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-
al76_epa_pria_181016.pdf.  

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
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concession stands contrary to the agencies’ application of a negative implied elasticity to future 
sales. 

    Relatedly, the agencies fail to include consumer willingness to pay (WTP) for fuel economy  
improvements in the sales model.  Any positive WTP value would act to offset some portion, and  
perhaps all, of the agencies’ projected sales impacts. The agencies acknowledge this omission,  
stating that “[d]espite the evidence in the literature . . . that consumers value most, if not all, of the 
fuel economy improvements when purchasing new vehicles, the model described here operates at 
too high a level of aggregation to capture these preferences.”57 But they fail to explain why, in such 
an aggregate approach, ignoring WTP is reasonable. They likewise admit that “[e]stimating the 
sales response at the level of total new vehicle sales likely fails to address valid concerns about 
changes to the quality or attributes of new vehicles sold – both over time and in response to price 
increases resulting from CAFE standards.”58  And they even concede that theory underpinning the 
“Gruenspecht Effect,” which they assert underpins their rationale for including both the sales and 
scrappage models in the first place, requires consideration of WTP.  As the agencies describe it, 
“Gruenspecht recognized that because fuel economy standards affect only new vehicles, any 
increase in price (net of the portion of reduced fuel savings valued by consumers) will . . . reduce the 
number of new vehicles entering the fleet.”59  But in the sales model, the agencies do not utilize 
the net price after deducting the portion of fuel savings valued by consumers, and instead use their 
gross projected price increase without consideration of WTP.  The agencies’ method is belied by 
the underlying economic theory, consumer choice modeling described in a Section VI below, and by 
real-world consumer behavior. 

 
Moreover, the agencies’ assertion that incorporating WTP into its model is itself untenable.  

In fact, the agencies elsewhere assert two separate (and inconsistent) conclusions regarding 
average WTP.  The agencies assert alternatively: a) that consumers, on average, value “at least half 
– and perhaps all – of the savings in future fuel costs they expect from choosing models that offer 
higher fuel economy”;60 and b) that automakers believe consumers value 30 months of fuel 
savings, and thus that manufacturers will provide any technology that pays itself back within 30 
months even without regulation.61  Yet the agencies fail to incorporate either of these assertions 
regarding average WTP into the sales model. Doing so would require that at least the portion of 
technology costs which is recouped within 30 months must be deducted from the average price 
increase input into the model.  Indeed, elsewhere in the rule the agencies purport to calculate the 
“effective cost” of technologies, defined as “the difference between their incremental cost and the 

                                                
57 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,075. 
58 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,075. 
59 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,075 (emphasis added). 
60 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,073. 
61 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,179. 
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value of fuel savings to a potential buyer over the first 30 months of ownership.”62  Yet the sales 
model nevertheless incorporates only the projected average price increase, not the projected 
“effective” price increase adjusted to account for WTP.63   

 
    4.   The agencies’ sole reliance on average price impacts for modeling sales impacts is an 
unreasonable and inaccurate depiction of the real market, which is highly segmented by 
consumer preference, income and ability-to-pay.  
 

The sales model’s reliance solely on average price increases undermines any claim that it 
accurately projects real-world sales impacts.  While the agencies assert that “it is necessary to 
quantify important measures, like sales price or fuel economy, by averages,” they concede that, 
“[i]n an aggregate sense, the average is not comparable to the decision an individual consumer 
faces.”64  This concession reinforces the fact that, in a segmented market, automakers may mitigate 
impacts from average price increases by directing those price increases to consumers with the 
highest WTP for fuel economy (such as by producing highly efficient cars for sale to those 
consumers), or to consumers with high WTP for other vehicles, in effect cross-subsidizing the cost 
of fuel economy improvements with price changes for other, less-efficient cars.65  (“Manufacturers 
have long cross-subsidized vehicle models in their lineups in order to recoup costs in cases where 
they do not believe they can pass the full costs of development and production forward as price 
increases for the vehicle model in question.”).66  With either strategy (or a combination of the two), 
any real-world sales impacts could be mitigated or eliminated.  Yet the agencies fail to include 
these opportunities for automakers to distribute any average price increase selectively across 
consumers to protect sales, and instead simply (and erroneously) apply an implied elasticity to that 
average projected price increase.  Utilizing an average in this way fails to reflect on-the-ground 

                                                
62 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,174. 
63 See U.S. Dep’t of Transportation & U.S. Envtl. Protection Agency, The Safer Affordable Fuel-Efficient (SAFE) Vehicles 
Rule for Model Year 2021 - 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis 953 (Oct. 
2018), available at https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-
al76_epa_pria_181016.pdf (the sales model “estimates the response of total new vehicle sales to changes in the 
average new vehicle price”). 
64 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,075. 
65 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,222. 
66 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,222.  The agencies appear to lament that purchasers of less-efficient vehicles might pay the 
cost of efficiency upgrades for other vehicles.  But allocating external social costs to the users imposing more of those 
costs is consistent with the agencies’ own descriptions of their regulatory missions.  See, e.g., U.S. Envtl. Protection 
Agency, EPA-452/R-18-006, Regulatory Impact Analysis for the Proposed Emission Guidelines for Greenhouse Gas 
Emissions from Existing Electric Utility Generating Units; Revisions to Emission Guideline Implementing Regulations; 
Revisions to New Source Review Program 1-4 (2018), available at https://www.epa.gov/sites/production/files/2018-
08/documents/utilities_ria_proposed_ace_2018-08.pdf (“This regulation will work towards addressing this market 
failure by causing affected [entities] to begin to internalize the negative externality associated with CO2 emissions.”).    

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
https://www.epa.gov/sites/production/files/2018-08/documents/utilities_ria_proposed_ace_2018-08.pdf
https://www.epa.gov/sites/production/files/2018-08/documents/utilities_ria_proposed_ace_2018-08.pdf
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reality.  And the agency must fulfil its responsibility to provide a reasoned analysis of the proposal’s 
impacts instead of asserting that doing so would be difficult.67   
 
V.   Dynamic Fleet Share Model 
 
  A.   The Agencies Misapply the Dynamic Fleet Share Model and Use it to Improperly Inflate the 
Costs of Augural/Existing Standards. 
 
The Dynamic Fleet Share (DFS) model is a component of the CAFE model that projects the sales mix 
of cars vs. trucks under a given scenario in each model year. The DFS operates independently of the 
sales response model. Very little explanation of the DFS model is provided in the NPRM or PRIA. 
CAFE model outputs show that the DFS projects that truck sales shares will be equal under the 
current GHG and augural fuel economy standards and the preferred alternative through MY 2021, 
and then the two will diverge gradually. By CY 2040, the truck share of the fleet under the 
current/augural standards is 2 percentage points higher than under the rollback, comprising 47% of 
the U.S. fleet.68 This leads to a projection of increases in compliance cost estimates, emissions, 
fatalities, and non-fatal crash costs for the current/augural standards relative to the preferred 
alternative. 
 
    1.   The DFS is a borrowed model that is used for an inappropriate purpose, with no 
justification for its core elements, and with a premise that conflicts with the agencies’ sales 
response model. 
 
Like the sales and scrappage models, the DFS model is another example of the unrefined, poorly 
justified, un-peer reviewed, and internally inconsistent econometric content of the new CAFE 
model, which leads to implausible results.  
 
First, the agencies apply the DFS model for an inappropriate purpose, relative to what it was 
designed for. The agencies state that the DFS model was taken from the Energy Information 
Administration’s National Energy Modeling System (NEMS). In the context of NEMS, the sales mix 
equation (which the agencies use for the DFS model) serves a macroeconomic purpose, namely “to 
capture the changing purchase patterns of consumers in recent years” (historical changes).69 
Similarly, the NPRM describes the DFS as a tool to track macroeconomic changes that could follow 
from large swings in fuel price, for instance: “For example, at a gasoline price of $7/gallon, it would 
be unrealistic to expect the new vehicle market’s light truck share to be the same as the future 
                                                
67 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,075 (lamenting that “attempts to address such concerns would require significant additional 
data, new statistical approaches, and structural changes to the CAFE model”). 
 
68 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,432-33 Table VIII-37, 43,434-35 Table VIII-38. Table VIII-37 refers to the CAFE program and Table VIII-
38 refers to the CO2 program.  
69 U.S. Dep’t of Energy, U.S. Energy Information Administration, Transportation Sector Demand Module of the National 
Energy Modeling System: Model Documentation 48 (Nov. 2016), available at 
https://www.eia.gov/outlooks/aeo/nems/documentation/transportation/pdf/m070(2016).pdf. 

https://www.eia.gov/outlooks/aeo/nems/documentation/transportation/pdf/m070(2016).pdf
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where gasoline cost $2/gallon.”70 The agencies in fact used it for this purpose in the 2012 
rulemaking for the GHG and fuel economy standards - they did not include it in the central analysis, 
but did use it for the uncertainty analysis, which looked at the baseline and preferred alternatives 
in the context of “thousands of possible future states of the world,” some of which included 
“extreme cases of fuel prices,” to ensure “consistent modeling responses within that context.”71 
But the agencies are now using the DFS in the NPRM’s central analysis to project different car and 
truck sales shares for each future standards scenario, where fuel economy differs but fuel price 
does not. This is not the purpose for which the NEMS model appears to have been developed, and 
the agencies offer no justification to support the notion that the tool can reliably project real-world 
impacts of changes in fuel economy standards despite the fact that it was not designed to do so.  At 
a minimum, the agencies must more rigorously justify its suitability for this purpose. In addition, 
the agencies claim to apply the model “at a different level” by classifying vehicles as trucks or cars 
based on body style, rather than by the regulatory definition of cars and trucks.72 But this does not 
appear to be the case--the NEMS version uses the body style classification as well. In fact, the DFS 
model is exactly as shown in EIA’s NEMS Model Documentation (2016), not just the form but the 
coefficients as well.  
  
Moreover, the agencies provide no explanation for the structure of the model or the values of the 
coefficients. The DFS model calculates change in car or truck sales share from prior years based on 
changes in fuel price and the horsepower, weight, and fuel economy of the average car or truck. 
The sign of the coefficient is opposite for cars and trucks in the case of fuel price, horsepower, and 
fuel economy. Hence an increase in fuel economy (as in the augural/existing scenario) will 
necessarily shift sales from cars (negative coefficient) to trucks (positive coefficient).  This result is 
hard-wired into the model.  Yet the agencies fail to support the choice of those coefficients or 
demonstrate that they have basis in the real world.  Moreover, their projections that consumers 
will purchase bigger, more powerful cars under the augural scenario is inconsistent with the 
agencies’ assertion that the augural/existing standards’ “great leaps forward” in fuel economy will 
force people “into vehicles that do not meet their needs.”73  
 

                                                
70 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,186. 
71 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,186. 
72 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,076.  The agencies purport to have made this change because of the recent shift to CUVs that have 
model variants in both the car and truck fleets.  However, changing to a model based on body style is inappropriate. 
Fuel economy is a key parameter in the DFS, and the standards affect CUVs differently based on whether they are 
classified as cars or trucks.  Indeed, commenters in the past have observed that the application of more stringent 
targets to 2wd CUVs than to 4wd CUVs under the standards is likely driving the production of more 4wd CUVs and 
fewer 2wd CUVs (Honda 2016).  Moving the vehicle mix model to a body style parameter eliminates the ability to 
detect this effect.  Hence, especially for purposes of comparing various standards-related scenarios, this appears to 
render the model less, rather than more, reliable in projecting real-world outcomes. 
73 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 42,993. 
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In addition, the DFS and the sales model appear to be in conflict. In the PRIA, the agencies state: 
“Considering the absolute number of light trucks by age, shows that although overall vehicle 
demand declines in the most stringent scenario, the dynamic fleet share model predicts that more 
of those vehicles will be light trucks as the difference in the cost of travel for trucks and cars 
converge.”74 In other words, the DFS shows increased truck sales share under the augural/existing 
standards because truck fuel economy approaches car fuel economy. This is inconsistent with the 
sales response model, which omits fuel economy as a variable altogether. In effect, the agencies 
are claiming that, as indicated in the DFS model, a consumer contemplating a new vehicle purchase 
does in fact consider fuel economy to determine the type of vehicle, but does not consider price at 
all, as price is not an input into the DFS; whereas, under the sales model, that same consumer’s 
decision of whether to purchase a vehicle at all is influenced by price alone without any 
consideration of fuel economy.  This direct contradiction is unacknowledged by the agencies, is 
without real-world support, and is arbitrary.    
  
    2.   The DFS arbitrarily inflates compliance cost estimates, emissions, and fatalities. 
 
In addition to the impacts described above, the DFS also inflates compliance costs without real-
world justification.  As described above, the DFS projects that under the current/augural standards, 
by CY2040, 47% of the US fleet will be comprised of trucks compared to 45% of the fleet being 
trucks under the rollback standards.  And the agencies project that per-vehicle compliance costs 
are $360 more for trucks than for cars.75  Therefore, by projecting a shift from cars to trucks, the 
agencies have effectively increased total compliance costs under the augural scenario.  Given the 
deficiencies in the DFS, as described above, these increased compliance costs are without 
justification, and arbitrary.  
 
In addition, the agencies claim that the augural/current standards will increase the percentage of 
light trucks’ impacts on emissions, fatalities, and non-fatal crash costs. As stated by the agencies, 
“The fleet share influences not only the fuel economy distribution of the fleet, as light trucks are 
less efficient than passenger cars on average, but the total miles are influenced by fact (sic) that 
light trucks are driven more than passenger cars as well.”76 In other words, based upon the 
agencies’ use of the VMT schedules they apply in the rule, a greater share of light trucks means 
greater total VMT - which increases emissions, fatalities, and non-fatal crash costs under the 
existing GHG and augural fuel economy standards.  But this assumes that the type of vehicle 
inherently determines factors, like mileage, rather than the consumer’s needs. 
 
                                                
74 U.S. Dep’t of Transportation & U.S. Envtl. Protection Agency, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule 
for Model Year 2021 - 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis 1046 (Oct. 2018), 
available at https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-
al76_epa_pria_181016.pdf (emphasis added). 
75 Relative compliance costs were taken from the Compliance_Report.csv file for the Volpe Model run of the CO2 
standards, posted by NHTSA to its website for the proposed rule.  Specifically, relative to the current standards, 
average technology cost for passenger cars and light trucks under the proposed freeze are shown as $2,019 (cell 
AD4504) and $2,382 (cell AD4505), respectively.     
76 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,187. 

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-al76_epa_pria_181016.pdf
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The agencies acknowledge that the change in fleet share can exaggerate the influence of the 
rebound effect.77 However, applying a truck’s VMT schedule to the former-car-buyers who were 
responsible for the shift to more trucks is an additional flaw in the agencies’ approach. One cannot 
assume that a person who would have bought a car but purchased a truck instead, because trucks 
became more efficient, is going to drive that truck any more than they would have driven a new 
car. Trucks are driven more on average than cars primarily because truck owners have different 
needs and habits than car owners, not because the fact that it is a truck causes them to drive more. 
In fact, rebound theory would indicate that someone who would have bought a car and buys a 
truck because of the standards ought to drive it less because, compared to the car, its fuel costs per 
mile are higher.  
 
With respect to fatalities, the agencies claim that a greater share of trucks might lead to a greater 
number of fatalities due to different rates of involvement in fatal crashes.78 However, the agencies’ 
analysis does not bear this out - specifically, the fatality rates (in fatalities per mile) that are used in 
the CAFE model are “independent of regulatory class and var[y] only by year (and not vehicle 
age).”79 In other words, the same base fatality rate (i.e., before accounting for any mass reduction 
under the standards) is used, by model year, regardless of whether a vehicle is a car or a truck - so 
there could be no change in fatalities due to the relative fatality rate of a different fleet mix.80  
 
As a result, it appears that any increase in fatalities (as well as non-fatal crash costs) under the 
current/augural standards due to the DFS model are attributable to an increase in VMT, rather than 
to any change in the fatality rate of the overall fleet. Even leaving aside the flaws in the DFS model, 
fatalities and non-fatal crash costs arising from increased VMT should be treated the same way that 
the agencies state that they are treating such impacts resulting from increased VMT from the 
rebound effect - as a consumer choice that is not attributable to the standards - and assign equal, 
offsetting benefits to all such impacts.81  The ancillary impacts attributable to consumers’ choice of 
vehicle cannot serve as a justification for the rollback.  

                                                
77 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,187.  
78 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,107 (noting that the DFS model “predicts the effects of changes in the standards on the share 
of light trucks and passenger cars in future model year light-duty vehicle fleets,” and that “[v]ehicles of different body 
styles have different rates of involvement in fatal crashes, so that changing the share of each in the projected future 
fleet has safety impacts; the implied safety effects are captured in the current modelling.”); see also id. at 43,135 
(“Light trucks have higher rates of fatal crashes when interacting with passenger cars and, as earlier sections discussed, 
different directional responses to mass reduction technology based on the existing mass and body style of the 
vehicle.”). 
79 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,188. 
80 It is possible that there might be a small decrease in fatalities under the current/augural standards due to the greater 
presence of trucks in the mix, because, as discussed in the agencies’ safety analysis, mass reduction in trucks tends to 
improve safety - and if there are more trucks in the fleet that benefit would be associated with a larger number of 
vehicles.  The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,111, 43,135. 
81 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,107 (“Increased driving associated with rebound is a consumer choice. Improved CAFE will 
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The agencies requested comment on whether the DFS model “reasonably capture consumers’ 
decisions about how they substitute between different types and sizes of vehicles depending on 
changes in fuel economy, relative and absolute prices, and other vehicle attributes.”82 For all the 
above reasons, it does not. For this reason, as well as the other flaws noted above, reliance on the 
DFS modeling would be arbitrary and capricious.  Without robust justification, the model inflates 
compliance costs, emissions, fatalities, and non-fatal crash costs. 
 
 
VI.   Consumer Willingness-to-Pay for Fuel Economy 
 
  A.   The Agencies’ Treatment of Consumer Willingness-to-Pay and Consumer Preferences is 
Inconsistent and Arbitrary   

 
The proposed rule inconsistently accounts for consumers’ preferences and willingness-to-pay 
(WTP) for improvements to fuel efficiency, arbitrarily assigning different WTP values in different 
parts of the analysis.  [As noted in subsection IV.A.3 above, the agencies’ sales model passes on the 
entire cost of technology to consumers.   The agencies also assume that customers are willing to 
pay for any fuel economy and pollution reduction  technology that will pay for itself within 30 
months,83  and assume that this “cost-effective” technology will be applied to a vehicle even absent 
any regulatory requirement.]  But then at other points, the agencies cite different, contradictory 
values for consumers’ WTP for fuel savings.84   
 
    1.   The agencies departed from prior analysis on consumer willingness-to-pay and failed to 
justify their usage of zero willingness-to-pay in its sales model.  
By definition, a positive willingness-to-pay value indicates the ability of a company to continue to 
maintain or increase sales even if it raises prices within the willingness-to-pay bandwidth.  While 
there may be uncertainty as to what the exact willingness-to-pay for better fuel economy is (and as 
described below, new research indicates that this value can increase when consumers have 
information on fuel economy and/or are in the market for a large vehicle and have access to robust 
fuel economy options), ignoring willingness-to-pay (implying WTP is “zero”) in its sales model 
cannot be considered reasonable [as the agencies themselves note, and even contradict, by the 
assumptions they are making, in other sections of the proposed rule].  Yet, by not modeling a range 

                                                
reduce driving costs, but nothing in the higher CAFE standards compels consumers to drive additional miles. If 
consumers choose to do so, they are making a decision that the utility of more driving exceeds the marginal operating 
costs as well as the added crash risk it entails.”). 
82 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 43,108. 
83 The 30-month payback was identified in the agencies’ Draft TAR.  U.S. Envtl. Protection Agency, EPA-420-D-16-900, 
Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and 
Corporate Average Fuel Economy Standards for Model Years 2022-2025 6-7 (July 2016), available at 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. 
84 See The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43,073 (showing that for used cars, consumers willing to pay for 48-101% of fuel savings for 
used vehicles and 75% or more for new vehicles).  

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
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of sensitivities with non-zero willingness-to-pay values in the sales model, the agencies are 
arbitrarily assuming zero WTP and overestimating the impact of fuel economy standards on vehicle 
sales.85   A 2018 Synapse analysis demonstrates that had the agencies incorporated a reasonable 
WTP value into the sales model, among other adjustments to better reflect market conditions, the 
sales impacts of rolling back fuel economy standards would be shown to be negative or zero.86   
 
In its 2016 Technical Support Document (TSD),  EPA reviewed dozens of willingness-to-pay studies 
and recognized the uncertainty and complexity of modeling willingness-to-pay for fuel economy 
and other attributes, and declined to conduct a quantitative assessment of sales, due to the 
variability of WTP values across studies.87 Having acknowledged that fuel economy improvements 
might either increase or decrease sales, and having no well-supported means of predicting which 
outcome will occur, the agencies should continue to assume that the impact on sales is zero. In the 
NPRM, the agencies have disregarded their prior analysis, failing to resolve the uncertainty noted in 
their prior analysis, or to justify their new decision to ignore WTP for the purposes of the sales 
model.  Further, recent research described below has indicated that the WTP value for fuel 
economy is very likely positive.    
 
    2.   The agencies assume automaker behavior absent the standards that is contradicted by 
other assumptions. 
The agencies imply in the NPRM’s sections on sales impacts that OEMs struggle to sell more 
efficient vehicles,88 but then inexplicably assume that consumer demand and market forces will 
continue to increase fuel economy past 2021 even though the standards are frozen at 2020 
levels.89 This contradiction demonstrates that the agencies are biasing their analysis to obscure a 
larger effect on fuel consumption in order to justify the roll back. 
 
    3.   Based on its own implied assumptions about consumer WTP in its modeling, NHTSA fails to 
meet the maximum feasible standard under EPCA. 
By assuming that all technologies with a 30-month payback will be incorporated by manufacturers 
without the standards in place, yet proposing to set standards below that level, the proposed rule 
clearly does not meet the maximum feasible standard under EPCA.  If automakers would invest in 
                                                
85 And as mentioned in prior sections of these comments, the sales model is fraught with erroneous or unfounded 
assumptions. 
86 Jamie Hall et al., Effects of the Draft CAFE Standard Rule on Vehicle Safety (Oct. 25, 2018), available at 
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-
062_2.pdf (Attachment 11).  
87 U.S. Envtl. Protection Agency, EPA-420-R-16-021, Proposed Determination on the Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm Evaluation: Technical Support 
Document 4-16 (Nov. 2016), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf; see also the 
similar finding of the National Academy of Sciences that “[h]ow markets actually value increases in new vehicle fuel 
economy is critical to evaluating the costs and benefits of fuel economy and GHG standards. Unfortunately, the 
scientific literature does not provide a definitive answer at present.”  National Research Council, Cost, Effectiveness, 
and Deployment of Fuel Economy Technologies for Light-Duty Vehicles 318 (2015).  
88 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 42,986, 43,993. (Aug. 24, 2018).   
89 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks, 
83 Fed. Reg. at 42,986, 43,260 (Aug. 24, 2018). 

http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
http://www.synapse-energy.com/sites/default/files/Effects-of-Proposed-CAFE-Standard-Rollback-Vehicle-Safety_18-062_2.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf
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these technologies even without the standards, then that sets the floor for cost-effective 
standards.  Yet the agencies have proposed a level of fuel economy below what they claim 
automakers would do on their own without standards.    
 
  B.   The agencies have not adequately considered and incorporated recent data indicating a 
positive willingness-to-pay for fuel economy. 
In July 2018, Consumers Union shared with the agencies a comprehensive report demonstrating 
that consumers have a positive willingness to pay for fuel economy, and that this willingness 
exceeds consumers’ willingness to pay for improvements to performance and premium trim 
features.  This research indicates that consumer welfare can be enhanced by standards that push 
automakers to offer more fuel-efficient choices. The research was conducted by Dr. Christine 
Kormos and Dr. Reuven Sussman, and employed a methodology that integrated the strengths of 
stated choice experiments – which allow for the estimation of economic models of valuation and 
willingness-to-pay using implicit measures of preference – with the strengths of randomized 
controlled trials (i.e., robust experimental assessment of causal effects) and surveys (i.e., collecting 
data on demographics and explicit vehicle preferences).90 When participating in the choice 
experiment, consumers selected a preferred vehicle from a choice set based on their personal 
preferences on vehicle size and price range that identified a range of simple and isolated 
quantitative attributes that matter most to consumers.  This research demonstrated a very 
significant willingness-to-pay for improved fuel economy that varied depending on the information 
presented and the fuel economy range of vehicle choices.   WTP is positive for all vehicle 
categories, with consumers valuing fuel economy improvements more highly for low mpg vehicles 
than for high mpg vehicles, demonstrating rationality in their preferences and emphasizing the 
benefits of raising the efficiency floor for the least efficient vehicle categories.  
 
The fact that choice sets presented to respondents were based on theoretical choices that matched 
respondents’ preferred vehicle type and price point, and 5 shifting attributes (price, safety, 
reliability, fuel economy, performance, and premium trim), was helpful for focusing consumer 
decisionmaking on objective attributes, and indicates autobuyers’ willingness to pay for 10 years of 
fuel savings.  Importantly, even if the absolute values of respondents’ WTP for various features is 
overestimated,91 the value of WTP for fuel savings is nonetheless very significant, and relatively 
higher than the WTP for either performance or premium trim.  The isolation of these attributes 
insulates respondents from automaker sales tactics, styling, and other emotional aspects of vehicle 
purchasing that can be influenced by automaker choices on packaging, marketing, and advertising.  
If automaker offerings and marketing aligned with consumer preferences for fuel economy, 
consumer welfare would increase and average fuel economy would increase.   
 
 

                                                
90 Christine Kormos & Reuven Sussman, Auto Buyers’ Valuation of Fuel Economy: A Randomized Stated Choice 
Experiment (2018), available at https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-
Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf. (Attachment 12).  
91 Today’s vehicle market rarely provides consumers with robust fuel economy choice sets.  Further, vehicle purchasing 
behavior is a complex mix of information and emotional response. 

https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
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  C.   The agencies have arbitrarily relied on automaker assertions and have not considered the 
impact of automaker marketing on consumer willingness-to-pay.  
The Kormos-Sussman study demonstrated that both the presence of information on fuel economy 
and the format of information presented had a statistically significant impact on consumer 
willingness-to-pay for improved fuel economy.92  Another study, conducted by a UC Davis research 
team, analyzed the content of vehicle ads and found that fuel economy was mentioned one-third 
as often as performance attributes, and that electric vehicles were featured in only one percent of 
advertising.93  The $14 billion dollars spent on auto advertising from 2008-2014 has a significant 
impact on the vehicle fleet we see today, and automakers’ marketing choices and the information 
they provide to consumers influence consumers’ willingness-to-pay for various features and 
attributes.94  Consumer willingness-to-pay for fuel economy is not static, nor isolated from the rest 
of the auto buying experience.  Automakers and dealers could increase or shift consumer demand 
for fuel economy through advertising if they chose to do so.  Currently there is likely a 
misalignment between maximizing fuel economy and maximizing automaker or dealer profits, 
despite the fact that strong consumer interest in fuel economy could nevertheless lead to 
increased (if not maximized) profits.  That is, manufacturers likely weigh consumer WTP for an 
attribute, and the profit margin for that attribute (and/or associated dealership services), against 
the potential profit margins for alternative attributes given limited manufacturer resources.  In 
other words, the reason automakers may not provide as much fuel economy as consumers would 
prefer results not from the fact that consumer WTP is not high enough to support the technology, 
but from the fact that other technologies with lower technology costs (and lower or equal WTP) 
may provide lower-hanging fruit for the automaker to earn profits.  
 
Automaker claims of “consumer acceptance” as a roadblock to widespread adoption of fuel-
efficient or electric vehicles should not be taken at face value--their own offerings, marketing 
choices, and production decisions affect consumer choices, and are driven by far more nuanced 
considerations than a simple focus on WTP, as shown by the Kormos-Sussman study.  Automakers 
and dealers have the ability to influence consumer preferences through marketing and interactions 
with salespeople, and the agencies should take this influence into account in determining whether 
it is economically practicable for manufacturers to produce and sell more fuel-efficient vehicles. 
 
As even the agencies admit, they cannot show data that consumer willingness-to-pay is zero.  Yet 
they fail to include WTP in their sales model.  And they exacerbate their error by ignoring the 
probability that sales have been and will be affected by changes in automaker offerings and 
marketing behavior.  In other words, the agencies’ attempt to capture historical impacts on sales 

                                                
92 Christine Kormos & Reuven Sussman, Auto Buyers’ Valuation of Fuel Economy: A Randomized Stated Choice 
Experiment (2018), available at https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-
Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf. (Attachment 12).   
93 Gwen Arnold et al., Content Analysis of Unique Auto Ads in the United States: 2005, 2012, 2015, and 2017 (Oct. 
2018), available at https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-
080318-1-1-1.pdf. (Attachment 13).    
94 Christine Kormos & Reuven Sussman, Auto Buyers’ Valuation of Fuel Economy: A Randomized Stated Choice 
Experiment (2018), available at https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-
Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf.  

https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
https://consumersunion.org/wp-content/uploads/2018/06/FINAL-Kormos-and-Sussman-2018-%E2%80%93-Auto-buyers-valuation-of-fuel-economy.pdf
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through their sales model based only on price and macroeconomic indicators fails to reflect the 
impacts of automakers’ own choices on sales (including failures to adequately market and promote 
the benefits of fuel economy).  And the agencies’ application of that model to project future sales 
similarly fails to account for the fact that automakers could increase demand (and possibly even 
further increase WTP) by choosing to promote and market fuel economy gains more effectively.   
   
 
VII.   Conclusion 
In conclusion, the analysis of sales impacts and consumer willingness to pay for fuel economy in the 
NPRM is without real-world support, and arbitrary.  The agencies project adverse sales impacts 
without acknowledging real-world trends indicating strong, increasing sales and flat prices.  The 
agencies’ more than double ownership cost estimates relative to their own analysis performed just 
two years ago, without acknowledging that they are doing so, and based entirely on erroneous and 
fundamentally flawed compliance cost projections.  The agencies commit several fundamental 
errors in the specification of their never-before-used Sales Model, each of which independently 
would result in their projections of sales impacts having no sound basis in fact.  The agencies adopt, 
without explanation or justification, a new Dynamic Fleet Share model, excised from a complex 
model another agency developed for a different context and use it to conclude, without real-world 
evidence, that there would be a shift of sales toward trucks under the existing/augural standards, 
thereby artificially inflating compliance costs, emissions impacts, fatalities, and non-fatal crash 
costs.  And the agencies adopt inconsistent stances on consumer willingness-to-pay for fuel 
economy improvements, appearing to adopt whatever position makes the rollback look the most 
appealing for each given application.    
 
Each of these flaws affects the agencies’ entire analysis, and inflates consumer costs and 
undercounts emissions and safety benefits of the existing/augural rule.  None of the agencies’ 
conclusions regarding the above factors appears to be rooted in real-world evidence, and therefore 
they cannot be used to support the proposal.  Any one of these flaws renders the agencies’ analysis 
inadequate.  Together, they leave no doubt that the agency’s analysis is arbitrary.       
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EXECUTIVE SUMMARY 
 
NHTSA and EPA recently published a Notice of Proposed Rulemaking (NPRM) for 
fuel economy/GHG regulations in the Federal Register1, which they denote ‘‘Safer 
Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks’’.  The proposal is to rescind current new vehicle 
fuel efficiency/greenhouse gas reduction regulations for 2021-2025 (“Existing 
standards”) and freeze the standards at 2020 levels through 2026.  This proposed 
“Rollback” represents a complete reversal of the previous determination in 2017 by 
EPA that the Existing standards continue to be appropriate.  The 2017 
determination was based on an extensive and well-documented midterm review 
process--see, e.g., the 2016 Technical Assessment Report (“TAR”), EPA et al. (2016).   
 
The Agencies’ summary argument in favor of the Rollback rests on two major claims 
(plus related measures).  From the NPRM (page 42986, column 1):   
 

“Compared to maintaining the post-2020 standards set forth in 2012, current 
estimates indicate that the proposed SAFE Vehicles Rule [the Rollback] would 
save over 500 billion dollars in societal costs and reduce highway fatalities by 
12,700 lives (over the lifetimes of vehicles through MY 2029).” [Emphasis 
added.]   

 
The two italicized items are outcome measures (“net benefits”) from NHTSA’s 
economic modeling.  When announced, the immediate reaction from a wide range of 
experts was that they are dubious, and that the claims lack what researchers call 
face validity2.  This report provides a rigorous analysis and evaluation of key aspects 
of NHTSA’s economic modeling efforts, and unequivocally confirms what seems so 
obvious to so many.   
 
More specifically, estimation of net benefits relies critically on developing 
reasonable projections of how the future vehicle market will behave under 
alternative regulatory scenarios (a potentially challenging undertaking).  In prior 
rulemakings, NHTSA and EPA carefully crafted an approach that incorporated 
projections from reputable, third party sources.  For this rulemaking, NHTSA elected 
to instead develop its own in-house vehicle market simulation model.  This report 
identifies and demonstrates multiple shortcomings in key modeling components, 
and shows how these shortcomings lead to results that are inconsistent with basic 
economic principles (a violation of NHTSA’s own modeling standards).   

                                                        
1 Federal Register/Vol. 83, No. 165/Friday, August 24, 2018/Proposed Rules, pp. 
42986 – 43500.   
2 “In statistics, etc., the fact of something seeming to be a reasonable or accurate 
measure of something:  If a test has face validity, then it looks like a valid test to 
those who use it.”  [https://dictionary.cambridge.org/us/dictionary/english/face-
validity (October 18, 2018).] 
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In more common parlance:  their models have major flaws for multiple reasons, and 
produce incorrect results that are bad enough to lead to a wrong conclusion, i.e., that a 
Rollback has positive net benefits versus the Existing standards.   
 
Moreover, all of these actions and decisions were made within a very short time 
frame, and apparently without the benefit of any meaningful peer review.  A careful 
reading of the NPRM and related documentation suggests that NHTSA was fully 
aware of these deficiencies, but chose to proceed anyway.  Because economic 
modeling is a subject requiring significant technical expertise, the remainder of this 
summary provides a review of background material prior to a more detailed 
enumeration and explanation of the report’s findings.   
 
Background on vehicle market modeling and approaches.  
The purpose of rulemaking for new vehicle efficiency/GHG standards is to alter the 
behavior of a large and important economic market (the vehicle market) in a way 
that produces outcomes that meet specified policy objectives (greater fuel efficiency 
and reduced greenhouse gases).  However, this is also quite likely to have an 
economic impact on multiple stakeholders.  Different regulatory options will have 
different impacts, and the benefits and costs must be evaluated.  In this case, 
regulatory analysis relies on quantitative economic models to determine how 
market behavior is likely to change under alternative regulatory scenarios, so that 
the impact on benefits and costs can be estimated.   
 
Economic theory plays a major role because it is the accepted framework for 
developing models of market behavior.  The underlying principles take the form of 
specific behavioral assumptions that determine the decisions of stakeholders (e.g., 
consumers and producers) when participating in a market that involves multiple 
interactions.  In the case of vehicle markets, manufacturers use technologies 
(inputs) to produce and sell new vehicles (Supply).  They decide which 
designs/features to use for their vehicle offerings, and what prices to charge.  The 
prototypical assumption is that they make these decisions so as to maximize profits 
subject to constraints (e.g., their technological capabilities, availability of inputs).   
 
Demand arises from an aggregation of individual decisions by consumers (or, 
households) on how many vehicles to own, which ones (chosen from among a large 
set of competing options), and how to use them.  They get “utility” from the mobility 
services that vehicles provide, and their specific choices are based on preferences for 
product attributes (e.g., new or used, car/SUV/van/truck, size, seating capacity, fuel 
efficiency) including purchase price.  Consumers can vary in their preferences and 
behaviors, which can be represented using the concept of consumer segments.   
 
Multiple types of interactions contribute to complexity in the vehicle market.  Some 
consumers buy new vehicles from manufacturers, but in the used vehicle market 
consumers can be both buyers and/or sellers.  Near the end of a vehicle’s life when 
it no longer makes economic sense to keep it in operation, it will be sold for scrap.  
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With all of these interactions, price changes occur to “clear the market” so as to 
create a balance between supply and demand across all sub-markets (new, used, 
scrappage).  
 
To perform analyses that capture these phenomena, theory-based models have been 
developed that incorporate the fundamental behavioral features and interactions 
described above.  These so-called structural models specifically identify how changes 
in certain variables (e.g. price, fuel economy) directly influence an outcome of 
interest (e.g. purchase behavior), usually in the form of parameters that have clear 
economic interpretation (e.g. preference for an attribute).  One specific class, discrete 
choice models, can be used simulate households’ vehicle-related decisions using the 
features discussed above (e.g., attributes, preferences, and segmentation).  (For a 
more detailed discussion, see see section 3.2).   
 
It is clear that implementing a highly detailed system of structural models could be 
challenging, and model development inevitably involves making simplifying 
assumptions.  It is understandable that analysts would seek simpler modeling 
approaches that require less detail.  Many times these efforts yield models in the 
form of equations that produce results at a more highly aggregated level, so that 
potentially important details on the structural, behavioral features are lost:  so-
called reduced form models.  If such models are carefully derived with the goal of 
ensuring consistency with theory, they could produce realistic “behavioral 
responses” to input changes even when structural features are no longer apparent.  
While this can be feasible under the right circumstances, there are always risks.  
Rigorous validation and testing of model behavior are an absolute requirement.  
Unfortunately, it is very easy for such modeling attempts to go awry when analysts 
face limitations on data and other resources.   
 
A specific class of reduced form models (used by NHTSA) is autoregressive 
distributed-lag (ARDL) models, which are used for aggregate-level time-series 
forecasting.  In the literature, this type of model represents the polar opposite of 
structural models.  Their major strength is in producing short-term forecasts, which 
are essentially a descriptive extrapolation of existing trends in historical data.  These 
can be useful for supporting short-term decisions (by, e.g., industry managers) in 
situations where it is safe to assume that no meaningful structural changes are 
occurring in the market.  Although there are times when such models can play some 
role in supporting policy analysis, they are particularly unsuitable for capturing 
behavioral responses of stakeholders to fundamental market changes of the type 
induced by policy.   
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Modeling requirements and evaluation standards.  
Given the previous discussion, it is clear that developing and using economic models 
for regulatory analysis requires careful judgment and technical expertise.  The 
Agencies have helpfully provided some (brief) background material on the 
standards they are required to meet.  The Preliminary Regulatory Impact Analysis 
(or, “PRIA”—see page 937) focuses on the requirement to produce measures of 
economic benefits and costs, indicating that they… 
 

“… are important considerations, because as Office of Management and Budget 
Circular A-4 states, benefits and costs reported in regulatory analyses must be 
defined and measured consistently with economic theory, and should also reflect 
how alternative regulations are anticipated to change the behavior of producers 
and consumers from a baseline scenario.479  In this analysis, those include vehicle 
manufacturers, buyers of new cars and light trucks, and owners of used vehicles, 
all of whose behavior is likely to be affected in complex ways by the proposed 
action to adopt less strict CAFE and CO2 emission standards for future years.”  
[Emphasis added.] 

 
This description, when combined with the previous background discussion, 
suggests the following are required for success:  Choosing a modeling 
approach/methodology sufficient for capturing behavioral responses to policy 
options in a manner prescribed by economic theory, availability of required data 
and related resources, and correct execution (e.g., choice of model specifications, 
statistical estimation, etc.).  Having established this background on modeling and 
evaluation standards, the remainder of this summary provides more detail on what 
the Agencies have done, and our evaluation.   
 
Background on the CAFE Model.  Over the course of many rulemakings, NHTSA has 
relied on output from its own modeling system (the CAFE Compliance and Effects 
Model, also referred to as “the CAFE model” or, prior to the current rulemaking, “the 
Volpe model”) for producing net benefit analyses.  Until the current rulemaking, the 
CAFE model was focused almost exclusively on modeling manufacturer decision-
making behavior in response to fuel efficiency standards.  Specifically, the CAFE 
model was primarily concerned with identifying feasible vehicle redesign pathways 
that could be used by manufacturers to comply with fuel efficiency standards.   
 
Within the CAFE model is a “manufacturer decision module” that simulates each 
manufacturer’s adoption of new fuel-saving technologies for future model years 
(relying on an extensive database of technologies and costs, and a complex 
algorithm).  Technologies are added to a base year fleet of over 1600 vehicle 
offerings to create new vehicles in future model years.  This “behavioral model” is a 
simplification of our earlier description:  in the CAFE model, manufacturers do not 
decide on both technologies and prices to maximize profits.  Instead, they can only 
choose technologies, and they do so on the basis of minimizing their costs.  (This 
aspect of NHTSA’s modeling is outside the scope of this report, but we note that the 
simplification of excluding pricing, while perhaps reasonable under the 
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circumstances, could yield simulation results that inappropriately adopt 
technologies at higher cost versus what would happen in the real world.) 
 
On the consumer side, in prior rulemakings the CAFE model incorporated vehicle 
market projection data from external sources (as mentioned earlier) as well as 
other assumptions to compute outcome measures of economic costs and 
environmental effects.  However, in the most recent rulemaking NHTSA developed 
and incorporated its own internal vehicle market model into the CAFE model.  In 
addition, the CAFE model has been modified to analyze greenhouse gas regulations 
as well as fuel economy standards, so that all of the NPRM analyses rely on the CAFE 
model.  In prior rulemakings, EPA independently performed its own analyses using 
its own models.   
 
Overview of NHTSA’s models.  NHTSA’s vehicle market model can be viewed as 
consisting of multiple (sub-)models (or modules).  NHTSA added three of these to 
simulate the following phenomena:  new vehicle sales, dynamic fleet share (changes 
in relative share of cars versus light trucks), and dynamic scrappage (vehicles 
retired/removed from the fleet).  The results of these are then combined to simulate 
the evolution of the US light-duty vehicle fleet.  When evaluating model behavior, 
the focus could be on one of the three individual components, or on the overall 
vehicle market (model) behavior when they are combined.   
   
All three of the above components are reduced-form models of the type discussed 
previously:  aggregate-level time-series forecasting models.  For example, their new 
vehicle sales model takes the following form:  
 

 
 
There are three types of input variables.  Two are macroeconomic indexes 
(GDP_GrowthRate, and LaborForceParticipation).  There is only one variable related 
to new vehicles:  the change ( ) in the average compliance cost (the average cost of 
adding technology to meet the regulations, taken over all manufacturers).  There are 
many lag effects (a defining feature of time-series models), including NewSales from 
the two previous periods.   
 
It is important to understand that this model is used to directly compute total 
(aggregate) sales forecasts for three types of vehicles:  Cars, SUV/Vans, and Trucks.  
In other words, although the CAFE model maintains detailed specifications for over 
1600 vehicle configurations, and simulates redesign decisions for each year, no 
“consumer” ever actually “sees” any of these vehicle options or makes purchase 
decisions based on preferences for vehicle attributes.  The only vehicle-related 
variable (average compliance cost for the entire fleet) is used as a proxy for vehicle 
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price.  However, the reason for increased compliance cost is that technology has 
been added to vehicles to improve their fuel efficiency (another vehicle attribute for 
which consumers have preferences).   
 
This model lacks both the level of detail and the structural features (e.g., vehicle 
offerings, attributes, preferences, and segmentation) that would seem to be required 
for capturing consumer responses to changes in new vehicle market offerings.  In 
this specific implementation, even though all cost increases are accompanied by 
improvements in fuel efficiency, this improvement is completely ignored.   
 
The situation is similar for dynamic scrappage, although in this case the models are 
much more complex.  Some background:  A scrappage model gives scrappage rates 
for groups of vehicles of the same age.  A scrappage rate is defined as: the probability 
(P) that a vehicle in a given age group will be scrapped during the current year.  
(Conversely, the probability of survival is 1-P).  The total number of vehicles (T) in 
this group will therefore diminish, so that the number of surviving vehicles at the 
beginning of the next year will be: .   
 
NHTSA’s dynamic scrappage model is the sole determinant of what happens in the 
“used vehicle market” in the CAFE model.  However, as in the new vehicle sales 
model, a key vehicle-related input variable is average compliance cost for new 
vehicles (not, e.g., a more direct measure of used vehicle prices).  In fact, there are no 
structural connections to capture behavioral interactions between the new and used 
vehicle markets (a fact that will turn out to be very important, as discussed later).   
For reasons that will become apparent later, no attention is devoted to the dynamic 
fleet share model in this report.  The purpose of this discussion was to support the 
following summary of key findings.  We divide these into two categories:  evaluation 
based on theoretical considerations, and evidence based on numerical studies and 
analysis.   
 
Summary of findings based on theoretical considerations.  Recall the Agencies’ 
own requirements:  Their models should be able to simulate the behavioral 
responses of vehicle manufacturers, buyers of new cars and light trucks, and owners of 
used vehicles to policy changes, and to produce results that are consistent with 
economic theory.  A review of the models based on theoretical considerations yields 
the following findings.   
 

T1.  The single-equation aggregate-level, time-series equations used by 
NHTSA lack sufficient level of detail and structural features to 
adequately capture consumers’ behavioral responses to changes in 
vehicle prices and attributes made by manufacturers attempting to 
comply with CAFE/GHG standards.  Vehicle choice options, attributes, 
and consumer preferences are not adequately represented (i.e., only 
aggregate new vehicle sales are being forecasted, and they are assumed 
to respond only to average increases in compliance costs).   
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T2.  There is no meaningful structural relationship or interaction 
between the new and used vehicle markets of the type required by 
theory.  Specifically, there are no linkages between the new vehicle 
sales model and the dynamic scrappage model ensured to capture 
theoretical requirements.  This deficiency makes the models vulnerable 
to producing simulation results that are inconsistent with economic 
theory.   
 
NHTSA’s dynamic scrappage model (considered in isolation) has comparable 
analogs in the published literature to support an evaluation.  Based on key 
literature references (and, in turn, other literature cited by them), NHTSA’s 
approach is clearly deficient.  In particular: 
 
T3.  Other scrappage models in the literature are specified based on 
well-established theory, and use structural formulations with 
parameters that have clear economic meaning.  NHTSA essentially 
ignores these and instead opts for a time-series curve-fitting approach 
with no obviously identifiable behavioral structure, and un-
interpretable parameters.   
 
One unfortunate consequence of this approach is that the documentation and 
results in the PRIA for the scrappage models were generally quite 
impenetrable to direct interpretation (even by experts), contributing to the 
need for the numerical studies discussed below.  (See section 3.6.2.) 
 
Even if aggregate-level forecasting approaches were appropriate for policy 
analysis, the large literature on travel demand forecasting suggests that 
NHTSA’s overall approach of forecasting new sales in conjunction with 
scrappage is inferior to other alternatives.  Established aggregate-level 
approaches start with projections of growth in the total vehicle fleet 
(reflecting transport needs), not new vehicle sales.  These typically exclude 
prices altogether, because experience has shown that prices do not help the 
accuracy of aggregate forecasting models.  (In contrast, approaches using 
more detailed discrete choice models for consumers’ vehicle-related decisions 
make successful use of price effects.)   
 
T4.  A key reference, Greenspan and Cohen (1999), solves the same 
forecasting problem as NHTSA, but uses a different approach that is 
consistent with the travel demand literature.  They first forecast the 
size of the total vehicle fleet (based on population and household 
ownership trends from the Census Bureau, plus economic indexes), 
and then simulate scrappage.  New vehicle sales are determined on 
the basis of these other two forecasts (see section 3.3).   
 
There are also other issues that raised concerns.   
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T5.  In terms of technical execution (statistical estimation), NHTSA’s 
complex, time-series based models are vulnerable to over-fitting the 
historical data, leading to poor “out of sample properties” (i.e., poor 
forecasting behavior).   
 
T6.  Available rulemaking documents suggest that these models have 
not been peer reviewed (see section 1), and (based on our numerical 
results—see below) it seems unlikely that they have been adequately 
tested.   
 
T7.  The PRIA sections devoted to modeling make frequent reference to 
a phenomenon known as the “Gruenspecht effect.”  Briefly, this effect 
relies on an economics-based chain of logic whereby regulations that 
cause new vehicle prices to increase will result in fewer used vehicles 
being scrapped (all else equal).  Although this subject is a potential 
source of many discussions, the main consideration here is the role the 
concept has played in NHTSA’s model development decisions.   
 
A careful reading of the NPRM and PRIA documents suggest that a 
desire to “mathematically mimic” this specific effect was a guiding 
motivation behind their modeling decisions, in contrast to, e.g., a focus 
on adequately capturing a more fundamental underlying behavioral 
structure that could legitimately allow this effect to occur (section 
3.1.2).  This further undermines their overall approach to modeling 
vehicle market behavior, contributing to its ultimate failure to produce 
results that are consistent with economic theory (as shown by our 
numerical studies).   

 
Overall, these theory-based observations suggest many potential problems.  In our 
view, the observations offered thus far would ensure that the NHTSA modeling 
approach would be very unlikely to withstand a peer review if it were, e.g., 
submitted for publication in an academic journal.   
 
Summary of findings based on numerical studies.  To determine whether or not 
these concerns can be conclusively shown to produce incorrect modeling results, 
and to also determine any implications for outcome measures and conclusions, we 
performed a number of numerical studies.  These are largely based on actual 
computer runs from the CAFE model in CO2 mode, using the assumptions for Table 
II-27 of the NPRM.   
 
As a starting point, we established procedures for replicating NHTSA’s benefit-cost 
results.  Next, we experimented with the model by changing input assumptions.  An 
initial finding was that turning off the dynamic scrappage model had a major impact 
on the results, whereas the role of the other two models was much more limited.  
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For this reason, most of our numerical studies focus on the dynamic scrappage 
model.  (This and the following two points are discussed in section 2.) 
 

N1.  Under the reference case, the Rollback costs $200.7B less than 
Existing standards.   Turning off the dynamic scrappage model more 
than erases the estimated cost differences between the Existing and 
Rollback scenarios.  Specifically, the Existing standards cost $14.3B less 
than the Rollback with the scrappage model turned off.  This reverses 
NHTSA’s conclusion that the Rollback has positive net benefits versus 
the Existing standards.    
 

The next finding involves the so-called “VMT rebound effect.”  NHTSA’s analysis 
assumes a value that in our judgment is too high (based on recent publications 
and expert opinion)—see, e.g., Gillingham (2018).  NHTSA assumes 20% in the 
2018 NPRM, whereas they assumed 10% in the 2016 TAR (which is closer to 
expert consensus).     

 
N2.  Turning off both the dynamic scrappage model and the rebound 
effect reverses the N1 result even further:  The Existing standards cost 
$39.2B less than the Rollback.   
 
The result of running the model with no dynamic scrappage and a 10% 
VMT rebound rate:  The Existing standards cost $27.8B less than the 
Rollback.   
 

N1 and N2 suggest the importance of carefully evaluating the dynamic scrappage 
model in terms of its actual behavior.  We performed a detailed numerical study 
of the dynamic scrappage model behavior for passenger cars.  We started by 
comparing scrappage curves from multiple sources:  a recent reference in the 
literature that performed a very similar modeling exercise (Bento et al. 2018), 
two different CAFE curves used by NHTSA in the 2016 CAFE model, a “No 
Gruenspecht” sensitivity case from the PRIA, and curves for the Existing and 
Rollback scenarios.  These results, and results for the following points (N3 and 
N4) are in section 4.  
 

N3.  A high-level summary of conclusions:   
 

N3a.  The dynamic scrappage model implicitly projects “durability 
improvements” for recent, current and future model years that 
seem overly optimistic, leading to systematically lower future 
scrappage rates.   
 
N3b.  The model demonstrates inappropriately high sensitivity to 
new vehicle price increases, creating unreasonably large gaps 
between the scrappage rate curves for the Existing and Rollback 
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scenarios.  It is these gaps that drive the difference in results 
reported in the 2018 NPRM (both economic costs and fatalities).   
 
N3c. The “gap” between the Existing and Rollback scrappage 
curves occurs primarily between the ages of 18 and 22, a region 
where data have been deemed “too noisy to use” by some 
academic researchers, raising further questions about the 
model’s validity.  (The implications of this are discussed below.) 

 
These observations are consistent with our earlier concerns in T3 and T5 
(that high levels of “over-fitting” lead to poor out-of-sample behavior).   

 
N4.  We devised additional numerical tests to address the noise issue.  We 
found that:   

 
N4a.  Even though the gap between Existing and Rollback scrappage 
curves is inappropriately large, the size of this gap is dwarfed by the 
amount of statistical error (noise) in the predicted scrappage rates.  
In other words, the gap that is ultimately responsible for NHTSA’s 
modeling results is not statistically meaningful (see section 4).  
 
N4b.  These scrappage rate differences are the ultimate source of the 
benefit-cost differences between the Existing and-Rollback 
scenarios in the Agencies’ analysis.  When these dynamic scrappage 
model rates are replaced with the scrap rates most recently 
developed and vetted by the Agencies, the Existing standards have 
positive net benefits versus the Rollback (not the negative net 
benefits reported by the Agencies).  (See section 2.) 
 
N4c.  Additional numerical tests suggest that this high level of noise 
in the scrappage model’s predicted scrappage rates propagates 
through the rest of the CAFE model, creating large differences in the 
final results that compromise their validity.  The failure of NHTSA to 
identify and test these behaviors speaks to the lack of peer review, 
testing, and validation that they should have performed to comply 
with their rulemaking requirements.  (See Appendix A.) 

 
These serious problems with the dynamic scrappage model raise a larger question:  
What is the impact of these deficiencies on the overall economic modeling of vehicle 
fleet behavior?   
 
We conducted a series of numerical studies to answer this question (see section 5).  
For purposes of comparison, we also replicated all calculations on corresponding 
results from the U.S. Department of Energy-Energy Information Agency’s NEMS 
model, published in their 2018 Annual Energy Outlook (AEO).  NEMS is a well-
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established model that is frequently used in energy-related policy analyses (see 
section 3.4 and Appendix B).      
 
N5.  Numerical results highlight major deficiencies of NHTSA’s economic 
modeling of vehicle market behavior (in contrast to NEMS):   
 

As discussed in more detail below, our numerical results conclusively 
demonstrate that the current CAFE model produces results that are wildly 
inconsistent with economic theory on multiple measures, whereas NEMS 
is consistent with economic theory on the same measures.   
 

We summarize two specific examples.  In a CAFE-model-based comparison of 
Existing and Rollback scenarios, the only difference in terms of “economic modeling 
inputs” for the two scenarios is:  the overall cost of “driving vehicles” is 
systematically higher under the Existing standards, due to its pattern of increased 
stringency.  According to economic theory, if the overall cost of a good (“driving 
vehicles”) increases, demand for the good decreases.  For this specific analysis, the 
total vehicle fleet size should decrease.  However:   
 

N5a.  The CAFE model simulates systematic increases in the size of the 
total vehicle fleet under the Existing standards (versus the Rollback) 
when it should produce systematic decreases. This violates economic 
theory.  (See section 5.1.) 

 
It is important to understand that, not only does this result violate economic theory, 
it does so via a specific mechanism:  keeping a large number of very old used 
vehicles on the road.  This is a direct result of the dynamic scrappage model 
behavior, which predicts very large retention of 18-22 year-old vehicles.   
 

N5b.  This problematic result is the main source of both of NHTSA’s 
claimed advantages for the Rollback:  lower economic costs (higher net 
benefits), and lower fatality rates.   

 
As another test, the available numerical output allowed us to compute estimates of a 
highly relevant economic measure for both the CAFE model and NEMS:  elasticity of 
scrappage with respect to new vehicle prices.   
 
The definition of this elasticity is:  the percentage change in scrap rates for a one 
percent increase in new vehicle prices.  For example, a value of -1 indicates that, if 
new vehicle prices were to increase by 1% (all else equal), scrap rates would 
decrease by one percent.   
 
Theory suggests that scrap rates should go down when vehicle prices increase, i.e., 
that the elasticity should be negative.  The recent literature provides elasticity 
estimates for used vehicle prices (not new vehicle prices) in the range of -0.4 to -3.  
Although it would be preferable to have them for new vehicle prices, these provide a 
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reasonable baseline for comparison.  For our purposes we use the range 0 to -3.5.  
(The fact these elasticities are generally unavailable is additional evidence 
suggesting the inappropriateness of NHTSA’s approach—see section 5.2 for more 
discussion).    
 

N5c.  The vast majority of elasticity estimates from NEMS falls into a 
reasonable range based on theory (0 to -3).  In contrast, the CAFE model 
elasticity estimates show wild variation, taking on very large values 
(both positive and negative) with about half of the values being positive 
(a violation of theory).  In other words, the CAFE model elasticity 
measures (and therefore the underlying results) are inconsistent with 
economic theory.   

 
The reasons for these violations are easily traced to previously identified problems 
based on theoretical considerations:  as a “system,” NHTSA’s economic models 
consist of single-equation aggregate-level time-series projections with almost no 
structural/behavior-related factors suggested by theory or more detailed structural 
modeling approaches (T1).  The new vehicle sales and scrappage model equations 
themselves have no structural connections that capture interactions between, e.g., 
the new and used vehicle markets (T2).  For more details, see section 3.1.2.   
 
Why does the NEMS model produce superior results that are consistent with 
economic theory?  It adopts various aspects of the modeling principles reviewed 
earlier—see section 3.4 and Appendix B for details.  
 
Concluding Comments.   
 
The analysis and evaluation in this report rigorously establish the deficiencies in the 
Agencies’ economic modeling approach, including the fact that their results violate 
the OMB requirement that regulatory analyses must be based on measures that are 
consistent with economic theory.   
 
We also provide details on the multiple reasons for these failures, which can be 
largely traced to the dynamic scrappage model.  This is very important because 
removing the scrappage model and replacing it with scrappage curves developed for 
the 2016 analysis yield benefit-cost results that reverse the conclusions in the 2018 
NPRM (even with a 20% VMT rebound rate).   
 
We also emphasize that our findings are narrowly limited in scope, and are not 
intended to imply that all other aspects of the CAFE model are problem-free.  
 
Finally, there is one other aspect of the NPRM/PRIA that bears mentioning.  A 
careful reading of the NPRM and PRIA suggests that NHTSA was fully aware of many 
of the problems and deficiencies associated with their modeling approach, yet they 
decided to proceed anyway.  This raises serious questions about why this course of 
action was taken (see section 3.6).   
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1.  Introduction 
 
On August 24, 2018 NHTSA and EPA officially published their Notice of Proposed 
Rulemaking (NPRM) for fuel economy/GHG regulations in the Federal Register.  The 
NPRM proposes to rescind the previously established regulations for 2022-2025 
(the so-called Existing standards) in favor of a policy that requires no further 
improvements after 2020 (Rollback).   
 
The NPRM, as well as a Preliminary Regulatory Impact Analysis (PRIA) and other 
documents, have been made available at 
https://www.regulations.gov/docket?D=NHTSA-2017-0069.  These lengthy 
documents include an agency analysis to support and justify the proposed Rollback.  
They include, in part, a quantitative analysis of benefits and costs that purports to 
provide a meaningful comparison of the Existing versus Rollback scenarios, and 
which alleges the Rollback scenario to be superior.  Portions of this analysis rely on 
modeling economic effects related to the future behavior of the vehicle market in 
response to the policies.  The introduction to Chapter 8 of the PRIA (page 937) 
indicates that measuring economic benefits and costs… 
 

“… are important considerations, because as Office of Management and Budget 
Circular A-4 states, benefits and costs reported in regulatory analyses must be 
defined and measured consistently with economic theory, and should also reflect 
how alternative regulations are anticipated to change the behavior of producers 
and consumers from a baseline scenario.479  In this analysis, those include vehicle 
manufacturers, buyers of new cars and light trucks, and owners of used vehicles, 
all of whose behavior is likely to be affected in complex ways by the proposed 
action to adopt less strict CAFE and CO2 emission standards for future years.”  
[Emphasis added.] 

 
The purpose of this report is to review and evaluate the economic models used by 
NHTSA to produce the PRIA/NPRM analyses and results that claim to satisfy these 
requirements.   
 
The reasons for doing this require additional context.  Over multiple cycles of 
rulemakings, NHTSA has used its own modeling system (the CAFE Compliance and 
Effects Model, also referred to as “the CAFE model” or “the Volpe model”) for 
performing a variety of quantitative analyses.3  In prior rulemakings, the CAFE 
model was largely limited to projecting how manufacturers might be able to comply 
with CAFE standards, given the feasibility and costs of using various technologies.  
In the past, the approach to addressing economics-based factors could be 
characterized as “conservative,” given the notable difficulty of modeling and 
predicting the behavior of a complex market with many stakeholders.   
 
                                                        
3 See https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-
effects-modeling-system 

https://www.regulations.gov/docket?D=NHTSA-2017-0069
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system
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However, as will be discussed in more detail below, NHTSA has made a dramatic 
shift in its approach since the midterm review in 2016.  In a very short time period 
NHTSA made major changes to its CAFE model, incorporating never-before-used 
models for forecasting the future behavior of the vehicle market, and with no 
(readily apparent) peer review.   
 
Specifically, see USDOT-NHTSA (2018) for the most recent peer review of the CAFE 
model.  The focus of the review appears to have been primarily technology issues, 
which also was reflected in the expertise of the panel.  Although the economic 
modeling did not receive much attention, in response to one reviewer’s question 
about the likely impact on new vehicle sales of technology cost increases, the 
following response was (page 303):   
 

“The model has been updated to including [sic] procedures to estimate 
impacts on new vehicle sales, and on older vehicle scrappage. Model 
documentation will be revised to document these new methods, and a new 
Regulatory Impact Analysis will discuss the development of corresponding 
model inputs.” 

 
This peer review was published in July 2018, not long before the rulemaking.  This 
response suggests that updating the documentation and providing the materials in 
the PRIA is the first opportunity for any actual external review.4   
 
An important consequence is that the results and conclusions developed during the 
previous rulemaking have been dramatically reversed.  Further exploration reveals 
that this reversal is not due to some important new finding or additional data, but is 
a direct result of NHTSA changing its analysis approach.  Because of the direct 
impact on results and conclusions, this report begins by reviewing relevant details 
of the benefit-cost measurements involved (section 2).  Section 2 shows that turning 
off the dynamic scrappage model and replacing its results with the scrappage 
schedules recently developed by NHTSA completely reverses the net-benefit result 
reported in the NPRM, i.e. results from dropping the scrappage model show that the 
Existing standards have higher net benefit than the Rollback.   
 
This result by itself would not be consequential if, as the Agencies might contend, 
the new economic modeling approach were an “improvement” over their previous 
analysis methods.  However, this report provides a thorough review of these models 
and finds that NHTSA’s newly introduced models are wholly inadequate for their 
intended purpose, falling well below the standard articulated above.  All of the 
models rely on the application of time-series-based approaches that are appropriate 
for short-term forecasting of trends under “stable market conditions,” but are 
unlikely to satisfy the requirements for policy analysis.  
                                                        
4 A global document search for the word “scrap” located only the cited response, i.e., 
there was no other discussion in the peer review related to scrappage, which is a 
major change in modeling approach, and the primary subject of this report.   



 16 

 
To be more specific, NHTSA has added three new economic models to project the 
following three behaviors:  future new vehicle sales, high-level shifts in market 
share between cars and light-duty trucks (“fleet share”), and scrappage of used 
vehicles.  These are combined to simulate evolution of the future US light-duty 
vehicle fleet.  Although all three models have clear deficiencies, our analysis 
concludes that the one with the largest impact is the “dynamic scrappage model” 
[DSM], and it will therefore be singled out for the most scrutiny.5   
 
Section 3 begins with a more detailed discussion of these models, and also highlights 
the fact that NHTSA’s development of its models seems primarily oriented toward 
ensuring that they “mathematically mimic” a phenomenon known as the 
“Gruenspecht effect.”  The models are designed to create a type of “correlation” 
between new vehicle sales and used vehicle scrappage, rather than capture 
meaningful behavioral effects and market structure based on theory.  To provide a 
well-documented baseline for what such theory-based models could look like, we 
review theory and methods for economic modeling of vehicle markets in section 3.2.  
The remainder of section 3 reviews important, relevant references in the literature 
and provides an evaluation of the dynamic scrappage model based on theoretical 
considerations.  Troubling aspects of the model development process are also 
discussed.   
 
Section 4 evaluates NHTSA’s scrappage model in more detail by using numerical 
results to directly demonstrate its multiple deficiencies.  Section 5 evaluates the 
behavior of their total “system” when simulating the future behavior of the vehicle 
market, based on a comparison of numerical results from the CAFE model and the 
National Energy Modeling System (or “NEMS,” described in section 3.4 and 
Appendix B).  This comparison reinforces and extends insights from sections 3 and 4.  
Section 6 summarizes the report’s conclusions.  
 
The critically important findings are:  the economic modeling approach produces 
results that are highly inconstant with the requirements of economic theory 
(violating Agencies’ requirements for regulatory analysis).  Although the overall 
approach is highly flawed, the specific failings of the dynamic scrappage model 
appear to be the primarily source of the errors in the regulatory analyses that 
wrongly conclude that the Rollout has higher net benefit than the Existing standards.   
 
Finally, although it requires some careful reading between the lines, the lengthy 
discussions and documentation provided in the PRIA/NPRM reveal that, in many 
                                                        
5 However, it is important to note that there are a variety of other economics-related 
issues.  For example, NHTSA has opted to use an inappropriately high estimate of 
the “VMT rebound effect” that is at odds with the most current literature, and the 
judgment of most experts.  These and other issues are outside the scope of this 
report, so any lack of discussion on other economics-related issues should not be 
interpreted as a judgment of acceptability.   
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instances, agency staff understands and recognizes that the methods employed (and, 
in particular, the data) have major shortcomings that render them inadequate for 
their intended purpose.  The primary justification offered is typically based on 
practicality:  limited access to data and other resource constraints could only 
support the type of methods that were employed.  This, and other aspects of the 
supporting material contained in the NPRM/PRIA are also discussed. (See section 
3.6.) 
 
2.  Review of Benefit-Cost Measurements 
 
As part of the earlier 2016 midterm review, EPA produced its Technical Assessment 
Report (TAR), which includes a chapter (Chapter 13) “Analysis of Augural CAFE 
Standards” performed by NHTSA using the version of the CAFE/Volpe Model 
available at that time.  The chapter’s introduction includes a review of the CAFE 
model’s history, as well as a concise and informative description of its functionality:   
 

“…NHTSA designed the model with a view toward (a) detailed simulation of 
manufacturers’ potential actions given a defined set of standards, followed by 
(b) calculation of resultant impacts and economic costs and benefits. The 
model is intended to describe actions manufacturers could take in light of 
defined standards, estimated production constraints, and other input 
assumptions and estimates, not to predict actions manufacturers will take.” 
(page 13-2)  

 
The results from item (b) were used to produce the benefit-cost comparison of the 
Augural and Rollback scenarios reproduced in Table 2-1 (Table 13-25, 2016 TAR, 
page 13-103).  The result:  The Augural standards yield $85B in net benefits over the 
Rollback scenario.  Table 2-1 shows one way that benefits and costs can be 
separated into different categories (although the sign convention can be confusing).  
The Augural standards result in higher costs (primarily technology costs), but also 
higher benefits (primarily fuel savings).  Importantly, estimated benefits outweigh 
costs under the Augural standards.   
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Table 2-1.  Excerpt from 2016 TAR:  Net-Benefit Analysis 

 
However, the net-benefit analyses in the 2018 NPRM/PRIA lead to dramatically 
different results, and an opposite conclusion (i.e., that the Rollback produces larger 
net benefits).  To demonstrate this, and to provide background on the main 
assumptions used for analyses in this report, we compute net-benefit results using 
the 2018 CAFE model.  Our analyses use the case from Table II-27 of the NPRM 
(Federal Register, page 43065, not shown here).  Economic costs and benefits are 
computed using the 2018 CAFE model in “CO2 mode” with a discount rate of 3% 
(plus some minor spreadsheet calculations).  In the remainder of this report, results 
from our CAFE model-based calculations will typically be reported for two 
scenarios:  Existing standards, and Rollback.  
 
See the first column in Table 2-2.  First, the reporting convention is different from 
Table 2-1:  All figures are reported as net benefits for the Rollback versus the 
Existing standards (equivalent to subtracting the costs for Existing standards from 
Rollback costs), i.e., a positive number indicates that the Rollback is “better.”6  
Second, we needed to confirm that we could reproduce the figures the NPRM.  After 
some experimentation, we were able to do so. 7.    
                                                        
6 The NPRM explains in detail that the Existing standards (not the Rollback) are 
used to define the policy “baseline” (see, e.g., NPRM page 43003).   
7 One challenge in performing this analysis was a lack of clarity in the NPRM and 
PRIA regarding how the results in many tables were calculated.  In this case, the 
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 CAFE Model 2016 TAR 
Tech Cost  259.8     88 
Maintenance Cost        5 
Crashes, Fatalities, Congestion, Noise        6 
Reduction in external costs from lower vehicle use    62.4  
   
Pre-tax fuel savings -143.8 -122 
Mobility Benefit  -69.5      -9 
Refueling Benefit    -9.4      -6 
   
GHG emissions    -4.7   -27 
Criteria pollutants    -0.8   -11 
Petroleum externality  -11.9     -9 
   
Total [excluding accident]    82.1   -85 
   
Total Fatal Crash Costs    94.0*  
Total Non-Fatal Crash Costs  147.0*  
   
Non-Rebound Fatal Crash Costs    46.2*  
Non-Rebound Non-Fatal Crash Costs    72.3*  
   
Net Benefits  200.7  -85 

* Only the non-rebound crash-related costs are used to compute net benefits—see the text.  
Table 2-2. Comparison of 2016 TAR and 2018 NPRM Analyses:  Estimated Net 

Benefits from Adopting the Rollback Proposal 
 
Although some basic input assumptions are not strictly the same as in the 2016 
TAR8, we compare (to the degree possible) results from Table 2-1 (with adjusted 
signs) to corresponding measures from the NPRM for purposes of illustration only.  
There are some notable differences.  The net benefit for Tech Cost (positive in both 
analyses) is much larger in the NPRM.  Although this is an important difference, it is 
outside the scope of this report:  We do not evaluate the portion of the CAFE model 
that simulates manufacturers’ technology choices.  All of the remaining differences 
are due to changes in NHTSA’s approach to modeling vehicle-related market 
behavior.   
                                                                                                                                                                     
CAFE model was run with the “Fleet Analysis” option turned on, and results from 
the Annual Societal Costs output file were filtered to include MY1977-2029, and 
Calendar Year less than 2070 (corresponding to a 40 year lifetime for MY2029 
vehicles).  This allowed us to reproduce the figures published in the NPRM for the 
case we are using.  Our result ($200.7B) matches the NPRM result in Table II-27.  
However, NPRM Table VII-51 (the same results using a different format) reports 
$200.8B.   
8 The base year and vehicle fleet in the 2016 TAR are 2015, versus 2016 in the 
current CAFE model.  Some economic projections (e.g., GDP growth, fuel price 
projections) are not going to be exactly the same.  As noted in the text, our computer 
runs use CO2 mode rather than CAFE mode.   
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Other notable differences between the NPRM and 2016 TAR are the crash-related 
costs.  In the 2016 TAR, costs due to crashes, congestion, and noise are combined, 
resulting in a relatively small number.  However, in the NPRM crash-related costs 
are much larger.  The reasons for this will be clearly established later in the report.   
 
However, the crash-related costs raise an issue related to an economic “parameter” 
that that must be discussed for purposes of completeness:  the rebound effect.  
According to economic theory, if the cost of a good (or service) goes down (all else 
equal), then demand for it will go up.  If fuel economy for new vehicles goes up (e.g., 
due to the regulation), then the per-mile cost of driving goes down.  Theory 
therefore suggests that new vehicle purchasers would be expected to drive more 
miles (than they would have otherwise).  This increase in driving (were it to occur) 
is the rebound effect.  
 
Assuming that the rebound effect produces increased driving for certain individuals, 
this means that their expected number of crashes goes up.  However, it must be 
recognized that this increase in crashes will have occurred because drivers decided 
they would be better off by driving more.  Therefore, any crashes associated with 
these extra miles are due to consumer choice.  Consumers are assumed to take this 
risk into account when making their decision to drive more miles.  Therefore, any 
costs associated with these crashes are not directly attributable to the regulation 
that caused the increase in fuel economy.  For this reason, only “non-rebound crash 
costs” are included in the regulatory analyses.   
 
One final remark about the rebound effect:  The Agencies’ analysis in the NPRM 
assumes a value that in our judgment is too high (based on recent publications 
and expert opinion).  For example, see Gillingham (2018).  He concludes that the 
range of central estimates is 8.1% to 14.1%, where the 8.1% is arguably 
preferred because it is based on a methodology that uses two odometer readings.  
A reasonable estimate would therefore be 10% (which happens to be the value 
used in the 2016 TAR).   
With this as background, we now explore the role NHTSA’s new economic modeling 
approach plays in determining the NPRM net-benefit results.  The CAFE model 
includes options for turning off various modules, and, in addition, values in the 
parameter input file can be changed to produce alternative sets of results.   
 
Table 2-3 shows results from different CAFE model runs with two key effects turned 
on and off:  the rebound effect, and the dynamic scrappage model.  When the 
rebound effect is turned off there is some reduction in net benefit for the Rollback 
standard (but not especially large).   
 
However, when the dynamic scrappage model is turned off, net benefit switches from 
positive to negative, i.e., the Existing standards provide more net benefit than the 
Rollback ($14.3B).  This is true even though the 20% rebound has been left in place.  
When both are turned off, the net benefit of the Existing standards increases by 
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another $25B (roughly what would be expected from the difference in results 
between the first two columns).  Using our preferred rebound effect of 10%, the 
Existing standards yield a net benefit of $27.8B over the Rollback (full figures not 
shown).   
 
 Reference 

Case 
No 
Rebound 

No Dynamic 
Scrap 

No Rebound + 
No DS 

Tech Cost 259.8 259.8 259.8 259.8 
Pre-tax fuel savings -143.8 -194.0 -185.1 -230.7 
Mobility Benefit -69.5 0.0 -63.7 0.0 
Refueling Benefit -9.4 -11.9 -9.9 -12.2 
     
GHG emissions -4.7 -6.3 -6.1 -7.6 
Criteria pollutants -0.8 -4.1 -7.1 -10.2 
Petroleum externality -11.9 -16.0 -15.2 -18.9 
Reduction in external costs from 
lower veh use 

62.4 27.9 
25.7 -6.8 

     
Total [excluding accident] 82.1 55.4 -1.5 -26.4 
     
Total Fatal Crash Costs 94.0 46.2 40.1 -5.0 
Total Non-Fatal Crash Costs 147.0 72.3 62.7 -7.8 
     
Non-Rebound Fatal Crash Costs 46.2 46.2 -5.0 -5.0 
Non-Rebound Non-Fatal Crash 
Costs 

72.3 72.3 
-7.8 -7.8 

     
Net Benefits 200.7 174.0 -14.3 -39.2 
* Only the non-rebound crash-related costs are used to compute net benefits—see the text.  

Table 2-3.  The Impact of Rebound and Dynamic Scrappage Effects  
on NPRM Net Benefit Results From CAFÉ Model 

 
Similar explorations for the other two components of NHTSA’s new economic 
modeling approach (new vehicle sales, and dynamic fleet share) revealed that (in 
contrast to dynamic scrappage) they have relatively little impact on the bottom-line 
net-benefit results.  For this reason, the dynamic scrappage model receives most of 
the attention in our evaluation.     
 
To summarize:   

This exercise demonstrates the critical role played by the dynamic scrappage 
model in determining the outcome and conclusions of the NPRM regulatory 
analysis9.   

                                                        
9 The difference in Tech Costs between the Existing and Rollback scenarios are much 
larger than in the 2016 TAR, and (according to Table 2-3) are unaffected by the 
behavior of the vehicle market.  If these turn out to be too large, then the net benefit 
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To elaborate further:  When the dynamic scrappage model is turned off, the CAFE 
model reverts to using scrappage projections developed by NHTSA very recently.  
More specifically, these were used in the 2016 TAR only a short time ago, so they 
represent their most recent approach to determining scrappage rates prior the 
current rulemaking.  Because the impact of this modeling change is not only large 
but also consequential, it is clear that the decision to make such an important 
change must be the correct one.  But, how can this be evaluated?   
 
The Agencies’ requirements for performing regulatory analysis were reviewed in 
the introduction, and are useful for identifying evaluation criteria related to this 
type of economic modeling, which is technically challenging, and requires expertise 
in multiple areas.  Within this context, considering the range of issues involved 
suggests the following initial questions:   
 

1.  How suitable is NHTSA’s dynamic scrappage model when evaluated from 
the perspective of economic theory and/or methods that have been previously 
established in the literature?   
 
2.  Do the methods, data, and other factors employed by NHTSA yield a 
dynamic scrappage model that produces credible and reasonable results?   
 
3.  Given that the scrappage model is a statistical model whose parameters 
are estimated based on historical data, what are the implications for this 
model’s performance with respect to the precision and accuracy of its 
forecasts?   
 
Specifically, even under ideal conditions, such models produce predictions 
that are subject to a certain amount of statistical error.  How large is this 
error?  And, when these errors are propagated through the rest of the CAFE 
model, what is the impact on the final results?   

 
This report provides answers to the first two questions, as well as most of the third. 
For the third question, section 4 investigates the issue of statistical error, and the 
precision of predictions from the scrappage model.   
 
The very last question in item 3 (error propagation) raises the concern of how the 
final cost estimates produced by the CAFE model will be affected when a statistical 
model with prediction error (such as the dynamic scrappage model) is embedded 
within it.  This issue is a relatively complex one, and during our investigation we 
produced some preliminary results on this subject.  These are discussed separately 
in Appendix A to emphasize that they are in no way required to support the main 
conclusions in this report.  At the same time, we wanted to document the potential 
impact of this issue, and highlight the fact that it is one of many that should have 
                                                                                                                                                                     
differences in favor of the Existing standards would be even larger.  However, this 
issue is outside the scope of this report.   
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been the subject of rigorous testing and validation before deciding to use this model 
for an important regulatory analysis.   
 
 
3.  Economic Modeling of Consumer Vehicle Markets for Policy Analysis 
 
This section includes background material on theory and methods for economic 
modeling of consumer vehicle markets in the context of performing policy analysis.   
The purpose is to establish a well-documented basis for evaluating NHTSA’s new 
models.  However, before presenting this material, sub-section (3.1) reviews 
additional details of NHTSA’s models so they are available for consideration while 
reading the remainder of the section.  In addition, an economic argument known as 
the “Gruenspecht effect” has had a major influence on NHTSA’s modeling decisions, 
so it is also reviewed.   
 
Section 3.2 reviews a modeling framework due to Berkovec (1985), which provides 
a representative example of an approach with features suitable for policy analysis.  
It consists of an integrated system of models based on sound behavioral theory and 
economic principles.  In fact, it was specifically created to address the problem 
considered here:  simulating the response of vehicle markets to policy interventions 
such as fuel efficiency standards.   
 
However, fully implementing this type of modeling system might be impractical for 
many analysts.  Model development almost always requires making decisions on 
which simplifying assumptions to adopt, where the usual tradeoff is “improved 
behavioral realism” versus “reduced data and computational requirements.”  
Analysts frequently adopt simpler (less realistic) models when faced with practical 
limitations.  However, correctly evaluating which simplifying assumptions are 
acceptable requires a clear understanding and application of underlying theory.  
When faced with practical obstacles, one possible approach would be to start with 
an established and well-understood modeling framework with good theory-based 
properties (like Berkovec’s), and develop alternative options by applying 
simplifying assumptions to the framework.  This would clarify the theoretical 
implications of making tradeoffs, including what might be unacceptable.   
 
In this way, section 3.2 also serves to provide a baseline for comparing models in 
this report.  The remainder of the section is devoted to reviewing specific models 
and research results from the literature that are directly relevant to various aspects 
of NHTSA’s modeling approach (particularly with respect to scrappage).  Section 3.3 
reviews the aggregate-level vehicle market forecasting approach of Greenspan and 
Cohen (1999).  This is highly relevant, since it is directly comparable to what NHTSA 
is attempting to do with its approach.  Section 3.4 provides background on NEMS 
from the EIA.  [Add more here.]   
 
Finally, section 3.5 discusses aggregate scrappage models in more detail, and 
summarizes research results from two recently published articles:  Bento, et al. 
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(2018), and Jacobsen and van Benthem (2015).  Both references specifically 
comment on the Gruenspecht effect.  Notably, the NPRM and PRIA explicitly cite all 
three references reviewed here, indicating at least some level of awareness of the 
modeling approaches and research findings in these references.   
 
3.1.  NHTSA’s Economic Models and the Gruenspecht Effect 
 
As discussed in section 2, previous versions of the CAFE model prior to the current 
rulemaking were primarily focused on manufacturers’ decisions on which fuel-
saving technologies to add to their vehicles at the time they are redesigned.  Because 
the simplest version of NHTSA’s responsibility is to set fuel economy standards to 
levels that are “maximum technically feasible,” it makes sense that developing 
technology databases and algorithms for simulating future compliance pathways for 
manufacturers in response to regulations would be of paramount importance.  
Accordingly, NHTSA has developed a highly detailed representation of this process, 
which we will refer to as the Manufacturer Decision Model (or MDM).  This is a 
significant model of economic behavior in its own right.   
 
However, recall that the CAFE model’s other main function is to compute the 
estimated impact of these decisions on economic costs and benefits (to produce 
analyses shown in, e.g., Table 2-3).  Computing these measures requires some 
representation of future consumer behavior in the vehicle market.  For example, 
computing pre-tax fuel savings requires an estimate of how many vehicles are on 
the road, the distribution of ages, fuel efficiencies and fuel types within the fleet, 
how far they are driven, and the cost of fuel.  There is a wide range of options for 
how these “consumer demands” might be modeled, which is the subject of later 
sections.  
 
However, we first discuss the vehicle “supply side” in more detail.  The vehicle 
market is highly differentiated, i.e., it provides a large number of offerings to 
consumers (who vary widely in their needs and tastes).  The CAFE model maintains 
a representation of new vehicle offerings at a relatively complete level of detail.  The 
model is initialized using an observed vehicle fleet for a specific base year.  Model 
Year 2016 is the current base year with over 1600 vehicle offerings, fully 
characterized in terms of their prices, technologies, attributes, and specifications.   
 
An individual consumer’s decision options for participating in the new vehicle 
market are represented in Figure 3-1.  The top-level decision is whether or not to 
“Buy a New Vehicle.”  The “No Buy” option subsumes all other options, e.g., 
participating in the used vehicle market, or keeping the current household fleet.  A 
more detailed treatment would explicitly represent both the new and used vehicle 
markets (as discussed in the next section), and additional details on transaction 
option (e.g., replace a currently held vehicle, add a vehicle, dispose of a currently 
held vehicle).   
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Figure 3-1.  Consumer Decision Options in the New Vehicle Market 
 
The entire section of the tree under the “Buy a New Vehicle” branch is how the 
supply side of the market is represented inside the MDM.  During a CAFE model run, 
the MDM simulates manufacturers’ choices about what new technologies to add to 
their vehicles in each future model year over a specified range (e.g., from 2017 to 
2050).  Each specific vehicle can only be redesigned in certain years.  A vehicle’s 
current “price” is estimated as the base year price plus all accumulated incremental 
costs from adding technology (i.e., costs are passed on to the consumer).  
Technology is added to keep the manufacturer in compliance with fuel 
efficiency/emissions regulations, so these are referred to as compliance costs.   
 
For each year, an algorithm determines what technologies to add (and to which 
vehicles) so that each manufacturer’s compliance cost increases are minimized10.  
This means that both the selling price and the fuel efficiency of each redesigned 
vehicle will change from the previous year.  In the real world this would be expected 
to cause sales shifts, because consumers would change their purchase decisions in 
response to the changes in the vehicles offered in the new vehicle market.  However, 
this is not addressed by the MDM algorithm due to the complexity it would 
introduce.   
 
Another consideration is that, in the real world, manufacturers do not necessarily 
need to add technology to achieve compliance:  they can use pricing strategies to 
create sales shifts among their vehicles, i.e., they can use cross-subsidization.  In this 
case, because they can decide on both redesign and pricing, they could make these 
decisions so as to maximize profits (rather than minimize costs) subject to 

                                                        
10 This is actually an oversimplification, but is sufficient for illustrative purposes.   
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compliance with the regulation.  As before, this would require the MDM to anticipate 
what sales shifts would occur in response to changes in vehicle offerings by the 
entire industry.   
 
However, this another way of saying:  NHTSA does not have the capability of 
modeling consumer response to changes in vehicles at the individual vehicle level.  This 
is the type of consumer choice modeling discussed in section 3.2.   
 
In fact, in previous versions of the CAFE model there were no attempts to directly 
simulate consumer response from within the CAFE model at all.  Instead, NHTSA 
relied on fixed projections of future vehicle market behavior from multiple sources 
for the purpose of performing the required economic cost and benefit calculations.  
While this might possibly be less than ideal, this approach is only a problem if, in the 
real world, there notable differences in future market behavior occur under different 
regulation scenarios, and, moreover, that these differences would be large enough to 
compromise the validity of the net benefit comparisons.   
 
However, for the current NPRM, NHTSA abandoned its previous approach in favor 
of a new approach that uses the three models to be discussed section 3.1.2.  As will 
be discussed, these three models are extraordinarily limited in terms of their 
aspirations to model consumer response.  For example, they have no capability of 
modeling the types of sales shifts discussed above.  So, why were they introduced?   
 
One early finding of our review was that, when developing these models, NHTSA’s 
primary motivations appears to have been finding a way to introduce the so-called 
“Gruenspecht effect” into its CAFE model.  Numerous references to, and discussions 
of, this effect appear throughout the NPRM and PRIA documentation.  Given this 
finding, we define and explain this effect before moving to other material.   
 
3.1.1  The Gruenspecht Effect  
 
When economists think about the potential impact of a public policy, they are often 
on the lookout for possible “unintended negative consequences,” whereby a policy 
might “backfire” in some way so as to be (at least partially) self-defeating (e.g., the 
rebound effect).  The existence of such effects are usually easily justified on the basis 
of high-level theoretical arguments, although empirically proving their existence and 
measuring their size are much more difficult (and frequently the source of 
controversy).   
 
One such effect that may arise in discussions of new vehicle emissions regulations11 
is often attributed to Gruenspecht (1982, 1983), which follows this change of logic:    
 

                                                        
11 These are an example of so-called “differentiated regulation,” because, e.g., used 
vehicles are not subject to the same regulations as new vehicles.   
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Regulation of new vehicle emissions increases their manufacturing cost, 
pushing new vehicle prices higher.  Higher new vehicle prices causes lower 
demand for new vehicles, and therefore higher demand for used vehicles.  
Higher used vehicle demand pushes used vehicle prices higher, i.e., they have 
higher market value.  When used vehicles are worth more, they stay on the 
road longer and are scrapped at lower rates.  This causes an increase in the 
emissions that were originally targeted by the regulation.   

 
There are a number of things to consider here.  First, this is a ceteris paribus 
argument, i.e., it requires every other factor to remain unchanged.  Even if 
regulation adds costs to new vehicles, ongoing economic growth and other 
technological advances could cause new vehicle demand to keep rising.   
 
Second, and more important in our view:  The above argument is frequently applied 
to the case of fuel economy/greenhouse gas regulations, and ignores the fact that 
vehicle costs are increasing due to a required improvement in a vehicle attribute 
that has value to consumers.  One possible reason for this error is a failure to 
recognize that Gruenspecht’s original argument was formulated in the context of 
criteria pollutants, not fuel economy/GHG!   
 
To clarify:  Starting in the 1970’s federal emissions standards for criteria pollutants 
(e.g., hydrocarbons, CO, and NOx) were established for new vehicles sold in the 
United States.  Manufacturers were required to add emissions mitigation 
technologies to their vehicles (e.g., catalytic converters) that provided only public 
benefits while imposing multiple types of private costs.  This requirement (1) drove 
up manufacturing costs that (to some degree) were passed on to consumers in the 
form of higher prices, (2) compromised the performance of some vehicles, and (3) 
increased average maintenance costs.   
 
However, the case of fuel economy/GHG emissions has the important difference 
noted above.  Nevertheless, the Gruenspecht effect argument is frequently repeated 
almost verbatim as though the two contexts were identical. There are multiple 
problematic references of this type in the NPRM and PRIA (to be discussed later).  
But more concerning is that this same error has effectively been incorporated into 
one of NHTSA’s economic models, as discussed in the next section.   
 
3.1.2  More on NHTSA’s 2018 Economic Modeling 
 
Recall that for the current rulemaking NHTSA added three new (sub-)models to its 
CAFE model:  new vehicle sales, dynamic fleet share, and dynamic scrappage.  All 
three are aggregate-level time-series forecasting models.  For reasons described in 
section 2, this report focuses primarily on the dynamic scrappage model, with some 
discussion of new vehicle sales, and no further exploration of dynamic fleet share.   
 
There are actually three different versions of the model to provide aggregate-level 
scrappage rates for each of three vehicle types:  Car, SUV/Van, and Truck.  Although 
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these are technically three different models, we will refer to “the dynamic scrappage 
model” for ease of presentation.  Similarly, there are separate vehicle-type-specific 
models for new vehicle sales.   
 
One shorthand depiction of the two models is as follows:   
 

      (1) 
 

    (2) 
 
where MSRPs are manufacturer suggested retail prices for the 1600+ vehicles in the 
2016 base year fleet,  is the incremental compliance cost for all technologies 
added to the 2016 vehicle, and CPM is a measure of fuel cost per mile.  The 
remaining three variables are macroeconomic indexes:  GDP (gross domestic 
product), LFP (labor force participation), and Int (a measure related to interest 
rates).  The subscript t denotes a time period (i.e., year).  As indicated above, 
average measures across all the vehicles in a given fleet are used as explanatory 
variables.   
 
The technical limitations of these models of these models should be obvious when 
contrasted with, e.g., the idea of forecasting sales shifts for individual vehicles 
discussed earlier in this section.  Specifically, the highly aggregated nature of these 
models is clearly a potential limitation (e.g., not enough detail and/or structure to 
capture realistic behavior).  Another concern is that the time-series approaches 
employed by NHTSA, while perhaps suitable for short-term extrapolation of existing 
trends under stable market conditions, are inappropriate for policy analysis (for 
reasons to be discussed in later sections).   
 
However, to conclude here, we focus on NHTSA’s decision to use these models, and 
how its apparent relationship to the Gruenspecht effect.  Recall that the Gruenspecht 
effect is only concerned with high-level aggregate behavior as described in the 
previous section.  The “chain of logic” begins with the hypothesis that regulations 
create “price increases” that dampen new vehicle sales.  Recall also our admonition 
that the Gruenspecht effect (as frequently stated) ignores the accompanying 
improvement in fuel economy.  It so happens that the only vehicle attribute included 
in the aggregate new sales model is a proxy measure for “new vehicle price increase.”  
As in the misapplication of the Gruenspecht effect argument, fuel economy 
improvement is ignored in their model12.  
 
                                                        
12 To be fair, NHTSA would argue that it could not find a “statistically significant 
effect” associated with fuel economy improvement.  However, this fact is primarily 
consistent with the many problems associated with their approach, not evidence 
that consumers do not care about fuel economy (which is known to be false based 
on the huge literature on this topic).   
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With regard to scrappage:  Recall that the complete chain of logic suggests that 
higher new vehicle prices (due to tighter regulations) eventually result in lower 
scrappage rates.  NHTSA attempts to reproduce this effect by directly including “new 
vehicle prices” in their scrappage rate equations.  But, this is not an actual 
implementation of the behavioral effects enumerated in the statement of the 
Gruenspecht effect.  This appears to be an attempt to ensure that, taken together, 
the two models might “mathematically mimic” the overall behavior hypothesized by 
the Gruenspecht effect.   
 
To be clear:  The best that can be said is that, because the two models share a new 
vehicle price-related variable in common, the outputs of these models might 
somehow be correlated.  In this regard, a widely known admonishment in 
introductory quantitative analysis courses is:  “Correlation is not causality.”  As will 
be shown in section 5, this “stitching together” of two models via a correlation 
mechanism is insufficient to produce vehicle market behavior that is consistent with 
economic theory.   
 
The material in the next section will help clarify how behavioral effects can be 
correctly captured using theory-based modeling approaches.    
 
3.2.  Economics-based Modeling of Vehicle Market Behavior:  Berkovec (1985)  
 
The Berkovec modeling framework is reviewed here because it is a good example of 
a theory-based structural modeling approach for the specific problem we are 
addressing:  Economic modeling of vehicle market behavior.  His motivation (as 
described in the paper’s introduction) is to evaluate policies that   
 

“…work in similar ways on the automobile market in that they modify the 
attributes (including prices) of the new vehicles available to consumers, 
thereby leading to different consumer purchases of new vehicles.   
 
 The complexity of the automobile market makes it difficult to evaluate the 
effects of these policies, especially in the short run.  Automobiles are highly 
differentiated durable goods with variable lifetimes.  If an ‘improvement’ (e.g., 
fuel efficiency) is mandated in the offerings of new cars at sufficiently high 
cost, it will induce a demand shift away from new vehicles and cause existing 
vehicles to be more highly valued and longer lived.  This may cause the fuel 
efficiency of the vehicle stock to fall in the short run if older cars are 
sufficiently less efficient than new cars.  Empirical estimates of market 
response are needed to evaluate the effectiveness of regulations.”  [Emphasis 
added.] (Berkovec 1985, pp. 195-196.)  

Italics were added to identify his concern about the possibility of a type of 
Gruenspecht effect.  However, we further emphasize in bold some phrases to 
highlight the care with which this statement was made.  Note that his version does 
not assume that increases in manufacturing costs (due to regulation) will 
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automatically cause used vehicle scrappage rates to decline.  The outcome depends 
on the details of other factors.   
 
Proceeding to his framework:  The two main economic actors are Households and 
Manufacturers13.  
 
The specific structure and features are as follows14: 
 
• Overall automobile market behavior is captured for a sequence of 

interconnected time periods.   
• Vehicles enter the market via annual offerings from Manufacturers.  
• Vehicles exit the market by being scrapped.   
• In each period, Households decide how many vehicles to own, and which ones 

(e.g., which vehicle classes, whether they are new or used, and if used, what 
vintage(s)).   

• Changes in Household vehicle holdings are captured when going from one 
period to the next.   

• Households make decisions based on their vehicle preferences.   
o Vehicle preferences are based on vehicle attributes (e.g., capital cost, fuel 

operating cost, vehicle type and size) 
o They can vary across household types due to differences in household 

characteristics (e.g., income, household size, age, education, employment 
status, residential location).   

• An economic equilibrium occurs that balances supply and demand for vehicles 
in each period.   

• Equilibrium is achieved through the setting of market-clearing prices for all 
vehicles.   

 
There are T time periods, indexed by t = 1,…,T.   
 
In every period t there are N vehicle ‘types’ available.  Vehicles vary by vehicle class, 
indexed by j = 1,…, J, and vehicle age, indexed by a = 0,…, A (i.e., vehicles of age a = 0 
are new vehicles).  For simplicity, we assume that all classes are available in all 
periods, and that vehicles of age A in period t are retired (scrapped) in period t+1.  
This means that in any period the total number of classes N = J*(A+1), and that a 
vehicle type can be alternatively represented by n = aj.   
 

                                                        
13 In the real world, many businesses and governmental entities also purchase light-
duty vehicles.  However, when discussing economic modeling, these are frequently 
ignored.  However, see section 3.3.   
14 Selection of which modeling features to include is a matter of professional 
judgment, determined by factors such as the purpose of the model, data availability, 
etc.  For example, this framework excludes details such as decisions on the use of 
public transportation, and how far to drive each vehicle.   



 31 

For each time period t, define the following: 
 Pt = the vector of prices for the N vehicles;  
 Xt = a matrix of vehicle characteristics;  
 Zt = a matrix of household characteristics.  
 
The key (aggregate) market quantities are defined as follows15: 

Rajt(Pt, Xt)  = number of vehicles of age a and class j being scrapped (or 
    retired) during period t;   

Dajt(Pt, Xt, Zt)  = consumer demand for vehicle aj in period t;  
Sajt(Pt, Xt, Zt)  = production quantity of vehicle aj in period t;  

   = existing stock of vehicle aj in period t.  
 
The general equation balancing supply and demand is [Berkovec (1985, equ. 1)]:   
 

Sajt(Pt, Xt) +  = Rajt(Pt, Xt) + Dajt(Pt, Xt, Zt)  for all a, j.    (3) 
 
However, additional considerations place some limitations on what values are 
allowed.  During period t the existing stock of new vehicles is 0, i.e., Q0jt = 0.  Similarly, 
the only non-zero values for Sajt(Pt, Xt, Zt) occur when a = 0.  Finally, for our purposes 
we also assume that only vehicles in existing stock can be scrapped during period t, 
i.e., Rajt(Pt, Xt) = 0.  Given these restrictions, (3) can be rewritten as:   
 
 S0jt(Pt, Xt) = D0jt(Pt, Xt, Zt)     for all j,   (4a) 
        = Rajt(Pt, Xt) + Dajt(Pt, Xt, Zt)   for all a > 0, j.  (4b) 
 
The aggregate demand from households during period t becomes the total vehicle 
stock for period t+1, i.e.,  = Dajt(Pt, Xt, Zt).  This aggregate demand is 
determined by adding up results from more detailed behavioral models that 
“simulate” vehicle-related choices by many different household types.  This can be 
shown by decomposing the matrix (Zt) into individual vectors of characteristics for S 
household segment (i.e.,  for s = 1,…, S), so that aggregate demand is given by:  

   for all a, j.    (5) 

 
The features discussed thus far are depicted in Figure 3-2.   
 

                                                        
15 Berkovec’s framework also includes a numeraire good (“money”) that represents 
the value of all other goods in the economy (denominated in dollars).  This can be 
used to represent income for households, household expenditure on non-vehicle 
goods, inputs (investment) to pay for materials used in producing vehicles, and 
manufacturer profits.  In addition to vehicle supply and demand, total money supply 
is balanced in the system.  We omit this feature for simplicity.   
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Manufacturers and Vehicles.  The tree structure inside the Manufacturers box 
represents the detailed vehicle offerings corresponding to Figure 3-1.  The multiple 
arrows leaving the right-hand boundary denote that all of these individual vehicle 
offerings are made available to Households.  The flow of supply to the Households is 
denoted by the second set of arrows, accompanied by S0jt(Pt, Xt).  Households have 
full information on prices and vehicle attributes.   
 
Vehicle Stock.  Although Households own previously purchased vehicles, Vehicle 
Stock is represented separately to model the used vehicle market.  The multiple 
trees depict used vehicles of previous model years.  In addition to new vehicle 
supply S0jt(Pt, Xt), current used vehicles  (a = 1, …, A) can be bought, sold, or kept 
during period t.   
 
Household Demand and Scrappage.  Figure 3-2 shows S Household segments, each 
with different preferences (assumed to be determined by their demographic vector 

).  Each Household type has a demand for all vehicle classes and ages (with j 
suppressed), and total demand is determined by equation (5).  When Household 
segments determine their vehicle ownership, some vehicles are purchased new, 
some are purchased used, some used vehicles are sold, and some are scrapped 
(Rajt(Pt, Xt)).  At the end of period t, the Vehicle Stock is updated for period t+1 ( ). 
 
In going from period t to t+1, Manufacturers redesign their vehicles for the next 
model year, and Households are “aged” based on demographic and economic trends.  
As already described, in Berkovec’s framework a vector of prices is identified that 
clears the market.  Demand shifts occur in each period due changes in many possible 
factors:  the distribution of household types, the vehicle attributes of new vehicle 
offerings introduced by manufacturers, fuel prices, the characteristics of the 
remaining used vehicle fleet, etc.   
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Figure 3-2.  Berkovec (1985) Vehicle Market Modeling Framework 

 
There are many modeling options for determining the various quantities 
represented in Figure 3-2, some of which we discuss now.  
 
Household Choices.  Household demand ( ) can be simulated using 
discrete choice models.  There are many possible approaches.  One approach (called 
a holdings model) is to treat households as “re-deciding” what vehicles to own in 
each year.  Multiple decisions can be depicted using a tree structure.   
 
See Figure 3-3: The top-level choice is whether to own 0, 1, or 2 vehicles16.  Under 
the branches for 1 or 2 vehicles, additional choice options are enumerated as vehicle 
“portfolios”.  Under the branch for 1-vehicle, one could imagine two additional 
branches:  new or used.  Under “new” would be an additional tree structure (as in 
Figure 3-1).  Under “used” there would be A additional trees (for ages a = 1,…, A).  
Alternatively, all possible combinations of vehicle options could be depicted (as in 
Figure 3-3, which provides two example portfolios under each branch for 1 and 2, 
respectively.)   
 
Discrete choice models are estimated based on, e.g., data on actual household 
vehicle ownership from a survey.  They compute the probabilities for all branches at 
the “bottom” of the tree.  Berkovec (1985) uses this approach, and can be consulted 
                                                        
16 Although 0-vehicle households clearly exist, they are frequently omitted for 
practical reasons.   
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for more details.  The literature on discrete choice models is voluminous, but one 
reference devoted to this type of vehicle choice modeling is Train (1986).   
 
              

 0 vehicles   1  vehicle     2 vehicles  

              

              

              

None  2017 
Two-
Seater 

 2012 Small 
SUV 

 2012 Two-
Seater + 
2015 
Minivan 

 2013 
Subcompact+ 
2017 Large SUV 

 
Figure 3-3.  Nested Decision Structure for a Household Holdings Model   

 
As has been described previously, preferences are a function of household 
characteristics and vehicle attributes.  These are typically represented by a “utility 
function” with weights to represent their relative importance.  For example, in 
Berkovec (1985) he estimates a vehicle type choice model for 1-vehicle households.  
The coefficient for expected vehicle capital cost (in thousands) in the case of low-
income households is -2.24, and for high-income households is -0.653 (indicating 
they are less price sensitive).  The coefficient of fuel operating cost (in cents per 
mile) is -0.199.  All of these coefficients are negative, indicating that higher values 
lower the utility of the vehicle option.  Similarly, the coefficient on age is negative, 
and the coefficient on a “seat space” variable is positive, with a higher coefficient for 
larger households (5 or more members).  
 
An important point to emphasize about this approach is:  Demand for new and used 
vehicles is explicitly addressed in terms of bottom-up household choices that 
include their decisions about owning new versus used vehicles (which are 
substitutes), and these decisions are determined on the basis of full information on 
prices and vehicle attributes for all possible available options.   
 
Scrappage.  As shown in equation (3) and Figure 3-2, a complete model for the 
vehicle market takes into account how used vehicles are eventually 
scrapped/retired.  One approach is to ensure that scrappage is somehow inferred as 
part of the Household decision process (e.g., when demand for old vehicle type is 
less than supply, then the remainder are scrapped).  Another approach is to 
explicitly model scrappage (a Berkovec does).  The subject of scrappage models is 
obviously a critical one for this report, and a more detailed discussion of scrappage 
models appears in section 3.5.   
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Manufacturer Decisions.  For completeness, we review here the range of possible 
manufacturer decisions (see section 3.1) that could be incorporated into a 
behavioral model.  The CAFE model focuses on redesign decisions, where 
manufacturers add fuel saving technologies to comply with emissions standards.  
Pricing strategies are also a possibility, but these are not included in the CAFE model.   
 
In the above framework the equilibrium process ultimately determines the prices, 
and these could be viewed as conditional on manufacturers’ design decisions.  
However, in theory, manufacturers would have full information about the existence 
of both the equilibrium mechanism and household choice models, so it could 
determine exactly what demand shifts would occur in response to redesign 
decisions.  This would allow manufacturers to evaluate whether or not their 
decisions would result in compliance, and also allow them to optimize their 
decisions on the basis of some specified criterion (e.g., profit maximization or cost 
minimization).  For an example of a modeling approach that includes both design 
and pricing decisions by manufacturers, see Liu, Greene, and Bunch (2014).   
 
However, such models are rather complicated.  In fact, the system actually 
implemented by Berkovec assumes a short-run planning horizon, i.e., manufacturers’ 
design decisions are assumed to have already been made:  production quantities 
and prices are therefore determined by the supply and demand process alone.  
However, the framework itself does not preclude more complex versions of the 
manufacturer decision model.   
 
Having commented on this issue, there are practical alternatives for evaluating 
policies that do not require a complex manufacturing decision model.  A demand-
oriented model using the Berkovec framework can be used to perform iterative 
scenario analyses, where a user supplies possible design decisions and then 
simulates the outcomes.  This is the approach used with the CARBITS model 
developed for the California Air Resources Board, and the DynaSim model used by 
the California Energy Commission for its biannual transportation demand energy 
forecast—see, e.g., Bunch (2009).   
 
Remarks.  The purpose of providing this background is to demonstrate what a 
theory-based modeling approach for analyzing regulatory options that meets the 
OMB requirements in the Introduction would look like.  There is large and well-
established literature on this subject.  
 
While we recognize that such a model could be difficult to implement for some 
researchers, note that most aspects of the framework in this section are incorporated 
into the models mentioned above (CARBITS and DynaSim).  At the start of this section, 
we quoted Berkovec’s goal of addressing the need simulate whether or not a 
“Gruenspecht effect” might occur in response to vehicle emissions regulations as a 
motivation for this framework.   
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From reading Chapter 8 in the PRIA, the Agencies are very forthcoming about their 
goal of producing such an effect in their analyses.  In an effort to support and justify 
these efforts, the NPRM contains a section entitled “Models of the Gruenspecht 
Effect Used in Other Policy Analyses” (NPRM, page 43094, column 3).  Here is an 
excerpt:   
 

“This is not the first estimation of the ‘Gruenspecht Effect’ for policy 
considerations. In their Technical Support Document (TSD) for the 2004 
proposal to reduce greenhouse gas emissions from motor vehicles, California 
Air Resources Board (CARB) outlines how they utilized the CARBITS vehicle 
transaction choice model in an attempt to capture the effect of increasing 
new vehicle prices on vehicle replacement rates.”   

 
The Agencies do not identify any other models in this category (only CARBITS).  
Their apparent purpose in citing CARBITS is to provide some justification and 
support for their own attempt to create a model that might produce a "Gruenspecht 
Effect”:   
 

“The CARB study captures the effect on new vehicle prices on the fleet 
replacement rates and offers some precedence for including some estimate 
of the Gruenspecht Effect.”   

 
However, their description of CARBITS (while correct in some respects, but 
incorrect in others) is one that most readers will not understand the implications of:  
CARBITS is a bottom-up structural model of the type discussed in this section, 
capable of capturing household behavior in response to regulations in a manner that 
is consistent with economic theory.  It was specifically designed to do a good job of 
analyzing alternative regulations by adhering to sound, theory-based modeling 
principles.   
 
Because I am the designer of CARBITS, I can definitively say that the model was not 
specifically designed or intended to “capture the effect of increasing new vehicle 
prices on vehicle replacement rates.”  The intent of CARBITS was to simulate the 
behavior of the new and used vehicle market in California under alternative 
scenarios.  Because new vehicle price increases would also be accompanied by other 
attribute improvements (fuel economy, but perhaps others, depending on 
technology forecasts), and because of the large amount of preference heterogeneity 
across households captured by the model, there would be no way to know in 
advance exactly what the market response would be.    
 
In contrast, the NHTSA models described in section 3.1 do not adhere to these same 
principles, so the existence of CARBITS is in no way a justification of their approach 
(in fact, just the opposite).  Before moving to a more detailed evaluation of NHTSA’s 
models based on the material in this section, we review other relevant references in 
the literature.   
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3.3.  Aggregate-level Vehicle Market Forecasting: Greenspan-Cohen (1999) 
 
The modeling approach proposed by Greenspan-Cohen (1999) [hereafter, GC96] 
provides a useful example for comparison with NHTSA’s modeling approach.  This is 
because, in contrast to models of the type discussed in the previous section (e.g., 
CARBITS), GC96 is pursuing a very limited form of modeling that is highly similar to 
NHTSA’s:  Aggregate (macroeconomic) forecasting of motor vehicle stocks, 
scrappage, and new vehicle sales.   
 
Recall that NHTSA’s approach is based on forecasting new vehicle sales, and then 
predicting scrappage rates of used vehicles in order to make vehicle market 
projections.   
 
GC96 takes a different approach.  They also model scrappage of used vehicles.  
However, instead of modeling new vehicle sales, they develop projections of total 
fleet size (or “aggregate vehicle stock”).  Aggregate vehicle stock can be combined 
with scrappage estimates to infer new vehicle sales.   
 
Although projecting either one (total fleet size or new vehicle sales) can be 
challenging, well-known insights from the travel demand forecasting literature 
suggest why projecting total fleet size is more tractable.  Households own vehicles 
because of the accessibility and mobility services they provide.  Different household 
types might have different ownership levels (vehicles per household), e.g., larger 
households typically have more vehicles.  Rural households typically have more 
vehicles, and have a higher percentage of trucks (versus cars).  Higher income 
households have more vehicles per household member.  Estimates of future 
ownership levels for different household types can be combined with population 
growth, demographic projections, and economic trends to obtain an overall forecast.   
 
Note that insights into useful variables for forecasting vehicle ownership levels can 
be obtained from considering more detailed bottom-up models of the type 
described in section 3.2.  For example, a household’s choice of how many vehicles to 
own is known to be a function of:  household size, number of adults, number of 
children, number of workers, household income, and possibly access to good public 
transportation.  
 
One specific finding in the travel demand literature is that vehicle prices are not 
usually useful in aggregate-level forecasting.  For example, the experience of one 
highly regarded expert has led him to conclude:   
 

“It has proved generally difficult to introduce price terms into the models.  
Although on a priori grounds one would obviously expect them to influence 
demand for car ownership, it is difficult to find suitable datasets in which 
adequate variation in prices over time exists.  It can certainly be said that 
there is no correlation between the unexplained growth over time and the 
movement of any general price indices relating to motoring.  Thus it does not 
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appear that the temporal stability would be improved by the inclusion of 
price effects.” (Emphasis added.) [Bates (2013, page 25)]   

 
However, what immediately follows is:   
 

“The only way in which it has been possible to develop price effects on car 
ownership is by means of so-called ‘car type models’ (see Chapter 28)17, 
where the basic concept of ‘car’ is greatly expanded to consider engine size, 
age and other essential characteristics; an example is the work by Train 
(1986)…”  [ibid] 

 
Put another way:  When using aggregate-level models to project car ownership 
levels (which are then translated into projections of vehicle stock) price effects are 
not helpful.  However, when using more detailed (Berkovec-type) systems that 
include household discrete choice models based on vehicle attributes, price effects 
can then have an effect on the results.   
 
This means that, even given NHTSA’s perception that they had limited options 
available, their choice to adopt an approach using a “new vehicle sales model” that 
relies heavily on (average) new vehicle price is at odds with the perceived wisdom of 
the travel demand forecasting literature, and is essentially the opposite of GC96’s 
approach.   
 
To review: GC96 starts with forecasting the change in vehicle stock (not new vehicle 
sales).  They use an approach that relies on Census data projections of various 
aggregate-level household statistics and trends on vehicle ownership, e.g., average 
number of vehicles per household, as well as breakdowns involving fractions of 
household holdings of trucks versus cars.  These can be combined to produce 
estimates of future vehicle stocks of cars and trucks.   
 
Finally, note that GC96 specifically discusses why this approach is better than, e.g., 
time series methods of the type used by NHTSA (GC96, page 137).   
 
3.4  National Energy Modeling System (NEMS)  
 
EIA’s NEMS is widely used in policy analysis involving energy-related issues, and is 
used by EIA to produce its Annual Energy Outlook.  Appendix B provides a 
description of NEMS.  The 2018 AEO provides projections of total fleet size and new 
vehicle sales for both the Existing standards and the proposed Rollback that are 
directly comparable to CAFE model projections, which is the subject of section 5.   
 
The purpose of this section is to briefly review salient features of NEMS in relation 
to the material in sections 3.1-3.3.  First, NEMS is a large-scale model of the economy 
that includes price equilibration of the type described in section 3.2.  This is a feature 
                                                        
17 See Bunch and Chen (2008).   
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that very few modeling systems have.  Second, NEMS generally follows the 
recommended approach discussed in the previous section:  Getting a high-level 
estimate of overall “transportation needs” for the economy as a first step.  
 
However, after that, NEMS represents yet another approach that is different from 
the ones discussed thus far.  Although it does not have a detailed model of 
household new and used vehicle markets of the type discussed in section 3.2, it does 
have a structural model of new vehicle sales shares that uses a discrete choice model 
preferences for vehicle attributes, and a relatively large number of vehicle classes 
(including fuel types required analyzing scenarios with, e.g., electric vehicles, plug-in 
hybrid electric, etc.)18.  Recall from section 3.3, Bates (2008) indicates that price can 
be introduced as an explanatory variable if ‘car type’ (choice) models are used.   
 
Finally, NEMS (like the CAFE model) has its own manufacturer decision model with 
information on technologies and costs, and it makes vehicle redesign decisions in 
response to fuel efficiency/GHG standards.   
 
3.5  Background on Aggregate Scrappage Models 
 
The previous background sections establish that scrappage behavior is frequently a 
key component in determining the overall behavior of the vehicle market.  In 
addition, our analysis reveals that NHTSA’s scrappage model has a much larger 
impact on CAFE model output and net-benefit analyses than the other two models 
(section 2).  We therefore explore scrappage models in more detail.  
 
As previously discussed, both Berkovec and GC96 directly employ scrappage models.  
Their models, as well many others in the literature, share many similarities based on 
a behavioral theory of decision making at the individual consumer level.  These can 
be summarized as follows:   
 

• Once purchased, a household uses a vehicle over some period of time for the 
purpose of consuming its “mobility services.”  

• Vehicles are durable goods that age and deteriorate over time.  
• As a vehicle ages/deteriorates, its market value decreases.   
• Deterioration also gives rise to an increasing need for maintenance, which 

can be viewed as occurring in the form of discrete “events”.   
• Both the frequency of these events, and the associated costs, can modeled 

using probability distributions, and which take into account that 

                                                        
18 It uses a Nested Logit model that can be viewed as taking the tree in Figure 3-1 
and making a horizontal “cut” so as to leave the top layers of “vehicle classes”. 
operating cost, and other vehicle attributes (similar to the description of household 
choice models in section 3.2).   
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probabilities can change over time (e.g., more frequent events, with higher 
costs).   

• As this process continues, it will eventually trigger a decision by the 
consumer to either replace or dispose of the vehicle.   

 
The details of the consumer’s decision options will vary, depending on the current 
value of the vehicle and the preferences of the consumer.  Early in a vehicle’s life the 
consumer could trade in the vehicle as part of a replacement transaction, or simply 
sell it in the used vehicle market.  Later in the vehicle’s life when its market value 
gets lower, the need for a repair could trigger a different type of decision:  spend 
money on a repair, or scrap the vehicle.19  In this case, the decision can be modeled 
as being governed by the following “parameters”:   
 

• Cn = the repair cost required to return the vehicle to good operating 
condition, 

• δn = the scrap value of the vehicle,  
• Pn = the market value of the vehicle (when in good operating 

condition) 
 
The vehicle will be scrapped if:   

Pn - δn < Cn.     (3) 
It will be repaired otherwise.   
 
Specific models are formulated by including additional details and assumptions.  For 
example, implementing a model requires some assumptions on the probability 
distributions for frequency of repair events and the level of cost.   
 
One general factor affecting the behavior of a scrappage model is the inherent 
durability of the vehicle.  Another factor might be the rate of driving:  although these 
can clearly vary by consumer and specific vehicle, scrappage models typically 
assume that any given vehicle type (or possibly class) will follow a similar pattern of 
driving.20   
 
However, the vehicle’s market value (price) that appears in the above scrappage 
rule ensures that the decision is determined at least in part by economic factors that 
may be independent of the vehicle’s durability.   

                                                        
19 Note that a similar decision could arise earlier in the life of a vehicle in the event 
of an accident.   
20 Another factor occurring in the real world is the driving style of the driver, which 
can be correlated with vehicle choice.  For example, a young male purchasing the 
“muscle car” version of a particular vehicle model might have a higher probability of 
accidents than another driver that has purchased a more “mainstream” version of 
an otherwise identical vehicle.  These complications are frequently assumed to not 
play a role.   
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Greenspan and Cohen (1999) view these two factors (“engineering” and “cyclical”) 
as “separable,” and employ a two-step model based on Walker (1968).  Another 
reference using this approach is Bento et al. (2018).  Alternatively, both effects can 
be captured using single-equation (“one step”) models.  Examples include Parks 
(1977) and Jacobsen and van Benthem (2015).  (All of these references were cited in 
the PRIA.)   
 
Because of their direct relevance to evaluating NHTSA’s scrappage model, we now 
review some of these references in more detail, and discuss their implications.   
 
3.5.1  Bento et al. (2018) Scrappage Model 
 
In what follows, we will refer to “Bento” for ease of presentation.  Similarly, we will 
at times use the abbreviations “DS” or “DSM” in reference to NHTSA’s dynamic 
scrappage model.  Bento provides a useful point of comparison to DSM because (1) 
it is based on recent data that overlaps with DSM, and (2) it models scrappage at an 
aggregate level (as in the DSM), using separate models for a small number of vehicle 
“types.”  
 
Specifically, Bento estimates models for two types:  Cars and Trucks.  The DSM uses 
three types:  Cars, SUV/Vans, and Trucks.  However, the CAFE model only reports 
results at the level of Cars and Trucks, so all of our comparisons will be made on this 
basis.  To begin, we have replicated Table 1 of Bento below (Table 3-1), which 
reports average scrappage rates (as a function of vehicle age) for three different 
groups of vehicles (grouped according to range of model years).   
 
A scrappage rate can be defined as follows:  Assume that a vehicle has survived to be 
a years old.  The scrappage rate is the probability that this vehicle will be scrapped 
during the next year (when it would otherwise attain an age of a+1).  Another 
statistic of potential interest is the survival probability, which is 1 – ScrapRate. 
 
New vehicles have age a = 0.  There are a number of complications with computing 
scrappage rates in the first few years, so rates for the first year or two are frequently 
not reported.21   
 
 

                                                        
21 The complication arises because of the timing of how vehicles of a particular 
model year (MY) are introduced into the market.  Using the most simple equation 
for scrap rate, this could give a negative scrap rate in year 1. Greenspan and Cohen 
discuss this problem in some detail, and provide a procedure for processing data 
based on registration data.  NHTSA follows these procedures (see PRIA, pp. xxx). 
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Table 3-1. Scrappage Rates from Bento et al. (2018) 

 
Table 5 illustrates a number of features.  First, average rates for a given age are 
based on data across multiple model years (which are linked to calendar years).  So, 
calendar-year-specific effects should be averaged out, removing cyclical/economic 
factors.  What remains should represent the average of engineering/durability 
effects for the vehicle cohort.  The average scrap rate for any particular age appears 
to decline as a vehicle cohort gets “newer” (with some reversals for older years of 
trucks).  Second, Cars seem to be scrapped at a systematically higher rate than 
Trucks as a function of age.  This could be correlated with faster driving rates.   
 
One problem with scrappage data is that vehicle counts can become very small as 
age increases, so that estimated rates are increasingly volatile at higher ages.  For 
this reason, tables of rates are frequently truncated (e.g., at 14 years).  This becomes a 
potentially important issue when estimating models.   
 
We highlight this distinction between “engineering” and “cyclical” scrappage effects 
because it is related to the two-step modeling approach used by both GC96 and 
Bento.  In the first stage a model is estimated that captures the average pattern of 
scrappage due to engineering durability effects.  Bento estimates an engineering 
scrappage rate model for each of the three vehicle groups using the following 3-
parameter logistic model:   
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      (4) 

 
where Ram is the scrappage rate for model year m at age a.22 This function can 
capture lower and upper bounds, and the overall shape of the curve.   
 
Note that the only explanatory variable here is vehicle age.  Bento maintains this 
level of simplicity, requiring only three parameters for each group of vehicles.  For 
example, his model estimates for the 1987-2014 passenger car cohort are:  L = 2.724, 
B = 314.030, and k = 0.275.   
 
Other researchers have used slightly different logit-related functions with similar 
properties, often with more complex equations in the exponent.  However, two-step 
models should always involve functions of age and/or model year in the first stage 
to capture the desired effect, i.e., average engineering scrap rates related to 
durability.   
 
Once the stage-one model is estimated, the residuals (differences between observed 
values and averages) can be computed.  As noted, these are effects that are “left over” 
after removing engineering/durability effect, so these deviations should be due to 
cyclical/economic factors.  Bento estimates a variety of stage 2 models (using a 
similarly simple form) beginning with one based on the original theory of Walker 
(1986).   
 
According to Walker’s theory, the economic factors affecting scrappage can be 
represented by two explanatory variables:   
 

• Car ownership turnover rate 
• Used Vehicle Price Index = Used vehicle price CPI/maintenance-repair 

cost CPI   
 
where CPI denotes a consumer price index developed by the Bureau of Labor 
Statistics (BLS).  Car ownership turnover rate is not generally available, so Walker 
suggests approximating it by the ratio of new car registrations to total car 
registrations (a measure of the overall fleet turnover rate).   
 
The other variable (used vehicle price index, defined above) is worthy of discussion, 
because it has potentially important modeling implications.  First, recall that the 
behavioral rule for deciding whether to scrap involves both used vehicle price and 
maintenance cost (see equation 3), so this is an economics-based choice.   
 

                                                        
22 Because of the assumption of this form and disturbance term, Bento estimates the 
model using nonlinear least-squares.  
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However, Walker’s approach indicates the importance of using quality-adjusted 
prices (not just market transaction prices).  Over time, new vehicles are constantly 
being improved through addition of new features and technologies (e.g., safety, fuel 
efficiency, etc.).  Because of this, the average used vehicle price for, e.g., a given age 
group may not have the same meaning at two different points in time.  Prices need 
to be quality adjusted so that they are comparable when estimating models using 
longitudinal data.  This theoretical principle has generally been adopted in the 
literature.   
 
Bento uses Walker’s stage-2 model as the default model, which (similar to stage 1) 
requires only three parameters.  One of these parameters is a measure of the price 
elasticity of scrappage with respect to used vehicle price (index) change, which in this 
modeling approach is an overall measure that captures systematic shifts relative to 
the (baseline) engineering scrappage rates.  Their reported representative measure 
of scrappage elasticity with respect to used vehicle prices is -0.4, which they indicate 
is “substantially different than values adopted in simulation models.”   
 
Note that, if this type of model is available, it represents one specific “link” in the 
chain of logic of the Gruenspecht effect (section 3.1.1):  “when used vehicle prices 
increase, scrappage rates go down.”  Modeling this effect directly as part of a larger 
modeling system (e.g., Berkovec) would be the preferred approach (if possible).  
However, Bento goes beyond this and performs a specific model-based “test” that 
provides evidence for the existence of the Gruenspecht effect.  Specifically, there is 
evidence of a relationship between increasing CAFE standards and changes in used 
vehicle prices and scrappage in the data they were analyzing.  This subject is also 
addressed by the next reference.    
 
3.5.2  Jacobsen and van Benthem (2015) 
 
Another relevant reference is Jacobsen and van Benthem (2015) [JvB15].  In part of 
their study they estimate the relationship between used vehicle price changes and 
and scrappage rates (similar to Bento).  However, their models are estimated using 
a large database of used vehicle transactions prices for vehicles with highly detailed 
descriptions (make/model/configuration).  (In other words, they are using highly 
disaggregated data rather than aggregated data.)  Their approach exploits the fact 
that, at this level of detail, price adjustments of used vehicles in response to changes 
in gasoline prices, and, simultaneously, changes in scrappage rates, can be used to 
“identify” the effect(s) of interest (again, similar to Bento).  However, in this type of 
approach the goal is to statistically identify specific “effects,” not to create a formal 
scrappage model of the type found in the other references.   
 
For example, they are able to determine that used vehicle prices change in response 
to gasoline price changes, and that the amount of change is different for vehicles 
with different levels of fuel economy.  A similar effect is found for changes in 
scrappage rates.  They emphasize that these effects can also cause vehicles in 
different vehicle groups to be driven differently over time:  Specifically, high 
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efficiency vehicles will be driven at a higher rate.  The fact that vehicle miles traveled 
(VMT) can be different for vehicles with different fuel efficiencies is an affect that has 
not been taken into account in net-benefit analyses.  Currently, the only effects that are 
taken into account are the age and type of vehicle.   
 
At the same time, JvB15’s approach (which relies on a large number of fixed effects) 
does not incorporate macroeconomic indexes of the type that might be useful for 
forecasting.  Given their data and modeling approach, it is valid for them to base 
their analysis on actual observed used prices without any quality adjustment for 
different model years.  Their central estimate of scrappage elasticity with respect to 
used vehicle price change is -0.7.  This is a bit larger in magnitude that Bento’s (-0.4), 
but still much smaller than values that have been used in simulation studies in the 
past (e.g., -1 to -3).   
 
JvB15 also addresses the Gruenspecht effect in a very direct way.  They employ a full 
simulation system that formally includes sub-models to represent all of the features 
found in the Berkovec framework:  a manufacturer decision model, a discrete choice 
model for consumer vehicle choices based on attribute preferences (price, fuel 
economy, etc.), a scrappage model, and a price equilibration procedure.   
 
The manufacturer decision model is more realistic than the one used by NHTSA, 
incorporating both the decision to add fuel economy as well as the option for pricing 
strategies.  However, it is much less detailed and more highly stylized (relying on 
cost curves).  Manufacturers are assumed to maximize profits, which is included in 
the model.  The consumer discrete choice model treats all households as one-vehicle 
households, but capture choices of vehicles by type (car or truck), size (small or 
large), age (0-18), and manufacturer (7 firms).   
 
They perform simulations on this highly stylized system and demonstrate the 
existence of a Gruenspecht effect in response to increasing CAFE levels, and 
estimate fuel savings “leakage” due to higher numbers of used vehicles.   
 
Both this reference and Bento, et al. (2018) were published only recently.  They are 
generally regarded as providing some of the only limited, reliable evidence of the 
existence of the Gruenspecht effect.  In addition JvB15 provides evidence that this 
effect could be important to consider when making policy decisions.  However, 
neither paper provides results that are sufficiently detailed for direct inclusion into 
a policy analysis.  Moreover, NHTSA’s scrappage model bears little resemblance to 
the approaches used by these researchers in terms of theoretical support and rigor.   
 
3.5.3  Greenspan-Cohen (1999) Scrappage Model 
 
As described in section 3.3, GC96 uses a two-stage modeling approach for scrappage 
(similar to Bento).  A stage-one engineering scrappage curve is estimated as a 
function of vehicle age and model year (albeit more complex than Bento’s).  In their 
second-stage model, their explanatory variables are:  civilian unemployment rate, 
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gasoline prices, and a new vehicle price index using the new-price version of the 
Walker (1968) definition for used vehicle price index.  Specifically, they use a ratio 
of the BLS cost of repair index and the BLS new vehicle price index.  Moreover, they 
cite Parks (1977) who finds that the inverse of this ratio is “highly significant in 
explaining total scrappage.”   
 
The main point in mentioning these references is that they do lend some support to 
the notion of using new-vehicle-price-related explanatory variables in a scrappage 
model.  However, these still maintain the theoretical requirement of using quality-
adjusted prices rather than market transaction prices.   
 
Chapter 8 of the PRIA reveals that NHTSA is aware of this theoretical consideration, 
but takes pains to argue in favor of using unadjusted new vehicle prices instead.  We 
postpone any further discussion until later.   
 
3.6  A Theory-Based Evaluation of NHTSA’s Economic Models 
 
With sections 3.1-3.5 as background, we now evaluate NHTSA’s economic modeling 
approach based on theoretical considerations.  First, we summarize some key points 
that were established in the previous sections.  
 

• Reading the relevant material on their models in the NPRM and PRIA make it 
clear that their primary motivation was to produce a modeling approach that 
would somehow produce the Gruenspecht effect.  However, rather than 
develop models that are based on solid behavioral theory to capture the 
structural causes of what could be a legitimate effect, they produced a pair of 
models (new vehicle sales, and dynamic scrappage) that were “stitched 
together” by virtue of sharing a common explanatory variable:  average 
compliance cost.    

• It is important to understand that the two models in equations (1)-(2) 
eschew what is known about how this type of aggregate-level modeling 
should be done from reviewing the literature, which is further evidence of 
NHTSA’s motivations.   

 
The material in sections 3.2-3.5 was provided to demonstrate this.  Section 3.2 
shows what an approach with behavioral content, integration between new and 
used vehicle markets, etc., looks like.  However, anyone reading Chapter 8 of the 
PRIA (“Economic Analysis of Regulatory Alternatives”) could certainly be forgiven if 
they were under the impression that the CAFE model included models with 
behavioral content.   
 
Figure 8-1 from the PRIA has been reproduced in Figure 3-4 as an illustration.  
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Figure 3-4. Figure 8-1 from the PRIA 

 
From the PRIA (page 938):   
 

“As the figure indicates, the resulting changes in the fuel economy, other 
features, and prices of new vehicles will affect their sales, although the 
direction in which they do so is difficult to anticipate. This is because the 
change depends on how potential buyers value the future savings or increase 
in fuel costs that result from changing vehicles’ fuel economy, as well as how 
they value any accompanying changes in other attributes that affect their 
utility. Modifying vehicles’ fuel economy also changes their operating costs 
(by changing the amount of fuel consumed in driving each mile), which as the 
figure also shows, affects how much they are likely to be driven each year 
and throughout their lifetimes.”  (Emphasis added.) 

 
This seems to imply that NHTSA is going to be providing a behavioral model of new 
vehicle choice (similar to the NEMS description in section 3.4), as well as a VMT 
model that is a function of fuel operating costs.  Continuing on:   
 

“At the same time, changes in the prices, fuel economy, and other features of 
new cars and light trucks will alter some potential buyers’ choices between 
new and used models because used vehicles often represent a close 
substitute for new models. The direction of this effect again depends on the 
magnitude of changes in new vehicles’ prices and on how buyers value the 
changes in new vehicles’ fuel economy relative to any accompanying changes 
in their other features. If on balance fewer buyers elect to purchase new cars 
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or light trucks, some who would otherwise have purchased a new model may 
decide to buy a used model instead, while others will continue to drive a 
vehicle they already own. Conversely, if buyers find the combination of 
changes in new vehicles’ prices, fuel economy, and other attributes attractive, 
some will respond by purchasing new vehicles instead of buying used models 
or by replacing one on they already own.”   

 
This effect is shown in Figure 8-1 as a change in the demand for used vehicles. 
…” 

 
The paragraph above seems to imply that the behavioral interactions between the 
new and used markets are also being captured, and that, again, these are being 
modeled on the basis of consumers preferences for “prices, fuel economy, and other 
features of new cars and light trucks” versus preferences for used versions of these 
vehicles.”  
 
This type of narrative continues to flow through the remainder of the initial sections 
of Chapter 8, with occasional factually correct statements about what has actually 
been done (and why) interwoven into the narrative.   
 
3.6.1  New Vehicle Sales 
 
Section 8.6.2 of the PRIA includes a discussion of some of the actual details 
regarding modeling decisions and approaches, which in this case is focused on 
“changes in new vehicle sales.”  The first part describes the challenges they 
encountered when attempting to estimate a new vehicle sales model based on only 
aggregate-level data.   
 

“The analysis explored various approaches to predict the response of new 
vehicle sales to the changes in prices, fuel economy, and other features in an 
attempt to overcome analytic challenges. This included treating new vehicle 
demand as the result of changes in total demand for vehicle ownership and 
demand necessary to replace used vehicles that are retired, analyzing total 
expenditures to purchase new cars and light trucks in conjunction with the 
total number sold, and other approaches. However, none of these methods 
offered a significant improvement over estimating the total number of 
vehicles sold directly from its historical relationship to directly measurable 
factors such as their average sales price, macroeconomic variables such as 
GDP or Personal Disposable Income, and regularly published surveys of 
consumer sentiment or confidence.” (PRIA, page 956) 

 
Parsing this paragraph is revealing.  Recall that section 3.3 establishes that a better 
approach to aggregate-level modeling would be to model “total demand for vehicle 
ownership and demand necessary to replace used vehicles that are retired,” which 
the above paragraph claims they tried.  Recall also that the suggested approach 
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would not involve new vehicle prices.  However, it is clear from the first sentence 
above that including new vehicle “prices” was a requirement for NHTSA.   
 
The above paragraph also says that “none of these models offered a significant 
improvement” over the adopted approach (emphasis added).  This implies that one 
of the other methods was an “improvement,” just not a “significant” (enough) 
improvement to alter their decision.  Based on our review (which indicates that 
prices are not helpful in this type of analysis) it seems possible that, e.g., the 
superiority of using an approach like GC96’s was discovered, but that it may have 
been unacceptable because new vehicle prices did not play a role.   
 
Also on page 956 of the PRIA is a description of the time-series econometric 
approach to estimation, which uses quarterly sales in order to “more accurately 
capture the causal effects of individual explanatory variables,” which (except for 
change in average compliance costs) consists entirely of lagged dependent variables 
and macroeconomic indicators.   
 
Based on this material, our judgment is that the time-series modeling approach 
applied to quarterly data would be highly vulnerable to over-fitting, in addition to 
being inappropriate for policy analysis.   
 
On page 957 of the PRIA they indicate that “The results of this approach are 
encouraging…”  We find that this is an inadequate standard for deciding to continue 
with this approach.   
 
Concerns about over-fitting were then confirmed based on pages 959-959 of the 
PRIA.   
 
Recall that a model of new vehicle sales would be expected, in some sense, to reflect 
the market’s preferences for new vehicle attributes other than price, and, in particular, 
fuel economy.  Page 957 of the PRIA indicates:  “The model did not incorporate any 
measure of new car and light truck fuel economy that added to its ability to explain 
historical variation in sales…”   
 
Similarly, a portion of the NPRM is revealing on this same point, and also that 
NHTSA staff understood that this high level of aggregation was yielding a poor 
modeling approach (yet they proceeded with it anyway).   
 

“Despite the evidence in the literature, summarized above, that consumers 
value most, if not all, of the fuel economy improvements when purchasing 
new vehicles, the model described here operates at too high a level of 
aggregation to capture these preferences. By modeling the total number of 
new vehicles sold in a given year, it is necessary to quantify important 
measures, like sales price or fuel economy, by averages. Our model operates 
at a high level of aggregation, where the average fuel economy 
represents an average across many vehicle types, usage profiles, and fuel 
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economy levels. In this context, the average fuel economy was not a 
meaningful value with respect to its influence on the total number of new 
vehicles sold. A number of recent studies have indeed shown that consumers 
value fuel savings (almost) fully. Those studies are frequently based on large 
datasets that are able to control for all other vehicle attributes through a 
variety of econometric techniques. They represent micro-level decisions, 
where a buyer is (at least theoretically) choosing between a more or less 
efficient version of a pickup truck (for example) that is otherwise identical. In 
an aggregate sense, the average is not comparable to the decision an 
individual consumer faces. 

Estimating the sales response at the level of total new vehicle sales 
likely fails to address valid concerns about changes to the quality or 
attributes of new vehicles sold—both over time and in response to price 
increases resulting from CAFE standards. However, attempts to address 
such concerns would require significant additional data, new statistical 
approaches, and structural changes to the CAFE model over several years. 
[Emphasis added.]  

 
We have highlighted in bold and italic items that are immediately obvious from the 
material provided in sections 3.1-3.5.  These and other statements throughout the 
NPRM and PRIA indicate that NHTSA staff was painfully aware of the inadequacies 
of their modeling approach.  While the above statements were oriented toward 
modeling new vehicle demand, similar statements are available in the area of 
scrappage.   
 
3.6.2  Dynamic Scrappage 
 
Section 3.5 reviewed scrappage models from the literature, and already highlighted 
a number of items that NHTSA staff chose to ignore.  This section provides a more 
detailed and formal comparison.  
 
The Bento model in section 3.5.1 provides a good option for comparison.  Bento and 
NHTSA analyze similar types of aggregated vehicle count data from multiple model 
years.  Bento analyzes relatively recent data that overlaps with NHTSA.  In addition, 
NHTSA claims to have followed a two-step modeling approach and makes reference 
to the “engineering” and “cyclical” scrappage concepts applied in Bento (as well as 
GC96).   
 
Recall that Bento’s two-step approach yields two models with three parameters 
each, and that the meaning of both models and their parameters are highly 
interpretable.  We reported the stage-1 parameter estimates for passenger cars, as 
well as the estimated scrap elasticity.   
 
By way of contrast, see Table 3-2 for an example of NHTSA’s first stage “engineering 
scrappage” model estimates for cars.  For an excerpt of some “cyclical scrappage” 
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model estimates, see Table 3-3.  For the final scrappage models used by the CAFE 
Model, see Table 3-4.   
 
These tables highlight some of potential concerns about NHTSA’s approach in 
comparison to the literature.  Although the PRIA includes some discussion on their 
choice of variables, the actual model estimates defy any realistic possibility of 
meaningful behavioral interpretation.  This is due to the extreme time-series-style 
approach of including large numbers of lagged effects (including for the dependent 
variable!).  There is a clear risk that over-fitting is occurring.   
 
This highlights further the problems with NHTSA’s approach.  The approach does 
not conform to the literature, and relies on reduced form time-series models with no 
direct interpretation.  These factors are the reason for the numerical study in 
section 4.   
 
In addition to the clearly obvious deficiencies on technical grounds, similar to the 
previous discussion on the new sales model, NHTSA staff clearly understood that 
they were miss-specifying their models in ways that run counter to the literature.  
For example, as discussed in section 3.1, it is clear that they wanted to have new 
vehicle costs as an attribute in the dynamic scrappage models to support a 
Gruenspecht effect.  Although used prices are more appropriate, they needed new 
“prices.”  
 
In this regard, section 3.5.3 indicates that GC96 and Parks (1977) provide 
precedents for incorporating new vehicle prices, but only in a form consistent with 
theory.  However, NHTSA rejected this requirement.  On page 1018 of the PRIA, they 
actually make an argument that the reason for their approach was that “it is the 
purpose of this study to measure whether or not this is true” (emphasis added), i.e., 
whether or not a “quality adjustment” was actually required.   
 
We would submit that this was a regulatory analysis and not a “study.”  If they believe 
this was a “study,” they need to justify the use of their results for regulatory analysis.  
The subject of whether the above item in question was “true” or not was never 
revisited in the PRIA, nor could it have been given the modeling approach they decided 
to use.   
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Table 3-2. “Engineering Scrappage” Models for Cars in PRIA 
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Table 3-3.  Excerpt of “Cyclical Scrappage Models’ For Cars from PRIA.  
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Table 3-4.  Parameters Used in CAFE Dynamic Scrappage Models 
 
Moreover, NHTSA staff also clearly recognizes that the approach they are using is 
hampered by inadequate data.  On page 1017 of the PRIA: 
 

“While ideal data would represent individual vehicles, unfortunately the data 
is only available in aggregate for historical model years.  The models are thus 
unable to be trained on model-specific data and must rely on average 
measures.  This decision is further justified by the fact that the CAFE model 
does not capture any cross subsidization of technology costs that occurs 
between vehicles in an OEM’s fleet. Because it is likely manufacturers will 
cross-subsidize costs, the aggregate measure of average new vehicle price 
may be the best measure of the general price trend of the new vehicle market 
under different fuel economy standards, even if disaggregated data were 
available.”   
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First, the initial sentence about unavailable data is simply not true.  Second, the 
remainder adds insult to injury:  It justifies this approach by highlighting another 
deficiency in the CAFE model that we have already mentioned multiple times:  the 
inability of the manufacturer decision model to take into account cross-
subsidization.  There are many other examples of this type that can be found in the 
NPRM and PRIA that call into question the decisions made by NHTSA.  
 
3.6.3  Final Remarks on Economic Modeling 
 
In this section we have shown based on theoretical considerations that NHTSA’s 
approach is not only inadequate but clearly unacceptable for the purposes of a 
regulatory analysis this important.  Based on our assessment, NHTSA’s models 
would be highly unlikely to be accepted for publication if they were submitted to an 
academic journal.  However, in order to conclusively demonstrate that our 
assessment is accurate, we provide numerical studies in the next two sections to 
demonstrate this.   
 
What would a better approach look like?  Section 3.2 reviews a modeling framework 
that supports development of modeling approaches that capture the necessary 
market structure and theory-based behavioral choices required for analyzing the 
effect of policy changes on vehicle markets.  Part of that discussion highlighted the 
specific role that discrete choice models could play, and mentions two such models 
that have been used in California.  In the 2016 TAR, EPA describes their recent 
investigation of consumer choice models, and although they recognize the 
challenges, in our view their findings are promising.  
 
However, the NPRM (page 43076) includes a section entitled “Vehicle Choice 
Models as an Alternative Method To Estimate New Vehicle Sales,” seemingly in 
anticipation that the flaws in their current modeling approach would be identified 
and exposed, and that choice models would be recommended as an alternative.  The 
discussion provided in the NPRM is an exercise in suggesting poor ideas for how 
choice models might be used as “straw men” for the purpose of criticizing them.  
There is definitely a middle ground where structural models like discrete choice 
models could be used to support a proper analysis, rather than the two extremes 
represented in this NPRM:  poorly executed aggregate-level reduced form models 
that do not conform to economic theory versus extraordinarily detailed structural 
models that would be difficult to implement and overly sensitive to small changes in 
input values.   
 
 
4.  Evaluation of NHTSA’s Dynamic Scrappage Model 
 
Because it is so difficult to evaluate the models by direct inspection of their 
coefficient estimates, we must rely on the creation of plots to reveal how they 
behave.  We begin with some initial plots to provide context.  Recall that Bento 
provides engineering scrappage models for MY1987-2015.  NHTSA uses a similar, 
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overlapping data set from the same source (HIS/Polk) spanning a wider range of 
model years (MY 1975-2015).   

Before looking at the current models, we begin by reviewing some of the available 
information included in the CAFE Model Parameters input file.  Worksheets include 
“Vehicle Age Data” and “Historical Fleet Data.”  Our understanding is that the Vehicle 
Age Data are, in effect, a set of static scrappage curves that were developed for use 
in the previous rulemaking.  Moreover, these are the static curves that are used if 
the DSM is turned “off” during a CAFE model run.   
 
For an initial comparison, see Figure 4-1.  Bento-Car is the engineering scrappage 
curve for the MY1987-2014 cohort.  As such, it should represent the effect of 
average durability for the cohort.  The other two curves are based on data collection 
and analysis by NHTSA.  The curves overlap completely, but are not smooth.  They 
bear some similarity to the Bento-Car curve.  After 7 years the CAFE curve lies to the 
right of Bento-Car, indicating higher durability.  This might be expected if the curves 
were generated to avoid downward bias from historical data.  However, before six 
years, the CAFÉ curve implies higher scrappage rate than Bento-Car.   
 
We intentionally limited the initial plot to 14 years, because Bento reports that the 
data source “reports vehicle counts by age up to 15.”  However, CAFE-Static reports 
values for 30 years, and CAFE-MY2014 reports values for 37 years.  (But, as noted, 
these CAFE figures are identical for the first 30 years).  Figure 3-2 extends the age 
range to 37 years.  On this scale all three curves track fairly closely for about 21 
years.  Interestingly, the CAFE model documentation describes that, although the 
DSM uses a logit form similar to Bento, it has a trigger that causes it to switch to an 
alternative function (called a decay function), and the trigger parameter is set to 21 
years.  The curve is created to follow a decay rate ensuring that the final fleet 
survival percentage (another parameter) occurs at age 40.   
 
To proceed logically, we would next like to understand how the DSM would behave 
it were not “dynamic.”  That is, if the DSM is turned off, the CAFE model reverts to 
using a survival curve created for the previous rulemaking.  However, what type of 
“static curve” would be produced by NHTSA’s current scrappage modeling approach 
if the dynamic feature were “turned off”?  The dynamic effects in the current model 
are a function of average compliance costs (and perhaps CPM).  In any case, we 
discovered that the PRIA includes a “sensitivity case” that seems to address this 
question.  It provides a set of parameters that will “turn off” the part of the DSM that 
has been added for the purpose of creating a Gruenspecht effect.  (See PRIA, page 
1059).   
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Figure 4-1.  Car Scrap Rates:  Bento (MY1987-2914 Car) vs. CAFÉ-Static/Data 
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Figure 4-2.  Car Scrap Rates from Figure 1 – Extended to 27 Years 

 
We used these parameters to generate another set of “static” results.  The “NoGruen” 
scrappage curve for MY2014 is provided for comparison in Figure 4-3.  Note that, 
for completeness, we have included two NoGruen curves:  one for Existing, and one 
for Rollback.  As per NHTSA’s intent, these two curves are essentially the same 
(although not identical).   
 
These curves raise some serious concerns about the behavior of the DSM.  The 
Bento curve comes from MY1987-2014 data using (up to) 14-15 years for each 
model year.  One argument for not using this curve for regulatory analysis is that the 
older vehicles in this group might be assumed to have less durability than newer 
vehicles, so the curve could have scrappage rates that are too high.  Indeed, the 
Bento-Car curve lies just to the left of the CAFÉ-Static/MY2014 curves.  One expects 
that these curves were constructed to ensure a higher level of durability than one 
based on averages of older vehicles.  However, how does one actually obtain 
projections of durability levels for recently manufactured vehicles, much less future 
vehicles, without data?   
 
The PRIA seems to suggest that one rationale for estimating such a complex 
scrappage model was that it could somehow provide such “projections” of future 
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durability levels.  In this regard, both the CAFE curves and the DSM curves lie to the 
right of Bento-Car (after about year 8).    
 

 
Figure 4-3.  Car Scrap Rates: Figure 4-2 plus DSM Non-Gruenspect MY2014 

 
However, there is no good explanation for why the DSM scrappage rate for a 
MY2014 Car would level off at 0.15 at 18 years.  Even though Bento-Car is estimated 
on 14 years of data, it is not unreasonable for the curve to keep increasing for a 
number of years, and, indeed, the Bento-Car and CAFE-Static/Data curves track each 
other fairly closely until the “magic” 21-year mark.   
 
The PRIA includes a very similar discussion for MY2016 (pp. 1055-1056).  However, 
this is accompanied by survival curves rather than the scrap rates we have shown 
here.  The survival curves do not seem to demonstrate the size of the effects we have 
detected here in the same way.  Still, even in that discussion the results seem a bit 
odd, and the explanation offered is that an “optimistic” GDP growth rate is the cause 
of apparent anomolies.  For future reference Figure 8-35 in the PRIA shows that in 
the 20-22 year age range only about 20% of the original MY fleet would be 
remaining.  (This will be important later.)   
 
To establish some additional points of reference, we generated scrap rate curves for 
two more model years:  2021 and 2028.  For an initial comparison, see Figure 4-4.  
(To reduce clutter, we include the Existing scenario NoGruen results only, which are 
essentially the same as the Rollback results).  On this scale there are differences in 
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scrap rates as a function of model year.  One might expect these to represent 
increasing durability.  However, see Figure 4-5 that includes only the DSM results.   
 

 
Figure 4-4.  Car Scrap Rates:  Additional MYs with No Gruenspecht Effect. 

 

 
Figure 4-5.  Car Scrap Rates:  Three MYs with No Gruenspect (Isolated) 
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A closer look at Figure 4-5 shows that there is a pattern of differences from 
increasing model year starting after age 14 or 15.  For some reason, scrap rates for 
cars increase with increasing model year from age 16 until reaching the ‘trigger’ at 
age 21, and then the ordering of scrap rates reverses.  Again, these differences are 
rather small, but they do demonstrate that most of the “action” with this model only 
seems to occur rather late (e.g., 16 years or later), but, then the trigger is reached at 
21 years and an ad hoc model takes over.  When action does occur, it seems 
counterintuitive.  Finally, the general leveling off in the 0.14 to 0.17 range for all 
vehicles represents a type of “regularity” in future durability of vehicles that is 
questionable in origin.   
 
With the above results for context, it is now time to “reactivate” the Gruenspecht 
effect built into the DSM.  For results corresponding to those from Figure 4-3, see 
Figure 4-6.  When the full DSM is operating, there is a small change in the scrap rate 
under the Rollback scenario, but a relatively large change under the Existing 
standards.  And, consistent with previous patterns, the changes are concentrated in 
16-21 age range.  For a collection of the DMS results for the three model years, 
considered previously, see Figure 4-7.   
 

Figure 4-6.  Car Scrap Rates:  Dynamic Scrappage for MY2014. 
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The Figure 4-7 results are expected as a logical extrapolation from Figure 4-6, 
although on this scale the patterns are a bit clearer.  The separation in scrap rates 
between the Existing and Rollback scenarios start to become visible by age 12 or 13, 
although it is still true that most of the differences occur between ages 16 and 21.  
However, by now it should be clear that the reversals that occur starting at age 21 
are inconsistent with any theory that is based on the concept of durability versus 
cyclical effects.   
 
How would one evaluate whether the large differences between Existing and 
Rollback scrappage rates are consistent with theory?  The PRIA (page 1003) offers a 
theory-based discussion that was intended to support the development of these 
models:   
 

“The effects of this process on prices and the number of vehicles in use are 
likely to vary significantly among those of different ages and accumulated 
mileage (a measure of their cumulative lifetime use). Figure 8-17 through -
Figure 8-18 illustrate the likely differences. As Figure 8-17 and Figure 8-17 
show, the supply of both nearly-new vehicles (say, those less than five years old) 
and very old vehicles (more than 15 years) is likely to be very unresponsive to 
changes in their price.” (Emphasis added.) 

 
And, from page 1005:   
 

“Shifts in demand for used cars and light trucks of different ages in response 
to changes in the prices and attributes of new models are likely to mirror 
how closely they substitute for their new counterparts. Nearly-new vehicles 
offer the closest substitutes for new ones, so their demand is likely to be 
most responsive to changes in prices and other characteristics of new ones, 
while the outdated features and accumulated usage of older vehicles make 
them less satisfactory substitutes.” 

 
So, the observed behavior of the dynamic scrappage models appear to be the exact 
opposite of what is predicted in the PRIA:  Extremely old vehicles appear to be the 
most sensitive to new vehicle “price” changes.   
 
In looking for an actual computational test, the notion of elasticity will be useful.  
The differences in these curves are being driven by the difference in average 
compliance costs for new vehicles being introduced into the market.  These, of 
course, don’t actually represent meaningful price changes, for multiple reasons.  
First, consumers actually select from among individual vehicles (not one “average 
vehicle”), and second, the prices for these vehicles are determined by market 
equilibrium (which does not exist in the CAFE model).  Finally, Cars actually do 
compete with vehicles in the other two classes.   
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However, suppose that the new vehicle market average price increase actually had 
an effect on scrappage of new vehicles due to a Gruenspecht effect.  What is the 
likely size of the “elasticity”?   
 

Figure 4-7.  Car Scrap Rates:  Dynamic Scrappage for Three MYs.  
 
The complexity of the models estimated by NHTSA makes it difficult to develop an 
interpretation in terms of elasticity by direct inspection of it coefficients.  However, 
we do have the Bento model to use as a reference point.  (Recall that Bento uses an 
equation with a parameter that can be directly interpreted as an elasticity.) 
 
See Figure 4-8.  Using the elasticity from Bento, we have created a plot for the effect 
on scrappage rates if used prices were to be increased by 20%.  This is a very large 
percentage increase, and it has been directly applied to all used cars. As might be 
expected, the impact on scrappage rate increases to its maximum effect for the 
oldest cars left in the fleet.  However, for vehicles of age 16 through 20, the impact of 
this effect is much smaller than the effect generated by the DSM on the basis of new 
car price increases, even though used cars are much closer substitutes for one 
another than are new cars.   
 
This is a clear indication that the DSM is likely to be too sensitive to average 
compliance cost increases for new cars.   
 
However, there is yet one more aspect of the DSM models to consider:  The difficulty 
associated with estimating a scrappage model that will produce accurate projections 
for what goes on in the “tails” (as vehicles are getting older).  The model estimation 
results in the PRIA report root mean square errors (RMSE) for models that are 
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estimated in the “logit space.”  This RMSE gives a measurement of the error for 
predicted values of the dependent variable (the logit) when using the model.  The 
value reported for the Car model is about 0.15 (PRIA, Table 8-17, page 1044).   
 

 
Figure 4-8.  Car Scrap Rates: Bento Model Response to  

20% Used Vehicle Price Increase 
 
Using this value, we performed additional CAFE model runs that could be used to 
produce a 95% confidence interval (technically, a “prediction interval”) around the 
predicted scrappage rates.  (The technical details are in Appendix C.)  Observed 
historical data on scrappage rates are used to estimate the model’s parameters, and 
random variation in the data has an effect on the model’s predictive ability.  The 
noisier the data, the less able the model will be to provide a useful prediction.  A 
prediction interval provides a representation of this impact, producing a range of 
values where the “true” scrappage rate could be expected to lie with a specified rate 
of “confidence” (in this case, 95%)23.  Specifically, the CAFE model runs are used to 
produce an upper bound and a lower bound that define the endpoints of this 
interval.   
                                                        
23 Absolutely correct interpretation of confidence and prediction intervals can be 
rather technical, as discussed in Appendix C.  However, for our purposes, these 
intervals provide a useful representation how random variation in the data affects 
the model’s predictive ability.   
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See Figures 4-9a and 4-9b.  One issue with this approach is:  Two sets of upper and 
lower bounds are available from these runs (one set for Existing, one set for 
Rollback). Figures 4-9a and 4-9b use the Existing and Rollback bounds, respectively.   
 
First, consider Figure 4-9a (which uses the 95% bounds from the Existing scenario).  
There are four lines.  The two middle lines are the predicted scrap rates for the 
Existing and Rollback scenarios.  The top dotted line is the upper bound of the 95% 
prediction interval using Existing runs, and the lower dotted line is the lower bound.  
It is notable how the uncertainty in predicted scrap rates increases with increasing 
age.  The maximum width occurs at around age 20 (just before the model reaches a 
trigger at age 21 and switches “modes”).  One possible reason for this is the effect of 
the modeling equation (logit); however, another possible reason is the increased 
volatility in the observed data as vehicles get older and the population of vehicles 
declines.  (Recall that Bento uses no data past age 14 or 15).   
 
Suppose we want a 95% interval for the predicted scrap rate when a vehicle is 16 
years old.  Drawing a vertical line at age = 16 yields (approximately) these values:  
lower bound = 0.063, and upper bound = 0.150.  This interval can be represented as:  
(0.0625, 0.150).  The predicted scrap rate for Existing is 0.085 (which must lie 
between the two bounds).   The size and location of this interval represent the 
uncertainty in the model’s prediction.   
 
Now, consider the predicted scrap rate for the Rollback scenario:  It is about 0.113.  
The values 0.085 and 0.113 both lay within the interval (0.0625, 0.150).  The 
predicted scrap rate for the Rollback lies roughly halfway between 0.085 and the 
upper bound.  This suggests that the difference between the Existing and Rollback 
predicted scrap rates are small relative to amount of statistical uncertainty.   
 
However, as already noted, it is also possible to compute a prediction interval by 
using the Rollback scenario results.  See Figure 4-9b.  These results look very much 
like those in Figure 4-9a:  The width and shape of the 95% prediction intervals from 
these plots are similar.  They are slightly shifted because they are based on Rollback 
results rather than Existing.  However, the basic finding is still the same:  The two 
curves for predicted scrap rates from Existing and Rollback both lay well inside the 
prediction interval.  To allow direct comparison, Figure 4-9c includes both sets of 
results in the same plot.   
 
So, despite the earlier concerns about the DSM’s unrealistic response to incremental 
average compliance costs, as well as the general shape of the scrappage curves 
relative to observed data, these problems may in a sense be moot:   
 

The relatively large uncertainty in the predicted values from the 
dynamic scrappage model is so large that the observed differences 
between the Existing and Rollback predicted scrap rates are not 
statistically meaningful.   
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This is an extremely important observation, because it is these specific 
differences that are the ultimate source of the benefit-cost differences 
between the Existing and Rollback scenarios produced in the Agencies’ 
analysis.  When these scrap rates (and their non-meaningful 
differences) are replaced with the most recently developed scrap rates 
available, the Existing standards have positive net benefits versus the 
Rollback (which reverses the results and conclusions in the NPRM).  
(See section 2).   
 

 

 
Figure 4-9a.  Effect of Statistical Prediction Error on Dynamic Scrap Rates: 

95% Confidence Bounds from Existing Standards CAFE Run 
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Figure 4-9b.  Effect of Statistical Prediction Error on Dynamic Scrap Rates: 

95% Confidence Bounds from Rollback CAFE Model Run  
 

 
Figure 4-9c.  Effect of Statistical Prediction Error on Dynamic Scrap Rates: 

95% Confidence Bounds from Both CAFE Model Ru 
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5.  A Comparison of Results from the CAFE Model Results and NEMS 
 
The previous section revealed clear deficiencies in NHTSA’s dynamic scrappage 
model based on isolating its main output (scrap rates).  In this section we take a 
closer look at how the model behaves as a whole, with regard to forecasting the 
evolution of the entire future light-duty fleet.   
 
We begin in the next section by comparing CAFE model results to the corresponding 
results from EIA’s Annual Energy Outlook (AEO) projections, which are produced by 
NEMS.  This comparison demonstrates that the CAFE model (in contrast to the 
NEMS model) produces results that are generally inconsistent with economic theory.  
In succeeding sections, we provide additional results to gain additional insight into 
reasons for the CAFE model’s failure.   
 
5.1  Comparison of Results from the CAFE Model and NEMS    
 
In the past, NHTSA has at times relied on output from NEMS, which has a high level 
of credibility in policy circles.  Figure 5-1 gives projections of total light duty 
vehicles for 2017-2050, using figures from AEO 2016-2018, CAFE_Existing, and 
CAFE_Rollback.  Note that CAFE uses AEO fuel projections, which is an important 
factor to have in common.  
 
These plots yield some initial observations about the challenges of producing 
market projections/forecasts.  First, even AEO projections can change quickly in the 
space of a single year.  AEO-2016 and AEO-2017 overlap almost completely, but 
then there is a major shift in 2018.  One reason for including the AEO-2018 
projections is that AEO-2018 contains a scenario option for generating results under 
the Rollback scenario.  On the scale used in this figure, the results from Existing 
versus Rollback differ only slightly.  (This will be considered in more detail below.)  
 
Second, the CAFE model projections increase at a much faster rate in the early years 
than AEO’s, and vehicle counts for 2016 are different than the AEO figures (all four 
of which converge)24.  The CAFE results demonstrate notable differences for 
Existing versus Rollback (which is one reason for performing this evaluation):  Fleet 
sizes get larger under the Existing scenario.  At the same time, it could be 
noteworthy that these differences are of comparable size to the shift in going from 
AEO 2016/2017 to AEO 2018.  In other words, movements of this size can easily 
occur for a variety of reasons when producing projections.   
 
 

                                                        
24 This could be something worth investigating, but we have not done so.   
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Figure 5-1.  Total Light Duty Vehicle Projections (NEMS and CAFE Model) 

 
For the AEO18 results, the fleet size for AEO18_Existing is a little bit larger than for 
AEO18_Rollback.  However, the difference is very small and, and does not begin 
growing until about 2029.  To show this, we plot the difference in fleet sizes 
(AEO18_Existing – AEO18_Rollback)—see Figure 5-2.  The differences are initially 
about 100K, increasing linearly from 2031 from 200K to 1.8M in 2050.  Because 
even the Existing standards remain at the same level after 2025, this would seem to 
represent a very different effect from what might be going on in the CAFE model 
results.  This would be consistent with a lower scrappage rate due to the higher 
value of vehicles that have been produced with greater fuel efficiency.   
 
Next, consider new vehicle sales in Figure 5-3.  New vehicle sales for both CAFE 
results are notably higher than any of the AEO projections (which is perhaps 
consistent with the total fleet size results).  However, the AEO 2016/2017 sales 
levels are below AEO 2018 levels, while the AEO 2016/2017 fleet sizes were larger.  
The main difference between AEO 2018 and CAFE is that CAFE has a very steep 
increase from 2016 to 2021.  After 2021, the lines are roughly parallel.   
 
One interesting observation from Figure 5-3 is that CAFE_Rollback sales appear to 
be slightly larger than CAFE_Existing, whereas for AEO 2018 the reverse is true.  
These differences can be seen a bit more clearly in Figure 5-4.  In the CAFE results, 
the difference in sales levels begins in 2022 (the first year the polices are different) 
and the gap stays roughly the same over the entire period.  In AEO the differences 
grow slowly over time, starting in 2027.  It is clear that vehicles, by definition, are 
likely to be more fuel efficient under the Existing standards, and therefore more 
attractive on this attribute.  Fuel prices are the same for both, so there may be some 
differences, e.g., in assumptions about technological learning.   
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Figure 5-2.  Difference in Fleet Size (millions) for AEO18_Existing – 

AEO18_Rollback 

 
Figure 5-3.  New Vehicle Sales (NEMS and CAFE Model) 
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Figure 5-4.  New Vehicle Sales (AEO 2018 and CAFE Model) 

 
To summarize: For both AEO18 and CAFE, fleet sizes are larger for Existing than for 
Rollback.  For new vehicle sales, Rollback sales are higher than Existing for CAFE, 
but the reverse is true for AEO18.  These are potentially important qualitative 
differences.  However, here is another potentially important observation:  In all four 
scenarios, new vehicle sales are either growing or flat in almost all years after 2021.  
(CAFE_Existing shows slight declines only in 2022 and 2023, but no other years.   
Both AEO18 scenarios show slight declines in 2032 and 2033.)   
 
First, consider AEO18.  New vehicle sales generally are growing in both scenarios, so 
economic theory suggests that fleet sizes should also be growing (they are).  
Specifically, although the Gruenspecht effect logic suggests that increasing new 
vehicle sales should lead to increased used vehicle scrap rates, the total “value” of 
the fleet is increasing, so this would suggest an increase in the fleet size.  Moreover, 
new vehicle sales are higher under Existing, so the fleet size should be also.  Based 
on these observations, AEO18 results are consistent with economic theory.   
 
Now, consider CAFE results.  The first part of the AEO18 argument is exactly the 
same:  New sales, and fleet sizes, are increasing under both scenarios.  However, 
new sales are higher under the Rollback, so therefore fleet sizes should be larger.  
But, the opposite is true.  The CAFE results are not consistent with economic theory.   
 
Recall that, in NEMS, our understanding is that the model produces estimates of 
total market size and new vehicle sales in a rather direct fashion, so that scrappage 
is likely to be an inferred/derived quantity.  However, in NHTSA’s approach their 
scrappage model is playing an active role.  This (and the results in section 4) suggest 
that a closer look at scrappage rates is warranted.   
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See Figure 5-6.  The AEO18 results are unremarkable, because we were required to 
use the total fleet size and new vehicle sales results to estimate scrap rates.  So, 
these will be consistent with the previous results by definition.   
 
However, consider the scrap rates for the CAFE results.  They display a pattern 
consistent with the results in section 4:  Scrap rates are lower for Existing than for 
Rollback, and the differences are large.  Based on the discussion above, one would 
expect the Rollback scrappage rates to be lower than Existing (because new vehicle 
sales are larger).  However, the opposite is true.   
 
What is the reason for this problem with the CAFE results?  Why are they 
inconsistent with economic theory?   
 
The reasons are explained in the modeling review of section 3.  In section 3.2 we 
established the importance of developing models consistent with theory, and that 
capture the behavioral and structural features of the market.  In particular, the new 
and used markets are related, and the behavior of both is driven by a combination of 
consumer preferences and other economic factors.   
 

 
Figure 5-6.  Average Scrap Rates (NEMS and CAFE Model) 

 
In section 3.1.2 we pointed out that there was no structural relationship between 
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account, and not just their prices.  (This is also the point of section 3.1.1, which 
focuses on the common miss-statement of the Gruenspecht effect.)   
 
The failure of the CAFE economic modeling demonstrated above is due to the fact 
that there are multiple factors driving new vehicle demand (as well as scrappape) 
other than price and GDP growth, and these were inadequately captured by the 
reduced form aggregate-level time series approach adopted by NHTSA.   
 
More colloquially:  The attempt to create a desired “Gruenspecht effect” by basing 
both models almost exclusively on new vehicle “prices” was doomed to failure 
 
Put more simply:  New vehicle prices and GDP growth rates yielded effects in both 
the dynamic scrappage and new vehicle sales models  
 
To explore the issue of new vehicle sales and scrappage behavior from another 
perspective, see Figures 5-7 and 5-8.  Figure 5-7 uses AEO results to compute 
percentage change from the prior year for new vehicle sales levels, and scrappage 
rates, respectively.  They are plotted on the same graph for comparison purposes.  
Figure 5-8 contains the corresponding plots for CAFE model results.   
 
First consider the AEO 2018 results in Figure 5-7.  As an overall matter, scrap rates 
appear to experience very small declines over time, with little variation.  They creep 
into positive territory for the last two years.  In contrast, new vehicle sales first 
decline and then increase with sales growth being positive until the very last year 
(2032).  

 
Figure 5-7.  Percentage Changes from Previous Year for New Vehicle Sales and 

Scrap Rates (AEO 2018).   
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Figure 5-8.  Percentage Changes from Previous Year for New Vehicle Sales and 

Scrap Rates (CAFE Model).   
 
As in previous figures, there are only very small differences between the Existing 
and Rollback AEO results.  As a practical matter, there seems to be very little 
interaction between new vehicle sales and scrap rates, with both being relatively 
stable after 2021.  It might be tempting to attribute sales declines from 2018 to 
2021 to increasingly stringent CAFE standards; however, examination of other 
NEMS macroeconomic factors suggests that these are due to a short-term projected 
slowdown in economic growth  
 
Next, consider the CAFE model results in Figure 5-8.  In many ways the patterns in 
this figure are the exact “opposite” of the AEO results.  Sales changes are largely flat 
starting in 2022, slightly positive, with very little change (similar to scrap rate 
changes in the AEO results, except they are slightly negative).  The CAFE results 
show much larger amounts of variation in scrap rates (analogous to sales in AEO).  
Both sets of results have their largest sales rate increases in 2018.   
 
With regard to the Gruenspecht effect, these CAFE model results demonstrate that 
there is very little relationship between changes in new vehicle sales and changes in 
scrap rates.  Sales changes are very small, and stay flat over most of the period.  At 
the same time, changes in scrap rates make large swings from negative to positive.  
This behavior is largely consistent with the more detailed analysis in section 4.   
 
The “disconnect” between sales and scrappage rates is clearly demonstrated in this 
figure, providing an empirical demonstration of the previous observations based on 
theoretical considerations.   
 
Another frequently considered aggregate measure is “turnover rate,” which (as 
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size.  (We will use the term turnover rate for this measure.)  For AEO and CAFE 
model results, see Figure 5-9.  In this figure we have expanded the range of years 
(2017-2015).   
 
Based on experience with the previous results, the patterns here are not surprising.  
The turnover rate is “flatter” for the AEO results when compared to the CAFE model 
results (although one must consider the scale being used).  In previous figures we 
looked at results through 2032, and the behavior in this figure is consistent with 
previous results, with everything going flat afterwards (this is consistent with the 
way the CAFE model works in years after 2032).  As with previous results, there 
could be a question about differences between AEO and CAFE model results for the 
initial year.  But, again, scale is potentially an issue.   
 
In looking at the CAFE results, we see patterns that are consistent with what has 
already been learned about the scrappage model.  On this scale, turnover rate drops 
rather quickly from 0.072 (a figure we have seen cited in online articles) to 0.060 
and below.  So, all CAFE results yield a drop in fleet turnover, compromising the 
efficacy of any CAFE policy.  Also, as in previous results, there is a clear gap between 
the curves for the Rollback and Existing scenarios.  By 2032 this is on the order of 
0.02, which is about 3%.   
 
On one hand, this may not be considered large.  On the other hand, the effect 
associated with this gap is what gives rise to NHTSA’s claim that the Rollback has 
substantial net benefits relative to the Existing standards (as discussed in section 4).    
 

 
Figure 5-9.  Turnover (New Vehicle Sales/Fleet Size) for AEO and CAFÉ Results 
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There has been much discussion about the dropping turnover rate in the US vehicle 
fleet.  To put all of this in perspective, we obtained data from the Transportation 
Energy Data Book to show the much larger trend.  See Figure 5-10.   
 
First, over this time scale we can see that:  (1) actual observed turnover rates can 
vary over a wide range, and (2) as has been recently reported, turnover has been 
experiencing a downward trend, from 0.10 in 1970 to roughly 0.07 in 2015 (with a 
large dip during the great recession).  On this scale, the differences between AEO 
and CAFE look rather small, and suggest a continuation of a downward trend to a 
level of 0.06 on average.   
 
This perspective is entirely consistent with the results reported in section 4 (see, e.g. 
Figure 4-9) that demonstrate how, due to the statistical error in the dynamic 
scrappage model, the difference between the Rollback and Existing vehicle fleet-
related results  are not meaningful in a practical sense. 
 

 
Figure 5-10.  Turnover Comparison:  FHWA Data and AEO/CAFÉ Model Results  
 
5.2   Additional Exploration of CAFE Model and NEMS Behavior 
 
One thing we have not yet directly is the potential role of new vehicle prices (more 
specifically, new vehicle price increases attributable to differences in compliance 
costs under different CAFE policies).  Both the CAFE model and NEMS execute 
procedures to ensure that manufacturers make decisions so as to comply with CAFE, 
which will generally require adoption of new technology.  Because this can place 
upward pressure on prices, it is instructive to compare average prices from the two 
models.   
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See Figure 5-11.  A number of features are clear.  AEO18 prices are systematically 
lower than CAFE model prices.  Although there could be any number of reasons for 
this, this is at least consistent with the higher sales levels in AEO18.  The price 
differences between the Existing and Rollback scenarios are smaller for AEO18 than 
for the CAFE model, which is a reminder of potential concerns regarding the Tech 
Cost results in the 2018 NPRM, and much they have changed since the 2016 TAR.  
Finally the pattern of AEO prices changes appears to track to the compliance 
schedule much more closely than the CAFE model results, which would be an 
indication of differences in the algorithms used the manufacturer decision models 
for two systems.   
 

 
Figure 5-11.  Average New Vehicle Prices from AEO18 and CAFÉ Model.   

 
Returning to economic considerations, it is worth remembering that neither of these 
two models has any type of behavioral model for the used vehicle market, nor do they 
have a representation of used vehicle prices.  On the other hand, NEMS does have a 
discrete choice model (nested logit) that yields new sales shares for a relatively 
large number of vehicle classes and fuel technology types.  Scrappage is an implied 
behavior determined by projecting total fleet size and new vehicle sales.  Through 
this mechanism, all else equal, an increase in new vehicle sales would yield an 
increase in scrappage.  In this way, consumer responses to price changes in the new 
vehicle market would influence scrappage25.   

                                                        
25 Note that this represents yet a third choice when compared to GC99 and the 
current CAFÉ model.  In GC99, total vehicle stock and scrappage are modeled, which 
determines new vehicle sales.  The CAFÉ model forecasts new vehicle sales and 
scrappage, which determines vehicle stock.  Based on earlier discussions, our view 
is that it is always preferable to model future levels of vehicle stock.   
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In contrast, in the CAFE model’s overall fleet size is an implied “behavior” 
determined by whatever results are produced from the new vehicle sales model and 
the scrappage model.  As discussed previously, the outputs of these two models are 
theoretically “correlated” because they both use new vehicle price as an explanatory 
variable, but there is no cause-and-effect mechanism that directly links new sales 
demand to scrappage rates.  New vehicle price changes affect scrappage rates 
directly by being an explanatory variable in the model.   
 
We have no independent source for an estimate of what the likely impact on 
scrappage would be from new vehicle price increases (i.e., the scrappage elasticity 
for changes in new vehicle prices).  Recall that we do have such estimates for used 
vehicle prices (see section 3).  Recall that Bento et al. (2018) report an estimate of -
0.4 based on models using aggregate data.  Jacobsen and van Benthem (2015) report 
a somewhat higher value using models estimated on highly disaggregated data.  
They estimate multiple models yielding a range of estimates that depend on various 
vehicle characteristics, reporting an overall “central estimate” of -0.7.   
 
Now, note that, with the numerical results we have compiled in this section, we can 
compute estimates of scrappage elasticities for new vehicle price changes.  
Specifically, we can compute the percent changes in new vehicle prices using the 
available data.  Then, for each calendar year, we can divide the percentage change in 
scrap rate by the corresponding percentage change in new vehicle price.  This 
provides a measure of elasticity.  See the results in Table 5-1.   
 
Year AEO18_Exist CAFE_Exist AEO18_Rollback CAFE_Rollback 
2018 -0.16 3.98 -0.16 10.30 
2019 -0.37 1.07 -0.38 12.63 
2020 -0.31 0.42 -0.31 6.63 
2021 -0.19 -3.97 -0.18 -13.47 
2022 -0.10 -5.92 -0.28 -60.47 
2023 -0.21 -5.16 -1.22 -142.79 
2024 -0.33 -5.68 -3.12 163.88 
2025 -0.19 -1.01 -0.73 6.62 
2026 -1.27 0.68 -2.59 -8.92 
2027 -5.65 -0.32 -2.17 11.83 
2028 -3.37 4.45 -1.81 54.81 
2029 -2.11 11.53 -1.13 -69.56 
2030 -0.37 -23.33 -0.14 -46.43 
2031 -0.04 -13.72 0.06 -32.59 
2032 1.12 -21.46 0.89 -26.41 
     
average -0.90 -3.90 -0.88 -8.93 

Table 5-1.  Estimates of Scrap Rate Elasticity  
With Respect To Changes In New Vehicle Price 
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In comparing the two sets of results, the AEO18 values are much more reasonable 
than the CAFÉ model values.  In the above table we have identified in bold the 
entries that are reasonable based on economic theory and the results in the 
literature.  In this case, elasticities should be negative, and generally be smaller than 
3 (in absolute value.)  The vast majority of AEO18 values satisfy this condition.  Even 
the larger AEO18 values are “reasonable.”  Finally, the average values are -0.90 and -
0.88 for the Existing and Rollback scenarios, respectively.  On one hand, these are 
reasonably close to the Jacobsen and van Benthem (2015) estimate for scrap 
elasticity with respect to used vehicle prices.  On the other hand, the Bento et al. 
(2018) estimate was -0.4, and one might expect the elasticity with respect to new 
vehicle price to be smaller.  In any case, these results are not unreasonable.   
 
However, the results from the CAFE model do not fare nearly so well.  Although the 
negative values outnumber the positive ones (17 to 13), this is a relatively even mix 
of negative and positive values (and therefore clearly inconsistent with economic 
theory).  Most of the values are extremely large in absolute value.  (Given the mix of 
positive and negative values, the average values are not even valid for 
consideration.)   
 
Considering that the dynamic scrappage model was specifically intended as a direct 
implementation of the Gruenspecht effect by using new vehicle “prices” as an 
explanatory variable, this further demonstrates of the failure of the approach.  One 
possible reason for the relative success of NEMS results is the cause-and-effect 
structure describe above, combined with a discrete choice model of consumer 
behavior for new vehicle sales.   
 
Is it possible to explain in more detail while this approach did not work?  Recall that 
GC96 and Parks (1977) do use a variable related to new vehicle price in their 
scrappage models (specifically, the new vehicle price index).  However, recall that 
NHTSA’s approach used unadjusted new vehicle prices (as discussed in section 3.6).  
But, this completely ignores the well-known phenomenon occurring in new 
vehicles:  they are constantly being improved using rapid technological advances in 
multiple areas, so that quality-adjusted new vehicle prices have been dropping 
steadily.  
 
However, the bigger problem is that these models are just very limited when 
compared to approaches that use, e.g., discrete choice models of consumer behavior.  
In this regard, recent research reinforces how important it is to use a relatively high 
level of detail when estimating these models in order to get unbiased parameter 
estimates.  See, e.g., Wong, Brownstone, and Bunch (2018), who show that, even 
discrete choice models based on a relatively large number of vehicle classes are 
subject to problems with bias due to the use of attribute averages.  However, at the 
same time, we recognize that these approaches could be very challenging to use by 
many analysts due to their technical requirements.   
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6.  Conclusions 
 
The purpose of this report was to provide a review and analysis of NHTSA’s 
economic modeling approach, and determine any implications for the benefit-cost 
analysis results in the NPRM.  The reasons for specifying the purpose in this way 
were:  (1) a preliminary review of the NPRM revealed there were major differences 
between the results and conclusions in the NPRM versus the 2016 TAR, (2) it was 
unlikely that such a major reversal was due to “new information,” (3) further review 
revealed that the reversal hinged largely on the benefit-cost analysis, and (4) one of 
the major changes made since 2016 was the introduction of economic models that 
seemed motivated by a desire to implement the Gruenspecht effect.   
 
As noted elsewhere, there are also a number of other problems with NHTSA’s 
analysis related to issues such as technology costs, the rebound effect, etc., but these 
are outside the scope of this report.   
 
This report began in section 2 by reviewing benefit-cost measurement issues, and 
showing that the dynamic scrappage model was a major driver of the results in the 
NPRM.  Specifically, if the dynamic scrappage model is turned off and replaced with 
the most recently developed scrappage rates made available by the Agencies, the 
results and conclusions of the NPRM are reversed in favor of the Existing standards.   
 
The remainder of the report shows that the difference in results is not due to an 
improvement in the “quality” of the modeling employed by the Agencies.  Rather, the 
evidence is that the models were inherently limited based on theoretical 
considerations, were implemented using questionable approaches, and were not 
subjected to rigorous testing, validation, or peer review.  
 
In particular, we provide a thorough analysis using numerical results informed by 
comparison to other models in the literature, and also with NEMS.  These results 
empirically demonstrate that the dynamic scrappage model has many serious flaws.  
It behaves in a manner that is inconsistent with theory, and, in particular, produces 
results for vehicle market behavior that are inconsistent with economic theory 
(violating the Agencies’ own requirements for regulatory analysis).  Finally, the 
differences between the Existing and Rollback net benefit results in the NPRM can 
be directly attributed to specific differences in scrappage rates that are not 
statistically meaningful due to the prediction error properties of the dynamic 
scrappage model.   
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Appendix A:  Potential Impact of Dynamic Scrappage Model Statistical Error 

The results in Tables 2-1 to 2-3 were all presented in terms of net benefits.  However, 
the outputs from the , model are cost estimates.  Recall that the original net benefit 
estimate corresponding to the NPRM result was $196.6B (column 1 of Table 2-3).  
This estimate was obtained from two different runs of the CAFE model.  The total 
cost estimate of the Rollback is $16,338.34B (from one run), whereas the total cost 
estimate for the Existing standards is $16,534.91B (from another run).  The net 
benefit is obtained by subtraction:  $16,534.91B - $16,338.34B = $196.57B.   
 
However, because of the presence of a statistical model (dynamic scrappage) inside 
the CAFE model, the prediction errors in the scrappage model imply that there must 
be some amount of uncertainty in the final results.   
 
In section 4 we discuss the construction of a 95% confidence interval for the error in 
predicted scrappage rates from the scrappage model.  Using the reported results in 
the PRIA () made it possible to construct an upper and lower bound defining a 95% 
confidence interval.  We obtained CAFE model runs to generate curves in section 4 
that show the scrappage model prediction error.   
 
However, these same runs can be used to complete the calculations used to produce 
total cost estimates.   
 
Existing:   Central estimate =                                $16,534.9B 

Bounds      =   ($15,351.8B,                              $17,545.0B). 
 

Rollback:   Central estimate =                $16,338.3B 
Bounds      =   ($15,160.8B,                              $17,376.6B).  
 

 
The purpose of showing these results is to demonstrate that the potential impact of 
prediction error from embedding a model like the scrappage model within the CAFE 
model is an issue that should have been investigated.  We caution that we are not 
claiming that these final results are necessarily “95% confidence intervals”, nor do 
the conclusions and findings of this report rely on the results shown in this 
appendix.  Rather, this speaks to the need to rigorously test and validate models 
before using them for the purpose of making important policy decisions.   
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Appendix B.  Brief Description of National Energy Modeling System (NEMS) 
 
EIA’s NEMS model frequently plays an important role in policy analysis (including at 
the state level):  Its projections are widely used by researchers performing such 
analyses, representing a type of “standard” used to define reference scenarios.  
NEMS is used by EIA to produce its Annual Energy Outlook, which includes 
projections of important macro-level statistics.  For example, fuel price projections 
(including reference, low price, and high price scenarios), are widely used in policy 
analysis (as they are in the CAFE model).  Moreover, in our own work we have also 
used AEO projections of future vehicle fleet sizes and new vehicle sales for purposes 
of model calibration.   
 
Although a number of researchers have concerns about possible biases in specific 
sub-sectors (e.g., renewable energy), even those researchers characterize 
NEMS/AEO as follows (Gilbert and Sovacool 2016):   
 

“Released annually, AEO contains long-term projections of energy supply, 
demand, and prices in the U.S [10]. AEO projections are relied upon by 
industry, government, academia, and the public sector for regulatory 
proceedings, rulemakings, environmental projections, financial decisions, 
creating other energy models, and more. 
 
…  One colleague of ours even refers to it colloquially as ‘The Bible of energy 
information.’ 
 
Indeed, many high-profile regulatory proceedings in the U.S. rely on AEO or 
NEMS to assess the costs and benefits of regulatory policies. … One of the 
major challenges with energy economic models is a lack of transparency: it is 
usually difficult or impossible for third parties to be able to “independently 
verify published results” [14]. Unlike other energy models, AEO projections 
have been published for many years and are well documented, making them 
a prime candidate to test the effectiveness of energy model projections.”   

 
Based on the preliminary description of NEMS capabilities in the area of vehicle 
markets in section 3.4, it is evident that includes a much more advanced version of 
the same type functionality that NHTSA has attempted to add to the CAFE model 
(under a very short time frame), incorporating many of the desirable features 
described in section 3.2 (discrete choice models for vehicle classes based on 
attribute preferences, equilibration, and manufacturer decision making at a high 
level of detail).  The remainder of this appendix includes additional detail on NEMS, 
which draws heavily from the overview provided in EIA (2009).   

NEMS is a large-scale modeling system that incorporates many components, 
managed by an “integrating module” that performs iterations of the entire system 
until convergence to a general equilibrium (analogous to the Berkovec framework, 
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although with a much larger scope).  It addresses essentially all sectors of the 
economy, since all sectors have some implications for future energy use.  
 
At the “top level,” NEMS addresses “domestic spending (I), income (II) and tax policy 
(III) sectors” and simulates the “the central circular flow of behavior as measured by 
the national income and product accounts.”  Domestic spending is decomposed into 
according to a hierarchy of categories, including consumer spending on durable 
goods.  Durable goods spending “is divided into nine categories: light vehicles; used 
automobiles; motor-vehicle parts; other vehicles; computers; software; other 
household equipment and furnishings; ophthalmic and orthopedic products and 
‘other’.”  Consumer spending on non-durable goods and services is similarly sub-
divided.   

In terms of factors that affect these projections:  “In nearly all cases, real 
consumption expenditures are motivated by real income and the consumer price of 
a particular category relative to the prices of other consumer goods. Durable and 
semi-durable goods are also especially sensitive to current financing costs, and 
consumer speculation on whether it is a ‘good time to buy’.  Clearly, overall 
macroeconomic effects that affect future vehicle usage are taken into account.   

One of the many modules used by NEMS is the Transportation Demand Module, 
which is described as follows:  “The transportation demand module (TRAN) projects 
the consumption of transportation sector fuels by transportation mode, including 
the use of renewables and alternative fuels, subject to delivered prices of energy and 
macroeconomic variables, including disposable personal income, gross domestic 
product, level of imports and exports, industrial output, new car and light truck 
sales, and population.”   

The module makes extensive use of data on vehicle technology capabilities and costs, 
and models the decisions by manufacturers to add new technologies.  The demand 
side incorporates a vehicle choice model that includes detailed vehicle classes, 
including the capability to address future alternative fuel technologies.  It captures 
the effect of tradeoffs among different types of vehicle attributes (e.g., price and fuel 
operating cost), as well as the degree of substitution and competition among similar 
vehicle types.  Moreover, projections of future vehicle counts are provided at this 
level of detail.   

An important feature is that NEMS is specifically designed to take into account the 
effect of CAFE standards:   

Proposed changes in CAFE standards:  This class of simulations is based on 
changing (increasing) the combined average fuel economy of new light vehicles 
relative to the baseline CAFE standards.  Increases in the CAFE standards are 
associated with an increase in the cost of production of new light vehicles, which 
are calculated by the Transportation Module of the NEMS. This increased cost is 
passed to the MAM. The additional cost per new light vehicle is added to the 
reference average price of new light duty vehicles (PLVAVG).  
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Once the MAM solves its series of models using the new assumption, it writes its 
new projection to the global data structure. The other modules of the NEMS read 
the new MAM and CAFE assumptions and recalculate their projections. The 
resulting new energy prices and quantities along with the incremental cost for 
new light vehicles are returned to the MAM. The MAM uses the newly estimated 
energy market assumptions to re-solve. This process continues until the NEMS 
forecast converges.  

In the 2018 AEO, NEMS was used to produce results for two different regulation 
scenarios (Existing and Rollback), facilitating the comparison study in section 5.   
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Appendix C.  Prediction Uncertainty in the Dynamic Scrappage Models 

NHTSA’s scrappage model development is documented in section 8.10 of the PRIA.  
As discussed in section 3.5, three other references in the literature on this subject 
are Bento et al. (2018), Jacobsen and van Benthem (2018), and Greenspan and 
Cohen (1999).  The models in all of these references are developed by first adopting 
a particular form of equation (or, in the case of a two-stage model, equations) and 
then “calibrating” or “estimating” the model parameters by fitting it to observed 
data.   
 
The most familiar version of this exercise in introductory statistics is linear 
regression, where a straight-line formula is fitted to observed data.  In this case, the 
researcher assumes that the following is the “true model” (with unknown 
parameters ):     

  
 
where xi is an explanatory variable and yi is the dependent variable that the 
researcher is interested in understanding and/or predicting.  Pairs (yi , xi), i = 1,…,n, 
are observed data that can be used to obtain estimates of the parameters.  In this 
model, yi is subject to random variation due to unobservable effects on its value.  
Specifically, the true model explains the average value of yi ( ) for a particular value 
of xi (given by ), and the observed value of yi is subject to random 
variation ( ).  The mean and variance of  are 0 and , respectively.  The 
variance is a measure of how much “noise” there is in the observed values (the 
larger the yi, the more noise).   
 
Using the observed data, the researcher finds estimates for  (called a and b, 
respectively) that provide the best “fit” to the data, as well as s (an estimate of the 
noise).  Figure B-1 shows the output of this process, with a scatterplot of 
observations and a fitted line.  The fitted line gives the predicted value from the 
model at various values of X.  By plotting this together with the observations, it is 
possible to see the amount of random variation in the data.  A measure of this error 

is the root-mean-square-error:  .   

 
It is possible to create an upper and lower bound to define a prediction interval with 
a 95% confidence level.  The interpretation of this is:  “If this process of collecting 
data and performing this analysis were conducted over and over again (with a 
correct model), then the true value of Y would lie within this interval 95% of the 
time.”  For an example of a similar plot that also includes upper and lower bounds 
for a 95% prediction interval, see Figure B-2.   
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Figure B-1. Straight Line Fitted to Observations  

 
Figure B-2.  Fitted Straight Line, Observations, and 95% Prediction Bounds 
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Based on information available in Chapter 8 of the PRIA, we were able to use the 
CAFE model as a “black box” to make runs that determine the upper and lower lines 
corresponding to those in Figure B-2.  NHTSA estimated a linear regression like the 
ones depicted in the figures above.  However, in this case the fitted line was for y = 
ln(s/(1-s)), where s is the scrap rate (see page 1040 of the PRIA), and ln is the 
natural logarithm.  The scrap rates themselves are obtained by transforming this 
expression for y using equation 8-4 in the PRIA.  (This is all done automatically 
inside the CAFE model).   
 
We obtained the root-mean-square error (RMSE) for the regression for Cars from 
Table8-10 in the PRIA (0.15).  In order to produce the required results, we shifted 
the intercept in Table 8-10 and re-ran the CAFE model.  This required two runs: One 
for the lower bound, and one for the upper bound.  The reported intercept for the 
Cars model is in the “Scrappage Model Values” worksheet contained in the input 
Excel worksheet containing “parameters”.  The reported value is -0.985368.  The 
RMSE is 0.15.  To get the intercepts for the two runs, the intercept was shifted by 
plus-or-minus RMSE*1.96 (1.96 is the value that produces the 95% interval), and 
entered into the parameter worksheet for two runs.   
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I. Contrary to NHTSA’s Claims, the Proposed Roll Back Will Actually Worsen 
Vehicle Safety 

 

A. Summary  
 

NHTSA1 claims that rolling back the current Clean Car Standards will reduce fatalities by 
between 12,700 (for the CAFE standards) and 15,700 (for the GHG standards) under NHTSA’s 
“model year” analyses.  The agencies imply that these purported safety benefits are due to safer 
vehicle designs under the roll back, relative to the current standards, and to faster fleet turnover 
where there will be more newer, safer cars and fewer older, less safe cars under the roll back.  
However, nothing could be further from the truth. The agencies have severely mischaracterized 
the safety impacts of the proposed rule and misled the public by naming the rulemaking “The 
Safer Affordable Fuel-Efficient Vehicles Rule, or SAFE rule.” 

NHTSA’s safety messaging is deceptive; its projected fatality reductions are demonstrably false; 
and the agency has utterly failed to explain its departure from years of established practice for 
fuel efficiency standards and the safety impacts of those standards.  Accordingly, NHTSA’s 
reliance on these claims as a basis for the rollback is manifestly arbitrary, capricious, and 
unlawful.  

In fact, 97-99 percent of NHTSA’s projected fatality reductions are simply due to assumptions 
about how people will change their driving habits under the roll back relative to the Clean Car 
Standards – driving new cars less based on an exaggerated rebound effect and driving used cars 
less as well due to a new and deeply flawed scrappage model. These assumed changes in vehicle 
miles traveled (“VMT”) have nothing to do with vehicle design or safety. NHTSA’s reliance on 
rebound and scrappage rates and the conclusions it draws with regard to associated fatalities are 
unsound for at least three independent reasons. 

First, because both the rebound and scrappage assumptions involve consumer behavioral changes 
not directly linked to the standards, their impacts should not be considered attributable to the 
standards. NHTSA concedes as much with respect to vehicle rebound effects; under the same 
reasoning, impacts from changes in VMT due to scrappage should not be considered attributable 
to the standards either.  

                                                 
1 EDF’s comments apply to both NHTSA and EPA and to both proposed rules. However, in this section, EDF will 
generally refer to NHTSA, rather than the agencies or NHTSA and EPA jointly, both for simplicity and for 
accuracy, as it is well known that NHTSA unilaterally carried out the NPRM analysis without any EPA staff 
technical input whatsoever. For example, in an EPA memorandum to the Office of Management and Budget dated 
July 12, 2018, a top EPA staffer stated that “The Preliminary RIA is based on the independent technical assessment 
from DOT-NHTSA, and the document should reflect appropriately who has authored the Preliminary RIA. EPA’s 
name and logo should be removed from the DOT-NHTSA Preliminary Regulatory Impact Analysis.” A recently 
retired EPA staffer who worked on the Clean Car Standards has cited: “DOT’s refusal to have a single technical 
working meeting with EPA staff since the 2016 election. https://thehill.com/opinion/energy-environment/400051-
ignore-the-facts-only-way-to-justify-rollback-of-epas-greenhouse.  
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Second, in its analysis of the safety impacts of the roll back, NHTSA now completely ignores 
(and arbitrarily departs from) the concept of fatality rate, or fatalities per mile, the metric that 
NHTSA itself has long used to evaluate the safety of its programs. Mobility is a societal good, 
and we contend that it is not NHTSA’s job to try to convince people to drive their cars less. 
People will choose how much they need to drive, and however much driving they do, NHTSA’s 
job is to decrease the fatality rate per mile, not to decrease the number of miles people drive. If 
NHTSA had evaluated safety impacts using changes in fatality rate (even under its flawed 
analysis), the agency would find that the current standards have no meaningful impact on safety.   

Finally, the absolute numbers NHTSA presents are the product of deeply flawed and irrational 
economics and modeling assumptions. NHTSA’s own NPRM model2 runs show that 
approximately half of its projected reduced fatalities under the roll back’s model year analysis 
(covering the lifetimes of new vehicles sold through MY 2029) are due to the absurd scrappage 
modeling assumption that owners of used cars, completely unaffected by new car standards, will 
drive nearly a trillion miles less under the roll back than under the current standards. This 
erroneous modeling assumption alone completely undermines NHTSA’s safety analysis. The 
other large portion of its projected reduction in fatalities is due to the agency’s use of a wildly 
exaggerated rebound effect, which also assumes that owners of new cars will drive nearly 
another trillion miles less under the proposal’s model year analysis. Indeed, EDF’s own 
modeling, which corrects several key deficiencies in NHTSA’s analysis, shows a small net safety 
benefit associated with the current standards, compared to over 10,000 fatalities in NHTSA’s 
flawed analysis. 

Since 97-99 percent of the reduced fatalities are due to the purported reductions in VMT we 
discuss above, only a miniscule 1-3 percent can be due to vehicle design and/or “fleet turnover,” 
illustrating the deception behind NHTSA’s safety messaging. Even this tiny 1-3 percent of 
fatalities is wrong, however, as it is based on several biased and unsupportable assumptions all 
designed to make the current standards look as unsafe as possible. Notably, the agencies concede 
that the analysis shows that mass reduction (the only impact they assert that might impact vehicle 
design) is statistically insignificant. Our modeling, which corrects several of the key errors in 
NHTSA’s analysis, shows that the current standards will have net safety benefits.  

Even taking NHTSA’s biased modeling assumptions at face value (such as the agency’s view 
that automakers will reduce weight from larger and smaller vehicles without consideration of the 
safety implications), the remaining 1-3 percent of fatalities accounts for about 5-30 fatalities per 
year. Given that there are about 37,000 annual highway fatalities in the U.S., 5-30 fatalities per 
year represents 0.01-0.08 percent of all highway fatalities, meaning over 99.9 percent of fatalities 
are caused by unrelated factors. Even using NHTSA’s own biased analytical assumptions, the 

                                                 
2 In this section, EDF refers to the NHTSA NPRM model. In the NPRM, NHTSA refers to its CAFE model, but that 
is confusing since it uses its model for both CAFE and GHG analyses. In the past, NHTSA has called it the Volpe 
model, since the model was developed, and is maintained, by the Volpe National Transportation Systems Center. 
While we refer to the NHTSA NPRM model for simplicity, the model is comprised of many individual modules on 
specific topics, which are sometimes integrated with other modules and sometimes are not integrated with other 
modules. 
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resulting reduction in fatalities estimated in the proposed rule are so minimal as to have zero 
statistical significance.3 

EDF has carried out a series of modified safety runs with NHTSA’s NPRM model for the model 
year GHG analysis, with a more defensible set of modeling assumptions, and these runs show 
that the roll back would actually lead to a slightly increased fatality rate. EDF’s conclusion here 
is consistent with what NHTSA itself repeatedly concluded, in multiple rulemakings and 
technical assessments, over the seven-year period from 2010-2016: that the current standards 
would either be neutral or positive in terms of vehicle safety. Contrary to NHTSA’s deceptive 
claims, if anything, rolling back the current Clean Car Standards for eight years will slightly 
worsen vehicle safety. 

The justification at the foundation of this roll back is unsound both in premise – the reliance on 
absolute fatality figures that are dependent on VMT and not attributable to the policy, rather than 
on a fatality rate associated with the policy – and in execution – the models used to achieve these 
fatality figures are beset with flaws and biases. Moreover, the agency has utterly failed to 
reconcile either its methodology or its conclusions with the record supporting the current 
standards. These flaws render the rollback fundamentally arbitrary, capricious, and unlawful.  

Meanwhile, EPA’s adoption of the NHTSA analysis and inherent reliance on these safety 
considerations is wholly unmoored from the agency’s Clean Air Act obligations. Section 202 of 
the Clean Air Act provides that EPA shall consider “if such device, system, or element of design 
will cause or contribute to an unreasonable risk to public health, welfare, or safety in its 
operation or function.”4 The reduced fatalities that the flawed NPRM model projects under the 
roll back stem entirely from projections of consumer and manufacturer behavior that are far 
removed from the new vehicle and new engine safety concerns that EPA properly considers 
under its Clean Air Act obligations.5  

 

B. NHTSA’s Safety Claims in the NPRM 
 

NHTSA projects that the 8-year preferred alternative roll back of the EPA Clean Car Standards 
will reduce fatalities by 15,700.6 Separately, NHTSA projects that the roll back of the CAFE 
standards would reduce fatalities by 12,700. In fact, the 12,700 reduced fatalities is the single 
most cited value from NHTSA’s technical analysis, featured in the summary paragraph in the 

                                                 
3 Indeed, NHTSA concedes that these fatalities attributable to vehicle design are statistically insignificant. 
Preliminary Regulatory Impact Analysis, July 2018, pages 1359-1360. 

4 42 U.S.C. § 7521(a)(4)(A). 
5 See Joint Coments of Center for Biological Diversity, Conservation Law Foundation, Earthjustice, Environmental 
Defense Fund, Environmental Law and Policy Center, Natural Resources Defense Council, Public Citizen, Inc., 
Sierra Club, an Union of Concerned Scientists (“Joint Environmental Comments”) for a more detailed discussion of 
EPA’s statutory obligations and constraints with regard to safety considerations.  
6 83 FR 43352, August 24, 2018. Note that, in other tables, NHTSA shows 15,600 or values between 15,600 and 
15,700. 
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Federal Register notice7, the only numerical value cited in the safety section of the Overview 
section of the Federal Register notice8, and featured in the “by the Numbers” fact sheet released 
by the Department of Transportation (DOT) and Environmental Protection Agency (EPA) when 
the Notice of Proposed Rulemaking (NPRM) was released.9  Similarly, NHTSA and EPA 
leadership repeatedly claimed that the roll back would lead to safer vehicles.10 These claims that 
rolling back the Clean Car Standards will lead to safer vehicle designs or faster and safer fleet 
turnover are demonstrably false, and, in fact, the opposite is true, as we demonstrate below. 

 

C. Fatality Rate—Not Total Fatalities—is the Longstanding and Appropriate 
Metric for Evaluating Vehicle Safety 

 
NHTSA typically assesses and reports both total fatalities and fatality rates, i.e., fatalities per 
mile. But it has always used fatality rate as its metric for evaluating the safety impacts of a 
regulation. NHTSA stipulates this in its Preliminary Regulatory Impact Analysis when it clearly 
states: “In this rulemaking document, ‘vehicle safety’ is defined as societal fatality rates per 
vehicle mile of travel (VMT), including fatalities to occupants of all vehicles involved in 
collisions, plus any pedestrians (emphasis added).”11 Many NHTSA documents in the literature 
also focus on fatality rate.12  There are obvious reasons for doing so. 
 

From a macro-economic perspective, mobility is a societal good as it promotes individual 
quality-of-life and standard-of-living, as well as national economic development and growth. 
Accordingly, federal, state, and local governments, and the Department of Transportation (DOT) 
in particular, encourage mobility through massive public expenditures on roads and other 
transportation infrastructure. All programs that increase personal mobility while maintaining 
fatality rates, even when total fatalities increase due to greater vehicle miles traveled, are viewed 
as positive developments. It is not NHTSA’s job to try to convince people to drive their cars less. 
People will choose how much they need to drive, and however much driving they do, NHTSA’s 
core mission is to decrease the fatality rate per mile. Further, EDF is not aware that DOT has 

                                                 
7 83 FR 42986, August 24, 2018. See also 83 FR 42995, August 24, 2018.  
8 83 FR 42995, August 24, 2018. 
9 Fact Sheet: MYs 2021-2026 CAFE Proposal – by the Numbers, EPA-420-F-18-901, August 2, 2018, available at 
https://www.govinfo.gov/content/pkg/FR-2018-08-24/pdf/2018-16820.pdf. 
10 “Trump Administration Unveils Its Plan to Relax Car Pollution Rules,” Coral Davenport, New York Times, 
August 2, 2018.  
11 Preliminary Regulatory Impact Analysis, July 2018, page 1343, footnote 845. 
12 For example, “The Impact of Safety Standards and Behavioral Trends on Motor Vehicle Fatality Rates,” DOT HS 
810 777, U.S. DOT National Highway Traffic Safety Administration, January 2007” ([following text is in both 
Abstract and Introduction] “Typically, the metrics the agency uses to set goals are fatality rates based on exposure to 
risk. This paper describes the process, assumptions, and methods used by the agency to estimate the impact of its 
safety regulations and behavioral programs on fatality rates, and measures the impact of these programs on those 
rates.”), available at https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/810777v3.pdf. Another of many 
examples comes from the preamble to the final rule establishing Federal Motor Vehicle Safety Standards for 
Reduced Stopping Distance Required for Truck Tractors (RIN: 2127-A537) where NHTSA stated “to the extent 
possible, the agency compares fatal crash involvement rates of vehicle types based upon fatalities per 100 million 
vehicle miles travelled” (p. 53), posted at https://www.nhtsa.gov/laws-regulations/fmvss. 
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ever rejected a road construction or maintenance project due to a likely increase in fatalities from 
greater travel, or that NHTSA has ever projected fatalities associated with DOT funding for such 
projects, precisely because mobility is a societal good that governments seek to maximize. 
Indeed, there are many examples of massive governmental expenditures and subsidies related to 
personal mobility, for example, construction of the trillion-dollar interstate highway system that 
Americans can access without fees, and similar state and local expenditures to maintain roads. 

From a micro-economic perspective, individuals choose how much to drive and they know that, 
each time they travel, there is a small risk that they will have an accident, and an even smaller 
risk that they will be killed in an accident. If they choose to drive twice as many miles (e.g., due 
to a different job location or long family vacation), they understand that the overall probability of 
a fatality is twice as high as it was when they drove less. Other things being equal, their personal 
mobility has doubled, their cumulative fatality risk has doubled, but the fatality risk per mile is 
unchanged. Under a “total fatalities” metric, their safety would be worse. Under a “fatality rate” 
metric, their safety would be unchanged. Clearly, fatality rate is a more appropriate metric for 
evaluating safety from an individual perspective. 

Finally, from a regulatory perspective, the justification for using fatality rate is also 
straightforward, as NHTSA recognizes even in places throughout this rulemaking.13 It would 
simply make no sense to hold NHTSA responsible if Americans voluntarily choose to drive more 
(or, alternatively, to credit NHTSA if Americans choose to drive less). No matter how many 
miles that Americans choose to drive, NHTSA’s job is to drive down the fatality rate when 
feasible and cost effective (we note that this is similar to EPA’s vehicle pollution programs, 
where standards are explicitly expressed in grams per mile rather than total grams or tons). 
Consider a hypothetical example in which NHTSA successfully reduces the fatality rate by 1% 
in a given year due to the implementation of a new safety regulation or public education 
program, but Americans chose to drive 2% more miles in that year. Would the new NHTSA 
program be considered a safety success because the fatality rate decreased by 1 percent, or would 
it be considered a safety failure because total fatalities increased by 1 percent? The NHTSA 
safety program would undoubtedly be considered a success, as otherwise, fatalities would have 
increased by 2 percent, rather than by just 1 percent. 

Incredibly, NHTSA consciously chooses to not provide fatality rate data for the overall safety 
impacts of the roll back in its Federal Register preamble and Preliminary Regulatory Impact 
Analysis (yet another instance of the proposal’s lack of notice as to critical issues). Doing so 
would reveal that the proposed roll back would not (as NHTSA has claimed) lead to safer vehicle 
designs or faster fleet turnover. NHTSA prominently features the fatality rate metric in the 
Federal Register notice in a background section on safety,14 but fails to show fatality rate values 
in any of the scores of tables that purport to summarize safety impacts. For the model year 
analyses that yield the 12,700 and 15,700 reduced fatalities projections, EDF had to 
independently run the NHTSA model to generate the absolute fatality and vehicle miles traveled 
values necessary to calculate fatality rates. NHTSA’s failure to include transparent and 

                                                 
13 See, for example, many references to fatality rate at 83 FR 43137-43143 and in Figures II-5, II-7, II-8, and II-9. 
14 Ibid. 
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accessible information on fatality rate arbitrarily obscures the true safety impacts of the proposal 
and reverses the approach the agency has previously taken to assessing safety impacts. This 
unsupportable reliance on absolute fatalities—as well as the agency’s departure from past 
practice without explanation – as a major justification for the rollback, renders the policy 
arbitrary and capricious.  

 

D. NHTSA’s Own Analysis Refutes Its Deceptive Claim That Rolling Back the 
Clean Car Standards Will Improve Safety 

 

In order to investigate NHTSA’s safety claims in general, and to calculate the impact of the 8-
year Clean Car Standards roll back on fatality rates in particular, EDF had to replicate the 
NHTSA model runs that were featured in the NPRM.15 The NHTSA analysis projects that 
fatalities under the roll back’s model year analysis will be reduced by 12,700-15,700, and that 
Americans will drive between 1.5 and 1.8 trillion miles less. EDF has been able to replicate 
NHTSA’s own NPRM model runs for the GHG analysis and has found that 97-99 percent of 
NHTSA’s estimated reduction in fatalities is simply due to NHTSA’s projections of reduced 
VMT and therefore, even using NHTSA’s deeply flawed modeling assumptions, the fatality rates 
under both the current standards and the roll back are essentially unchanged.   

 

  

                                                 
15 See attached report, Richard A. Rykowski, Review of the Agencies’ Technical Analysis Supporting the SAFE 
Vehicle NPRM (October 2018) (“Rykowski Report”), for more detailed information about EDF’s replication of the 
NHTSA NPRM model runs and identification of several weaknesses with the NHTSA model. Nevertheless, EDF 
uses the flawed NHTSA NPRM model as the baseline for both our comments and our recommended model 
improvements. 
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Table 1. EDF Replication of NHTSA NPRM Model Runs 

 
Row 

 
NHTS

A 
or 

EDF 
Run? 

 
Modeling 
Scenario 

 
Current Standards 

 
Preferred Alternative 

Change—Current Standards 
to Preferred Alternative 

Fataliti
es 

VMT 
(billion 
miles) 

Fatality 
Rate 
(per 

billion 
miles) 

Fataliti
es 

VMT 
(billion 
miles) 

Fatality 
Rate 
(per 

billion 
miles) 

Fataliti
es 

VMT 
(billion 
miles) 

Fatality 
Rate 
(per 

billion 
miles) 

            

1 NHTS
A 

MY 1977-
2029/CAFEi 

NA NA NA NA NA NA -12,700 -1,471 NA 

            

2 NHTS
A 

MY 1977-
2029/GHGii 

NA NA NA NA NA NA -15,680 -1,790 NA 

3 EDF MY 1977-
2029/GHGiii 

492,788 56,836 8.670 477,144 55,048 8.668 -15,644 -1,787 -0.003 

            

4 NHTS
A 

CY 2017-
2050/CAFEiv 

853,300 104,623 8.156 831,300 101,961 8.153 -22,000 -2,662 -0.003 

            

5 NHTS
A 

CY 2017-
2050/GHGv 

854,000 104,718 8.155 826,600 101,467 8.146 -27,400 -3,251 -0.009 

6 EDF CY 2017-
2050/GHGvi 

854,188 104,719 8.157 826,665 101,464 8.147 -27,523 -3,255 -0.010 

 

i NHTSA reported only changes in fatalities and VMT in Preamble Table VII-88 on page 43,351 
and did not report the absolute values necessary to calculate fatality rates. Note that the precise 
value for reduced fatalities in Table VII-88 is 12,680, this value has been rounded to 12,700 
throughout the Preamble and other public documents. EDF has not tried to replicate the NHTSA 
runs for the CAFE analysis. 
ii NHTSA reported only changes in fatalities and VMT in Preamble Table VII-89 on page 43352 
and did not report the absolute values necessary to calculate fatality rates. 
iii EDF runs of the NPRM model (for the GHG analysis) released on August 2, 2018 for calendar 
years 2017 and later. See Rykowski Report for details on EDF runs. 
iv NHTSA-reported values for individual calendar years in Preliminary Regulatory Impact 
Analysis Table 11-29 on page 1424, summed by EDF. EDF has not tried to replicate the NHTSA 
runs for the CAFE analysis. 
v NHTSA-reported values for individual calendar years in Preliminary Regulatory Impact 
Analysis Table 11-30 on page 1425, summed by EDF. 
vi EDF runs of the NPRM model (for the GHG analysis) released on August 2, 2018. See 
Rykowski Report for details on EDF runs. 
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Table 1 shows EDF’s successful replication of the NHTSA model runs for the GHG analyses. 
Both in Table 1 and throughout the NHTSA Federal Register preamble and Preliminary 
Regulatory Impact Analysis (PRIA), there are four base modeling scenarios: the Model Year 
1977-2029 CAFE, Model Year 1977-2029 GHG, Calendar Year 2017-2050 CAFE, and Calendar 
Year 2017-2050 GHG scenarios.16 EDF has chosen to focus its model replication efforts on the 
GHG scenarios, but Table 1 also includes data that NHTSA reported for the two CAFE scenarios 
as well. EDF focused only on the preferred alternative 8-year Clean Car Standards roll back, but 
the conclusions about the safety impacts associated with the preferred alternative 8-year GHG 
emissions roll back also apply to the other alternatives that NHTSA considered. 

The first three columns in Table 1 simply identify the specific modeling scenario and whether 
the run was performed by NHTSA or EDF. 

The following six columns provide the total values for fatalities, vehicle miles traveled (VMT), 
and fatality rates, for both the current standards and the agencies’ preferred alternative for rolling 
back the standards. 

The final three columns in Table 1 show the changes in the values for the roll back relative to the 
current standards, i.e., the total value for the preferred alternative minus the total value for the 
current standards. A negative value means that the total value for the preferred alternative roll 
back is smaller than the total value for the current standards. 

Table 1, Row 1 reflects NHTSA’s modeling run for the MY 1977-2029 CAFE analysis. NHTSA 
only reported the changes in fatalities (-12,700) and VMT (-1,471 billion miles) under the roll 
back relative to current standards. It is noteworthy that, despite the fact that its NPRM model 
generates the total values for fatalities and VMT that are necessary to calculate fatality rate, 
NHTSA chose not to report any of these values. Given the limited time that the agencies were 
provided for public comment on the proposal, EDF did not have sufficient time to attempt to 
replicate NHTSA’s model runs for the CAFE model year analysis. 

Row 2 is NHTSA’s run for the MY 1977-2029 GHG analysis. Again, NHTSA only reported the 
changes in fatalities (-15,680, sometimes rounded to 15,700 elsewhere in this section) and VMT 
(-1,790 billion miles) and chose not to report the fatality rate or the total values for fatalities and 
VMT that would allow others to calculate the fatality rate. 

Row 3 shows EDF’s replication of NHTSA’s results for the MY 1977-2029 GHG analysis. 
EDF’s run yields changes in fatalities (-15,644) and VMT (-1,787 billion miles) that are both 
within 0.2 percent of NHTSA’s values. This is excellent agreement and shows that EDF was able 
to successfully replicate NHTSA’s run. EDF then used the total values for both fatalities and 

                                                 
16 The Model Year analysis accounts for the cumulative impacts over the vehicle lifetimes of all vehicles sold in MY 
1977-2029 (while the first year that the standards affect new vehicles is MY 2017, NHTSA includes MY 1977-2016 
vehicles to account for its erroneous scrappage module), regardless of the calendar years during which those impacts 
occur. The Calendar Year analysis simply accounts for impacts in the actual years in which they occur, regardless of 
the model years of the vehicles involved. Therefore, the results for the two analyses are very different. 
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VMT to calculate the fatality rate that was not shown in NHTSA’s rulemaking documents. Using 
NHTSA’s own biased modeling assumptions, the fatality rate under the current standards is 
8.670 fatalities per billion miles, and under the preferred alternative roll back is 8.668 fatalities 
per billion miles. The change in fatality rate is -0.003 (due to rounding) fatalities per billion 
miles, which is a 0.03 percent reduction. 

Row 4 reflects NHTSA’s modeling run for the CY 2017-2050 CAFE analysis. For its calendar 
year analyses, NHTSA reported (in the PRIA) both the total values and the changes in fatalities 
and VMT, for each calendar year, which allowed EDF to sum the values for calendar years 2017-
2050. The change in fatalities is -22,000, the change in VMT is -2,662 billion miles, and the 
change in fatality rate is -0.003. This small change in fatality rate represents a -0.04 percent 
reduction relative to that under the current standards.  

Row 5 is NHTSA’s run for the CY 2017-2050 GHG analysis. The change in fatalities is -27,400, 
the change in VMT is -3,251 billion miles, and the change in fatality rate is -0.009. This small 
change in fatality rate represents a -0.11 percent reduction compared to that under the current 
standards. 

Finally, row 6 shows EDF’s replication of NHTSA’s results for the CY 2017-2050 GHG 
analysis. EDF’s run yields changes in fatalities (-27,523) and VMT (-3,255 billion miles) that are 
both within 0.4% of NHTSA’s values. This is excellent agreement, particularly since the 
NHTSA-reported fatality results were rounded to three significant digits. These results show that 
EDF was able to replicate NHTSA’s run. In EDF’s run in row 6, the change in fatality rate was -
0.010 which represents a -0.12 percent change relative to the current standards. 

There are two clear conclusions from Table 1. First, EDF was able to successfully replicate 
NHTSA’s NPRM runs for both the model year and calendar year GHG analyses. Second, the 
changes in fatality rate between the current standards and preferred alternative roll back for the 
GHG analysis, even using NHTSA’s flawed model and assumptions, are miniscule, ranging from 
-0.003 fatalities per billion miles (a -0.03 percent reduction) for the model year analysis to -0.010 
fatalities per billion miles (a -0.12 percent reduction) for the calendar year analysis. And NHTSA 
itself has acknowledged that these fatalities are due to mass reduction and are not statistically 
significant.17 These negligible changes in fatality rates demonstrate that essentially all the 
changes in fatalities can be explained by the changes in VMT, which should not be attributed to 
the standards. In short, NHTSA’s own analysis shows that the current standards do not 
negatively impact vehicle safety.   

Table 2 provides additional analysis for the same six runs that were introduced in Table 1 (see 
Rykowski Report for data for the EDF runs). The first three columns from Table 1 are repeated 
in Table 2 in order to identify the modeling scenarios and whether the runs were performed by 
NHTSA or EDF. The fourth (“Fatalities”) and sixth (“VMT”) columns in Table 2, which show 

                                                 
17 “None of the estimated effects have 95-percent confidence bounds that exclude zero, and thus are not statistically 
significant at the 95-percent confidence level. Two [note: out of five] estimated effects are statistically significant at 
the 85-percent level,” Preliminary Regulatory Impact Analysis, July 2018, pages 1359-1360. 
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the changes in fatalities and VMT going from the current standards to the roll back, are repeated 
from Table 1. The remaining columns in Table 2 are new and will be explained below. 

 

Table 2. Key Safety Metrics for EDF and NHTSA Runs with NHTSA NPRM Model 
Assumptions 

 
Row 

 
NHTS

A 
or 

EDF 
Run? 

 
Modeling 
Scenario 

Change--Current Standards 
to Preferred Alternative 

Fatalities 
Due to 
VMT 
(%) 

Total 
Non-VMT 
Fatalities 

Total 
 Non-
VMT 

Fatalities 
Per Year 

Fraction 
of 

Highway 
Fatalities 

(%) 

Fatalities Fatalities
(%) 

VMT 
(billion 
miles) 

VMT 
(%) 

           

1 NHTS
A 

MY 1977-
2029/CAFE 

-12,700 NA -1,471 NA NA NA NA NA 

           

2 NHTS
A 

MY 1977-
2029/GHG 

-15,680 NA -1,790 NA NA NA NA NA 

3 EDF MY 1977-
2029/GHG 

-15,644 -3.175% -1,787 -
3.144% 

99.0% -156 -5 -0.01% 

           

4 NHTS
A 

CY 2017-
2050/CAFE 

-22,000 -2.578% -2,662 -
2.544% 

98.7% -286 -8 -0.02% 

           

5 NHTS
A 

CY 2017-
2050/GHG 

-27,400 -3.208% -3,251 -
3.105% 

96.8% -877 -26 -0.07% 

6 EDF CY 2017-
2050/GHG 

-27,523 -3.222% -3,255 -
3.108% 

96.5% -963 -28 -0.08% 

 

Table 2, Rows 1 and 2 are shown for consistency, but no new data is presented as NHTSA did 
not report the total values for fatalities and VMT necessary for additional calculations. 

Row 3 shows EDF’s model run that replicates NHTSA’s results for the MY 1977-2029 GHG 
analysis. The new fifth column (“Fatalities (%)”) shows that the -15,644 fatalities under the roll 
back reflect a -3.175 percent change in fatalities (based on the total fatalities under both the 
current standards and preferred alternative roll back shown in Table 1, row 3). The new seventh 
column (“VMT (%)”) shows that the -1,787 billion miles under the roll back represents a -3.144 
percent change in VMT (based on the total VMT data shown in Table 1). Dividing the -3.144 
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percent change in VMT by the -3.175 percent change in fatalities shows that 99.0 percent of the 
change in fatalities is due to the change in VMT, and this value is shown in the eighth column.18  

Since 99 percent of the reduced fatalities are explained by the reduced VMT, then only 1 percent 
of the changed fatalities are due to non-VMT impacts. This value of -156 fatalities19 is shown in 
the ninth column (“Total Non-VMT Fatalities Per Year”) and the negative value here means that 
there are fewer projected non-VMT fatalities under the roll back than under the current 
standards. NHTSA’s model year analysis operates over at least 34 calendar years (i.e., calendar 
years 2017-2050), so the -156 fatalities represents approximately -5 fatalities per year, as shown 
in the tenth column. NHTSA recently reported that overall motor vehicle fatalities were about 
37,000 per year in 2017.20  Dividing 5 by 37,000 shows that the reduced fatalities represent about 
-0.01 percent of all annual highway fatalities, or about one out of ten thousand.  This is shown in 
the final column.   

Row 4 reflects NHTSA’s model run for the CY 2017-2050 CAFE analysis. Here, 98.7 percent of 
the reduced fatalities under the roll back are due to lower VMT, with about -8 non-VMT-related 
fatalities under the roll back, representing about -0.02 percent of all annual highway fatalities. 

Rows 5 and 6 show that, for the NHTSA and EDF runs for the CY 2017-2050 GHG analysis, 
about 97 percent of the reduced fatalities are due to the lower VMT under the roll back, and that 
the remaining non-VMT fatalities are between -25 and -30 per year, representing -0.07 to 0.08 
percent of all highway fatalities. 

Tables 1 and 2 conclusively show that, even when using NHTSA’s biased analytical 
assumptions, there are essentially no vehicle design or “fleet turnover” safety-related benefits 
associated with the roll back. Between 97-99 percent of the projected reduced fatalities under the 
roll back are simply due to lower vehicle miles traveled, and fatality rate is essentially 
unchanged. The remaining 1-3 percent of the projected reduced fatalities under the roll back, 
dependent on NHTSA’s biased assumptions, represent 5-30 fatalities per year, or 0.01-0.08 

                                                 
18 EDF confirmed this math with a second, separate approach. Using the data from row 3 of Table 1, multiplying the 
VMT for the roll back of 55,048 billion miles times the fatality rate under the current standards of 8.670 fatalities 
per billion miles, yields a value of 477,266 fatalities if the fatality rate had remained unchanged under the preferred 
alternative. But, as Table 1 shows, the fatality rate decreased very slightly under the preferred alternative, and the 
total fatalities under the preferred alternative are projected to be 477,144. The change in fatalities due to the change 
in fatality rate is 477,144 – 477,266 = -122 fatalities, and these -122 additional fatalities represent 0.8 percent of the 
total change in fatalities of -15,644. Since the change in fatality rate explains 0.8 percent of the change in fatalities, 
the remaining 99.2 percent would be explained by the change in VMT. EDF believes the slight difference between 
this 99.2 percent and the 99.0 percent shown in Table 2 is due to rounding. For example, when more significant 
digits are included in the calculations, the results of this second methodology yield the same 99.0 percent. 
19 We note that this number is smaller than the total number of fatalities that NHTSA attributes to mass reduction for 
the GHG program (468).  NHTSA concedes that the mass reduction analysis is statistically insignificant.  That 
means that, setting the mass reduction numbers aside, the overall fleet fatality rate due to changes in VMT actually 
improves under the current standards.   
20 2017 Fatal Motor Vehicle Crashes: Overview, U.S. DOT, National Highway Traffic Safety Administration, DOT 
HS 812 603, October 2018. 
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percent of all highway fatalities. This is a drop in the ocean, which NHTSA concedes has zero 
statistical significance.21 

Even the remaining tiny 1-3 percent of reduced fatalities is analytically flawed, as this projection 
is dependent on a series of biased assumptions that make the Clean Car Standards look as unsafe 
as possible. This topic will be addressed in section G below, in which EDF critiques these 
assumptions and presents modified runs based on a more defensible, unbiased set of modeling 
assumptions. 

In short, even accepting the soundness of NHTSA’s modeling inputs, which we do not, analysis 
of safety impacts using the appropriate metric – fatality rate – shows that the proposal will not 
provide any safety benefits and so undermines the agencies’ justification for the proposed 
rollback of the Clean Car standards.  

 

E. NHTSA’s Safety Claim is a 180-Degree Reversal of What NHTSA Has 
Understood and Reported for the Previous Seven Years 

 

For seven years from 2010 through 2016, in multiple rulemakings and technical assessment 
reports, NHTSA concluded that the impacts of the current standards on vehicle safety were either 
neutral or beneficial. 

The final rulemaking adopting the MY 2012-2016 GHG and fuel economy standards for new 
passenger vehicles, issued in 2010, provided an extensive analysis and assessment of the 
potential for fatalities due to the adopted standards. The agencies concluded the safety effects 
were much lower than previously estimated and “…may be close to zero, or possibly beneficial 
if mass reduction is carefully undertaken in the future and if mass reduction in the heavier LTVs 
[light trucks and vans] is greater (in absolute terms) than in passenger cars.”22  The basic 
assumptions adopted by the agencies were that the footprint standards would discourage 
compliance by downsizing vehicles, mass reduction would be solely through methods like 
material substitution that would maintain structural integrity and other aspects of vehicle safety, 
and that more mass would be reduced in heavier vehicles than lighter ones (specifically by as 
much as 10 percent for the heaviest light-duty trucks, but only as much as 5 percent for other 
vehicles). The NHTSA modeling closely matching these assumptions showed a net reduction in 
fatalities due to the standards. 

Analysis supporting the Phase 2 standards in 2012 confirms that automakers do, in fact, apply 
mass reduction preferentially to heavier vehicles and that this application reduces fatalities. See 
section F below for further discussion on this point.  

In the final rulemaking for the MY 2017-2025 GHG and fuel economy standards for new 
passenger vehicles, issued two years later in 2012, the agencies updated their crash data set to 

                                                 
21 Preliminary Regulatory Impact Analysis, July 2018, pages 1359-1360. 
22 75 FR 25395, May 7, 2010. 
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reflect newer data (through the 2007 model year).  The agencies also evaluated the results of 
several new third-party assessments of the updated crash data.  Some of the findings of the third-
party reviewers were that most of the calculated fatality rates attributed to a 100-pound mass 
reduction were not statistically significant23, and the impacts were small and “overwhelmed by 
other known vehicle, driver and crash factors.”24  None the less, NHTSA decided to continue to 
use an updated statistical analysis of its historical crash data set as its principal basis for 
determining fatality impacts, rather than concluding that its data were not statistically strong 
enough to quantify an effect of mass reduction on fatalities. The agencies proceeded with their 
assessment of feasible GHG and fuel economy standards by applying mass reduction limits to 
each of the vehicle classes, favoring greater percentage and absolute mass reduction of larger 
trucks compared to lighter cars.  The result was again that when mass reduction is applied to 
achieve the standards with fleet safety in mind, the result is a small reduction in fatalities.  

The National Research Council of the National Academies issued a study in 2015, funded by 
NHTSA, on fuel economy technologies for light-duty vehicles.  With respect to safety and mass 
reduction that may be used to comply with the adopted standards for MY 2022-2025, the study 
reported that:  “It is the committee’s view that mass will be reduced across all vehicle sizes, with 
proportionately more mass from heavier vehicles.  The most current studies that analyze the 
relationship between vehicle footprint, mass and safety support the argument that removing mass 
across the fleet in this manner while keeping vehicle footprints constant will have a beneficial 
effect on societal safety risk.”25 

The next update of the agencies’ safety assessment of GHG and fuel economy standards was 
presented in the draft Technical Assessment Report (TAR) for the EPA Midterm Evaluation, 
issued in July 2016.26  Since the previous evaluation of safety, the agencies performed new 
evaluations of light weighted vehicles, and again updated the statistical evaluation of the most 
recent crash data to reflect comments received.  A quantitative correction to historical crash data 
was also developed to reflect the safety benefits of future implementation of adopted NHTSA 
crash safety standards.  The agencies adopted a maximum limit of mass reduction in their 
technology selection models for each vehicle category—20% for light trucks, CUVs and 
minivans (for example, 1000 pounds maximum allowed reduction for a pickup), 7.5% for small 
cars (218 pounds), and 10% for medium cars (268 pounds)— following the same principle used 
in prior analyses that safety is improved when greater mass reduction is applied to heavier 
vehicles compared to lighter vehicles. The results of NHTSA’s modeling found a net reduction 
of 61 fatalities due to the fuel economy standards over the lifetime of MY 2017-2025 vehicles, 
whereas EPA calculated a reduction of fatalities of 6-74 over the lifetime of MY 2022-2025 

                                                 
23 77 FR 62747, October 15, 2012. 
24 Ibid, page 62750. 
25 Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-Duty Vehicles, Committee on the 
Assessment of Technologies for Improving Fuel Economy of Light-Duty Vehicles, Phase 2, National Research 
Council of the National Academies, 2015, pages 240-241. 
26 Draft Technical Assessment Report:  Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, Office of Transportation 
and Air Quality U.S. Environmental Protection Agency, National Highway Traffic Safety Administration U.S. 
Department of Transportation, and California Air Resources Board, EPA-420-D-16-900, July 2016. 
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vehicles.  This assessment of fatalities was used in the Final Determination issued by EPA in 
January 2017, in which the EPA “Administrator finds that the existing MY 2022-2025 standards 
will have no adverse impact on automobile safety.”27 

Two months later, the agencies announced their intent to reconsider the EPA Final 
Determination, without mentioning safety concerns, and undertook development of a rulemaking 
to reconsider the adopted GHG standards and augural fuel economy standards.28 

In this NPRM, even while conceding that their mass reduction findings are not statistically 
significant, the agencies ignore their previous findings, reached multiple times over the past 
seven years, that mass reduction can be applied in a manner that has no effect on, or results in a 
small reduction in, fatalities. Without even acknowledging its past findings, NHTSA rejects its 
previous findings even after confirming in this proposed rulemaking that NHTSA’s newly 
developed crash simulation modeling of vehicle design concepts for reducing mass revealed 
similar trends29 (i.e. fatalities do not increase if mass reduction is preferentially applied to 
heavier vehicles compared to lighter passenger vehicles).  NHTSA and EPA now propose 
relaxing the adopted and augural standards for 2021 to 2025 based in part on a new finding that 
mass reduction used to meet the current standards will increase fatalities, rather than decrease or 
have no net effect on fatalities as they have found many times in the past.30 This inexplicable 
departure from a well-established and reasonable modeling assumption with real influence on the 
chosen policy presents the hallmarks of an arbitrary and capricious action.  

Table 3 summarizes the NHTSA/EPA findings, over the past decade, of fleet fatalities due to 
mass reduction associated with the current standards. 

Table 3. Historical NHTSA/EPA Projections of Impact of Mass Reduction per 100 Lbs. on 
Fatalities 

Date Document Impact on Fatalities 

2010 MY 2012-2016 Standards Final Rule Unchanged or Decrease 

2012 MY 2017-2025 Standards Final Rule Decrease 

2015 NAS Phase 2 Report on Fuel Economy Standards Decrease 

2016 NHTSA/EPA/CARB Draft Technical Assessment 
Report 

Unchanged 

2018 MY 2021-2026 NPRM Standards Roll Back Increase 

 

                                                 
27 Final Determination of the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas 
Emissions Standards Under the Midterm Evaluation, U.S. Environmental Protection Agency, EPA-420-R-17-001, 
January 2017. 
28 82 FR 14671, March 22, 2017. 
29 Preliminary Regulatory Impact Analysis, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model 
Year 2021 – 2026 Passenger Cars and Light Trucks, Chapter 11, page 1340, July 2018. 
30 83 FR 43117, August 24, 2018, Table II-50.  
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F. Mass Reduction Does Not Compromise Vehicle Safety 
 

1. Passenger vehicle safety has been improving as fuel economy has 
increased 

 

Since 1990, the number of passenger vehicle-related fatalities per billion miles of travel has 
decreased by almost 50%, a dramatic improvement, as shown in Figure 1.  In a 2015 study, 
NHTSA found that safety devices (e.g. seatbelts, air bags, and stability control) and federal 
safety standards, reduced drunk driving, and faster medical response following a crash had 
contributed to a lower fatality rate.31 

Although passenger vehicle fuel economy remained largely unchanged between 1990 and 2004, 
it began to rise in 2005 and has continued to do so through 2016, an approximately 17% 
improvement as indicated in Figure 1. Since 2005, the trend of increasing vehicle weight has 
stopped, with vehicle weight holding constant, despite increased sales of heavier vehicles such as 
pickups and CUV/SUVs. Finally, new crash safety tests and standards such as automatic 
emergency braking, and improved safety information available to consumers, promise additional 
reductions in fatalities as new safety technologies penetrate the fleet.  

These data suggest that fuel economy improvements can be made without increasing fatalities, 
and while maintaining vehicle weight even in the face of increasing sales of large and more 
powerful vehicles.  We assess this theory in greater detail below. 

 

 

 

 

 

 

 

 

                                                 
31 Kahane, C. J. 2015. “Lives saved by vehicle safety technologies and associated Federal Motor Vehicle Safety 
Standards, 1960 to 2012 – Passenger cars and LTVs – With reviews of 26 FMVSS and the effectiveness of their 
associated safety technologies in reducing fatalities, injuries, and crashes.” (Report No. DOT HS 812 069). 
Washington, DC: National Highway Traffic Safety Administration. 
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Figure 1. Passenger Vehicle Occupant Fatality Rate and Model Year Fuel Economy32 

 

 

2. New, lighter weight vehicles are safe and will continue to improve in 
safety 

 

New vehicles are required to meet federal vehicle safety standards, which have expanded and 
become more stringent over the past decades.  There are over 60 such standards, the majority of 
which apply to passenger vehicles.33  The Insurance Institute for Highway Safety (IIHS) also 
performs crash tests on new passenger vehicles, and its publicly available rating system and ‘Top 
Safety Picks’ influence vehicle manufacturers to improve vehicle safety and may influence 
vehicle buyers as well.34   IIHS also analyzes crash data, and periodically reports the driver death 
rate due to accidents for relatively new vehicles.  IIHS’ data confirm the improved safety of 
recent vehicles in protecting the occupants. For example, driver deaths per million vehicle years 
decreased from 87 for 2002 models to 30 for 2014 models.  

Mass reduction of vehicles does not cause an increased risk to the occupants of the lightened 
vehicle.  As reported in a recent Michigan Manufacturing Technology Center (MMTC) review of 
the safety implications of reducing the mass of passenger vehicles, the crash safety of 
contemporary automobiles can be assured by use of high-performance materials, energy 
absorbing vehicle structures and passive occupant protection systems.  These elements properly 

                                                 
32 Fatality rate from https://www.iihs.org/iihs/topics/t/vehicle-size-and-weight/fatalityfacts/passenger-vehicles.  
Passenger vehicle VMT calculated from https://www.bts.gov/content/us-vehicle-miles.  Adjusted combined car and 
light truck fuel economy from https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf.   
33 https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/fmvss-quickrefguide-hs811439.pdf 
34 See Insurance Institute for Highway Safety, https://www.iihs.org.  
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applied are weight independent, and a lightweight vehicle can protect its occupants as well as a 
heavier vehicle35. 

Vehicle manufacturers are actively reducing the mass of their vehicles, and most are using a 
multi-material approach (lightweight steel, aluminum, reinforced plastics and magnesium) to 
balance mass reduction, material strength and cost, while maintaining vehicle crash-worthiness.  
Design efforts have been refined and become more efficient by relying on computer simulation 
models of vehicle structures and the crash conditions specified in the numerous federal safety 
standards.  These simulation tools have been calibrated and demonstrate approximately 90% 
correlation between the simulation model and actual vehicle crashes.  Important design goals are 
to provide a deformable crush area in the vehicle that can absorb the collision energy, thus 
reducing g-forces on the occupants, and protecting the passenger compartment from deformation 
and intrusions.  

Manufacturers do not release their crash simulations to the public.  However, Table 4 shows that 
several government studies have been published that demonstrate that 20% or more mass can be 
removed from a vehicle without compromising the safety of the occupants. The MMTC study 
evaluates the crash simulation of reduced mass models of a Toyota Venza CUV, a Honda Accord 
and a Chevy Silverado pickup truck.  All three simulations demonstrate that federal safety 
standards can be met with properly designed structures that reduce mass by 20% or more. 

Table 4. Low Mass Redesigns Including Crash Safety Simulation 

MY Model Study by Mass, % Mass, lbs Cost, % Safety Evaluation 

2012 Venza Lotus 31 1162 1 Comparable1 

2011 Accord EDAG 21 682 2 Comparable 

2011 Silverado FEV 21 1124 9 Comparable 

 

1 Comparable to the heavier, production model.  In case of the Venza, also comparable to other 
similar CUVs. 

 

The MMTC study also reports on crash ratings for reduced mass production vehicles.  The model 
coming closest to the mass reduction achieved in the three simulation studies is the 2017 Ford F-
150, which was about 700 pounds (14%) lighter (depending on the model) than its previous 
generation.  The aluminum intensive 2017 F-150 achieved a 5 star safety rating.  Compared to 
the 2017 Chevy Silverado, also a 5 star rated truck, the 2017 Ford-150 weighs about 450 pounds 
less, manufacturer recommended price starts at nearly $700 less, and fuel economy is 2 mpg 

                                                 
35 Modern Vehicle Lightweighting: A Review on Safety of Reduced Weight Vehicles, Gregory Peterson, Michigan 
Manufacturing Technology Center (MMTC), October, 2018, available at 
https://consumersunion.org/research/modern-vehicle-lightweighting-a-review-on-safety-of-reduced-weight-
vehicles/.  
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better (for the entry level model).  This is a clear and convincing real-world example that 
significant mass reduction does not reduce the safety of occupants, can be achieved 
economically, and will improve fuel economy and reduce GHG emissions. 

The MMTC study notes that an overall reduction of mass in the fleet, over time, should result in 
less severe crashes because of the lower kinetic energy involved, especially in two vehicle 
crashes.  Lower mass also contributes to better vehicle dynamic response in emergency 
situations, which can increase crash avoidance or reduce damage in a crash.  These benefits have 
not been adequately considered in the NPRM analysis. 

The MMTC study points out that more mass will be reduced from heavier vehicles than lighter 
weight vehicles for several reasons.  One reason is heavier vehicles offer more opportunity to 
reduce mass than lighter vehicles.  In other words, it is easier to remove 100 pounds from a 5000 
pound LTV than from a 3000 pound compact.  Second, heavier vehicles generally are more 
expensive and have higher profit margins, so it is economically possible to apply more expensive 
mass reducing technologies to a heavier vehicle than a lighter weight vehicle.  For example, a 
well-equipped Chevy Silverado retails for over $56,000 and weighs almost 5000 pounds.  The 
price per pound of vehicle is $11.40.  On the other end of the spectrum, a subcompact Chevy 
Spark retailing for about $13,000 and weighing a little over 2200 pounds has a price per pound 
of vehicle of $5.81, about half of the Silverado.  Thus, there is more opportunity to apply 
somewhat more expensive mass reduction technologies to larger vehicles without pricing them 
out of their market sector. This is the path vehicle manufacturers are pursuing.36 

Finally, the future suggests vehicle fatalities will continue to decline due to advancing 
technology.  NHTSA has already reached agreement with most vehicle manufacturers to equip 
2022 models with automatic emergency braking, which IIHS predicts will reduce front-to-rear 
crashes with injuries by 56%.37  Blind-spot monitoring is becoming available, and IHSS predicts 
this detection technology could reduce lane-change crashes involving injuries by 23%.  Lane 
departure warning could avoid injury crashes with objects, sideswipes and head-on crashes by 
21%.  Focusing NHTSA’s efforts on facilitating vehicle adoption of these safety technologies, 
including autonomous driving, appears to offer more real public safety benefit than grossly 
relaxing the fuel economy standards based on the erroneous belief that these relaxed standards 
will improve vehicle safety. 

 

                                                 
36 Drive Aluminum, Automakers Not Planning to Reduce Weight in Small Cars Under Any Regulatory Scenario, 
available at http://www.drivealuminum.org/wp-content/uploads/2018/08/Mass-Reduction-Chart.pdf.  
37 IIHS, Real-world benefits of crash avoidance technologies (May 2018), available at 
https://www.iihs.org/media/3b08af57-8257-4630-ba14-
3d92d554c2de/mYL9rg/QAs/Automation%20and%20crash%20avoidance/IIHS-real-world-CA-benefits-0518.pdf.  
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3. NHTSA’s method of assessing safety of mass reduction produces 
statistically insignificant results and should be identified as such 

 
In this subsection and in subsection 4 below, we specifically address NHTSA’s erroneous 
conclusion in the proposed rulemaking that less mass reduction needed to comply with the 
preferred alternative will reduce 468 fatalities over the lifetime of 1977 to 2029 vehicles (GHG 
policy alternative), and reduce 160 fatalities in the CAFE policy alternative, compared to the 
current GHG and augural CAFE standards.38  We note that other studies point out that NHTSA’s 
underlying analysis of crash data used to estimate fatalities due to mass reduction is not 
statistically significant, and the calculated fatality results are relatively small and overwhelmed 
by other vehicle, driver and crash factors. This suggests the mass-related fatality findings in this 
proposed rulemaking have no meaningful value in establishing policy. 

We further identify that for this proposed rulemaking NHTSA has inappropriately changed a 
critical assumption regarding how mass reduction is safely applied to vehicles.  Throughout the 
past decade, NHTSA has assumed vehicle manufacturers will remove more mass from heavier 
vehicles and remove less mass from lighter vehicles.  This approach to mass reduction has been 
shown by NHTSA to have no effect or to slightly reduce fatalities from the fleet as a whole (see 
Section E).  However, unique to this proposed rulemaking, NHTSA has revised its prior 
modeling assumption to allow unfettered application of mass reduction by vehicle manufacturers 
across all vehicle sizes without consideration of the safety implications.  We present information 
below that vehicle manufacturers have been and will continue to follow a safe approach of 
reducing more mass from heavier vehicles, contrary to NHTSA’s newly revised and unsupported 
modeling assumption.  We have also modified the NHTSA model by returning to NHTSA’s 
historical assumption of safe application of mass reduction, and find the agency’s proposed 
preferred alternative to flatline the standards increases fatality rate by a small amount, compared 
to the current standards. This is a finding exactly opposite of NHTSA’s finding in this proposed 
rulemaking. 

Reducing the mass of a vehicle is an effective and often cost effective means of improving fuel 
economy and reducing GHG emissions.  The fundamental approach used by NHTSA to assess 
the safety implications of reducing the mass of vehicles in response to more stringent GHG and 
fuel economy standards is analysis of FARS crash data collected by NHTSA, which has been 
updated for this proposed rulemaking to include 2004 to 2011 model year vehicles operating in 
calendar years 2006 to 2012.  The basic approach used by NHTSA in prior regulatory 
assessments, and in the current NPRM, is statistical analysis of historical crash data to determine 
the percentage change in fatalities per miles driven for a 100-pound decrease in vehicle mass for 
five different size classes of vehicles, ranging from smaller passenger cars to heavier truck-based 
light duty trucks.  These percent changes are then used in the CAFE and GHG modeling to 
assess the change in fatalities due to mass reduction needed to comply with different proposed 
standards.   

                                                 
38 83 FR 43114 and 43117, August 24, 2018, Tables II-47 and II-50. 
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The approach used by NHTSA has been reviewed by several external parties, and the NPRM 
summarizes the findings and conclusions of many of their reports.  However, it is useful to put 
the NHTSA approach and results into context, using both statements in NHTSA’s PRIA and the 
most recent report by Lawrence Berkeley National Laboratory (LBNL) assessing NHTSA’s 
safety analyses39: 

● None of the estimated changes in fatality rate due to a 100-pound reduction in mass for 
the 5 vehicle classes is statistically significant at the 95% confidence level.  Only 2 
estimated changes (for small cars and heavier light trucks) are statistically significant at 
an 85% confidence level.  The estimated changes for the remaining 3 vehicle classes are 
not significant (PRIA, pgs. 1359-1340). 

● Mass reductions in lighter cars are estimated to lead to increases in fatalities, and mass 
reductions in heavier light trucks are estimated to lead to decreases in fatalities.  
“However, NHTSA does not consider this conclusion to be definitive because of the 
relatively wide confidence bounds in the estimates.” (PRIA, pg. 1360). 

● Many of the variables in NHTSA’s statistical model used to explain fatalities, such as 
side air bags and electronic stability control, have much higher estimated effects on 
fatality risk than mass.  “The relatively small estimated effects of mass reduction are 
overwhelmed by these other vehicle, driver, and crash factors.” (LBNL Wenzel, pg. iv). 

● To better explain which variables (e.g., mass reduction) explain the range in fatality risk, 
LBNL analyzed 234 individual vehicle models representing nearly 90% of the fatalities 
in the crash data base, and found the correlation between fatality risk and mass is very 
low.  “These results indicate that, even after accounting for many vehicle, driver, and 
crash factors, the variation of risk by vehicle model is quite large and unrelated to vehicle 
weight”.  (LBNL Wenzel, p. v). 

While NHTSA acknowledges these findings (some of which are theirs), the inputs to their model 
that produce an estimate of changes in fatalities related to vehicles with reduced mass do not 
reflect the uncertainties described above.  As the citations above demonstrate: 

● The results of NHTSA’s fatality analysis are not statistically significant at levels 
commonly used in analyses; 

● The fatalities estimated are very small compared to other factors (e.g., driver 
characteristics) that have a much higher effect; and 

● Differences in fatality risk between similar vehicle models of similar mass are much 
greater than the change in fatality risk NHTSA calculates for that vehicle class (such as 

                                                 
39 One of the most recent is:  Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass and 
Footprint in Model Year 2004-2011 Passenger Cars and LTVs” (LBNL Phase 1), LBNL-2001137, Tom Wenzel, 
Lawrence Berkeley National Laboratory, March 2018. 
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small passenger cars), suggesting individual vehicle design has a much more important 
and bigger impact on fatality rate than a hundred-pound reduction in mass. 

Because NHTSA itself found that the safety impacts associated with mass reductions are 
statistically insignificant, it was arbitrary for the agency to attribute any change in fatalities to 
mass changes. Indeed, relying on assumptions consistent with those that NHTSA has previously 
relied on but from which it has now departed without explanation, the safety effects of retaining 
the standards are positive.  Likewise, NHTSA has arbitrarily failed to explain its decision to 
apply mass reduction equally across the fleet, despite the extensive evidence outlined below that 
this assumption does not reflect the reality of how automakers achieve compliance.  

 

4. NHTSA’s Mass-Reduction Modeling Approach is Wrong 
 

As discussed above, 97-99 percent of NHTSA’s predicted reduction in fatalities from the 
proposed Clean Car Standards roll back is attributable to a projected reduction in vehicle travel, 
with only 1-3 percent attributable to all other factors including mass reduction technology to 
reduce GHG emissions and improve fuel economy.  This raises the question: Will the technology 
of mass reduction used to comply with the current GHG and augural CAFE standards reduce 
vehicle safety, as NHTSA claims?  The answer is no. 

The primary reason for NHTSA’s claim that mass reduction technology will decrease safety can 
be traced to a new modeling assumption that differs from all previous NHTSA and EPA safety 
analyses, as shown in Table 3.  As discussed in subsection E, NHTSA has always concluded that 
applying more mass reduction to heavier vehicles such as pickup trucks, and less to lighter cars, 
results in either no change or a net reduction in fleetwide fatalities. It has embedded the 
assumption in previous safety analyses that vehicle manufacturers will apply mass reduction 
technology safely by favoring reductions from heavier vehicles. However, in this NPRM, 
NHTSA has adopted a new assumption that vehicle manufacturers may apply mass reduction to 
any size vehicle without regard to the safety implications of their decision.  

NHTSA offers no factual evidence to support its new modeling assumption that removes any 
limits to how mass reduction is applied by vehicle manufacturers to various sizes and classes of 
vehicles, an assumption contrary to current and projected industry practice. The explanation 
offered by NHTSA is “the modeling assumed that mass reduction technology was available to all 
vehicles regardless of net safety impact”.40  We offer rationale and evidence that NHTSA’s new 
modeling assumption is arbitrary and inconsistent with the underlying record evidence as well as 
an unexplained departure from its previous analyses. The agencies must therefore return to their 
original modeling assumption that vehicle manufacturers will apply more mass reduction to 
heavier vehicles than lighter vehicles.  As we show below, this will result in a revised finding 

                                                 
40 Preliminary Regulatory Impact Analysis, July 2018, page 1341. 
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that mass reduction technology used to comply with the current adopted and augural standards 
will be safe, and result in a lower fatality rate than the proposed roll back of the standards.  

First, we examine how vehicle manufacturers have applied mass reduction since the GHG and 
fuel economy standards first went into effect, and how they will apply mass reduction over the 
upcoming years. 

As mentioned in subsection E above, the 2015 report from the National Research Council of the 
National Academies stated “It is the committee’s view that mass will be reduced across all 
vehicle sizes, with proportionately more mass from heavier vehicles.”     

A recent study from the Aluminum Association confirms the Academies’ finding41.  Examining 
the aluminum content of new vehicles, a material used to reduce mass, illustrates how mass is 
being reduced.  For example, the Association’s study found that the aluminum content of a 2012 
light truck was 18% greater than the aluminum content of a passenger car.  However, with 
progressively more stringent GHG and fuel economy standards going into effect, by 2016, 
aluminum content of light trucks had increased to 45% greater than the aluminum content of 
cars, indicating preferential mass reduction has been applied to heavier vehicles.  The Aluminum 
Association’s assessment of 2020 models, for which designs were locked in at the time of the 
referenced study, confirms that greater mass reduction in light trucks compared to cars will 
continue.  This trend is consistent with the agencies’ original assumption, relied on for safety 
analyses over the past seven years, that mass reduction will be focused on heavier vehicles such 
as pickups and SUVs, and does not support NHTSA’s new assumption that mass reduction will 
be used by vehicle manufacturers without consideration of the safety of the fleet as a whole. 

Moreover, as the MMTC report discussed above points out, the heavier weight of light trucks 
provides more opportunity to reduce a specific amount of mass compared to a lighter passenger 
car, and the higher price of light trucks provides more opportunity to recoup the cost of lower 
mass components.  This logic also supports the trend that vehicle manufacturers are applying 
more mass reduction to heavier vehicles. 

Finally, vehicle manufacturers are aware of how NHTSA measures the impact on fatalities of 
mass reduction, so it should be expected that vehicle manufacturers have taken and will continue 
to take into consideration the safety implications of how they apply mass reduction across 
different size vehicles they produce.  Even if NHTSA believes it cannot assure that vehicle 
manufacturers will act responsibly regarding the impact of their new vehicles on fleet-wide 
fatalities, it would be relatively simple for NHTSA to require each manufacturer to demonstrate, 
using NHTSA’s fatality calculation methodology, that it has applied mass reduction to its 
cumulative sales of a model year’s vehicles in a manner that will not contribute to a net increase 
in fatalities.  This approach would be similar to how the manufacturers currently demonstrate 
compliance with the fleet average GHG and fuel economy standards.  

                                                 
41 Drive Aluminum, Aluminum Content in North American Light Vehicles 2016 to 2028, Summary Report (July 
2017), available at http://www.drivealuminum.org/research-resources/ducker2017/.  
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To verify our conclusion (and the agencies’ prior conclusion) that mass reduction is safe, EDF 
has run the current NPRM model for the MY 1977-2029 GHG analysis, using NHTSA’s 
unfounded new assumption of unfettered mass reduction among vehicle classes, and compared it 
to a run with a single change—the more logical and supportable assumption NHTSA has used 
consistently since the beginning of the decade, which assumes vehicle manufacturers apply more 
mass reduction to heavier vehicles in consideration of overall fleet safety.   

Table 5. Mass Reduction Impact on Fatality Rate for NHTSA NPRM Model Runs 
for the MY 1977-2029 GHG Analysis 

Modeling 
done by: 

Modeling Assumption of 
How Mass Reduction is Applied 

Fatality rate (per billion miles) 

Current Stds. Roll Back Stds.

NHTSA No limits on mass reduction, as used in the NPRM 
analysis 

8.670 8.668 

EDF Greater mass reduction applied to heavier vehicles 
(NHTSA 2016 TAR) 

8.657 8.663 

 

Table 5 illustrates two important findings.  First, favoring the use of greater mass reduction on 
heavier trucks, and less on lighter cars—consistent with how manufacturers have actually 
applied these reductions—reduces the fatality rate of the fleet for both the current standards and 
the proposed rollback standards, as expected.  This is shown in Table 5 by comparing the top 
row to the bottom row in either column.  Second, and most importantly, the EDF analysis 
(bottom row) shows that proper use of mass reduction results in a lower fatality rate for the 
current standards and a higher fatality rate for the proposed rollback standards, which is the 
opposite of what NHTSA claims in the NPRM (top row).  NHTSA should revise its analyses to 
properly reflect the safe application of mass reduction technologies, consistent with both the 
actual practice of manufacturers and past agency assumptions—and acknowledge in its final 
rulemaking that the rollback of current standards will increase the fatality rate.   

 

G. EDF-Modified Runs of NHTSA’s Model, with More Defensible Assumptions, 
Show That the Roll Back Will Slightly Increase the Fatality Rate and Worsen Safety 

 

We showed above that even when using NHTSA’s biased analytical assumptions, there are 
essentially no safety-related benefits under the 8-year Clean Car Standards roll back associated 
with either vehicle design or “fleet turnover.” Between 97-99% of NHTSA’s projected reduced 
fatalities under the roll back are simply due to lower vehicle miles traveled, and fatality rate is 
essentially unchanged. This leaves 1-3% of the projected reduced fatalities that could be 
associated with either vehicle design and/or “fleet turnover.” This final section examines the 
underlying assumptions that drive this tiny remaining portion of NHTSA’s projected reduced 
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fatalities and includes EDF-modified safety runs with better alternatives for some of NHTSA’s 
most indefensible assumptions. 

Table 6 provides an overview of six key assumptions in the NHTSA NPRM analysis that affect 
fatalities and fatality rate, the mechanisms by which these assumptions impact NHTSA’s results, 
a qualitative estimate of the magnitude of the relative impacts on NHTSA’s projected fatalities 
and fatality rates, and EDF’s treatment of these key assumptions (retaining in some cases, 
improving in others) in a series of EDF-modified safety runs using NHTSA’s NPRM model. 

One important point in Table 6 is that every safety-related assumption has a very small impact on 
fatality rate; i.e., they are all dwarfed by the much larger impacts of rebound and scrappage VMT 
on total fatalities. 

Table 6. Key Assumptions That Affect Safety Metrics in NHTSA NPRM Analysis 
(from current standards to roll back) 

 

Factor 

Assumptions in NHTSA NPRM  
EDF-Modified 

Safety Runs Mechanism Impact on 
Fatalities 

Impact on 
Fatality 

Rate 

     

Rebound Higher fuel cost per mile = less 
new car VMT 

Very large 
decrease as the 
model shows 

less VMT 
when driving 

costs more 

Very small 
increase due 

to fewer 
miles by 
newer 

vehicles 

Runs for 20% 
(NHTSA), 10% 
(EDF), and 0% 

(EDF) 

     

Scrappage Reduction of used car VMT 
unrelated to standards or to 
increase in new car sales 

Very large 
decrease as the 
model reduces 
VMT from the 

fleet 

Very small 
decrease 

due to fewer 
miles by 

older 
vehicles 

Replace with EDF 
VMT Neutral 

Through MY 2029

     

Sales Slightly higher sales Small increase 
as the model 
adds vehicles 
and VMT to 

the fleet 

Very small 
decrease 

due to more 
miles by 
newer 

vehicles 

Keep NHTSA 
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Car-Truck 
Share 

Higher car share and lower truck 
share 

Small decrease 
as cars drive 

less than 
trucks per 
agencies’ 

VMT 
schedules 

Unclear, but 
extremely 

small 

Keep NHTSA 

     

Mass 
Reduction 

Manufacturers oblivious to fleet 
safety impacts associated with 
mass reduction 

Small decrease Very small 
decrease 

Replace with  
NHTSA 2016 TAR

 

The following six sub-sections will briefly discuss the issues raised in Table 6 and, most 
important, describe which NHTSA assumptions that EDF retains, and which we replace, in our 
modified safety runs. 

 

1. Rebound 
 

The concept of the rebound effect is that some consumers will drive more miles when fuel cost 
per mile decreases, and fewer miles when the fuel cost per mile increases. With respect to the 
Clean Car Standards, the theory is that standards will yield more efficient new cars that owners 
will choose to drive more, while the 8-year roll back will result in less efficient new cars that 
owners will choose to drive less. NHTSA acknowledges that rebound VMT involves consumer 
choice (and the benefit of increased mobility) and therefore is not properly attributable to the 
standards. Therefore, it certainly cannot be a justification for a roll back. 

NHTSA uses a 20 percent rebound effect assumption in the NPRM. As Table 6 shows, 
NHTSA’s rebound effect has a very large impact on total fatalities under the 8-year Clean Car 
Standards roll back. As a threshold matter, NHTSA does not include fatalities attributable to the 
rebound effect in its cost benefit analysis, a concession that such fatalities are not appropriately 
valued as direct costs of clean car standards and should be disregarded.  Elsewhere, NHTSA 
projects that the rebound effect accounts for 7,300 of the total 15,600, or just under 50 percent, 
of the projected reduced fatalities under the MY 1977-2029 GHG analysis of the preferred 
alternative roll back.42 On the other hand, because the rebound effect also results in 
approximately 900 billion miles less travel under the roll back43, the impact of the rebound effect 
on the overall fatality rate is small. Under the 8-year Clean Car Standards roll back, the rebound 
effect decreases the proportion of new car VMT-to-used car VMT, and so it is likely that the 
rebound effect slightly increases the overall fatality rate under the roll back. 

                                                 
42 83 FR 43157, August 24, 2018, Table II-77. 
43 83 FR 43352, August 24, 2018, Table VII-89. 
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NHTSA’s assumed 20 percent rebound value in the NPRM is twice as high as that used by both 
NHTSA and EPA throughout multiple rulemakings and technical assessment reports during the 
seven years from 2010 to 2016.44 It is also twice as high as the value recommended in a recent 
report by The Analysis Group, a comprehensive review of the economics literature on the 
rebound effect.45 An excessively high rebound effect also illustrates a fundamental internal 
inconsistency within the NHTSA analysis—in its selection of an extremely high rebound effect, 
NHTSA inherently presumes that consumers base their decisions on how much to drive only on 
fuel costs/savings and completely ignore the impact of vehicle prices, while in its new vehicle 
sales module, NHTSA presumes that consumers only consider vehicle prices and completely 
ignore fuel costs/savings.  These irrational assumptions render the agencies’ rebound analysis 
arbitrary and capricious, and an erroneous justification for rolling back the standards. EDF has 
separately submitted comments jointly with Union of Concerned Scientists addressing NHTSA’s 
errors with regard to the rebound effect.46 EDF also supports comments submitted by Professor 
Kenneth Gillingham, critiquing NHTSA’s extraordinarily high rebound-effect assumption.  

In our EDF-modified runs that will be discussed below, we use three rebound assumptions: 1) 
the 20% rebound effect that NHTSA uses in the NPRM, 2) the 10% rebound effect that NHTSA 
and EPA had long used, and which EDF recommends for the final rule, and 3) a 0% rebound to 
show the impacts on fatalities and fatality rate when both scrappage VMT and rebound VMT are 
excluded. 

 

2. Scrappage 
 

In a spectacular modeling error, NHTSA assumes that American drivers who own older vehicles, 
unaffected by the standards, by changes in new sales, or by a new vehicle rebound effect, will 
voluntarily choose to “stay home” and drive about 900 billion fewer miles under the roll back 
than they would under the current Clean Car Standards.47 A small amount of used car VMT 
would be expected to be displaced by the extra new car VMT due to a slight increase in sales that 
NHTSA assumes under the roll back, but the agencies have not modeled this connection. The 
                                                 
44 75 FR 25379, May 7, 2010; 77 FR 62716, October 15, 2012; Draft Technical Assessment Report: Midterm 
Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy 
Standards for Model Years 2022-2025, EPA, NHTSA, and CARB, July 2016, page 10-9, 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF; Proposed Determination on the 
Appropriateness of the Model Year 2022-2025 Light-duty Vehicle Greenhouse Gas Emissions Standards under the 
Midterm Evaluation, EPA, November 2016, page 3-8, 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf  
45 Vehicle Fuel-Economy and Air-Pollution Standards: A Literature Review of the Rebound Effect, Analysis Group 
(June 28, 2018), available at 
http://www.analysisgroup.com/uploadedfiles/content/insights/publishing/ag_fuel_economy_rebound_effect_june_2
018.pdf.  
46 See Comment of Environmental Defense Fund and Union of Concerned Scientists, Re: Rebound Effect in NHTSA 
& EPA’s Proposed Rule: The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986, submitted to Docket Nos. NHTSA-2018-0067, EPA-HQ-
OAR-2018-0283 (Oct. 26, 2018). 
47 83 Federal Register 43352, August 24, 2018, Table VII-89. 
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sales and scrappage models are completely separate. EDF modeling shows that approximately 90 
percent of the 900 billion miles lower VMT projected by NHTSA for the used car fleet is “above 
and beyond” the small reduction in used car VMT needed to offset the higher new car VMT 
under the roll back compared to the current standards due to slightly higher sales projections. 

NHTSA provides no rationale (and there is none) for why overall used car VMT would decrease 
well beyond the small reduction that might offset the increase in new car VMT due to a slight 
increase in sales, or why aggregate nationwide VMT would decrease above and beyond the 
reduction in new car VMT due to the rebound effect. In decades of rulemakings on emissions, 
fuel economy, and safety, EDF is not aware of any analyst, economist, or public commenter who 
has even suggested such a possibility, let alone tried to provide a credible rationale. NHTSA 
admits that the new scrappage module is not linked with the new sales module,48 and that this 
lack of integration is almost certainly at the core of this substantial modeling error. It does not 
appear that there has been any peer review of the results of the NHTSA scrappage module. EDF 
provides a much more comprehensive critique of NHTSA’s scrappage module in subsection I 
below. EDF also supports the comments submitted by New York University’s Institute for Policy 
Integrity, addressing the fundamental flaws in the agency’s scrappage model.  

Table 6 shows, as with rebound, that the large decrease in VMT due to NHTSA’s scrappage 
error directly accounts for a large portion of the projected fatalities under the roll back. 

NHTSA chose not to explicitly identify the impact of its scrappage assumptions on total 
fatalities. For example, in one of its key tables, NHTSA groups scrappage with other impacts 
such as sales and car-truck share under the misleading heading “Sales Impacts” and states that 
this category accounts for 7,880 of the 15,600 projected reduced fatalities under the MY 1977-
2029 GHG analysis.49 As discussed above, EDF has replicated NHTSA’s NPRM runs, and found 
that nearly all of these 7,880 reduced fatalities are due to the scrappage error. Accordingly, of the 
total 15,600 reduced fatalities projected by NHTSA, about half are due to rebound VMT 
reduction and about half are due to scrappage VMT reduction. 

Again, as with rebound, the scrappage error only has a small impact on fatality rate, and the 
lower fatalities under the roll back are due to the lower VMT under the roll back. But, this small 
impact on fatality rate is in the other direction as rebound, and thus the scrappage error, by 
reducing used car VMT, increases the proportion of new car VMT-to-used (and less safe) car 
VMT, so the scrappage error slightly decreases the fatality rate under the roll back. 

Though the scrappage model is fundamentally flawed, we wanted to make the minimum changes 
necessary to the NHTSA model and therefore made only incremental adjustments to the model to 
simply eliminate the large and inexplicable decreases in used-car VMT that the model produces 
(which we refer to as the “VMT-neutral approach”) in an attempt to isolate the impacts this clear 
error has on NHTSA’s safety analysis.  

                                                 
48 83 FR 43099, August 24, 2018. 
49 83 Federal Register 43157, August 24, 2018, Table II-77. 
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EDF also made one other adjustment with respect to NHTSA’s scrappage assumptions. Even 
though NHTSA refers to its model-year analysis as covering only model years 2017-2029, 
NHTSA actually allows its scrappage model to reflect the impact of MY 2030+ vehicles as well, 
which is inconsistent with its stated intention. EDF corrects this by only accounting for 
scrappage through MY 2029 vehicles to be consistent with NHTSA’s stated intention of 
analyzing the impacts of standards through MY 2029. 

Accordingly, as shown in Table 6, we use the VMT Neutral Through MY 2029 scrappage 
approach in all the EDF-modified safety runs. 

It is important to emphasize that, as shown in Table 2 above, the combination of lower rebound 
VMT and lower scrappage VMT accounts for 97-99 percent of the reduced fatalities in 
NHTSA’s NPRM model, using NHTSA’s own assumptions, and these VMT-related reduced 
fatalities are not attributable to the roll back. Accordingly, all the remaining safety-related 
assumptions, combined, only affect the remaining 1-3 percent of fatalities. 

 

3. Sales 
 

Throughout multiple rulemakings and technical assessment reports over the previous seven 
years, NHTSA and EPA never tried to project the impact of the Clean Car Standards on new 
vehicle sales. There were two reasons for this: 1) no one has ever developed a consumer choice 
model for the car market that has been validated, and 2) the impact could go either way, given 
that the standards would result in higher new vehicle costs, but also higher vehicle fuel economy 
and therefore lower fuel costs, which would be attractive to vehicle purchasers (especially those 
financing their vehicle purchase, who would see savings from day one). In fact, in the 2016 
TAR, the agencies stated that: “It is difficult, if not impossible, to separate the effects of the 
standards on vehicle sales and other characteristics from the impacts of macroeconomic or other 
forces in the auto market.”50 Despite these obvious and fundamental barriers, NHTSA has now 
included a sales module in its analysis. 

NHTSA projects sales impacts based exclusively on changes in new vehicle technology costs. In 
the case of the roll back, because new vehicle technology costs will be lower, new vehicle sales 
are projected to rise. This is an incredibly simplistic approach, and ignores the many other 
factors that affect new vehicle sales. In particular, vehicles will be less efficient under the roll 
back, resulting in higher consumer fuel costs, and this important effect is totally ignored in 
NHTSA’s analysis. In addition, NHTSA’s approach is entirely inconsistent with (and does not 
account for) recent market trends—the Clean Car Standards have become increasingly stringent 
every year since 2012, and yet sales have been booming. U.S. auto sales have increased in all but 
one year since 2012, and the last three years (2015-2017) have been three of the four highest 

                                                 
50  Draft Technical Assessment Report:  Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, Office of Transportation 
and Air Quality U.S. Environmental Protection Agency, National Highway Traffic Safety Administration, and 
California Air Resources Board, EPA-420-D-16-900, July 2016.page 6-1. 



 

32 
 

selling years in U.S. automotive market history.51 And press reports suggest that 2018 is on pace 
to also be one of the highest sales years in history.52 See Rykowski Report for more detail on the 
sales module. 

NHTSA’s NPRM model projects that new vehicle sales will increase slightly under the roll back 
relative to the Clean Car Standards. Because NHTSA’s NPRM model does not integrate the sales 
and scrappage modules, the increase in sales under the roll back would slightly increase fatalities 
by increasing the vehicle stock and VMT. In the real world, however, an increase in new vehicle 
sales would slightly reduce fatalities as higher new-vehicle sales accelerate fleet turnover, 
meaning that there are more newer, safer vehicles entering the fleet and displacing older, less 
safe vehicles. Still, because the sales increase is relatively small, this sales effect only has a very 
small impact both on increasing fatalities and decreasing fatality rate under the rollback as shown 
in Table 6. 

While there is no convincing rationale for why the Clean Car Standards rollback would increase 
new vehicle sales—in fact, recent empirical evidence suggests the opposite—in order to be 
conservative and minimize the changes in assumptions to only those that truly matter, EDF 
retains NHTSA’s sales module in the safety runs that will be discussed below. 

 

4. Car-Truck Share 
 

NHTSA’s NPRM sales module also includes a dynamic fleet share equation that projects 
changes in new car/new truck market shares compared to prior years. The agency appears to base 
these changes exclusively on the different fuel cost per mile values for new cars and new trucks. 
This leads to yet another major internal consistency within NHTSA’s model, as changes in total 
car plus truck sales depend solely on vehicle price, ignoring fuel economy, while changes in new 
car and new truck shares depend only on vehicle fuel economy, ignoring vehicle price.  In other 
words, NHTSA predicts that consumers will buy more light-duty trucks rather than cars under 
the current standards because the fuel economy improvement in the light-duty trucks is superior 
to that of the cars, even though the increase in cost of the light-duty trucks is higher than that of 
cars under NHTSA’s analysis. NHTSA does not even stipulate this major internal inconsistency, 
let alone provide any rationale for it.  

In its NPRM run, NHTSA projects that new car share will increase slightly and that new truck 
share will decrease slightly under the roll back. Since cars are assumed to drive fewer miles than 
trucks, this yields a small decrease in fatalities under the roll back. The impact on fatality rate is 
extremely small. Since car-truck share is part of the broader sales module that EDF is retaining 

                                                 
51 Alliance of Automobile Manufacturers, Facts About Auto Sales, available at 
https://autoalliance.org/economy/facts-about-auto-sales/.  
52 Associated Press, US auto sales fell by 4 percent in the third quarter (October 4, 2018), available at 
https://www.boston.com/cars/car-news/2018/10/04/us-auto-sales-fell-by-4-percent-in-the-third-quarter.  
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in our modified safety runs to minimize changes to the NHTSA model, the car-truck fleet share 
is retained as well.53 

 

5. Mass Reduction 
 

As discussed above, NHTSA assumes that manufacturers will not take fleetwide safety 
considerations into account when they make their choices about the application of mass 
reduction technology. EDF believes that manufacturers will take safety considerations into 
account, and as discussed above, there is practical evidence that manufacturers have in fact done 
so with respect to the use of lightweight materials such as aluminum. 

As shown in Table 6, EDF recommends that NHTSA reject its assumption that manufacturers 
will refuse to take fleetwide safety considerations into account in the application of mass 
reduction technologies and instead return to its own assumptions from the 2016 TAR. 

The NHTSA 2016 TAR mass reduction approach is based on the agencies’ safety assessment of 
GHG and fuel economy standards in the draft Technical Assessment Report (TAR) for the EPA 
Midterm Evaluation54, issued in July 2016. In the TAR, the agencies adopted a maximum limit 
of mass reduction in their technology selection models for each vehicle category—20% for light 
trucks, CUVs and minivans (for example, 1000 pounds reduction for a pickup), 7.5% for small 
cars (218 pounds), and 10% for medium cars (268 pounds)—following the same principle used 
in prior analyses that safety is improved when greater mass reduction is applied to heavier 
vehicles compared to lighter vehicles. EDF uses these same limits in our modified safety runs 
below. 

 

6. EDF-Modified Safety Runs with NPRM Model 
 

As summarized in Table 6, for EDF’s modified safety runs with NHTSA’s NPRM model, we 
retain NHTSA’s assumptions for three of the six safety-related assumptions (sales, technology 
cost, and car-truck share), add two additional rebound scenarios (adding 10% and 0% rebound, 
in addition to NHTSA’s 20% rebound), and replace two of NHTSA’s assumptions (scrappage 
and mass reduction). The general principle was to make changes to those assumptions and 
modules that are clearly in error and which have large impacts on the model safety outputs, and 
to retain other assumptions and modules that do have large impacts on safety outputs, even if we 

                                                 
53 By retaining these assumptions, we do not endorse NHTSA’s presumed car-truck fleet share. We retained the 
assumptions to minimize changes to the model that do not have first-order effects on the fatality numbers and rates. 
54 Draft Technical Assessment Report:  Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, Office of Transportation 
and Air Quality U.S. Environmental Protection Agency, National Highway Traffic Safety Administration U.S. 
Department of Transportation, and California Air Resources Board, EPA-420-D-16-900, July 2016. 
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consider them to be flawed, to minimize the number of changes. In other words, we did not try to 
make the model as good as it could be. 

Table 7 identifies the specific EDF-modified safety runs using NHTSA’s NPRM model for the 
MY 2017-2029 GHG analysis.  

Table 7. Definition of EDF-Modified MY 1977-2029/GHG Runs with NHTSA NPRM 
Model 

 

Row 

NHTSA 
or 

EDF? 

Model Input Assumptions 

Rebound Scrappage Mass 

     

A NHTSA 20% NHTSA NPRM NHTSA NPRM 

B EDF 20% NHTSA NPRM NHTSA NPRM 

     

C EDF 20% VMT Neutral Through MY 2029 NHTSA 2016 TAR 

     

D EDF 10% VMT Neutral Through MY 2029 NHTSA 2016 TAR 

     

E EDF 0% VMT Neutral Through MY 2029 NHTSA 2016 TAR 

 

Rows A and B are included in Table 7 to facilitate comparison with previous tables in this 
section. Row A is NHTSA’s NPRM model run for the MY 1977-2029 GHG analysis, which is 
also shown as row 2 in Tables 1 and 2 above. Table 7, row B is EDF’s replication of NHTSA’s 
NPRM model run and is also shown as row 3 in Tables 1 and 2. By definition, rows A and B 
both used all of NHTSA’s safety-related assumptions. 

EDF’s modified safety runs are defined in rows C through E. The three EDF-modified safety 
runs replace NHTSA’s horribly flawed scrappage module with EDF’s VMT Neutral Through 
MY 2029 scrappage approach and replace NHTSA’s unfettered mass reduction assumption with 
NHTSA’s 2016 TAR approach. The three EDF-modified runs differ only by the rebound 
assumption—row C uses NHTSA’s 20 percent rebound, row D uses EDF’s 10 percent rebound, 
and row E uses a 0% rebound assumption.  

Table 8 has the same rows as Table 7. Table 8, rows C through E, provide the quantitative results 
from the three EDF-modified safety runs for the MY 1977-2029 GHG analysis.  

 

 



 

35 
 

Table 8. EDF-Modified Runs with NPRM Model for MY 1977-2029 GHG Analysis Show 
Fatality Rates and Vehicle Safety Will Worsen Under the Roll Back 

(negative = lower and positive = higher under the roll back) 

 
Row 

 
NHTSA 

or 
EDF 
Run? 

Change--Current Standards to Preferred Alternative  
Total 

Non-VMT 
Fatalities 

 
Total 

Non-VMT 
Fatalities 
Per Year 

 
Fraction of 
Highway 
Fatalities 

(%) 

 
Fatalities 

 
Fatalities 

(%) 

 
VMT 

(billion 
miles) 

 
VMT 
(%) 

Fatality 
Rate 

(per billion
miles) 

 
Fatality 

Rate 
(%) 

           

A NHTSA -15,680 NA -1,790 NA NA NA NA NA NA 

           

B EDF* -15,644 -3.175% -1,787 -3.144% -0.003 -0.03% -156 -5 -0.01% 

           

C EDF -5,932 -1.400% -731 -1.484% +0.007 +0.08% +356 +10 +0.03% 

           

D EDF -2,606 -0.615% -323 -0.656% +0.004 +0.05% +174 +5 +0.01% 

           

E EDF +701 +0.159% +83 +0.162% +0.000 0 0 0 0 

*NHTSA NPRM analysis replicated by EDF with additional output data not included in NPRM. 

 

The first six columns of data in Table 8 show the change in absolute values and on a percentage 
basis for fatalities, VMT, and fatality rate going from the current standards to the rollback. The 
final three columns of data are provided to help the reader place the results in context. A negative 
value means that the value for the roll back is less than the value under the current standards. 

For example, Table 8, row C retains NHTSA’s 20 percent rebound assumption, but uses the 
much more realistic VMT-Neutral Through MY 2029 scrappage estimate and the NHTSA 2016 
TAR mass reduction assumptions. As with NHTSA’s NPRM run, there are fewer fatalities and 
lower VMT under the roll back, driven by the 20% rebound assumption. Both fatalities and 
VMT decrease by about 60%, relative to the NHTSA NPRM results in rows A and B, due to the 
use of the much more realistic scrappage approach. Most important, however, is that the decrease 
in VMT under the roll back is slightly higher than the decrease in fatalities, as reflected in the 
percentage reductions, so the overall fatality rate is higher under the roll back. The absolute 
increase in the fatality rate under the 8-year Clean Car Standards roll back is +0.007 fatalities per 
billion miles, for a +0.08 percent increase. This means that there would be a total of 356 
additional non-VMT related fatalities under the roll back. NHTSA’s model year analysis 
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operates over at least 34 calendar years (i.e., calendar years 2017-2050), so the +356 fatalities 
represents approximately +10 non-VMT related fatalities per year. Given that there were 37,000 
motor vehicle fatalities in 2017, dividing 10 by 37,000 shows that the increased non-VMT 
related fatalities would represent about +0.03% of all annual highway fatalities, or about three 
out of ten thousand. This is shown in the final column. 

Row D reflects the 10 percent rebound assumption.  The fatality rate increases by 0.004 fatalities 
per billion miles, or +174 total non-VMT related fatalities, or about +5 non-VMT related 
fatalities per year. 

Rows C and D show that fatalities and VMT are lower under the 8-year preferred alternative 
rollback, relative to the current Clean Car Standards, for both EDF-modified safety runs. This is 
to be expected, of course, as long as there is a non-zero rebound effect assumption. EDF agrees 
with NHTSA’s stipulation that rebound-related fatalities should not be attributed to the CAFE 
and GHG standards: “Increased driving associated with rebound is a consumer choice…If 
consumers choose to do so, they are making a decision that the utility of more driving exceeds 
the marginal operating costs as well as the added crash risk it entails…Only those safety impacts 
associated with mass reduction and those resulting from higher vehicle prices are directly 
attributed to CAFE standards.”55  Of course, the true safety metric, whichNHTSA has long used, 
is fatality rate. 

Row E uses a 0 percent rebound, in order to isolate the safety-related impacts when both the 
scrappage and rebound VMT impacts are excluded. Both total fatalities and total VMT rise 
slightly, but the overall fatality rate is unchanged. 

The most important conclusion from Table 8 is that under much more realistic and defensible 
assumptions for scrappage and mass reduction, the 8-year Clean Car Standards roll back will 
actually increase fatality rate and worsen vehicle safety under non-zero rebound assumptions, 
and will have no impact whatsoever under a 0 percent rebound assumption.  

The negative impacts on vehicle safety for the EDF-modified safety runs in Table 8 are very 
small, with the fatality rate increases ranging from 0 to +0.007 fatalities per billion miles and the 
extra non-VMT related fatalities ranging from 0 to +356. These values are similar in magnitude, 
but opposite in direction, to the -0.003 fatalities per billion miles and -156 non-VMT related 
fatalities reductions in NHTSA’s NPRM model run. 

All of the data from this section, including both the NHTSA NPRM runs and the EDF-modified 
safety runs for the MY 1977-2029 GHG analyses, show that the overall impacts on fatality rate 
and non-VMT fatalities are extremely small, on the order of at most a few hundred over a 34-
year period, or at most 10 per year. Whether a tiny decrease (as in the NHTSA NPRM runs), or a 
slightly higher but still very small increase (as in the EDF-modified runs), the bottom line is that 
both the Clean Car Standards and the 8-year roll back will affect total highway fatalities by less 
than 0.05 percent, which means that over 99.95 percent of highway fatalities will be unaffected.  

                                                 
55 83 FR 43107, August 24, 2018. 
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Another important contextual point is that there are statistical uncertainties in the crash data and 
methodology that underlie the NHTSA safety calculations. These uncertainties are far greater 
that the tiny fatality rate impacts shown in Table 8. 

Any vehicle related fatality is a tragedy, of course, but it is clear that any safety impacts from the 
Clean Car Standards are truly needle-in-a-haystack, without any meaningful significance. 

NHTSA’s safety analysis is arbitrary and illegal for the following reasons:  

1) NHTSA has used total fatalities, rather than fatality rate, which would provide a true 
measure of vehicle safety and to be consistent with NHTSA and DOT past practice. 
Fatality rate increases under the proposed roll back when the biggest flaws in the NHTSA 
model are corrected. 

2) NHTSA relies on an absurd and totally indefensible scrappage model, which alone 
accounts for much of the ascribed safety impacts, and has several other important 
analytical flaws.  

3) NHTSA assumes that the industry will ignore fleetwide safety in its application of mass 
reduction technology, abandoning without explanation its approach in the 2016 TAR. 

 

H. NHTSA Ignores Increased Fatalities Under the Proposed Roll Back Due to 
Increased PM, NOx and SO2 Emissions 

 

In the NPRM, NHTSA inexplicably failed to include estimates of premature mortality under the 
roll back due to changes in emissions of criteria pollutants such as particulate matter (PM), 
nitrogen oxides (NOx) and sulfur dioxide (SO2). 

EDF performed an analysis projecting premature mortality (or, in NHTSA’s phraseology, 
fatalities) due to greater emissions of PM, NOx, and SO2 associated with the proposed GHG 
standards roll back. This analysis was based on a modified NHTSA NPRM model run for the 
MY 1977-2029 GHG analysis. EDF’s modified run corrected flaws concerning NHTSA’s 1) use 
of an inflated rebound effect, 2) assumption that Americans will drive their used cars nearly a 
trillion miles less under the rollback, 3) assumption that automakers will voluntarily over-comply 
with the rollback standards, and 4) assumption that the additional gasoline needed to fuel the 
rollback’s less efficient vehicles will be imported or refined from imported crude oil. 

While the 10 percent rebound effect that EDF used in its modeling reduces estimated vehicle 
tailpipe emissions due to the lower new car VMT under the roll back, these tailpipe emissions 
reductions would be overwhelmed by much larger emissions increases under the roll back due to 
much higher levels of “upstream” emissions (oil exploration, drilling, production, and 
distribution, and gasoline refining and distribution), with the most significant factor being 
refinery emissions. Even though U.S. oil imports have been steadily decreasing and U.S. 
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gasoline imports are essentially zero56, NHTSA assumed that only 50 percent of the extra oil 
under the roll back would be refined at domestic refineries57, and of that domestic gasoline, 90 
percent of that would be from imported oil. In short, NHTSA assumed that 95 percent of the 
extra gasoline would come from imported oil and 5% would come from domestic oil. To correct 
this obvious error, EDF assumes that all the extra oil and gasoline under the roll back would be 
provided from domestic sources based on recent market trends.  

The net result is that while NHTSA projected that criteria emissions impacts would be mixed, 
with increases for some individual pollutants and decreases for others, EDF shows that there 
would be increases for every major criteria pollutant. For more detail on this analysis, see 
Rykowski Report. 

Finally, EDF used an EPA assessment tool to project that there would be 4,800 to 10,800 cases 
of premature mortality under the roll back for the MY 1977-2029 GHG analysis.  

EDF has shown that 97-99 percent of all NHTSA projected reductions in fatalities under the roll 
back are simply based on the unjustified assumption that Americans will choose to reduce their 
mobility and drive less under the roll back. As shown in Table 8 above, the total non-VMT-
related fatality reductions under the roll back, even with the biases, flaws, and statistical 
uncertainty in the base NHTSA NPRM model, is 156 for theMY 1977-2029 GHG analysis. 
When EDF corrected for NHTSA’s errors with respect to rebound, scrappage, and mass 
reduction, non-VMT fatalities ranged from zero to an increase of 356 under the roll back. 

Accordingly, the 4,800-10,800 cases of increased mortality due to greater criteria emissions 
under the roll back dwarf any non-VMT related fatalities impacts. NHTSA’s choice to ignore 
this adverse impact of its proposed roll back is clearly arbitrary and capricious. 

 

I. NHTSA’s Scrappage Model is Fundamentally Flawed and Yields Flawed 
Outputs 

 

In the proposed rule, NHTSA develops and uses a scrappage model to determine the impacts of 
the current vehicle standards on the existing used vehicle fleet. According to NHTSA, the current 
vehicle standards increase new vehicle prices, thereby increasing the value of existing vehicles, 
which are substitute goods, which then leads to people holding onto their existing vehicles longer 
– in other words less vehicles scrapped. This leads to older, less safe vehicles staying on the road 
longer and increased fatalities.  
 
We find NHTSA’s scrappage model to be fundamentally flawed in many respects. First and 
foremost, NHTSA’s scrappage model is completely disconnected from its sales model which 
makes no economic sense. New and used vehicles are substitute goods and the decision to buy a 
new vehicle is related to the decision to scrap an existing used vehicle. Yet NHTSA develops 

                                                 
56 2018 Annual Energy Outlook 2018, Department of Energy, Energy Information Administration, February 6, 2018, 
available at https://www.eia.gov/outlooks/aeo/pdf/AEO2018.pdf.  
57 NHTSA/Volpe Model “Parameters File” 
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separate and unconnected models to estimate new vehicle sales and existing used vehicles 
remaining. NHTSA’s failure to connect these models leads to nonsensical results such as the 
significant increase in overall fleet size and vehicle miles traveled (VMT) under the current 
vehicle standards. NHTSA’s scrappage model also omits key input variables or factors that 
influence scrappage. In fact, when developing its model, NHTSA finds that the model over-
predicts the final remaining share of a vehicle model year fleet and has to force its model 
projections to match observed historic data. NHTSA’s validation of its model is also flawed and 
the input assumptions NHTSA uses are flawed as well, thereby yielding flawed outputs. 
 

1. NHTSA’s scrappage model is completely divorced from its sales model 
 

The most fundamental flaw in NHTSA’s vehicle scrappage model is its complete 
disconnection from the vehicle sales model – this means that the results of NHTSA’s scrappage 
model make no economic sense whatsoever. Under NHTSA’s logic, the number of new vehicles 
sold has no relationship to the number of existing vehicles scrapped. However, according to 
NHTSA’s own logic, new and used vehicles are substitute goods so there must be a relationship 
between new vehicles sold and existing vehicles scrapped. Individuals who need to purchase a 
vehicle and decide not to buy a new vehicle because of higher new vehicle costs will instead buy 
an existing vehicle or hold onto their current used vehicle. In other words, the extent to which 
vehicles are scrapped will influence and be influenced by new vehicle sales. 

 
Indeed, when the California Air Resources Board (CARB) examined the impact of increasing 

new vehicle prices as part of its 2004 proposal to reduce greenhouse gas emissions from motor 
vehicles, it included both the addition and deletion of vehicles in its CARBITS vehicle 
transaction choice model.58 This allowed CARB to look at vehicle scrappage with replacement 
and the effect of higher new vehicle prices on vehicle replacement rates.59 By contrast, NHTSA’s 
model looks at vehicle scrappage in isolation of any replacement. This “non-replacement” 
scrappage is unsupported by any economic theory or literature. Indeed, none of the literature that 
NHTSA relies on supports the agency’s assumption that higher vehicle prices will lead to non-
replacement scrappage.60       

 
Yet, according to NHTSA, this non-replacement scrappage results in a significant increase in 

the total number of vehicles on the road under the current vehicle standards.61 NHTSA then 
assumes that each additional vehicle is driven a fixed average number of miles per year 
equivalent to the average VMT rate of a vehicle of the same age and style without adjusting the 
per-vehicle VMT based on fleet size increases. This inflates the total VMT and since NHTSA’s 
estimates of fatalities under the current standards are a function of fleet VMT, this in turn 
substantially inflates the agency’s estimates of fatalities.62  

 

                                                 
58 NHTSA, Preliminary Regulatory Impact Analysis, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Year 2021-2026 Passenger Cars and Light Trucks at 1007. 
59 Id. 
60 See Comments of New York University’s Institute for Policy Integrity submitted to this rulemaking docket (“IPI 
Comments”).  
61 NHTSA, Preliminary Regulatory Impact Analysis, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Year 2021-2026 Passenger Cars and Light Trucks at 1008, 1063. 
62 Id. at 1424. 
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However, there is no reason to believe that the total overall demand for vehicle miles 
traveled, or driving, will change with or without the current vehicle standards. To the extent the 
current standards cause a shift from new vehicles to used vehicles or towards older rather than 
newer used vehicles, the relative amount of total driving by used versus new vehicles may 
increase. However, without significant changes to the demand for VMT, any non-rebound 
related increases will be offset by less driving of new vehicles. Indeed, in comments to NHTSA 
prior to publication of the proposed rule, EPA noted that with or without the vehicle standards, 
demand for VMT is unchanged other than through potential changes in the marginal cost of 
driving, which should already be addressed by the rebound effect.63 In fact, if anything, an 
increase in the price of new and used vehicles could lead to individuals switching from driving 
their own vehicles to using public transportation, another substitute good.64  

 
NHTSA’s results showing a much larger overall vehicle fleet size and vehicle miles traveled 

under the current vehicle standards, outside of any rebound effect from cheaper driving due to 
fuel economy improvements, compared to no standards makes no economic sense. Yet, these 
nonsensical results are the main driver of the increased fatalities that NHTSA attributes to the 
current vehicle standards and its justification for rolling back those standards. 
 

2. NHTSA’s model omits key input variables or factors that influence scrappage 
 

The decision to scrap a vehicle is influenced by the cost of operating and maintaining the 
vehicle.65 The cost of operating or driving a vehicle depends on the price of gasoline and the 
vehicle’s fuel economy. The cost of maintaining a vehicle is essentially the cost of repairs.  
While NHTSA includes the operating cost of a vehicle (a ‘cost per 100 miles of travel’ variable) 
in its scrappage model, the agencyfails to include the cost of maintaining or repairing the vehicle 
– a key variable that influences scrappage. NHTSA considers vehicle maintenance costs when 
developing its scrappage model but decides not to include maintenance costs in its model due to 
statistical insignificance or unexpected impacts on scrappage. For instance, according to 
NHTSA, including maintenance and repair in the model for vans and SUVs leads to a decrease 
in scrappage when maintenance and repair costs increase – a result that is opposite to what is 
expected.66 This in itself is indication that the model is flawed. Excluding from a model a 
variable that is known to influence the outcome of the model because its inclusion yields 
counter-intuitive results is evidence that the model itself is flawed and cannot be relied upon. In 
fact, maintenance and repair costs have been identified in the literature as significant drivers of 
scrappage and NHTSA cannot simply disregard these costs.67    

                                                 
63 E.O. 12866 Review Materials, File: “Email 5 - Email from William Charmley to Chandana Achanta - June 18, 
2018” (June 18, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453.  
64 See IPI Comments. 
65 Richard W. Parks, Determinants of Scrapping Rates for Postwar Vintage Automobiles, Econometrica, vol. 45, no. 
5 (July 1977), p. 1099-1115. See also Franklin V. Walker, Determinants of Auto Scrappage, The Review of 
Economics and Statistics, Vol. 50, No. 4 (Nov. 1968), pp. 503-506; Antonio Bento, Kevin Roth, and Yiou Zuo, 
Vehicle Lifetime Trends and Scrappage Behavior in the U.S. Used Car Market (January 18, 2016); Alan Greenspan 
and Darrel Cohen, Motor Vehicle Stocks, Scrappage, and Sales (October 30, 1996).  
66 NHTSA, Preliminary Regulatory Impact Analysis, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Year 2021-2026 Passenger Cars and Light Trucks at 1035. 
67 See Richard W. Parks, Determinants of Scrapping Rates for Postwar Vintage Automobiles, Econometrica, vol. 45, 
no. 5 (July 1977), p. 1099-1115. 
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NHTSA’s model also does not include interest rates or the cost of financing a vehicle, 

another variable which NHTSA acknowledges affects scrappage. NHTSA itself states that “[a]s 
the real interest rate increases so does the cost of borrowing and the opportunity cost of not 
investing. For this reason, it is expected that as real interest rates increase that vehicle scrappage 
should decline. Consumers delay purchasing new vehicles because the cost of financing 
increases.”68 Conversely, as real interest rates decrease, vehicle scrappage should increase. Yet, 
NHTSA chooses not to include interest rates in its model since inclusion of interest rates yields 
results that are opposite to what is expected – “as real interest rates increase, so does the 
scrappage rate” in NHTSA’s model.69 As discussed above, this is yet another indication that the 
model is flawed and cannot be relied upon. 

 
In addition to excluding maintenance costs and interest rates, NHTSA’s scrappage model 

does not explicitly use the actual used vehicle price or value of the used vehicle – the price 
variable that directly influences the decision to scrap a vehicle. Instead, NHTSA assumes that 
changes in new vehicle prices will ultimately be reflected in those for used vehicles and relies on 
a new vehicle price variable as a proxy for used vehicle price without ever evaluating the effect 
of new vehicle prices on the value or price of used vehicles.70 In fact, Gruenspecht explained that 
the disadvantage of modeling scrappage as a function of new vehicle price and not the 
theoretically correct used vehicle price is that it may produce inaccurate results.71 

 
Finally, NHTSA’s ‘cost per 100 miles of travel’ variable for used vehicles that is used in the 

model to represent the operating cost of a used vehicle is based on initial average fuel economy 
values and does not account for any changes in average fuel economy of a model year cohort as 
it ages. NHTSA itself acknowledges that its model does not take changes in average fuel 
economy of a model year fleet into consideration. According to NHTSA, “[w]ork by Jacobsen & 
van Bentham suggests that these initial average fuel economy values may not represent the 
average fuel economy of a model year cohort as it ages.”72 Jacobsen & van Bentham find that the 
most fuel-efficient vehicles scrap earlier than the least fuel efficient models in a given cohort.73 
This means that the average fuel economy of a model year fleet will become less efficient as the 
vintage ages, which means it would become more costly to operate. In other words, NHTSA’s 
model underestimates the relative ‘cost per 100 miles of travel’ for used vehicles, which in turn 
underestimates scrappage. 

 
 
 

 

                                                 
68 NHTSA, Preliminary Regulatory Impact Analysis, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Year 2021-2026 Passenger Cars and Light Trucks at 1015. 
69 Id. at 1033, 1035, 1037. 
70 Id. at 1009. 
71 Howard K. Gruenspecht, Differentiated Regulation: A Theory With Applications to Automobile Emissions 
Control, Yale University (1982) at 93; See also IPI Comments. 
72 NHTSA, Preliminary Regulatory Impact Analysis, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Year 2021-2026 Passenger Cars and Light Trucks at 1014, 1033. 
73 Id. 
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3. NHTSA’s model over-predicts the final remaining share of a vehicle model year fleet and 
NHTSA has to force its model projections to match observed historic data 

 
When developing its scrappage model, NHTSA finds that its model’s projections over-

estimate the final share of a vehicle model year fleet that remains at the end of the fleet’s 
lifetime. NHTSA finds that while its model fits the historical data of car and truck scrappage 
well, when used to project the scrappage of future model years, the model over-predicts the point 
of convergence for the final remaining share of the model year fleet.74 For cars, NHTSA’s model 
predicts the final share of a model year fleet remaining by age 40 to be around 8%, while the 
observed historical final fleet share is around 1%.75 For vans and SUVs, the model predicts that 
the fleet converges to a final fleet share of approximately 11% when the observed final fleet 
share is around 2.5%.76 And for trucks, the model predicts that the final fleet share converges to 
approximately 12%, which is significantly higher than the observed 2.5%.77 For all body styles, 
the projected and historical trends appear to deviate after age 20.  

 
To correct for this discrepancy between predicted versus observed scrappage, NHTSA has to 

force its model to converge by imposing an exponential decay function after age 20.78 In other 
words, for vehicles beyond age 20, scrappage would depend on the share of the fleet remaining 
at age 20, as determined by the scrappage model, as well as the decay rate necessary to ensure 
that the final fleet share matches the final survival rate assumed for that vehicle class. So for 
example, for cars, NHTSA’s model predicted the final fleet share for future model years to be 
around 8%, while observed historic final fleet share is around 1%. Once the decay function is 
added, the projections follow a similar pattern as historic observed data such that only 1% of the 
model year fleet is projected to remain by age 40. The fact that NHTSA has to force its model to 
converge is further indication that the model itself is flawed. 

 
4. NHTSA’s validation of its scrappage model is flawed 

 
To test the validity of its scrappage model, NHTSA uses the model to forecast the total fleet 

size for years 2005 through 2015 to see how well its model predicts the fleet size for this 
period.79 According to NHTSA, “[t]he last true population the scrappage model ‘sees’ is the 
2005 registered vehicle population. It then takes in known production volumes for new model 
year vehicles, and dynamically estimates instantaneous scrappage rates for all registered vehicles 
at each age for CYs 2006 – 2015, based only on the observed exogenous values that inform the 
model (GDP growth rate, observed new vehicle prices, and cost per mile of operation), fleet 
attributes of the vehicles (body style, age, cost per mile of operation), and estimated scrappage 
rates at earlier ages.”80 NHTSA concludes that, except for the years of the recession which 
represent a significant shock to the size of the fleet, its model produces results within one percent 
of the actual fleet size.81  
                                                 
74 Id. at 1046. 
75 Id. at 1047. 
76 Id. 
77 Id. at 1048. 
78 Id. at 1046. 
79 Id. at 1060. 
80 Id. 
81 Id. at 1060-1061. 
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NHTSA’s validation of its model is flawed since it relies on the same data it used to derive 

the scrappage model as validation of the model’s output results. As discussed in the Preliminary 
Regulatory Impact Analysis, NHTSA develops the scrappage model using historical vehicle and 
macroeconomic data from the years 1975 through 2015.82 To validate its model, NHTSA then 
uses the model it derived using 1975 through 2015 data to predict outcomes for 2005 through 
2015. In other words, NHTSA only conducts in-sample testing to validate its model. To properly 
validate and test the accuracy of the scrappage model, NHTSA should perform out-of-sample 
testing. In fact, the need for such testing is consistent with agencies’ past analysis of scrappage. 
In its 2016 Proposed Final Determination, EPA rejected the use of a scrappage model because 
the analysis needed additional examination including out-of-sample validation.83 

 
5. The input assumptions NHTSA uses in its model are flawed 

 
Setting aside the development and derivation of the model itself, model output results are 

also influenced by model input assumptions – using incorrect inputs will yield incorrect outputs. 
In other words, to the extent that model input assumptions are flawed then the model output 
results will also be flawed. 

 
This is specifically relevant with regards to the new vehicle price input assumptions that 

NHTSA uses in its scrappage model. As explained above, NHTSA uses a new vehicle price 
variable in its model to represent used vehicle prices. As discussed in more detail in Section III 
of our comments, the new vehicle price values NHTSA uses are artificially inflated due in part to 
arbitrarily high technology costs. The use of these inflated new vehicle price values in the 
scrappage model in turn leads to underestimation of scrappage and flawed output results.  
 

II. EPA and NHTSA Must Properly Account for GHG and Non-GHG Emission 
Reductions and Health Impacts 

 

A. EPA and NHTSA’s claim that their preferred alternative would have 
negligible environmental and health impacts is inconsistent with the extensive 
existing record 

 
Every recent analysis performed by EPA and NHTSA has consistently shown that the current 

MY 2025 GHG standards deliver substantial CO2 reductions and important non-GHG emission 
reduction co-benefits by reducing criteria and air toxic pollutants.  The joint EPA/NHTSA Phase 
2 Final Rule and supporting Regulatory Impact Analysis, the Draft Technical Assessment 
Report, California’s Midterm Review, and a recent EDF analysis of the impacts of weakening 
the EPA Phase 2 GHG standards all show that the current GHG standards will reduce GHG 

                                                 
82 See Id. at 1009-1016. 
83 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation at A-43 (2016); See also IPI Comments. 
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emissions significantly and provide important non-GHG emission reductions as a co-
benefit.84,85,86,87,88 

 
Despite this extensive record, EPA and NHTSA have concluded in their August 24, 2018 

proposal that their preferred alternative to rollback the current MY 2021–2026 GHG standards to 
MY2020 levels will result in a “relatively small” increase in CO2 emissions and would not 
“noticeably impact net emissions of smog-forming or other criteria or toxic air pollutants.”89  
The remainder of this section will show that the Agencies’ conclusions are based on an analysis 
that contains numerous errors and biased assumptions. We corrected these flaws and re-ran the 
VOLPE model.  Our results, which we present below, show that EPA and NHTSA have 1) 
grossly underestimated the impact of their proposed rollback of the standards on GHG emissions 
and 2) mistakenly concluded that the non-GHG emission and associated health impacts are 
negligible. 

 
  

B. Errors and biases in NHTSA’s modeling that render the emission impact 
estimates incorrect and unusable 

 
The underlying analysis that NHTSA used to justify its proposal to roll back the current 

GHG standards contains numerous biases, questionable assumptions, and outright errors which 
render the results unusable. EDF and many other stakeholders have highlighted and carefully 
documented many of these flaws contained in the NHTSA analysis.  For purposes of this section 
on emission impacts, only four fundamental flaws will be discussed.  (A more detailed 
discussion of these flaws can be found in Section I and Section III of these comments and in the 
appended Rykowski Report.)  These flaws are blatant and when corrected substantially alter the 
conclusions regarding the impact of the rollback on emissions. 

 
First, NHTSA’s scrappage model projects that Americans will voluntarily reduce their 

driving between 1.5 and 1.8 trillion miles under the rollback and puts forth no credible rationale 
for this effect.90  EDF is unaware of (and NHTSA has not identified) any outside expert or 
analysis that would support such an incredible outcome.  This erroneous result, of course, 

                                                 
84 EPA & NHTSA, 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate 
Average Fuel Economy Standards; Final Rule, 77 Fed. Reg. 62624 (Oct. 15, 2012) (“2012 Final Rule”). 
85 EPA, Regulatory Impact Analysis: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas 
Emission Standards and Corporate Average Fuel Economy Standards (Aug. 2012) (“2012 RIA”), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100EZI1.PDF?Dockey=P100EZI1.PDF. 
86 EPA, CARB, & NHTSA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025 
(July 2016) (“Draft TAR”), https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF.  
87 CARB, California’s Advanced Clean Cars Midterm Review (Jan. 18, 2017), 
https://www.arb.ca.gov/msprog/acc/mtr/acc_mtr_finalreport_full.pdf. 
88 Impacts of Weakening the Existing EPA Phase 2 GHG Standards, EDF Briefing (Apr. 2018), 
http://blogs.edf.org/climate411/files/2018/04/MTE-Relaxation-Impacts-Final.pdf.  
89 EPA & NHTSA, Notice of Proposed Rulemaking: The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Years 2021–2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986, 42,996-98 (Aug. 24, 2018) 
(“NPRM”). 
90 NPRM, 83 Fed. Reg. at 43,351, Table VII-88; id. at 43,352, Table VII-89. 
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significantly distorts NHTSA’s projection of the rollback’s emission impacts.  Namely, if cars 
drive less under the rollback, their emissions will be less.  EDF corrected this error in the 
VOLPE model by replacing NHTSA’s scrappage model with one that decreases used car vehicle 
miles traveled (“VMT”) (under the rollback) to the level needed to offset increases in new car 
VMT due to higher new car sales (under the rollback).91 

 
Second, NHTSA assumes in their Volpe model that 50% of the gasoline needed to fuel the 

less efficient vehicles under the rollback standards will be imported.  They went further and 
assumed that 50% of the remaining fuel that is refined domestically would be produced from 
90% imported crude oil.  These assumptions are at odds with one of NHTSA’s asserted bases 
justifying the proposal—that the U.S. is becoming self-sufficient in crude oil production.92 
Recent data from EIA’s 2018 Annual Energy Outlook) and the latest EIA data for 2017 also 
show only 0.3% of total national consumption of refined fuel came from imports.939495  These 
assumptions effectively ignore the vast majority of domestic upstream emission impacts from 
crude oil production and refining, and significantly understate the domestic emission impacts of 
the rollback.  In EDF’s modeling, these assumptions were deleted and replaced with a more 
reasonable and defensible assumption that 100% of fuel saved under the current standards be 
refined from domestically produced crude oil. 

 
Third, NHTSA projects significant and ongoing industry-wide over-compliance under the 

proposed rollback through MY 2032.  In addition, NHTSA predicts about a 1% per year 
continued improvement in fuel consumption beyond MY2032.  There is no basis or historical 
precedent to support NHTSA’s claim that auto companies will over-comply with standards and it 
is inconsistent with the related Phase 2 final rule assumptions and detailed supporting rationale.96  
(See Section III of these comments and the Rykowski Report for a more detailed discussion of 
this issue.)  In fact, auto companies themselves have been advocating for a relaxation of the 
program because they claim that the current standards create compliance difficulties.  NHTSA 
cannot both credit these claims (which we believe are deeply flawed) and also assume that these 
same automakers will voluntarily decide to exceed the requirements under the rollback 
standards.  NHTSA’s over-compliance projections have the effect of narrowing the difference in 
fuel saved over time between the rollback and the current standards. This assumption both 
reduces and obscures the costs and emissions impact of the rollback when compared to the 
current standards and, most importantly, the Agencies failed to justify its legitimacy in the 
context of the current standards.  Consequently, we eliminated the over-compliance and assumed 
that the auto companies would meet the standards. 

 

                                                 
91 We provide a more detailed critique of the scrappage model in Section I and in the Rykowski Report. 
92 We have submitted separate legal comments critiquing this as an impermissible and unfounded rationale that does 
not support the rollback. See Joint Environmental Comments. 
93 See NPRM, 83 Fed. Reg. at 42993 (“[T]he global petroleum market has shifted dramatically with the United 
States taking advantage of its own oil supplies through technological advances that allow for cost-effective 
extraction of shale oil. The U.S. is now the world’s largest oil producer and expected to become a net petroleum 
exporter in the next decade.”). 
94 Energy Information Administration (EIA), Frequently Asked Questions: How much gasoline does the United 
States consume? (last updated Aug. 31, 2018), https://www.eia.gov/tools/faqs/faq.php?id=23&t=10.  
95 EIA, Annual Energy Outlook 2018 (Feb. 6, 2018), https://www.eia.gov/outlooks/aeo/pdf/AEO2018.pdf.  
96 See 2012 Final Rule, 77 Fed. Reg. at 62,483-44; 2012 RIA at 3-18 to 3-23. 
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Finally, NHTSA increased the rebound level from 10% to 20% in its NPRM analysis. The 
rebound effect is intended to capture how consumers respond to fuel economy improvements.  
That is, consumers of new vehicles will drive more miles when fuel cost per mile decreases, and 
less when fuel cost per mile increases. NHTSA’s doubling of the rebound effect is inconsistent 
with the rebound effect used in all of the Agencies’ analyses over the last seven years and most 
recently in the Draft TAR.97 In addition, the use of a 20% effect runs counter to recent literature 
reviews that conclude that the appropriate rebound effect is 10% or less.98  NHTSA’s use of a 
20% rebound effect overstates increases in vehicle VMT and fuel use which in turn overstates 
vehicle and upstream emissions.  To correct this flawed assumption, EDF modeling returns to the 
use of a 10% rebound effect. 

 
EDF incorporated the four corrections identified above into the VOLPE model and re-ran the 

model to determine the GHG and non-GHG emission and health impacts of NHTSA’s proposed 
rollback.  For purposes of this analysis, only the NHTSA model runs for its GHG analysis were 
critiqued and revised.  The results from these runs are presented below and are more accurate 
and defensible as compared to NHTSA flawed modeling results.  Furthermore, EDF modeling 
results show that NHTSA’s emissions assessment misrepresents the true impacts of the proposed 
rollback because of its systematic use of biased assumptions and modeling methods identified 
above.  As a consequence, NHTSA has produced arbitrary and fatally flawed estimates of the 
impacts of the proposed rollback that are unusable. 
 
 

1. GHG emission impacts of the rollback are significantly 
higher than NHTSA and EPA claim 

 
Using the four VOLPE model adjustments described above, the projected CO2 emission 

impacts the proposed rollback of the standards to MY2020 levels relative to the current standards 
were determined.  The results of EDF’s analysis are shown below graphically below.99  For 
comparison, the CO2 emission impacts of the rollback using NHTSA’s published version of the 
VOLPE model are also presented.100  The EDF modeling results clearly show that the NHTSA 
estimates the CO2 impacts of the proposed rollback are significantly underestimated.  In fact, 
EDF results show that the impacts of the rollback are about 50% larger than NHTSA is claiming 
in their proposal for all of the model years analyzed. 

 
 

 

                                                 
97 Draft TAR at 10-10 to 10-20. 
98 Greene, D., Rebound 2007: Analysis of U.S. light-duty vehicle travel statistics, Energy Policy (2010), 
doi:10.1016/j.enpol.2010.03.083; see Comment of Environmental Defense Fund and Union of Concerned Scientists, 
Re: Rebound Effect in NHTSA & EPA’s Proposed Rule: The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule 
for Model Years 2021–2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986, submitted to Docket Nos. 
NHTSA-2018-0067, EPA-HQ-OAR-2018-0283 (Oct. 26, 2018). 
99 Rick Rykowski, Supporting Report for Environmental Defense Fund Comment, Review of the Agencies’ 
Technical Analysis Supporting the SAFE Vehicle NPRM (Oct. 2018) (“Technical Analysis Review for EDF”).  
100 Compliance and Effects Modeling System, The Volpe Model, NHTSA (2018 version) 
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system.  
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2. Criteria pollutant impacts of the rollback are significant and not 
negligible as NHTSA and EPA claim 

 
EDF used the same VOLPE runs to assess the impacts of the proposed rollback on criteria 
emissions.  The impacts for the key criteria pollutants – NOx, PM, VOC, and SOx – are 
presented below in graphical form for calendar years 2030, 2035, 2040, and 2050.  A detailed 
explanation of the model runs and how the projections were derived can be found in the 
Rykowski Report  Except for NOx emissions in 2025, the NHTSA’s modeling results show that 
the rollback will increase NOx, PM, VOC, and SOx emissions for all of the years presented 
below.  Even the Agencies acknowledged in the preamble that in 2035 “NOx, VOC, SO2, and 
PM2.5 increase” for their proposed rollback of the current standards.101 

                                                 
101 NPRM, 83 Fed. Reg. at 43,330.  
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Most noteworthy are EDF’s modeling results that show the Agencies have dramatically 
underestimated the actual impact of the rollback due to their use of flawed and biased 
assumptions.  EDF results clearly illustrate that there will be significant increases in all of the 
pollutants for 2030 to 2050.  These results are also consistent with recent analysis performed by 
EDF to assess the impact of a rollback.  In its comments on EPA’s August 21, 2017 request for 
comment on reconsidering the Final Determination, EDF estimated the impacts of a rollback 
using a recent version of EPA’s Inventory Costs and Benefits Tool (ICBT) model.102,103 This 
independent analysis arrived at the same conclusion as the analysis presented below which is 
based on the use of NHTSA’s modeling tools. 
 
The Agencies’ underestimation of the impacts is no small matter.  The emissions increases under 
the rollback are underestimated by many orders of magnitude.  These increases clearly 
demonstrate that there are important co-benefits associated with the existing standards and any 
rollback will be harmful to public health. Many of these important reductions that the current 
standards achieve will occur in already overburdened communities, therefore helping to address 
environmental justice concerns. In addition, the criteria pollutant reductions of the final 
MY2021-2025 standards are substantial and will be relied upon by states to attain the ambient air 
quality standards and to accommodate future emissions growth. 
 
Compared to the recent light-duty Tier 3 rule, the emission increases attributable to the rollback 
in the 2030 calendar year will offset 24% of the VOC reductions expected from Tier 3, offset 
13% of the NOx reductions that are expected from Tier 3, and offset 38% of the PM2.5 
reductions that are expected from Tier 3.104 These are significant amounts of health-harming 
criteria emissions that the current light-duty Phase 2 GHG standards will reduce in the form of 
co-benefits. The agencies’ assessment of the emissions impacts of the proposed rollback utterly 
fails to properly and fully account for the climate pollution impacts and criteria emission health 
and welfare benefits. Moreover, the allowance of these emissions constitutes a clear and 
unlawful abdication of EPA’s statutory duty to protect human health and welfare from health-
harming pollution.  
 
  
 
 

                                                 
102 Comment of Environmental Defense Fund, Clean Power Campaign, & Center for Energy Efficiency and 
Renewable Technologies, Re: Request for Comment on Reconsideration of the Final Determination of the Mid-
Term Evaluation of Greenhouse Gas Emissions Standards for Model Year 2022–2025 Light-Duty Vehicles, at 52, 
97 (Oct. 5, 2017), 
https://www.edf.org/sites/default/files/content/final_edf_ld_epa_reconsideration_comments_10.5.17.pdf. 
103 Draft TAR at 12-47. 
104 EPA, Control of Air Pollution From Motor Vehicles: Tier 3 Motor Vehicle Emission and Fuel Standards; Final 
Rule, 79 Fed. Reg. 23,414, 23,443 (Apr. 28, 2014). 
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Since NHTSA has drastically underestimated the impact of the proposal on emissions of ozone 
precursors (i.e. VOC and NOX), they have mischaracterized the impact of the rollback on ozone 
formation.  The graph below is similar to the one the Agencies presented in the preamble to show 
that the rollback had a “negligible environmental impact.”105  When EDF added the results from 
its assessment, the graph starkly illustrates that the true impacts, for smog-forming emission 
impacts in this case, are significant and grow over time. 
 
 

 
 
 
  

3. Key air toxic emissions impacts are higher than NHTSA and EPA 
claim 

 
Finally, the EDF modeling assessment also examined the impact of the rollback on several 
important air toxic pollutants which is described in more detail in the Rykowski Report.  The 
following graphs compare the impacts over time of the rollback compared to the current 
standards for acetaldehyde, acrolein, benzene, 1,3 butadiene, and formaldehyde.  The Agencies’ 
projections show that there are decreases in all of these toxic pollutants which has led them to 
conclude that the rollback will have a beneficial impact on air toxics.106  However, this 
conclusion is wrong because of the flawed modeling runs and their results the Agencies relied 
upon. 

                                                 
105 NPRM, 83 Fed. Reg. at 42,996. 
106 NPRM, 83 Fed. Reg. at 43,332-34. 
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As was done for CO2 and criteria pollutant assessments, EDF corrected these errors.  One of 
these errors discussed above involves NHTSA’s arbitrary increase in the rebound effect from 10 
to 20%.  NHTSA and EPA concluded that their rebound assumptions are the main reason for the 
air toxics benefits. In fact, the Agencies admit in the preamble that this result was caused by their 
VMT, rebound, and upstream emission assumptions.107  EDF’s model results, which are based 
on more defensible assumptions, are at odds with NHTSA’s and EPA’s conclusions.  For all of 
the air toxic pollutants presented below, the EDF projections show either insignificant effects or 
increases attributable to the proposed rollback. This result is consistent with all previous 
assessments performed by NHTSA and EPA. In no case do the EDF projections support a 
conclusion that the rollback reduces air toxic emissions.    
 
 

 
 
 

                                                 
107 NPRM, 83 Fed. Reg. at 43,332. 
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C. Health impacts of rolling back the current GHG standards are consequential 
 
In order to put the adverse criteria emission impacts into perspective, EDF used EPA’s 
regulatory assessment tool to translate the emission impacts due to a rollback into mortality and 
morbidity health impacts and to calculate the monetized value of those impacts.  The assessment 
tool EDF used for this analysis is described in detail in EPA’s Technical Support Document 
titled Estimating the Benefit per Ton of Reducing PM2.5 Precursors from 17 Sectors.”108  A 
detailed description of EDF’s application of this tool can be found in the Rykowski Report. 
 
EDF’s assessment was only performed for calendar year 2030, but similar results would be 
expected for other years since the health impacts and their monetization is roughly proportional 
to tons of emissions. Table 1 below presents the results of EDF’s analysis and shows 1) the 
monetized value of mortality and morbidity and 2) the specific mortality and morbidity impacts. 
Moreover, this analysis is conservative because it does not monetize benefits relating to 
reductions in ozone-precursors, where premature mortality is among the associated health 
effects. 80 Fed. Reg. at 65308-09 (Oct. 26, 2015)  
 
 

Table 1 - Effect of the Proposal on PM2.5-Related Health Impacts in 2030 (Derived using 
EPA Regulatory Analysis Tool) 
Monetized Value of Health Impacts: Mortality and Morbidity ($2016 million) 
3% discount rate  $4393-$9802 

Mortality and Morbidity Impacts 
Premature Mortality   440-982 
Respiratory emergency room visits  1,195  
Acute bronchitis   3,761  
Lower respiratory symptoms   48,467  
Upper respiratory symptoms   68,586  
Minor Restricted Activity Days   1,832,427  
Work loss days   310,022  
Asthma exacerbation   68,802  
Cardiovascular hospital admissions   908  
Respiratory hospital admissions   743  
Non-fatal heart attacks (Peters)   2,818  
Non-fatal heart attacks (All others)   305  

 
 

                                                 
108 Technical Support Document, “Estimating the Benefit per Ton of Reducing PM2.5 Precursors from 17 Sectors,” 
U.S. Environmental Protection Agency, Office of Air and Radiation, Office of Air Quality Planning and Standards, 
Research Triangle Park, NC 27711, January 2013. 
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This summary table above shows that the health impacts and their valuation are important.  The 
two numbers in red are of particular note.  First, the premature mortality estimates for calendar 
year 2030 is 440 to 982 incidences.  Second, the monetized value of the mortality and morbidity 
impacts is $4.4 to 9.8 billion. 
 
In addition to analyzing the health impacts for calendar year 2030, EDF also calculated the 
cumulative PM-related health impacts from 2017 to 2050 and the results are presented in Table 2 
below.  It should be noted that the damage functions used to calculate the health impacts were 
applied conservatively and as a consequence the impacts in the table are likely on the low side.  
Please see a more detailed description of EDF’s methodology in the Rykowski Report.109  These 
results show that the cumulative adverse health impacts are stunning.  In particular, premature 
mortality attributed to the rollback is far greater than NHTSA’s flawed safety-related fatality 
projected benefits when expressed on a cumulative basis.110  The cumulative 14,501-32,362 
premature mortality incidences translate into dollar damages of $89 to 197 billion and were 
totally ignored by the Agencies. 
 
 

Table 2: Cumulative Effect of the Proposal on PM2.5-Related Health 
Impacts from 2017-2050 (Derived using EPA Regulatory Analysis Tool) 
 
Premature Mortality   14,501-32,362  
Respiratory emergency room visits  40,089  
Acute bronchitis   126,057  
Lower respiratory symptoms   1,623,910  
Upper respiratory symptoms   2,299,464  
Minor Restricted Activity Days   61,424,459  
Work loss days   10,395,427  
Asthma exacerbation   2,358,166  
Cardiovascular hospital admissions   30,418  
Respiratory hospital admissions   24,887  
Non-fatal heart attacks (Peters)   94,492  
Non-fatal heart attacks (All others)   10,222  

 
 
Finally, EDF also calculated these health impacts over the lifetimes of MY 1977-2029 vehicles 
which was the same basis NHTSA and EPA used in their NPRM to express cumulative model 
year impacts for the rollback of the standards.111  When expressed on this basis, the pollutant-
related mortality incidences, which the Agencies did not provide anywhere in the proposal, are 
estimated at 4,832 to 10,780.  To put this in perspective, NHTSA and EPA claim that the 
rollback would reduce fatalities by 15,700 (a conclusion which we elsewhere show to be 

                                                 
109 Technical Analysis Review for EDF, at 86. 
110 Id.  
111 Id.  



 

57 
 

arbitrary and fundamentally flawed).112 The monetized value of the health impacts is 43 to 96 
billion dollars which would be a cost that is attributable to the rollback.  The Agencies’ estimate 
for these same pollutant damages is a cost of $1 billion.113  By any measure, these impacts are 
extraordinary and were not properly characterized in the proposal.  EDF results show that the 
proposal is fatally deficit in its attempt to assess the impact of the rollback on emissions and 
associated health effects. 
 
 

D. NHTSA’s emissions and health impact estimates are grossly underestimated 
and categorically wrong 
 

In spite of an extensive record demonstrating that the current standards provide significant GHG 
emission reductions and important non-GHG emission and health benefits, NHTSA and EPA 
constructed flawed modeling assumptions that systematically distort and dramatically understate 
the estimated impacts of the proposed rollback of the current standards.  EDF corrected these 
flaws, re-ran the NHTSA Volpe model, and produced a more accurate assessment that shows the 
Agencies grossly underestimated the GHG, non-GHG, and health impacts of the rollback across 
the board.    In addition, the pollutant-related mortality estimates are staggering and represent 
many billions of dollars of health damages that are attributable to rolling back the standards. 
 
EDF’s revised assessment demonstrates that the Agencies, by erroneously understating the 
emission impacts of their proposal, are willing to sacrifice the health and welfare of Americans 
in order to pursue a misguided attempt to gut the current standards.  The Agencies got it wrong 
in their assessment of the emission impact of their proposal and given the significance of these 
errors they should withdraw their proposal immediately. 

 

III. The NHTSA Model is Systematically Flawed and Projects Dramatically Overstated 
Vehicle Technology Costs, Understated Fuel Savings, and Erroneous Net Societal 
Benefits 

 
A. Summary 

 
Over the course of seven years from 2010 through 2016, and in thousands of pages of detailed 
analyses published in various rulemaking and technical documents, NHTSA and EPA repeatedly 
used the same core modeling approaches, with incremental refinements, to assess and improve 
their projections of regulatory costs and benefits associated with the Clean Car Standards. 
 

                                                 
112 See NPRM, 83 Fed. Reg. at 43,231, 43,352, Table VII-89. 
113 NPRM, 83 Fed. Reg. at 43,313. 
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In late 2017 and early 2018, NHTSA reversed course, fundamentally changing its modeling 
approach to incorporate multiple new, controversial, and unsupported changes. As a result, the 
experimental NHTSA NPRM model bears very little resemblance to the one that NHTSA used 
for the previous 15 years of CAFE rulemakings (or to the realities of how the automotive 
industry operates). Unsurprisingly, nearly all the experimental changes make the current Clean 
Car Standards look like they will entail greater costs and deliver fewer benefits, and accordingly, 
obscure the true and full extent of the harmful impacts associated with the agencies’ proposal to 
roll back these standards. In particular: 
 

● For the previous six years, NHTSA and EPA projected that the incremental MY 2025 
vehicle technology costs for the current Clean Car Standards would be about $1,000—
now NHTSA projects that the vehicle technology costs will be approximately 50 percent 
higher for the CAFE standards and about twice as high for the GHG standards. 

● For the previous six years, NHTSA and EPA projected that MY 2025 lifetime consumer 
fuel savings would be between $2,200 (current CAFE standards) and $2,800 (current 
GHG standards)—now NHTSA projects that the fuel savings will be fully one-third 
lower for both the CAFE and GHG standards 

● For the previous six years, NHTSA and EPA projected that the final few years of the 
current Clean Car Standards would provide net societal benefits of approximately $100 
billion—now NHTSA projects that the standards will entail net societal costs of about 
$200 billion, or a $300 billion reversal 

EDF has successfully replicated NHTSA’s NPRM model114 results.  Building from these results, 
we have analyzed a series of EDF-modified runs to demonstrate the fundamental flaws and 
biases in the NPRM model that lead to unreasonable, nonsensical, and arbitrary results, and 
certain results that undermine the grounds for the proposed rule. 
 
Technology Costs 

● EDF reduced the cost of every individual technology by 50 percent, yet the NHTSA 
model only projected a 40 percent overall vehicle technology cost reduction 

● EDF deleted one technology from the model, and the NHTSA model predicted a lower 
and nonsensical vehicle technology cost even with fewer technology choices 

● EDF adjusted the flawed core technology ranking algorithm to better reflect true cost 
effectiveness, and vehicle technology costs fell by $350 

● EDF corrected a major bias in the NHTSA model that prohibits most manufacturers from 
using any high compression ratio technology packages, even in MY 2030 and beyond, 
and overall vehicle technology costs decreased by $600 

● EDF cites a Union of Concerned Scientists critique that shows that the NHTSA model 
assumes that automakers will act irrationally by letting valuable GHG program credits 
expire, rather than using them to reduce their cost of compliance 

                                                 
114 In this section, EDF refers to the NHTSA NPRM model. In the NPRM, NHTSA refers to its CAFE model, but 
that is confusing since it uses its model for both CAFE and GHG analyses. In the past, NHTSA has called it the 
Volpe model, since the model was developed, and is maintained, by the Volpe National Transportation Systems 
Center. While we refer to the NHTSA NPRM model for simplicity, the model is comprised of many individual 
modules on specific topics, which are sometimes integrated with other modules and sometimes are not integrated 
with other modules. 
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● EDF documents that the NHTSA model predicts that automakers will over comply with 
the current Clean Car Standards for several years, most remarkably in MY 2021-2023, 
years for which the agencies are proposing to completely roll back the standards 

Fuel Savings 
● EDF documents that the NHTSA model assumes that there will be industry-wide over-

compliance under the roll back standards throughout the MY 2021-2032 timeframe as 
well as beyond MY 2032—there is no historical precedent for such sustained over-
compliance, even at much weaker standards 

● EDF documents that the NHTSA model “projects” aggregate, nationwide VMT levels for 
2016 and 2017 that are about 20 percent lower than formal government estimates by EIA 
and FHWA 

Cost/Benefit 
● In EDF-modified runs which retain some NHTSA assumptions and change the most 

egregious flaws and biases, we show that the roll back would entail net societal costs of 
up to $300 billion, up to a $500 billion change from the NHTSA NPRM’s estimate of 
$200 billion of net benefits based on a series of indefensible assumptions and model 
design features 

This section clearly shows that the experimental and controversial changes that NHTSA made to 
its NPRM model exhibit systematic bias and yield a wide array of nonsensical results.  Because 
these changes represent unexplained departures from the agencies’ prior approaches and are 
disconnected from the underlying factual record, they are arbitrary and capricious.  In addition, 
the agencies’ reliance on this model to satisfy their statutory obligations under the Clean Air Act 
and EPCA is manifestly inadequate because the model systematically overstates costs and 
understates benefits of the current standards in a manner that frustrates the statutory purposes to 
reduce greenhouse gases and improve fuel economy.   
 

B. Introduction 
 
NHTSA115 stipulates at the beginning of the Notice of Proposed Rulemaking (NPRM) that “this 
proposal is entirely de novo, based on an entirely new analysis.”116 
 
The decision to pursue “an entirely new analysis” is a marked departure from NHTSA’s prior 
approach to assessing the costs and benefits of the Clean Car Standards. NHTSA has used its 
internal model for many individual CAFE rulemakings since 2001. Most recently, NHTSA used 
its model for two major rulemakings (the 2010 rule establishing the CAFE standards for MY 

                                                 
115 EDF’s comments apply to both NHTSA and EPA and to both proposed rules. However, in this section, EDF will 
generally refer to NHTSA, rather than NHTSA and EPA jointly, both for simplicity and for accuracy, as NHTSA 
unilaterally carried out the NPRM analysis without any EPA staff technical input. For example, in an EPA 
memorandum to the Office of Management and Budget dated July 12, 2018, a senior EPA staffer stated that “The 
Preliminary RIA is based on the independent technical assessment from DOT-NHTSA, and the document should 
reflect appropriately who has authored the Preliminary RIA. EPA’s name and logo should be removed from the 
DOT-NHTSA Preliminary Regulatory Impact Analysis.” A recently retired EPA staffer who worked on the Clean 
Car Standards has likewise cited “DOT’s refusal to have a single technical working meeting with EPA staff since 
the 2016 election.” https://thehill.com/opinion/energy-environment/400051-ignore-the-facts-only-way-to-justify-
rollback-of-epas-greenhouse 
116 83 FR 42987, August 24, 2018. 
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2012-2016,117 and the 2012 rule setting final CAFE standards for MY 2017-2021 and augural 
CAFE standards for MY 2022-2025118), as well as Technical Assessment Reports (TAR) in 
2010119 and 2016.120 Throughout the 2010-2016 timeframe, NHTSA made incremental 
refinements to its model to improve its reliability and reasonableness. 
 
In 2017 and 2018, after 15 years of incremental refinement and improvement, NHTSA reversed 
course, making a large number of fundamental and controversial changes, purportedly in an 
effort to address newly-identified “problems” that NHTSA had not considered important over the 
previous 15 years. Individually, each of these experimental changes have the potential to 
significantly affect the reasonableness and magnitude of the model results. Acting in concert, 
these major changes have produced massive fluctuations in model outputs and, in some cases, 
results that are clearly nonsensical. The one theme that ties all these experimental changes 
together is that they drastically reduce the projected benefits and increase the projected costs of 
the current standards compared to the roll back. 
 
Some of these experimental changes are discussed elsewhere in EDF’s comments. For example, 
see Section I for a detailed analysis of the new and deceptive modeling assumptions regarding 
vehicle safety, Section I.I. for a critique of the indefensible scrappage module, and Section 
I.G.3.for an analysis of the questionable assumptions inherent in the sales module. More detail 
on all these flawed model features are in the attached Rykowski Report. 
 
This section focuses on the NPRM model flaws and biases that contribute to three key model 
outputs: vehicle technology compliance cost, consumer fuel savings, and the cost/benefit 
analysis. The NPRM model projections for all three of these critical outputs are very different 
from NHTSA and EPA projections in the recent past, as shown in the tables below. 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
117 75 FR 25324, May 7, 2010. 
118 77 FR 62624, October 15, 2012. 
119 ‘‘Interim Joint Technical Assessment Report: Light-Duty Vehicle Greenhouse Gas Emission Standards and 
Corporate Average Fuel Economy Standards for Model Years 2017–2025,’’ issued jointly by EPA, NHTSA and 
CARB, September 2010, available at https://www.epa.gov/sites/production/files/2016-10/documents/ldv-ghg-
tar.pdf.  
120 https://www.epa.gov/regulations-emissions-vehicles-and-engines/midterm-evaluation-light-duty-vehicle-
greenhouse-gas#TAR 
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Table 1. Comparison of MY 2025 Vehicle Technology Cost Projections for the Current 
Standards 

Analysis Year of 
Publication 

Source Model Years Cost 
CAFE GHG 

      
Final Rule121 2012 NHTSA 2017-2025 $1,500  
Final Rule122 2012 EPA 2017-2025  $1,836 
      
Final Rule/TAR123 2012/2016 EPA 2022-2025  $1,070 
      
Draft TAR124 2016 NHTSA 2022-2025 $1,245  
Draft TAR125 2016 EPA 2022-2025  $894 
      
Final Determination126 2017 EPA (Obama) 2022-2025  $875 
      
ICCT Report127 2017 ICCT 2022-2025  $551 
      
EPA-to-OMB: 
modified NHTSA 
model128 

2018 EPA 2022-2025  $1,259 

EPA-to-OMB: 
updated OMEGA129 

2018 EPA 2022-2025  $935 

      
Current NPRM130 2018 NHTSA 2021-2025 $1,850 $2,260 

 
Table 1 is a comprehensive comparison of projections of vehicle technology costs to meet the 
MY 2025 standards. The various analyses are not always perfectly comparable, e.g., while most 
of the analyses addressed the MY 2022-2025 Midterm Evaluation timeframe, the projections in 
the first two rows from the 2012 Final Rule addressed a much longer timeframe from MY 2017-
2025, and the projections in the final row covered one additional year, MY 2021. 
 

                                                 
121 77 FR 62660, October 15, 2012. 
122 77 FR 62665, October 15, 2012. 
123 Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, EPA, NHTSA, and CARB, 
July 2016, page 12-35. https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF 
124 Ibid, page ES-9. 
125 Ibid, page ES-9. 
126 Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas 
Emissions Standards under the Midterm Evaluation, EPA, January 2017, page 5. 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf 
127 Efficiency Technology and Cost Assessment for U.S. 2025-2030 Light-Duty Vehicles, International Council on 
Clean Transportation, March 2017, https://www.theicct.org/publications/US-2030-technology-cost-assessment  
128 EPA Review of CAFE Model with “GHG” Settings, Meeting with Office of Management 
and Budget/OIRA, found at PDF page 113 (Apr. 16, 2018), available under the file titled 
“Email 5” at https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 
129 Ibid. 
130 83 FR 43323 and 43324, August 24, 2018. 
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Considering only the three rows with NHTSA projections for CAFE standards compliance, the 
NHTSA NPRM cost projection of $1,850 is far higher than previous NHTSA estimates. The 
NPRM estimate of $1,850 for the five model years 2021-2025131 is significantly higher than 
NHTSA’s 2012 Final Rule estimate, even though the latter accounted for almost twice as many 
model years of standards as the NPRM. NHTSA’s NPRM estimate of $1,850 is also about 50 
percent higher than its Draft TAR estimate of $1,245 just two years ago. The one additional 
model year covered by the NPRM estimate could explain part of this large difference, of course, 
but certainly cannot explain the entire 50 percent increase. 
 
The comparison of vehicle technology cost projections for compliance with the GHG standards 
is even more stark. NHTSA’s NPRM projection of $2,260 for MY 2021-2025 is, again, 
significantly higher than EPA’s 2012 Final Rule projection, even though the latter reflects almost 
twice as many model years of control. There are six additional projections for GHG standards 
compliance for MY 2022-2025, with a range of $551-$1,259 (the high end of this range comes 
from an EPA staff analysis in which NHTSA’s core NPRM model was used, but with 
modifications to correct specific errors).  Even setting aside the lowest end of the range, a 2017 
estimate based on a technology analysis by the International Council on Clean Technology, and 
accounting for the additional year of control reflected in NHTSA’s NPRM estimate, Table 1 
shows that the NPRM estimate of $2,260 for GHG compliance is about twice as high as multiple 
EPA analyses, most of which were performed in the last two years. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
131 The proposed alternative roll back also includes MY 2026, but since the augural CAFE standards for MY 2026 
are no higher than for MY 2025, the addition of MY 2026 should have no meaningful impact on the incremental per 
vehicle technology cost. 
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Table 2. Comparison of MY 2025 Vehicle Lifetime Consumer Fuel Savings Projections for 
the Current Standards (3 percent discount rate) 

Analysis Year of 
Publication 

Source Gasoline Price 
in 2025-2030 

Lifetime Fuel Savings 
CAFE GHG 

      
Final Rule132 2012 NHTSA About $4/gal $6,300  
Final Rule133 2012 EPA About $4/gal  $7,400 
      
Draft TAR134 2016 NHTSA About $3/gal $2,200  
Draft TAR135 2016 EPA About $3/gal  $2,800 
      
Final 
Determination136 

2017 EPA 
(Obama) 

About $3/gal  $2,800 

      
Current NPRM137 2018 NHTSA About $3/gal $1,470 $1,830 

 
Table 2 shows a comparison of projections (all based on a 3 percent discount rate) of lifetime 
consumer fuel savings for a MY 2025 vehicle under the current Clean Car Standards. For fuel 
savings, future gasoline prices are, of course, a key factor. Accordingly, the first two rows, from 
the 2012 Final Rule, are not comparable with the remaining rows as fuel price projections at the 
time were around $4 per gallon for the 2025-2030 timeframe. But, setting the first two rows 
aside, NHTSA’s lifetime consumer fuel savings projections for both its CAFE and GHG 
analyses are considerably lower than other, recent estimates using similar fuel price projections 
of about $3 per gallon for the 2025-2030 timeframe. NHTSA’s NPRM projection for its CAFE 
standards analysis of $1,470 is 33 percent lower than its own estimate just two years earlier in its 
TAR analysis. NHTSA’s NPRM projection for its GHG analysis of $1,830 is 35 percent lower 
than EPA estimates in both the TAR and the original Final Determination. The fact that the 
differences in lifetime consumer fuel savings between the NHTSA NPRM projections and 
historical projections for both its CAFE and GHG analyses are similar suggests that there were 
systematic changes in the NHTSA approach for calculating fuel savings in the NPRM. 
 
While it is fairly simple to identify some of the experimental changes made by NHTSA, such as 
those that led to the major changes in how safety and used vehicle scrappage are treated, and to 
quantify their impacts on key outputs, the factors underlying the significant changes in NHTSA’s 
vehicle technology cost and lifetime consumer fuel savings projections are harder to identify and 
quantify. There are three reasons for this. One, it appears that, for both technology cost and fuel 
savings, the large differences are due not to a major change in one key assumption or model 
design feature, but rather are due to multiple changes, each of which in isolation probably had a 

                                                 
132 77 FR 62661, October 15, 2012. 
133 77 FR 62926, October 15, 2012. 
134 Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, EPA, NHTSA, and CARB, 
July 2016, page ES-11. https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF 
135 Ibid. 
136 Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas 
Emissions Standards under the Midterm Evaluation, EPA, January 2017, page 7. 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf 
137 83 FR 43323 and 43324, August 24, 2018. 
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relatively small-to-medium impact, but in combination (nearly always acting in the same 
“direction”) had a very large impact. Two, NHTSA has failed to provide adequate information 
about the changes it has made with respect to these issues and, when it does identify that it made 
a change, makes little attempt to quantify the impact of the change on important model outputs. 
Three, accordingly, stakeholders have had to run the NHTSA model numerous times, investing 
considerable time and effort in trial-and-error mode to attempt to reverse engineer the key drivers 
influencing NHTSA’s dramatic reversal during the limited 60-day comment period. As we 
describe elsewhere in our joint legal comments, EPA’s failure to transparently set forth this 
information frustrates meaningful comment and violates the agency’s obligations under section 
307 of the Clean Air Act, including to ensure the proposal sets forth “the methodology used in 
obtaining the data and in analyzing the data.” 
 
Table 3 provides a similar comparison of projections of net societal benefits (i.e., total societal 
benefits minus total societal costs) for the MY 2025 standards relative to a no-standards baseline 
assumed in each study. Again, the various analyses are not always perfectly comparable, e.g., 
while most of the analyses addressed the MY 2022-2025 Midterm Evaluation timeframe, the 
projections in the first two rows from the 2012 Final Rule address a much longer timeframe from 
MY 2017-2025, and the projections in the final row from the NPRM cover one additional year, 
MY 2021. 
 
In terms of net societal benefits, Table 3 shows that NHTSA projections for the CAFE standards 
and EPA projections for the GHG standards throughout the 2012-2017 timeframe were 
extremely similar in projecting large net societal benefits. In the Final Rule establishing the 
standards for the nine years from MY 2017 through 2025, both NHTSA and EPA projected very 
large net benefits in the $450 billion to $480 billion range. In the 2016 TAR, both NHTSA and 
EPA projections were for net societal benefits of approximately $90 billion for the four years of 
standards from MY 2022-2025. The smaller net benefits projections were to be expected, given 
that the TAR only addressed four years rather than nine, and gasoline price projections in the 
TAR were lower than in the 2012 rulemaking. Finally, in the original EPA Final Determination 
of January 2017, EPA projected net societal benefits of about $100 billion for the MY 2022-2025 
GHG standards. 
 
The final row in Table 3 shows that NHTSA is now projecting remarkably different results. After 
many years of projecting that its CAFE standards would have extremely positive societal impacts 
(and with EPA projecting very similar positive impacts for the corresponding GHG standards), 
NHTSA is now projecting that the current MY 2021-2029 standards, if maintained, would have 
net costs of approximately $200 billion during those five years, or, stated differently, rolling 
back the standards to MY 2020 levels would have net societal benefits of about $200 billion. 
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Table 3. Comparison of Net Benefits Projections for the Current Standards 
(billions of dollars, 3 percent discount rate) 

Analysis Year of 
Publication 

Source Model Years Net Benefits 

    CAFE GHG 
      

Final Rule138 2012 NHTSA 2017-2025 +476 to +483  
Final Rule139 2012 EPA 2017-2025  +451 

      
Draft TAR140 2016 NHTSA 2022-2025 +88  
Draft TAR141 2016 EPA 2022-2025  +94 

      
Final 

Determination142 
2017 EPA 

(Obama) 
2022-2025  +98 

      
Current NPRM143 2018 NHTSA 2021-2029 -176 -201 

 
 

C. NHTSA’s Model Fails at its Core Function—to Accurately Predict the Most 
Cost-Effective Technology Pathways for Automaker Compliance  

 
The agencies rely on the NPRM model to satisfy their respective obligations to establish 
“maximum feasible” fuel economy standards under the Energy Policy and Conservation Act and 
to set emission standards that protect public health under the Clean Air Act. So, consistent with 
those statutory charges, the NHTSA model must reasonably predict how manufacturers can 
apply new technology to meet future CAFE and GHG standards. If the model cannot do this 
successfully, then its vehicle technology cost projections will be wrong. And if the vehicle 
technology cost estimates are erroneous, then other critical projections which depend on vehicle 
technology cost—such as the sales and scrappage modules, which are primary determinants of 
fatality costs and non-fatal crash costs in NHTSA’s model—will be wrong as well.  
 
As shown in the NPRM summary tables on societal net benefits for the MY 1977-2029 CAFE 
and GHG analyses, NHTSA projects that the sum of the costs for just three categories alone—
technology costs, non-rebound fatality costs, and non-rebound, non-fatal crash costs—represent 
about two-thirds of all projected gross benefits under the preferred alternative roll back, and 

                                                 
138 77 FR 62629, October 15, 2012. 
139 Ibid. 
140 Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, EPA, NHTSA, and CARB, 
July 2016, page ES-12. https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF. 
141  Ibid, page ES-12. 
142 Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas 
Emissions Standards under the Midterm Evaluation, EPA, January 2017, page 7. 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf 
143 83 FR 42998, 43310, and 43313, August 24, 2018. Note that the sign for net benefits under the current NPRM is 
reversed in Table 3, as Table 3 refers to the change from flat (proposed preferred alternative) levels to the current 
standards, while the NHTSA NPRM tables refers to the change in the opposite direction, from the current standards 
to flat levels beginning in MY 2021. 
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approximately double the projected net benefits (i.e., benefits minus costs) associated with the 
roll back.144 Simply put, if the NHTSA model cannot reasonably predict how manufacturers will 
choose new technologies to meet future standards, then the agencies’ reliance on the model to 
establish standards cannot satisfy their statutory mandates.  
 
The automotive industry is a cost-driven business, and the most successful companies are those 
that can meet consumer demands and regulatory requirements in the most cost-effective manner. 
NHTSA stipulates this in the NPRM when it states that its model “adds technology, in response 
to the standards being considered, in a way that minimizes the cost of compliance.”145  
 
In order to demonstrate how the NHTSA model fails to apply technology in a cost-minimizing 
manner, EDF ran the NHTSA model in three very different ways, each time changing a single 
element while maintaining every other aspect of the base NHTSA model. Table 4 shows the 
NHTSA model projections for fleet wide vehicle compliance costs146 for meeting the current 
Clean Car GHG Standards, for the NPRM base run as well as the three EDF runs. We show 
results for five model years, 2028-2032, when NHTSA suggests that the technology pathways 
have reached equilibrium. More details on the methodology used for these runs are provided in 
the Rykowski Report. 
 

Table 4. Vehicle Compliance Cost Projections for Current MY 2025 GHG Standards 
Under NHTSA Model Base Case and 3 EDF Runs 

 
 

Model Year 

 
 

NPRM Base Run 

 
EDF Run 1 
50% Cost 
Reduction 

 
EDF Run 2 

Delete 
Cooled EGR 

EDF Run 3 
Change from 

2.5-Year to 15-
Year Fuel Savings 

2028 $2,785 $1,682 $2,660 $2,353 
2029 $2,815 $1,713 $2,678 $2,380 
2030 $2,773 $1,683 $2,627 $2,398 
2031 $2,730 $1,649 $2,584 $2,441 
2032 $2,707 $1,620 $2,553 $2,486 

Average $2,762 $1,669 $2,620 $2,412 
 
In EDF Run 1, we ran the NHTSA NPRM model with the single change of reducing the cost of 
each individual technology in the NHTSA model technology input file by 50 percent (columns P 
through AG of the worksheets for the 10 vehicle subclasses).  With all other things being equal, a 
reasonable cost optimization methodology would continue to select the same technologies and 
yield an average vehicle compliance cost projection of $1,381, 50 percent lower than NHTSA’s 
projection of $2,762. Instead, the 5-year average compliance cost projection only decreased from 
$2,762 to $1,669, or by 40 percent, and to a value that is $288 higher than expected. This is a 
nonsensical result as the NHTSA model picked a much less cost-effective set of technologies 

                                                 
144 83 FR 42986, August 24, 2018, Table VII-45 on page 43310 for CAFE and Table VII-51 on page 43313 for 
GHG. 
145 43 FR 43002, August 24, 2018. 
146 Note that the cost values in Table 4 are total vehicle compliance costs, which include incremental technology 
costs plus additional incremental costs such as taxes, insurance, and maintenance, and accordingly the NPRM Base 
Run values in Table 4 are greater than the $2,260 “technology-only” value shown in Table 1 above. 
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under the “50 percent cost reduction” constraint, suggesting that there is a fundamental error in 
its cost optimization algorithm. 
 
EDF Run 2 involved the base NHTSA model with the one change of deleting (or “skipping” in 
NHTSA’s terminology) cooled exhaust gas recirculation 1 (CEGR1) technology. Since this was 
the only change, there are two plausible outcomes: 1) no change in vehicle compliance cost, if 
cooled exhaust gas recirculation was so cost-ineffective that it was never chosen in the base 
NHTSA NPRM run (or if it was chosen in the base run, but there were other technologies with 
only very slightly worse cost effectiveness that could be used instead), or 2) an increase in 
vehicle compliance cost, since there is one fewer technology for the model to choose and in 
some cases CEGR1 may have to be replaced by a less cost-effective technology. Yet, as shown 
in Table 4, the NHTSA model again produced a nonsensical result as the average vehicle 
compliance cost decreased by $142 when EDF deleted CEGR1 from the model. In reviewing the 
NHTSA data in more detail, we found that the base NHTSA model (with CEGR1) predicts that 
most strong hybrids retain CEGR1, which is irrational and not cost effective as this technology 
provides little to no additional GHG reduction benefit to a strong hybrid vehicle. 
 
In EDF Run 3, we ran the NHTSA NPRM model with the single change of replacing the model’s 
assumption that automakers will automatically apply any technology that pays for itself in 30-
months with a 15-year assumption. This change much more accurately reflects true GHG 
emissions reduction cost effectiveness, as it more fully reflects the true GHG reduction potential 
of any given technology over the full vehicle useful life. As Table 4 shows, replacing the 2.5-
year fuel savings with 15-year fuel savings forces the NHTSA model to indeed choose more 
cost-effective technology pathways, with the average vehicle compliance cost projection 
decreasing from $2,762 to $2,412, or by $350 or 13 percent. This confirms that the base NHTSA 
NPRM model, with the flawed 30-months fuel savings assumption, fails to truly represent 
technology and standards compliance cost effectiveness. 
 
The three EDF runs summarized in Table 4 conclusively show, using three very different 
approaches, that the NHTSA NPRM model produces nonsensical results and fails to accurately 
predict the most cost-effective technology pathways for meeting future standards. These 
nonsensical results are indicative of deep and fundamental flaws with the basic design of the 
NHTSA model. The automotive industry is a highly competitive and cost-driven industry, yet the 
NHTSA model assumes that automakers will make a series of irrational and inefficient choices 
and waste money. This fundamental failure to fulfill its single most critical core function 
demonstrates that it is unreasonable for the agencies to rely on the model to satisfy their statutory 
obligations under EPCA and the Clean Air Act.  
 

D. Specific Examples of Blatant Flaws and Biases in the NPRM Model That 
Artificially Inflate its Vehicle Technology Cost Projections 

 
In Table 1 above, we showed that NHTSA’s NPRM model yields vehicle technology cost 
projections for CAFE compliance that are up to 50 percent higher than NHTSA’s own estimate 
from just two years ago, and about twice as high for GHG compliance as a series of EPA 
estimates in recent years. In subsection C, we showed, by running the base NHTSA NPRM 
model with individual changes, that the model repeatedly produces nonsensical results and 
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completely fails to provide reasonable projections for technology adoption and costs. Time 
constraints prevented an exhaustive exploration of every individual element of the NHTSA 
model, but this section will highlight some of the most important individual examples of flaws 
and biases that affect the NHTSA vehicle technology cost projections.  
 

1. Use of Flawed “Effective Cost” Technology Ranking Metric 
 
The NHTSA NPRM model uses a metric that it calls “Effective Cost” to rank technologies for 
automakers to choose from for future compliance. This is an inherently flawed metric that is a 
critical contributing factor to NHTSA’s inflated vehicle technology cost projections. 
 
NHTSA defines Effective Cost for an individual technology as 1) incremental cost associated 
with adding the technology to a vehicle, minus, 2) vehicle fuel savings associated with the use of 
the technology over its first 30 months, and, minus, 3) the reduction in CAFE fines for the 
vehicle based on the improved fuel economy. 
 
The fundamental flaw in NHTSA’s Cost Effective definition is that it does not reflect a 
technology’s overall contribution to GHG (or CAFE) compliance. The inclusion of the 30-month 
fuel savings assumption does reflect a small portion (approximately 20 or 25 percent) of the 
overall GHG (or CAFE) compliance contribution over a vehicle’s full lifetime, but ignoring the 
majority of its contribution means that the NHTSA NPRM model does not rank individual 
technologies based on their true cost effectiveness in meeting future standards.147 Put another 
way, the model is hard wired to over select more, relatively lower cost technologies, without full 
consideration of these technologies’ ultimate effectiveness in reducing emissions.  An approach 
along these lines would be expected to result in vehicles with more technology and higher costs 
than would actually come to pass – which is precisely what the NPRM model produces.  
 
Consider the simple example where a manufacturer has two choices to reduce GHG emissions by 
10 percent. One option is to choose 10 different technologies that each reduce GHG emissions by 
1 percent and cost $100 apiece. The second option is to adopt a single technology that reduces 
GHG emissions by 10 percent and costs $600. Both approaches yield a 10 percent GHG 
reduction, but the single technology will do so at a much lower cost. In the NHTSA model, the 
“effective cost” technology ranking metric for all the 1 percent/$100 technologies will be slightly 
less than $100 (accounting for the small fuel savings over the first 2.5 years), while the effective 
cost metric for the 10 percent/$600 technology will be over $100 (after accounting for the 
relatively larger fuel savings over the first 2.5 years). Accordingly, the NHTSA model will rank 
the 10 individual technologies as more “cost effective” than the single technology, even though 
the latter is truly more cost effective as it will provide the same overall emission reduction at a 
far lower cost.   
 

                                                 
147 EDF notes that EPA’s OMEGA model, inexplicably rejected for use in the proposed NPRM roll back, is far 
superior in this respect. OMEGA’s Technology Application Ranking Factor includes a denominator that accounts 
for the technology’s overall contribution to meeting future GHG standards, essentially representing a cost per gram 
(or per ton) value, that allows a true ranking based on technology cost-effectiveness and so is consistent with 
rational automaker compliance decisions. 
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One simple approach to estimate the minimum magnitude of the error in vehicle technology cost 
associated with NHTSA’s flawed Effective Cost metric is the EDF Run 3 in Table 4 above. In 
this run, EDF replaced the 2.5-year fuel savings factor with 15-year fuel savings, which is a 
conservative, but much more reasonable, approximation of lifetime fuel and GHG savings. Table 
4 shows that this single change reduced the NHTSA NPRM model’s vehicle technology cost 
estimates in the MY 2028-2032 timeframe by an average of $350.  
 
The Union of Concerned Scientists (UCS) has performed a more detailed critique of NHTSA’s 
flawed Effective Cost algorithm and has estimated that this error likely raises NHTSA’s average 
MY 2028 vehicle technology cost projections by nearly $500.148 This is consistent with the $350 
value above being a minimum estimate. 
 
EDF strongly recommends that NHTSA replace its flawed Effective Cost metric with a true cost-
effectiveness approach which would simulate rational decision making by automakers. 
 

2. Constraints on Using HCR1 and HCR2 
 
In addition to using a flawed Effective Cost metric for selecting technologies, NHTSA has 
further imposed artificial and unreasonable constraints on the use of certain technologies that 
does not match how automakers are applying them in vehicles today. While time constraints 
have prevented EDF from conducting a comprehensive review of the impacts of the NHTSA 
model’s technology effectiveness, cost, and constraints assumptions on its vehicle technology 
cost projections, we have evaluated the impact of NHTSA’s constraints on the use of high 
compression ratio (HCR) engines. 
 
HCR1 represents Atkinson Cycle engine, non-turbocharger, technology that has already been in 
the marketplace for several years. Mazda has been a leader in bringing HCR1 technology to the 
market, and a majority of its current U.S. vehicles utilize HCR1. Mazda’s success had led to 
several other manufacturers adopting HCR1 technology, including Hyundai and Toyota on non-
hybrid vehicles and General Motors, Ford, and Nissan on hybrid vehicles.  Yet, even for MY 
2030 vehicles and beyond, NHTSA only allows the use of HCR1 by about 30 percent of the U.S. 
fleet.149 
 
In comments submitted to this rulemaking docket, the International Council on Clean 
Transportation (ICCT) provided a compelling illustration of how wrong NHTSA has been with 
respect to its projections of HCR use. In the 2016 TAR, the NHTSA model prohibited Toyota 
from considering HCR through MY 2025. One year later, Toyota began adopting HCR in some 
of its 2016 vehicles, proving NHTSA wrong in its assumptions about the use of HCR by Toyota 
for the next nine years.150 
 
HCR2 represents a more advanced version, combining HCR1 with additional technologies such 
as cylinder deactivation and cooled exhaust gas recirculation. The 2018 Mazda CX-5 and Mazda 

                                                 
148 See comments of the Union of Concerned Scientists (UCS), submitted to this rulemaking docket (“UCS 
Comment”).  
149 See comments of the International Council on Clean Transportation (ICCT), submitted to this rulemaking docket. 
150 Ibid. 
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6 both use HCR1 with cylinder deactivation, a package that is not permitted in NHTSA’s 
model.151  The 2018 Toyota Camry base engine, one of the most efficient spark-ignition engines 
on the market today, is an HCR1 engine with cooled exhaust gas recirculation, another package 
that is not permitted by the NHTSA model out to MY 2030 and beyond.152 
 
NHTSA’s self-imposed constraints of extremely limited use of HCR1 and no use whatsoever of 
HCR2 through the early 2030s are inconsistent with the rapid increase in market penetration of 
both base HCR1 and more advanced HCR applications (for example, HCR1 combined with 
either cylinder deactivation or cooled exhaust gas recirculation). 
 
To evaluate the impacts of these unreasonable constraints, EDF ran the base NHTSA NPRM 
model with a single change of removing the constraints imposed by NHTSA and therefore 
allowing the use of both HCR1 and HCR2 technology for all manufacturers by MY 2028.  The 
impacts on the NHTSA model’s vehicle compliance153 cost projections are shown in Table 5. 
See Rykowski Report for more details on the methodology used for these runs. 
 

Table 5. Vehicle Compliance Cost Projections for Current MY 2025 GHG Standards 
Under NHTSA NPRM Model Base Case and EDF Run with HCR1/HCR2 

Model Year NHTSA NPRM Base Run EDF Run with HCR1 and 
HCR2 

2028 $2,785 $2,167 
2029 $2,815 $2,192 
2030 $2,773 $2,174 
2031 $2,730 $2,153 
2032 $2,707 $2,144 

Average $2,762 $2,166 
 

Table 5 shows that the single change of allowing the use of HCR1 and HCR2 technology by MY 
2028 would reduce NHTSA’s vehicle compliance cost projections from $2,762 to $2,166, or by 
nearly $600 and 22 percent. This is an unreasonable and arbitrary decision by NHTSA, to 
essentially eliminate a popular technology already being used extensively in the marketplace 
from its analysis for 10 to 15 years into the future. 
 

3. Credit Constraints 
 
Another major flaw in the NHTSA NPRM model that inflates its vehicle technology cost 
projections is its treatment of GHG emissions compliance credits. Automakers advocated for 

                                                 
151 Inside Mazda, Mazda CX-5 Adds Numerous Upgrades After Being On Sale Just Nine Months, 
https://insidemazda.mazdausa.com/press-release/2018-mazda-cx-5-adds-numerous-upgrades/ (last visited Oct. 25, 
2018).  
152 James Riswick, Desirable at Last: 2018 Toyota Camry, Camry Hybrid First Drive, 
https://www.autoblog.com/2017/06/21/2018-toyota-camry-camry-hybrid-first-drive-review/ (last visited Oct. 25, 
2018).  
153 Note that the cost values in Table 5 are total vehicle compliance costs, which include incremental technology 
costs plus additional incremental costs such as taxes, insurance, and maintenance, and accordingly the NPRM Base 
Run values in Table 5 are greater than the $2,260 “technology-only” value shown in Table 1 above. 
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various credit mechanisms as a central element of the original Clean Car Standards, and credits 
remain a very important compliance mechanism for many manufacturers. 
 
The Union of Concerned Scientists (UCS) has performed an in-depth critique of the treatment of 
GHG credits in the NHTSA NPRM model.154 It concluded that, in the aggregate, the design of 
the NHTSA NPRM model incorrectly reflects how manufacturers would use credits by assuming 
that manufacturers will make two very irrational and economically inefficient decisions—that 
they will let credits expire instead of using them as a cost-free element of an overall compliance 
strategy, and then they will have to add additional technology in order to make up for the 
compliance benefit that the foregone credits would have provided. The automotive industry is a 
competitive and cost-driven business, and automakers will not make such irrational and wasteful 
decisions. 
 
UCS identified four specific examples of errors in the NHTSA NPRM model’s approach toward 
credits. One, the model assumes that manufacturers will add certain technologies (those that pass 
an “Effective Cost” threshold) even if that manufacturer has credits that are about to expire. This 
is obviously unrealistic. Two, the model does not accurately reflect the one-time exemption from 
the EPA 5-year credit life for credits earned in the MY 2010-2015 timeframe, and erroneously 
assumes that these credits will expire after 5 years. This is likewise unreasonable, since the EPA 
exemption to allow these credits to be used through MY 2021 has been on the books for many 
years and is common knowledge. Three, NHTSA assumes that there will be absolutely no credit 
trading between manufacturers. This simplistic and unrealistic assumption is also inconsistent 
with reality -- there have been over 30 Megagrams of GHG program credit trades already, 
involving more than 10 different manufacturers. Trading will be even more valuable to 
manufacturers as standards become more stringent. Finally, the NHTSA NPRM model does not 
allow the use of credit “carryback” or borrowing from the future. Manufacturers are permitted to 
carry a compliance deficit for up to three years, and “carryback” credits generated from over-
compliance in future years to offset the deficits in past years. While this has not been utilized 
much or at all yet, it is certainly an option that should be available to manufacturers as standards 
become more stringent in the future, and NHTSA’s decision to constrain it in the model is 
unreasonable and arbitrary. 
 
Based on runs with the NHTSA NPRM model focused on these credits issues, UCS estimates 
that the model allowed nearly half of automakers’ MY 2011-2015 credits to expire, even though 
they do not expire until MY 2021. UCS estimated that 141 Megagrams of credits were allowed 
to expire, with an approximate market value of $6 billion. In terms of the model’s MY 1977-
2029 analysis, UCS concludes that a more reasonable and realistic use of credits could reduce 
NHTSA’s projections of aggregate technology costs by up to $60 billion and translate to a 
savings of hundreds of dollars per vehicle. 
 

4. Over-compliance with Current Standards 
 
The final example in this section is the frequency with which the NHTSA NPRM model predicts 
industry-wide over-compliance with the current Clean Car GHG Standards. The GHG standards 

                                                 
154 See UCS Comment. 
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on the books become more stringent each and every year through MY 2025. There is no 
historical precedent whatsoever for the contention that the industry will over comply with 
standards that are becoming more stringent each year155, particularly with gasoline price 
projections that are relatively stable throughout the entire regulatory timeframe.156 The over-
compliance with the current standards is a particularly egregious consequence of the flawed 
Effective Cost metric discussed above. 
 
EDF ran the base NHTSA NPRM model for the current Clean Car GHG Standards scenario and 
calculated NHTSA’s projected industry-wide over-compliance with the GHG standards. The 
results are shown in Table 6. A negative value means that the actual industry-wide GHG 
compliance value is projected to be less than the industry-wide standard, which means that the 
industry would be “beating the standard” or over complying. A positive value means that the 
industry would be under complying with that year’s standard.  
  
For the 6-year period from MY 2018-2023, NHTSA projects significant industry over-
compliance with the current GHG standards, ranging from 5 grams/mile to 15 grams/mile. The 
average projected over-compliance during this 6-year period is over 10 grams/mile, which 
represents an average 5 percent over-compliance relative to the current standards during those 
years.157 Meaningful over-compliance persists until MY 2024. 
 
This large and indefensible projected over-compliance in MY 2018-2023 is yet one more 
example of the unrealistic projections inherent in the NHTSA NPRM model and is another 
contributing factor to the exaggerated vehicle technology cost projections during that timeframe 
since over-compliance means that automakers are putting on more technology than required, 
which increases technology cost. Since this over-compliance ends in MY 2024, it would not 
affect NHTSA’s technology cost projections for MY 2025 and later vehicles. 
 
 
 
 
 
 
 
 
 

                                                 
155 Later in this section, EDF presents a detailed rationale for why there is no historical precedent for 
overcompliance even when standards are not increasing. The likelihood of overcompliance when standards are 
increasing, as discussed in this section, is even less. 
156 83 FR 43070, Table II-30, shows 2017 Annual Energy Outlook gasoline price projections remaining below $3.00 
per gallon through 2028 and only slightly rising to $3.19 per gallon in 2035. 
157 EDF notes that NHTSA’s projection that the industry will over comply with the MY 2021 GHG standard by 15 
grams/mile (and by 11 grams/mile in MY 2022 and 6 grams/mile in MY 2023) is particularly bizarre, given that the 
agencies’ preferred alternative roll back would freeze the standards at MY 2020 levels and require no improvement 
whatsoever in MY 2021 or the following five years, let alone reflect the large improvements that would result from 
overcompliance. EDF also notes that NHTSA predicts a 3 grams/mile overcompliance for MY 2017, when it is 
common knowledge that the industry-wide fleet has under complied with the MY 2017 standards. 
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Table 6. Industry-Wide GHG Over-compliance Projections by the NHTSA NPRM Model 
for the Current Standards 

 
Model Year 

Projected Compliance 
– Projected Standards 

(grams/mile) 
2017 -3 
2018 -8 
2019 -11 
2020 -14 
2021 -15 
2022 -11 
2023 -5 
2024 0 
2025 +7 
2026 +3 
2027 +1 
2028 -1 
2029 -1 
2030 -1 
2031 -1 
2032 -1 

 
 

E. Specific Examples of Blatant Flaws and Biases in the NHTSA Model That 
Artificially Reduce Consumer Fuel Savings Projections 

 
In Table 2 above, we showed that the NHTSA NPRM model yields MY 2025 lifetime consumer 
fuel-savings projections, under the current Clean Car Standards, that are approximately 35 
percent less than recent NHTSA and EPA projections in 2016 and 2017. This section addresses 
two of the most important examples of flaws and biases that affect the NHTSA consumer fuel 
savings projections. 
 

1. Overcompliance with Proposed Roll Back Standards 
 
The NHTSA NPRM model not only predicts significant industry-wide overcompliance with the 
current Clean Car GHG Standards for several years, as discussed above, but also predicts 
ongoing overcompliance with the proposed preferred alternative 8-year GHG emissions rollback 
standards. EDF believes that the overcompliance with the current standards is also a consequence 
of the flawed Effective Cost metric discussed above, where the model assumes that 
manufacturers will adopt technologies that “pay for themselves” with fuel savings over the first 
30 months of a vehicle’s life. 
 
Again, there is no historical precedent whatsoever for the contention that the industry, as a 
whole, will over-comply with standards, particularly when gasoline prices are projected to be 
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relatively stable throughout the entire regulatory timeframe.158  Moreover, NHTSA’s projections 
that manufacturers will voluntarily exceed its proposed preferred alternative is entirely 
inconsistent with the agency’s determination that “maximum feasible” fuel economy standards 
should remain flat between 2021 and 2026. 
 
In the 2012 Final Rule establishing the MY 2017-2025 GHG and CAFE standards, EPA 
presented a detailed rationale for its assumption that there would be no decrease in fleetwide 
GHG emissions performance in the reference case fleet for MY 2017-2025 beyond the GHG 
emissions performance necessary to meet the MY 2016 standards.159  Key elements of the 
rationale were: 1) projections that gasoline prices would be relatively stable out to 2025, 2) 
historical evidence that during periods of stable gasoline prices and fuel economy standards, the 
only companies that typically over complied with fuel economy standards were those that 
produced primarily lighter vehicles that inherently over complied with the older, universal (one 
size fits all, non-footprint based) fuel economy standards that are no longer relevant, 3) that after 
meeting increasingly stringent footprint-based GHG and fuel economy standards for the five 
years from MY 2012-2016, it was likely that most major manufacturers would be constrained by 
the MY 2017-2025 standards and unlikely to voluntarily over comply, and 4) if there were 
individual manufacturer over-compliance, that manufacturer would likely generate credits that 
could be sold to other companies, and therefore not lead to fleetwide over-compliance. 
 
EPA’s rationale is even more relevant for the MY 2020-2030 timeframe for the following 
reasons: 1) current gasoline prices are lower than they were in October 2012 when the MY 2017-
2025 final rule was published, 2) Annual Energy Outlook 2017 projections for fuel prices in the 
MY 2020-2030 timeframe are relatively stable and approximately $1 per gallon lower than the 
Annual Energy Outlook 2012 Early Release projections which were used in the final rulemaking 
analysis for the MY 2017-2025 standards, 3) there have been several more years of increasingly 
stringent footprint-based GHG and fuel economy standards, so we have a more stringent 
“baseline” and manufacturers are even more constrained by future standards, and 4) due to the 
additional years of increasingly stringent standards, credits generated in the MY 2020-2030 
timeframe are likely to be even more valuable, and even more likely to be sold, than previously. 
For all these reasons, it seems unlikely that there would be any market-driven decrease in 
fleetwide GHG emissions performance (i.e., over-compliance) whatsoever in the MY 2020-2030 
timeframe.  
 
EDF calculated the annual NHTSA NPRM model industry-wide over-compliance under the 
preferred alternative roll back GHG standards and the values are shown in Table 7. Again, a 
negative value means that the actual industry-wide GHG compliance value is projected to be less 
than the industry-wide standard, which means that the industry would be “beating the standard” 
or over complying. A positive value means that the industry would be under complying with that 
year’s standard. 
 
Table 7 shows that, despite the lack of any historical precedent, the NHTSA NPRM model 
predicts significant industry-wide over-compliance under the preferred alternative roll back for 

                                                 
158 83 FR 43070, Table II-30, shows 2017 Annual Energy Outlook gasoline price projections remaining below $3.00 
per gallon through 2028 and only slightly rising to $3.19 per gallon in 2035. 
159 77 FR 62843-62844, October 15, 2012, and Regulatory Impact Analysis, pages 3-18 to 3-23. 
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many years. For the 12-year period from MY 2021-2032, NHTSA predicts consistent and 
widespread over-compliance, ranging from 4 grams/mile to 11 grams/mile. Over this 12-year 
period, the average overcompliance is 9 grams/mile or about 4 percent of the standards during 
that timeframe. For the MY 2027-2032 timeframe, this over-compliance accounts for 10-11 
grams/mile, or 15-20 percent of the total 65 grams/mile improvement required by the current 
standards at that time. 
 
This over-compliance under the preferred alternative roll back minimizes fuel consumption, CO2 
emissions, and criteria emissions increases under the roll back because the vehicles are assumed 
to have lower CO2 emissions and higher fuel economy than they would be required to achieve 
under the roll back standards. This in turn decreases the consumer fuel savings, CO2 emissions, 
and criteria emissions reductions under the current Clean Car Standards, which are calculated as 
incremental relative to those applied to the roll back. It also allows the preferred alternative roll 
back to be credited with some of the lower cost technologies that would otherwise be available 
under the current standards.  This large and indefensible projected over-compliance is yet 
another example of the unreasonable projections inherent in the NHTSA NPRM model. 
 
The combination of the NHTSA’s model’s over-compliance with the roll back standards, and the 
large reductions in aggregate vehicle miles travelled associated with NHTSA’s exaggerated 
rebound and erroneous scrappage modules under the roll back that are addressed elsewhere in 
our comments, are likely the primary causes of the 35 percent reduction in lifetime consumer 
fuel savings, for the current standards, from the NHTSA NPRM model compared to recent 
estimates by both NHTSA and EPA. This large underestimation of consumer fuel savings has a 
major effect on the overall cost-benefit analysis. 
 
Table 7. Industry-Wide GHG Over-compliance Projections by the NHTSA NPRM Model 

for the Roll Back 
 

Model Year 
Projected Compliance 
– Projected Standards 

(grams/mile) 
2017 -2 
2018 -2 
2019 -1 
2020 +1 
2021 -4 
2022 -7 
2023 -8 
2024 -9 
2025 -9 
2026 -9 
2027 -10 
2028 -10 
2029 -11 
2030 -10 
2031 -10 
2032 -11 
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2. Vehicle Miles Traveled Assumptions 

 
Vehicle miles traveled (VMT) assumptions are critical to any model making emissions and fuel 
consumption projections, of course, as emissions and fuel savings from more stringent standards 
depend directly on how many miles vehicles are assumed to travel per year and over the typical 
vehicle’s lifetime. 
 
NHTSA made a major change in its VMT assumptions in its NPRM analysis of the current 
standards as shown in Table 8.160 
 

Table 8. Change in NHTSA’s Survival-Weighted Lifetime VMT in NPRM vs Previous 
Analysis 

Vehicle Body Style Previous NHTSA Current NHTSA 
NPRM 

Change 

Car 179,399 miles 142,119 miles -37,280 miles = -20.8% 
Van 196,725 miles 155,115 miles -41,610 miles = -21.2% 
SUV 193,115 miles 155,115 miles -38,000 miles = -19.7% 

Pickup 188,634 miles 157,991 miles -30,643 miles = -16.2% 
 
Table 8 shows that NHTSA reduced its survival-weighted lifetime VMT by 30,000 to 42,000 
miles across various vehicle body types, or by between 16 percent to 21 percent, compared to its 
assumptions in previous analyses.  Previously, NHTSA had relied on owner-reported data from 
the National Household Travel Survey, which is carried out by the Department of 
Transportation’s Federal Highway Administration, considered to be the authoritative source on 
the travel behavior of the American public, and whose data is fully transparent and accessible to 
all researchers. In the NPRM, NHTSA changed from National Household Travel Survey data to 
proprietary data from Polk. NHTSA did not describe the Polk data or how it processed the data. 
Accordingly, it is impossible to compare the Polk approach to the transparent data available from 
the National Household Travel Survey. 
 
The most straightforward way to evaluate the accuracy of NHTSA’s approach is to compare the 
NHTSA model projections for nationwide light-duty VMT under the current standards to those 
from formal federal government estimates for recent calendar years. NHTSA entirely failed to do 
this in the NPRM. EDF makes this comparison in Table 9. 
 
Table 9. Comparison of Nationwide Light-Duty VMT Estimates from the NHTSA Model, 

EIA/AEO, and FHWA 
(billions of miles) 

Calendar Year NHTSA NPRM Model 2018 EIA/AEO FHWA 
2016 2224 2747 2850 
2017 2295 2794 NA 

 
Table 9 shows that the NHTSA NPRM model significantly underestimates total light-duty 
vehicle VMT relative to the federal government’s two primary sources of VMT data. For 2016, 

                                                 
160 Preliminary Regulatory Impact Analysis, July 2018, Section 8.9.1.1 page 973. 
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NHTSA’s total light-duty VMT projection is over 500 billion miles less than the estimate in the 
2018 Energy Information Administration (EIA) Annual Energy Outlook (AEO), or 19 percent 
low. NHTSA’s 2016 projection is over 600 billion miles, or 22 percent, low relative to the 
Federal Highway Administration’s light-duty VMT estimate. For 2017, NHTSA’s estimate is 
500 billion miles, or 18 percent, below the EIA/AEO estimate. The utter failure of the NHTSA 
NPRM model to even come close to accurately reflecting past and current nationwide VMT 
levels demonstrates that it cannot be depended upon for predictions a decade or two into the 
future. 
 

F. EDF-Modified Cost/Benefit Runs with NHTSA’s NPRM Model Show That 
the Roll Back Yields Net Societal Costs 

 
NHTSA’s NPRM model projection that the preferred alternative Clean Car Standards rollback 
beginning in MY 2021 would yield net benefits of approximately $200 billion was a 180-degree 
reversal from all previous NHTSA and EPA estimates. Every estimate made by both NHTSA 
and EPA in various rulemakings and technical assessments from 2012 through 2017 had come to 
the opposite conclusion—that the Clean Car Standards would produce large net benefits and 
therefore rolling them back would yield large net costs to society. As shown in Table 3 above, 
even as recently as 2016 and 2017, the two agencies had performed three separate analyses that 
projected that the MY 2022-2025 CAFE and GHG standards would yield net benefits (and 
therefore that rolling them back would yield net costs) of approximately $100 billion. 
 
Accordingly, the current NHTSA projection reflects a stunning $300 billion reversal relative to 
the NHTSA and EPA analyses in 2016 and 2017. This massive change in NHTSA’s bottom-line 
modeling output is only possible because NHTSA made a large number of fundamental changes 
in its modeling design and assumptions, and because nearly every change that NHTSA made has 
had the same directional impact of skewing the results to minimize the benefits and exaggerate 
the costs of the current standards and to exaggerate the benefits and minimize the costs of the 
proposed roll back. It is also relevant to note that NHTSA does not claim that the individual 
technologies that it expects automakers to adopt to meet the current standards are much more 
expensive or much less effective than it did in its previous analyses. Rather, the massive shift in 
costs and benefits in NHTSA’s NPRM are primarily due to model design features and 
assumptions that are completely unrelated to individual technology cost and effectiveness 
assumptions.  
 
Building on the analysis and critique throughout our comments of NHTSA’s biased and 
nonsensical assumptions and model design features, in this section we discuss two modified 
modeling scenarios that EDF developed and ran with the NHTSA NPRM model for its MY 
1977-2029 GHG analysis to generate more defensible costs and benefits projections for the 
preferred alternative Clean Car Standards roll back.  
 
The two EDF runs retain several key experimental and questionable changes that NHTSA made 
to the NPRM model161: 

                                                 
161 By retaining several of these experimental features, each of which is of questionable merit, the EDF-modified 
runs should be considered conservative. See Appendix A for more discussion of these issues. 
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● The Sales module, which is a major departure from previous NHTSA analyses, and 
which projects that new vehicle sales will rise under the roll back 

● The Fleet Share module, which projects that new car market share will increase, and new 
truck share will decrease, under the roll back, which is a major departure from previous 
NHTSA analyses 

● Lifetime VMT per vehicle, which yields aggregate national VMT levels in the near term 
that are well below formal federal government estimates by EIA/AEO and FHWA, which 
was a major change from previous NHTSA analyses 

● Many internal inconsistencies associated with assumptions about the relative importance 
of changes in vehicle prices and changes in fuel costs/savings in affecting consumer 
behavior with respect to new vehicle sales, car/truck market share, and rebound VMT 

● Gasoline price projections, which are 40-50 cents per gallon low for 2018, do not reach 
the October 2018 price of $2.85 per gallon until 2023,162 do not approach $3 per gallon 
until 2029, and reach a maximum of $3.46 in 2050 

 
The two EDF runs involve the following changes in the NHTSA NPRM model163: 

● Rebound is reduced from 20 percent to 10 percent 
● Scrappage is changed from NHTSA’s absurd approach (which assumes that used car 

drivers significantly reduce VMT under the roll back far beyond the small decrease 
necessary to offset higher VMT due to slightly higher new vehicle sales)  to the EDF 
VMT Neutral Through MY 2029 approach (which reduces used car VMT under the roll 
back by the precise amount needed to offset higher VMT due to slightly higher new 
vehicle sales) 

● Overcompliance is eliminated under both the current standards and roll back scenarios 
● Mass reduction is changed to the NHTSA 2016 TAR approach 
● The monetized per ton values for CO2, methane, and nitrous oxide emissions savings 

were increased, based on values from the Interagency Working Group of the Social Cost 
of Carbon164; for CO2 we used values of $50 per metric ton (up to 2020) to $71  per 
metric ton (2040 and later) 

● All incremental gasoline/oil consumption is assumed to be from domestic sources 
consistent with recent trends of decreasing oil imports and negligible gasoline imports 

 
Both EDF runs use the same assumptions and model design features above but differ in one 
important respect—the first EDF run uses NHTSA’s extremely high NPRM vehicle technology 
costs discussed above, while the second EDF run assumes a 50% reduction in NHTSA’s NPRM 
vehicle technology costs, still a conservatively high value but far more consistent with previous 
projections by NHTSA and EPA over the previous eight years as shown in Table 1 above. 
 

                                                 
162 AAA, October Is Finally Falling Into Cheaper Gas Prices (October 22, 2018), available at 
https://gasprices.aaa.com/october-is-finally-falling-into-cheaper-gas-prices/.  
163 See Rykowski Report for more details on the changes that were made for the EDF runs summarized here. 
164 IWG, Technical Support Document: Social Cost of Carbon for Regulatory Impact Analysis Under Executive 
Order 12866 (2010) , available at https://obamawhitehouse.archives.gov/sites/default/files/omb/inforeg/ 
foragencies/Social-Cost-of-Carbon-for-RIA.pdf.  



 

79 
 

Table 10 shows the societal costs and benefits projections from the NHTSA NPRM model for 
the roll back, relative to the current standards baseline, using the MY 1977-2029 GHG analysis 
for three runs: the base run that NHTSA summarizes in Preamble Table VII-51 and the two 
EDF-modified runs described above.  For ease of comparison, Table 10 shows the same rows 
that NHTSA shows in Preamble Table VII-51, though to aid the reader we have reorganized the 
rows to group the benefit rows at the top of Table 10 and the cost rows at the bottom of the table. 
All individual costs and benefits are shown as positive values. Net benefits are simply total 
benefits minus total costs. The bottom row of Table 10 shows net benefits, where a positive 
value means that the roll back is projected to yield net societal benefits, while a negative value 
indicates that the roll back is projected to yield net societal costs. 
 
The second column in Table 10 simply reports the values from NHTSA’s NPRM model run as 
shown in Preamble Table VII-51 (and summarized in the Preamble overview as well). NHTSA 
projects net benefits for the preferred alternative roll back of $201 billion. 
 
The third column in Table 10 reflects the EDF-modified run with the 100% NHTSA vehicle 
technology costs and the other changes described above. The results are dramatically different 
and demonstrate the great sensitivity of the NHTSA NPRM model results to the experimental 
input assumptions and model design features that NHTSA adopted in the NPRM. Even using 
NHTSA’s inflated vehicle technology costs, the preferred alternative roll back yields net societal 
costs of $139-192 billion, reflecting a change of $300-400 billion relative to NHTSA’s base run. 
 
The projected benefits and costs under the roll back for the first EDF run are very different for 
nearly every row in Table 10. The most important change is that the monetized non-rebound 
fatality and non-fatal crash rows move from a large benefit in the NHTSA NPRM run ($118 
billion) to a small cost in the EDF run ($11 billion), i.e., with a much improved scrappage 
module and a better mass reduction approach, there are slightly more non-rebound fatalities and 
crashes under the roll back. Another big change is that the costs associated with higher fuel 
consumption for the first EDF run are over $100 billion higher. This is due to several factors 
acting in concert:  more realistic VMT assumptions for both rebound and scrappage, and less 
over-compliance under the roll back scenario. A third major change is that the CO2 damages 
costs are over $60 billion higher based on better social cost of carbon estimates, better rebound 
and scrappage assumptions, and the elimination of over-compliance with the roll back standards. 
Non-GHG emissions costs are also much higher than projected by NHTSA, and based on many 
factors: better VMT assumptions due to rebound and scrappage, the elimination of over-
compliance under the roll back standards, and the assumption that all oil exploration, drilling, 
and refining would be domestic and therefore the emissions impacts would accrue in the U.S. 
Finally, the congestion and noise benefits are about $50 billion lower, due to the decreased VMT 
changes due to more defensible rebound and scrappage approaches.  
 
The final column in Table 10 shows the results of the second EDF-modified run using 
technology costs equal to 50% percent of the values used by NHTSA. The technology benefits 
row under the roll back is 50 percent lower than under the first EDF-modified run, of course, but 
all the other rows are the same as under the first EDF run. Here, the roll back would have net 
societal costs of $277-330 billion, or a net change of about $500 billion relative to the NHTSA 
NPRM base run. 
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Table 10 shows that the NHTSA cost/benefit analysis is extremely sensitive to the experimental 
model design features and assumptions that NHTSA adopted for the first time in the NPRM, 
with bottom line values for the NHTSA and EDF runs that differ by as much as $300-500 billion. 
Simply by correcting the most egregious and systematic errors and biases (most notably 
scrappage and over-compliance, but also rebound, mass reduction, social cost of carbon, and 
oil/gasoline sourcing assumptions), Table 10 shows that the preferred alternative roll back would 
lead to large net societal costs as high as $330 billion, rather than the net societal benefits that 
NHTSA claims with its indefensible assumptions. This fact demonstrates that NHTSA’s model 
and assumptions are both fundamentally flawed.  The agency must fix these flaws, revise the 
model, re-do its analysis, and re-propose the rule for public comment. 
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Table 10. The Proposed Roll Back Yields Net Societal Costs with EDF-Modified 

Assumptions165 
(billions of dollars, MY 1977-2029 GHG analysis, 3 percent discount rate) 

 NHTSA EDF 
   

Technology Cost Assumption 100% 
NHTSA 

100% NHTSA 50% NHTSA 

    
Technology Costs (benefits under roll back) 260 275 137 

Rebound Fatality 48 22 22 
Rebound Non-Fatal Crash 75 35 35 

Non-Rebound Fatality 46 -- -- 
Non-Rebound Non-Fatal Crash 72 -- -- 

Congestion and Noise 63 12 12 
    

Total Benefits 564 344 206 
    

Pre-Tax Fuel Savings (costs under roll 
back) 

144 258 258 

Offsetting Rebound Fatality 48 22 22 
Offsetting Rebound Non-Fatal Crash 75 35 35 

Non-Rebound Fatality -- 4 4 
Non-Rebound Non-Fatal Crash -- 7 7 

Mobility 70 32 32 
Refueling 9 14 14 

Energy Security 12 0.1 0.1 
CO2 5 68 68 

Other Pollutants (including mortality) 1 43 to 96 43 to 96 
    

Total Costs 364 483-536 483-536 
    
Net Benefits +201 -139 to -192 -277 to -330 

 
 

G. EPA’s Failure to Use its Own OMEGA Modeling Tool to Inform the NPRM 
is Arbitrary and Capricious 

 
This section has documented the numerous fundamental flaws and biases in the agencies’ NPRM 
model that lead to unreasonable, nonsensical, and arbitrary results. The EPA OMEGA166 model 
was created to allow EPA to properly carry out its statutory obligations under the Clean Air Act 
and is far superior to the NHTSA model in aiding the development of emission standards that 
                                                 
165 Note that the values in Table 10 evaluate the proposed preferred alternative roll back relative to the current Clean 
Car Standards baseline currently on the books. The same values can be used in the “other direction” to evaluate the 
impact of the current Clean Car Standards relative to a flat GHG baseline, by simply converting Table 10 costs to 
benefits, and Table 10 benefits to costs, i.e., for the current standards, NHTSA projects net societal costs while the 
EDF-modified runs project net societal benefits. 
166 Optimization Model for reducing Emissions of Greenhouse gases from Automobiles (OMEGA). 
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meet EPA’s statutory mandate.167 For example, OMEGA has a much better technology cost 
optimization algorithm based on true technology cost effectiveness, it places far fewer 
constraints on the ability of automakers to make rational economic decisions with respect to 
technology adoption and credit usage, and it uses data and science to inform more realistic 
assumptions about VMT and mass reduction approaches. EPA used the OMEGA model in the 
2010 rulemaking for the MY 2012-2016 standards, the 2012 rulemaking for the MY 2017-2025 
standards, and in the Midterm Evaluation. OMEGA has also been extensively peer reviewed, 
while many elements of NHTSA’s NPRM model do not appear to have been peer reviewed. Yet, 
it is clear from both the NPRM Preamble and the Preliminary Regulatory Impact Analysis that 
the agencies totally ignored EPA’s OMEGA model during the development of the NPRM. 
 
EDF and others have tried to obtain access to the current OMEGA model so that the public could 
have access to a crucial tool for understanding the feasibility, costs, and benefits associated with 
the current Clean Car Standards and regulatory proposals. Unfortunately, EDF and our 
colleagues have been completely rebuffed in our efforts. On March 20, 2018, EDF, the Natural 
Resources Defense Council (NRDC), the Safe Climate Campaign, and the Union of Concerned 
Scientists (UCS) submitted a letter to EPA requesting that the agency make publicly available a 
range of materials relating to the OMEGA model. No response was received. On July 25, 2018, 
EDF and NRDC submitted a Freedom of Information Act (FOIA) request to EPA for these same 
OMEGA materials. The statutory deadline passed without any materials being provided. On 
September 20, 2018, EDF, NRDC, Safe Climate Campaign, and UCS submitted an updated 
version of their March 2018 letter to EPA, but this letter has also been ignored. 
 
It is known that EPA technical staff have continued to use the OMEGA model for internal 
technical analyses, as several documents authored by EPA technical staff are in the EPA docket 
for this rulemaking.168 In a presentation by EPA technical staff on April 16, 2018 to the Office 
and Management and Budget, as part of the interagency review of the draft NPRM, EPA staff 
made several critical points that echo our own criticisms169: 
 

● “significant and fundamental flaws in CAFE model (both the CAFE version and the 
GHG version)” 

● “Because of the disconnect with the vehicle sales projections, the use of the scrappage 
model causes an inappropriate increase in the fatalities impact of the Augural standards, 
and an inappropriate underestimation of the fuel savings and emissions benefits” 

● “This sustained and significant over-compliance projected by the CAFE model implies 
that the industry will not make use of the larger quantity of banked credits, or year-to-
year credit transfer provisions” 

● “Overestimation of GHG standards cost. CAFE model is forcing combinations of 
technologies that are highly cost-ineffective” 

                                                 
167 See Joint Environmental Comments for a more detailed discussion of the inadequacy of the Volpe model in 
developing standards consistent with EPA’s statutory mandate. 
168 See, e.g., E.O. 12866 Review Materials, File: “Email 5 - Email from William Charmley to Chandana Achanta - 
June 18, 2018,” at 113 (June 18, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453.  
169 Ibid. 
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● EPA ran the NHTSA model for GHG with corrections for some of its most egregious 
errors, and found that the modified NHTSA model yielded a MY 2025 vehicle 
technology cost projection of $1,259; EPA also ran its updated OMEGA model which 
yielded a MY 2025 vehicle technology cost projection of $935 

The failure to provide the public with the OMEGA model or any explanation for why the agency 
has refused to use its own high-quality modeling tool to inform its regulatory proposal is 
arbitrary and unlawful. 

 

IV. Additional factors further confirm the conclusion that the standards are achievable 
and appropriate. 

 

A. EPA’s existing, well-documented findings on consumer behavior support the 
appropriateness of MY2022-2025 standards 

 
EPA comprehensively addressed relevant issues relating to consumer acceptance of fuel 
economy and GHG reduction technologies in the Draft Technical Assessment Report, Proposed 
Determination, and January 2017 Final Determination.  The issues addressed include effects of 
the standards on vehicle sales, consumer response to the standards, impacts of the standards on 
vehicle affordability, and evidence — or lack thereof — of adverse effects on consumer welfare.   
 
As EPA recognized, its standards lead to substantial savings for consumers. Just one of the 
compelling findings with respect to consumer benefits was that families that purchase a new 
vehicle in 2025 are expected to save a net $1,650 over the lifetime of that vehicle compared to a 
vehicle just 3 years older—and possibly much more.170 Families purchasing on credit would 
expect to see immediate payback: the increased load cost attributable to control technologies 
would be more than offset in the first year by fuel savings.171 
 
Meanwhile, the agency concluded in its Proposed Determination that there is “little, if any, 
evidence that consumers have experienced adverse effects from the standards.”172  Likewise, the 
agency did not find “any evidence that the technologies used to meet the standards have imposed 
‘hidden costs’ in the form of adverse effects on other vehicle attributes.”173  Nor did EPA 
identify “significant effects on vehicle affordability.”174  Given the ten years of lead-time 
provided to achieve the MY 2022-2025 standards, EPA reasoned in its initial Final 
Determination “that any effects of the standards on the vehicle market will be small relative to 

                                                 
170 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation, at E-6 (Nov. 2016) (“Proposed 
Determination”), https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3DO.pdf.  
171 Proposed Determination at E-6. 
172 Proposed Determination at 27. 
173 Proposed Determination at A-27. 
174 Proposed Determination at 28. 
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market responses to broader macroeconomic conditions.”175 As with all other aspects of the 2018 
NPRM, there is no evidence that there have been any changes in facts or circumstances that 
would justify such a change of position.   

 
Reasoned decision making requires that EPA acknowledge and comprehensively take into 
account and discuss its existing, well-documented and reasoned findings regarding consumer 
acceptance, in which case it should reach the conclusion that there is no evidence on this issue 
that would justify flat-lining the federal standards at MY 2020 levels.   
 

i. EPA standards save consumers money 
 
Strong fuel economy and GHG standards for passenger cars benefit consumers by saving them 
money at the pump. David Greene has estimated that fuel economy improvements from 1975 to 
2015 have saved 1.5 trillion gallons of gasoline and roughly $3.8 trillion (in 2015 dollars) in fuel 
costs.176 Because of the savings, consumers are demanding more efficient models and 
automakers are delivering them. And more efficient models in the new car market leads to more 
efficient options in the used car market, helping low-income families save money on fuel as well. 

The current light-duty vehicle standards are already saving consumers money at the pump. For 
example, each F-150 bought in 2015 uses about 180 fewer gallons of gas a year than prior 
models, and will save its owner eight trips to the gas station and $300 to $700 per year, 
depending on the price of fuel.177 The Consumer Federation of America has estimated that in 
2018, consumers are saving on average over $200 a year on fuel compared to 2011, the year 
before the current standards were implemented.”178 

And the current MY 2022-2025 standards will provide even greater savings – allowing families 
who purchase a new vehicle in 2025 to save a net $1,650 over the lifetime of that vehicle 
compared to a vehicle just 3 years older.179 Further, the savings could double depending on 
future oil prices. The Consumer Federation of America estimates that under the current 
standards, consumers buying a new vehicle in 2025 would save $295 more in fuel costs than 

                                                 
175 EPA, Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse 
Gas Emissions Standards under the Midterm Evaluation, at 25 (Jan. 2017) (“initial Final Determination”), 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf; see also Proposed Determination at 51-52.   
176 David Greene, A Trillion Gallons of Gasoline, The University of Tennessee Howard H. Baker Jr. Center for 
Public Policy, (Aug. 2017), at 3, http://bakercenter.utk.edu/wp-content/uploads/2017/08/OnPoint-5-2017.pdf.  
177 BlueGreen Alliance, Combating Climate Change 426,000 Pickup Trucks At a Time, (June 2016), 
https://www.bluegreenalliance.org/resources/combating-climate-change-426000-pickup-trucks-at-a-time/. 
178 Consumer Federation of America, At-Risk MPG Standards Could Cost Future Labor Day Travelers (Aug. 28, 
2018), https://consumerfed.org/press_release/at-risk-mpg-standards-could-cost-future-labor-day-travelers/ 
179 Proposed Determination at E-6. 
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consumers buying a vehicle under the proposed rollback.180 

A recent study by MJ Bradley and Associates found that the MY 2025 standards would save the 
average U.S. family $85 per year for every 50-cent-per-gallon increase in gas prices.181 The 
study indicates that the current MY 2025 standards would increase lifetime savings by $2,800 
compared to a flatline at MY 2020 levels if oil prices stayed at their current level.182 It also 
suggests that if prices increase, the lifetime savings for a car meeting the existing MY 2025 
standards could be up to $5,000 compared to the MY 2020 standards. 

These savings are particularly significant for families living in states where the state median 
income is below the national median, but the average miles driven are above the national 
average. The MJ Bradley report highlights eight states with below median incomes where 
families can expect higher than average savings; families in Mississippi can expect to save nearly 
twice as much as the average U.S. family from the 2025 standards.183 

And the nearly 86 percent of Americans who finance their vehicles with a 5-year loan are 
expected to realize cost savings within the first year.184 Over the life of the entire Clean Car 
program, the fuel cost savings to American families and businesses will add up to over a trillion 
dollars,185 which is more than double the funds injected into the economy by the American 
Recovery and Reinvestment Act (aka, the stimulus package).186 With the benefit of reduced fuel 
costs, businesses can invest more money and create jobs in local communities. 

Because of these fuel cost savings, consumers continue to rate fuel economy as one of their top 
criteria when shopping for a new car187 – 81 percent said they support the Clean Car standards.188 
And consumers have more choices in fuel-efficient models across the fleet today (see Figure 1 
below). There are more than twice as many SUV models that achieve 25 mpg or more in MY 
2016 than there were in MY 2011. The number of car models where at least one variant has a 

                                                 
180 Consumer Federation of America, At-Risk MPG Standards Could Cost Future Labor Day Travelers (Aug. 28, 
2018), https://consumerfed.org/press_release/at-risk-mpg-standards-could-cost-future-labor-day-travelers.  
181 MJ Bradley and Associates, Clean Car Roll-back: Estimated Costs for American Families if U.S. Climate 
Pollution and Fuel Economy Standards Are Relaxed, at 4 (July 20, 2018), 
https://www.edf.org/sites/default/files/MJ_Bradley_Clean_Cars_rollback_report.pdf.  
182 Id. at 2. 
183 Id. at 8.  
184 Proposed Determination at E-6. 
185 EPA Regulatory Announcement.  
186 Congressional Budget Office, Estimated Impact of the American Recovery and Reinvestment Act on 
Employment and Economic Output from October 2011 Through December 2011 (Feb. 2012), 
http://www.cbo.gov/sites/default/files/cbofiles/attachments/02-22-ARRA.pdf.   
187 Despite Cheap Gas, Fuel Efficiency Still a Primary Concern, JD Power (Jan. 14, 2015) available at 
http://www.jdpower.com/press-releases/2015-us-avoider-study.  
188 Jack Gillis et al., Automakers Are on the Road to Meeting Fuel Efficiency Standards: An Analysis of Automaker 
Progress in Meeting 2025 Fuel Efficiency Requirements and A Look At Consumer Attitudes Towards Fuel 
Efficiency, Consumer Federation of America (April 25, 2016), http://consumerfed.org/wp-
content/uploads/2016/04/2016-Fuel-Economy-Report-April-25-2016.pdf. 
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combined city/highway label fuel economy of at least 30 mpg has grown from 39 models in MY 
2011 to more than 70 models in MY 2016. There are 18 MY 2016 pickup and minivan/van 
models for which at least one variant of the model has a combined city/highway label fuel 
economy rating of 20 mpg or more.189   

 
Figure 1 

 
Source: EPA’s Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel 
Economy Trends: 1975 – 2015 
 

 
ii. No reliable evidence demonstrates a negative impact on consumer 

choice 
 
In its initial Midterm Evaluation, EPA convincingly showed that there is at present no reliable 
way to quantify the effect of the standards on vehicle sales. EPA engaged in a comprehensive 
literature search of all existing efforts to develop reliable consumer choice models that could 
yield quantitative predictions with adequate validity for use in policy making and found that 
there were no such models.190  This finding is consistent with the NAS (2015) finding that the 
role of fuel economy on consumer purchasing decisions is “unresolved.”191   
 

                                                 
189 EPA, Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975–2015 
(Dec. 2015) (“EPA 2015 Trends Report”), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OEOE.PDF?Dockey=P100OEOE.PDF.  
190 Automakers have been trying to develop such reliable predictive tools without success. See Proposed 
Determination at A-47 (summarizing comments of the Alliance that industry had tried and failed for a century to 
develop reliable quantitative consumer choice models). EPA’s own efforts to develop such a model were likewise 
unsuccessful.  Draft TAR at 6-4 to 6-5.  
191 EPA, Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation: Response to Comments, at 126 (Jan. 2017) 
(“Final Determination RTC”), https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf (citing National 
Research Council, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-Duty Vehicles, 
National Academy of Sciences (2015)).    
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EPA also comprehensively analyzed the willingness-to-pay literature and found that estimates of 
willingness-to-pay for both fuel economy and performance are so varied (by over five orders of 
magnitude in the literature) as to preclude the drawing of reliable, quantifiable conclusions.192  
EPA’s March 2017 presentation of this analysis continued to conclude that the results vary 
widely even within studies — raising the issue of robustness of the stated willingness-to-pay 
values, and further suggesting a lack of robustness in the models used to generate the values.193 

 
EPA previously found no evidence of consumer acceptance issues for conventional, non-
electrified technologies, which form the overwhelming majority of the compliance path posited 
convincingly by EPA for the MY 2022-2025 standards.194  There also is evidence of increased 
consumer acceptance of electrification based strategies (strong hybrid, PHEV, and BEV 
vehicles).195 Moreover, the flood of announcements from major manufacturers — including Ford 
and GM — of plans to electrify either some or all of their light-duty fleets strongly suggests that 
manufacturers believe there will be broad consumer acceptance of the technology, and do not 
view the technology as generating consumer resistance.196 
 
EPA concluded that there is no evidence that the current standards have had a negative impact on 
light-duty vehicle sales.197  This is consistent with market trends—where industry has 
experienced strong sales since 2009.198 In addition, new vehicle prices have remained flat in 
recent years after adjusting for inflation and quality.199 Because the record shows no evidence of 
any impediment to sales, EPA reasonably concluded in its initial Final Determination that there 
was no reliable way to make reasoned quantitative estimates of the effect of the standards on 
fleet turnover.200   
 
Previous commenters during the Mid-Term Evaluation suggested that the “energy paradox” or 
“efficiency gap”— consumers’ failure to adopt efficiency technologies notwithstanding these 
technologies’ net financial benefits—must mean that there are some hidden costs preventing 

                                                 
192 See Proposed Determination App. A at A-51; EPA, Proposed Determination on the Appropriateness of the Model 
Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation: 
Technical Support Document, at 4-16 (Nov. 2016) (“Proposed Determination TSD”), 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf.  
193 David Greene et al., Presentation: Consumer Willingness to Pay for Vehicle Characteristics: What Do We Know? 
(Mar. 16, 2017), 
https://benefitcostanalysis.org/sites/default/files/public/C3.1%20Helfand%20et%20al%20WTP%20for%20veh%20c
har%2020170323.pdf.   
194 Draft TAR at 6-13; Proposed Determination at A-56.   
195 Proposed Determination, App. A at A-63 to A-65. 
196 For example see GM, Ford Pledge 33 new models, Electric Vehicles, GREENWIRE (Oct. 3, 2017), 
https://www.eenews.net/greenwire/stories/1060062413/feed.  
197 Proposed Determination App. A at A-27. 
198 Ahiza Garcia, Car sales set another U.S. record, CNN (Jan. 4, 2017), 
https://money.cnn.com/2017/01/04/news/companies/car-sales-2016/index.html. 
199 Final Determination RTC at 136.  
200 Final Determination RTC at 137. 
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adoption that EPA failed to account for.  But there are multiple potential reasons for the energy 
paradox that do not require hypothesizing an unidentified hidden, countervailing cost, as EPA 
has reasonably noted.  These reasons include, on the consumer side: lack of adequate information 
necessary to estimate the value of future fuel savings; mistaken valuation or uncertainty in 
calculating future fuel savings; a focus on attributes conveying visible status rather than invisible 
efficiency; and (pre-standards), a lack of available fuel efficient options among vehicles (like 
SUVs) having other desirable attributes.201  On the producer side, reasons for the efficiency gap 
include hesitation to be a first mover in investing in a new technology; the related desire of 
manufacturers to wait until a technology is further along the learning curve; and another related 
desire of manufacturers to work on the same technologies at the same time to benefit from 
arising research synergies.202   
 
The record again reflects the copious, reasoned consideration EPA has already given the issue of 
consumer welfare. The agency previously concluded that it had found no evidence of a so-called 
hidden cost to the standards.203  It is clear that consumers value fuel economy, although estimates 
of how much vary widely.204  The NAS reached the same conclusion that the range of potential 
values for consumer willingness to pay for fuel economy is so varied as to preclude easy 
generalizations as to how much.205  EPA previously included in its cost estimates the cost of 
holding all vehicle attributes, including performance, constant in the presence of the added GHG 
reduction technologies.206  Beyond this already accounted for cost, there is no credible evidence 
that the current standards have had, or will have, an adverse effect on other vehicle attributes.207   
 
Recent research by the Consumer Federation of America indicates that buyers of SUVs, 
crossovers, and pickup trucks may prefer more fuel-efficient vehicles.208 From 2011 to 2017 
there was a 70% increase in sales of SUVs, pickups, and crossovers that had a 15% or more 
increase in MPG. During that same time period there was only a 50% increase in sales of the 
same vehicles with a less than 15% increase in MPG.209 A particularly strong example is the 
Nissan Pathfinder, which saw a 224% annual sales increase when it increased its efficiency by 4 

                                                 
201 Draft TAR at 6-6; 77 Fed. Reg. at 62,914. 
202 Draft TAR at 6-7. As noted below, one benefit of the standards is to eliminate these producer-side issues. 
203 Final Determination RTC at 127. 
204 Final Determination RTC at 124.   
205 See Final Determination RTC at 126; NAS (2015) at 318.   
206 Final Determination RTC at 129; Proposed Determination App. A at A-49 and A-50. 
207 Proposed Determination App. A section B.1.4.  
208 Press Release: SUVs, Crossovers and Pickups with High MPG Percent Increases Sell Better, Consumer 
Federation of America (Aug. 15, 2018), https://consumerfed.org/press_release/suvs-crossovers-and-pickups-with-
high-mpg-percent-increases-sell-better.  
209 Id.  



 

89 
 

MPG from 2011 to 2017.210  This correlation suggests that improvements in efficiency will lead 
to increased sales.211  
 
Most importantly—as discussed above—fuel savings far exceed increased expenditures for the 
emission control technology, so there is a direct, positive welfare benefit to consumers of new 
light duty vehicles. 
 

iii. The vehicle standards have no discernable negative effect on vehicle 
affordability 

  
In the original Midterm Evaluation, EPA closely examined the impacts of the standards on 
vehicle affordability.  EPA found, with ample record support, that the standards did not have 
discernible negative impacts on lower-income households or on the used vehicle market, did not 
limit access to credit, and had not decreased availability of low-priced vehicles.212  In particular, 
lower-income households are more affected by prices of used rather than new vehicles, and, 
although any effect of the standards on used vehicle prices is swamped by macro-economic 
factors, the payback period for price increases reflecting GHG emission reduction technology is 
less than for new vehicles given the depreciated price of a used vehicle but the constant 
performance of the emission reduction technology.213  In addition, used car market prices have 
remained flat.214  Consumer loans for new vehicles remain widely available, and importantly, if 
consumers were to buy a new vehicle with standard five-year financing, the payback period 
would be less than one year.215  

 
Strong fuel economy and GHG standards indeed provide a strong co-benefit to used-vehicle 
purchasers by providing them with more efficient choices. When fuel prices become suppressed, 
new vehicle purchases can skew towards less efficient vehicles, and when fuel prices are high 
they tend to purchase relatively more fuel-efficient vehicles. This pattern has important 
consequences for the used vehicle market, where the supply of each model and vintage is largely 
determined by the past choices of new-vehicle purchasers, and the supply of a particular used 
vehicle model is essentially inelastic. That is, the choices of today’s new-vehicle purchasers will 
determine which vehicles are available to tomorrow’s used vehicle purchasers, and determine the 
fuel economy of the fleet for many years after the original purchase date. Strong fuel economy 
and GHG standards lead automakers to offer more diverse sets of products, including more 

                                                 
210 Id.  
211 See, e.g., id. (quoting Jack Gillis, Executive Director for the Consumer Federation of America  “Clearly, the more 
improvement in MPG, the better the sales.”).  
212 See generally Proposed Determination TSD at sec. 4.3.3. 
213 Proposed Determination TSD at 4-49 and 4-47; Proposed Determination, App. A at A-79. 
214 Proposed Determination TSD at Fig. 4-26. 
215 Proposed Determination TSD at 4-50. 
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efficient models,216 which will have the co-benefit of increasing the supply of fuel-efficient used 
vehicles available for purchase. To the extent that low-income consumers are more likely to 
purchase a used vehicle, more efficient used vehicle choices will help save low-income families 
more money at the pump. 
 

iv. EPA fully accounted for vehicle performance 
  
Previous commenters on the Clean Car standards argued that there was a specific hidden 
consumer welfare cost to the standards in the form of decreased performance. Notwithstanding 
that EPA already estimated the cost of holding performance in its cost estimates for the current 
MY 2022-2025 standards,217 this argument contends that there would be still more performance 
added but for the standards, and that this lost performance is a consumer welfare loss not 
accounted for in the agency’s cost estimates.  The asserted engineering basis for this argument is 
that there is a necessary tradeoff between fuel economy/GHG emission reduction and 
performance (acceleration in particular).  Some commenters supported their arguments by 
pointing to consumer willingness to pay studies, maintaining that these studies show a greater 
willingness of consumers to pay for increased performance than for fuel economy, confirming a 
hidden cost to the standards not reflected in EPA’s cost estimates. 
 
The record convincingly refutes these arguments.  Most particularly, the historic tradeoff 
between performance and fuel economy is far less likely to hold for advanced technology 
engines.218  EPA concluded in its Proposed Determination that “the assumption in the previous 
research that the tradeoffs among acceleration, fuel economy, and weight are constant does not 
appear to accurately represent the new technologies, and in fact may substantially overestimate 
the magnitude of the performance-fuel economy tradeoff.”219  Thus, “fuel economy and other 
vehicle attributes are not mutually exclusive, so there is no necessary tradeoff between fuel 
economy and other vehicle attributes.”220  And EPA previously included the cost of preserving 
both.221  The studies previously submitted to the record purporting to show a hidden cost of 
foregone increased performance reflected older engine technologies, and so failed to account for 
these highly relevant technology distinctions.222   

                                                 
216 Meghan R. Busse et. al., Who is Exposed to Gas Prices? How Gasoline Prices Affect Automobile Manufacturers 
and Dealerships, 14 QUANTITATIVE MARKETING & ECONOMICS 41-96 (Mar. 2016), 
https://dspace.mit.edu/handle/1721.1/103416.  
217 See Proposed Determination App. A at A-58. 
218 See Proposed Determination TSD at 2-248 and 2-249 showing that gasoline direct-injection engines and turbo 
downsized engines have much flatter trade off curves than the older, port-fueled engines.   
219 Proposed Determination, App. A, at 4-6.   
220 Final Determination RTC at 127. 
221 Id. 
222 A recent paper addressing this issue, Leard, Linn, and Zhou, “How Much Do Consumers Value Fuel Economy 
and Performance” (2017) likewise assumes that there is a necessary tradeoff between fuel economy improvement 
and performance, basing this conclusion on Knittel (2011) and Klier and Linn (2016) which studies did not account 
for the difference in more advanced engine technologies and performance.  See Proposed Determination App. A at 
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B. The Auto Industry Has Made a Dramatic Return to Profitability and Added 
Jobs  

 
During the height of the economic recession in 2008, the American auto industry was on the 
verge of collapse. This prompted the Obama Administration to develop a bailout package for the 
industry, which provided the boost the industry needed to help rebound.223 
 
The auto industry returned to profitability at the same time fleetwide fuel economy has climbed 
to its highest level ever (see Figure 2 below). Drivers in the United States bought more cars in 
2016 than ever before – setting a record sales high for the seventh year in a row.224 
 

Figure 2 

 
Source: Created by EDF from data available from Wards Auto225 and the EPA Fuel Economy Trends 

Report226 

                                                 
4-6.  In addition, Leard et al. (2017) acknowledges that their analysis omits any valuation of standard-based 
innovation. Id. at 27. 
223 The Resurgence of the American Automotive Industry, The Obama White House (June 2011), 
https://obamawhitehouse.archives.gov/sites/default/files/uploads/auto_report_06_01_11.pdf.  
224 Ahiza Garcia, Car sales set another U.S. record, CNN (Jan. 4, 2017), 
https://money.cnn.com/2017/01/04/news/companies/car-sales-2016/index.html.  
225 See Data Center, WARD’S AUTO, available at http://www.WardsAuto.com/data-center (last visited Oct. 25, 2018) 
(including datasets on U.S. light vehicle sales).  
226 See EPA, Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 
Through 2016 (Nov. 2016), https://www.epa.gov/fuel-economy-trends/download-co2-and-fuel-economy-trends-
report-1975-2016.  
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During its return to profitability the auto industry also added jobs. Since the recession, overall 
job growth in the industry has been strong, aiding a recovery of domestic manufacturing as a 
whole. As of 2017, the U.S. auto industry had added nearly 700,000 direct jobs since the low 
point of the recession in mid-2009 – and these jobs support several million indirect jobs 
throughout the economy.227 The growth in direct jobs includes more than 300,000 added jobs in 
motor vehicle and parts manufacturing and 380,000 added jobs at auto dealers.228 This brings 
total manufacturing employment in the industry to 930,000 – representing nearly 50 percent 
growth since 2009, and bringing employment at auto and parts dealers to 2 million, which is its 
highest level ever. Indeed, auto-manufacturing jobs accounted for roughly 40 percent of all net 
jobs added in U.S. manufacturing since the recession.229  
 
A study by the BlueGreen Alliance found that nationwide, there are over 1,200 facilities in 48 
states specifically building the technology that increases fuel economy and cuts emissions.230 
And those facilities support hundreds of thousands of manufacturing jobs – including nearly 
100,000 in Michigan and Ohio alone.231 
 
For example, Ford’s F-150, the best-selling vehicle in America, has led to additional jobs across 
the automotive supply chain. Ford reports that the MY 2015 F-150 is more powerful than earlier 
models.232 It also gets an average of 21 percent better fuel economy and uses 17 percent less fuel 
compared to 2010 models that were built before the current standards took effect.233 The fuel 
economy savings from just the new F-150s sold since 2011 save 5 million barrels of oil a year 
and cut carbon emissions by 2.3 million metric tons.234 
 
As part of achieving the first phase in fuel economy standards, Ford developed and deployed a 
number of new technologies, including its “EcoBoost” line of redesigned engines. And for the 
second phase of standards Ford is using innovative design and materials—advanced high-
strength steels and high-strength military-grade aluminum—to make its F-150 lighter and 
stronger. Emissions gains have also come from suppliers of more efficient components, like 
advanced electrical steering (EPS) systems. 
 

                                                 
227 BlueGreen Alliance, Supplying Ingenuity II: U.S. Suppliers of Key Clean, Fuel-Efficient Vehicle Technologies, at 
5 (May 2017), https://www.bluegreenalliance.org/resources/supplying-ingenuity-ii-u-s-suppliers-of-key-clean-fuel-
efficient-vehicle-technologies/ (citing underlying data from U.S. Bureau of Labor Statistics, 
https://www.bls.gov/iag/tgs/iagauto.htm).  
228 Id.; BlueGreen Alliance, Backgrounder: Sound Vehicle Standards & Policies Drive Strong Job Growth (June 
2016), https://www.bluegreenalliance.org/resources/sound-vehicle-standards-policies-drive-strong-job-growth/   
229 Id.  
230 BlueGreen Alliance, Supplying Ingenuity II, supra n.231, at 4. 
231 Id. 
232 BlueGreen Alliance, Combating Climate Change 426,000 Pickup Trucks At a Time, (June 2016), 
https://www.bluegreenalliance.org/resources/combating-climate-change-426000-pickup-trucks-at-a-time/. 
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An analysis by the BlueGreen Alliance summarized some of the jobs that Ford has supported 
through its innovation in the F-150.235 
 

● Cleveland, Ohio: Ford’s Engine Plant No. 1 employs 1,600 people 
● Saginaw County, Michigan: Nexteer, supplier of EPS system, employs 5,000 people, 

largest employer in the county, after coming back from bankruptcy.  
● Alcoa, Tennessee: Alcoa, aluminum producer, invested $275 million and added 200 jobs 

to expand its rolling mill.  
● Davenport, Iowa: Alcoa, invested $300 million in facility where the aluminum is further 

customized to facilitate bonding between aluminum components. 
● Dearborn, Michigan and Kansas City: Ford’s Truck Plant and Assembly plant, invested 

$1.1 billion and added 900 workers before any aluminum body trucks could roll off the 
line. Kansas City Assembly, represented by United Autoworkers (UAW) Local 249, 
currently employs 6,450 hourly employees, the highest ever since the plant opened in 
1951. 

● Cleveland, Ohio: ArcelorMittal, steel mill, employs 1,900 people today after being 
mothballed in 2009.  

 
There are also numerous other signs of economic health in the auto industry. The granting of 
patents by the United States Patent and Trademark Office (PTO) is often cited as a measure of 
inventive economic activity. The Clean Energy Patent Growth Index (CEPGI), published by the 
Cleantech Group at Heslin Rothenberg Farley & Mesiti P.C. provides an indication of the trend 
of innovative activity in the Clean Energy sector from 2002 to 2015. The CEPGI tracks the 
granting of U.S. patents for the following sub-components: Solar, Wind, Hybrid/Electric 
Vehicles, Fuel Cells, Hydroelectric, Tidal/Wave, Geothermal, Biomass/Biofuels and other clean 
renewable energy.  In 2015, Hybrid/Electric Vehicle (HEV) technologies grew more than all 
others with a 30 percent increase in patents over 2014. HEV technologies were granted nearly 
700 patents and fuel cell technologies were awarded more than 800 patents. The majority of 
these patents were granted to large automakers, including Toyota, GM, Honda and Ford.236  
 
Finally, there is broad support for rigorous greenhouse gas standards by the labor community. 
Here are some quotes in support of the existing MY 2022-2025 standards: 
 
● “In fact, that is the reason the UAW was central to the original CAFE agreement, which was 

carefully crafted to reduce emissions, increase fuel efficiency, give manufacturers flexibility 
to meet stringency standards, and create jobs in vehicle production and advanced technology. 
The UAW is proud of the role we played in reaching a consensus among a wide variety of 

                                                 
235 Id.   
236 Clean Energy Patent Growth Index (CEPGI) - 2015 Year in Review, CLEANTECH GROUP AT HRFM (Oct. 31, 
2016), http://www.cepgi.com/2016/10/cepgi_2015_year_in_review.html.  
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stakeholders, including the Obama Administration, state and federal regulators, the 
automobile industry, environmental advocates, elected officials and others to reduce 
greenhouse gases and raise the average fuel economy of vehicles….Fuel efficiency is our 
auto industry’s future — plain and simple. From electric vehicles to full-sized pickups, fuel 
efficiency is improving across the industry. Countries around the globe continue to promote 
greater efficiency and lower emissions. If we ignore these realities, we could see the U.S. 
auto industry fall behind, hurting the American economy and American workers by ceding 
the auto markets of the future. Smart, balanced policies will make sure the U.S. auto industry 
does not fall behind, while also ensuring that these vehicles of the future are produced here, 
creating good paying union wage jobs.” – Gary Jones, 2018 President of United Auto 
Workers237  

 
● “[W]e urge the incoming Trump Administration and the 115th Congress to maintain our 

nation’s commitment to improving fuel efficiency and reducing emissions. The basic 
structure and design of the One National Program was carefully constructed by a wide array 
of stakeholders and should be kept intact and not dramatically altered. We cannot afford to 
go back to the drawing board. Our competitors around the globe are working to strengthen 
environmental standards and it would be counterproductive to enact policies that provide 
disincentives for investing in advanced technologies and improving efficiency. History has 
taught us that a diverse fleet is essential for strong export sales and keeping jobs in the 
United States. Efficiency and emission standards can and must continue to be a win-win for 
the environment, working families, domestic manufacturing and the overall economy. The 
need to address climate change is real and urgent. We must act to protect our future and the 
future of our children and grandchildren. There is no scientific debate on the connection 
between fossil fuel consumption, rising carbon dioxide levels in the earth’s atmosphere, and 
climate change. Climate change is real and we ignore it at our own peril. The need for a 
comprehensive strategy to address climate change could not be clearer and we all have 
responsibility to act.” – Dennis Williams, 2016 President, United Auto Workers238 

 
● At a September 2017 public hearing on EPA’s reconsideration of the Mid-Term Evaluation, 

United Steel Workers leaders urged EPA to retain strong fuel economy standards for model 
year 2022-2025 light-duty cars, trucks, and SUVs to protect the jobs of thousands of Ohio 
workers building components for today’s rapidly innovating auto industry:  

 

                                                 
237 Gary Jones, Labor Voices: Sensible fuel policies can create jobs, THE DETROIT NEWS (Sept. 25, 2018),  
https://www.detroitnews.com/story/opinion/columnists/labor-voices/2018/09/25/labor-voices-sensible-fuel-policies-
can-create-jobs/1414150002.  
238 Comments of United Autoworkers on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emission Standards under the Midterm Evaluation, (Dec. 30, 2016), ID: EPA-HQ-OAR-2015-
0827-6155.   
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o “As president of Local 2, I represent workers building cutting-edge technologies that 
are helping to make our light-duty cars, trucks, and SUVs cleaner than ever. We are 
part of a much larger group of workers that have benefitted from these clean car 
standards.” Jack Hefner, President of USW Local 2 represents members in Akron at 
Maxion Wheels, Goodyear, and other automotive industry suppliers.239 

 
o “Today’s fuel economy standards are proof that sound regulations can go hand in 

hand with making manufacturing thrive. Ohio and auto sector are proving you can 
build jobs while cutting pollution and enhancing energy security.” Dan Boone, 
President of USW Local 979 represents members at the ArcelorMittal plant in 
Cleveland, one of most innovative and productive steel mills in the world that makes 
lighter, stronger steel primarily for cleaner vehicles.240 

 
● “For years the nation has reaped the benefits of these world-leading standards.. . . . 

Automakers and suppliers have made billions of dollars in investments and created hundreds 
of thousands of jobs nationwide ensuring that any vehicle a consumer chooses to buy—
whether a car, truck, or SUV—gets more efficient every year. Strong standards keep that 
investment flowing and those jobs secure.” – Kim Glas, Executive Director, BlueGreen 
Alliance241 

 
● In a recent blog post co-authored by United Steel Workers President, Leo Gerard, and 

Natural Resources Defense Council President, Rhea Suh, both expressed strong support for 
the current federal standards.  

 
o “Getting more miles per gallon helps reduce our exposure to global oil price shocks 

we can neither control nor predict. It also reduces the dangerous carbon pollution 
that’s driving the central environmental challenge of our time — global climate 
change. . . . The clean car and fuel economy standards are helping us do that, while at 
the same time helping us bring back America’s manufacturing leadership and jobs. 
We owe it to our workers, and we owe it to our children, to stay the course.” – Leo 

                                                 
239 BlueGreen Alliance, Congressman Ryan Joined USW Leaders in Akron to Discuss Their Upcoming Testimony 
in Washington DC on Keeping Fuel Economy Standards and Ohio Manufacturing Strong (Sept. 5, 2017), 
https://www.bluegreenalliance.org/the-latest/congressman-ryan-joined-usw-leaders-in-akron-to-discuss-their-
upcoming-testimony-in-washington-dc-on-keeping-fuel-economy-standards-and-ohio-manufacturing-strong/  
240 Id. 
241 BlueGreen Alliance, Flawed Proposal to Roll Back Fuel Economy and Emissions Standards will Cost Thousands 
of Jobs (Aug. 2, 2018), https://www.bluegreenalliance.org/the-latest/flawed-proposal-to-roll-back-fuel-economy-
and-emissions-standards-will-cost-thousands-of-jobs/.  
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Gerard, President, United Steelworkers, and Rhea Suh, President, Natural Resources 
Defense Council242 

 

C. Clean car standards will continue to benefit and protect automakers, parts 
suppliers and workers  

 
In addition to the current robust economic health of the auto industry, there is also strong 
evidence that automakers and their parts suppliers will continue to make profits under the future 
Clean Car standards and will be better safeguarded against fuel price shocks. And market 
stability translates into employment stability for American autoworkers. 
 
In a 2016 analysis, Ceres forecast automaker pretax profits under 5 different fuel price scenarios 
under the current MY 2022-2025 standards. They concluded that the top 3 U.S. manufacturers 
(Ford, GM and Chrysler) will be profitable under the current standards in all fuel price scenarios 
in the study, including the “very low” price scenario. They also found that U.S. automakers will 
be able to fully recover their compliance costs at any fuel price above the Energy Information 
Administration’s long term forecasted “low price”.243  
 
Suppliers too stand to gain from the Clean Car standards. Suppliers make up a significantly 
larger portion of the U.S. economy and of U.S. employment than do the automakers. In April 
2016, automakers employed 214,700 people in the U.S., while makers of auto parts employed 
564,100 – or 2.6 times as many people. Stronger standards lead to increased supplier revenue 
because as much as 80 percent of automaker compliance investments are paid to suppliers of 
fuel-saving technologies. And the regulatory certainty of maintaining the current standards is 
especially valuable to the suppliers making the majority of fuel-saving technology investments in 
research, development, and production capacity.244 
 
In addition to supporting industry profits, studies have shown that fuel efficiency standards 
insulate the auto market from fuel price shocks – and that market stability translates into 
employment stability. In a marketplace without standards, not all manufacturers produce fuel-
efficient models. For example, the U.S. automakers relied heavily on less efficient vehicle lines 
before the Clean Car standards began in 2012. When fuel prices spike in the absence of fuel 
economy standards, more fuel-efficient vehicles are in greater demand, shifting demand across 
manufacturers and disrupting sales and employment. Peer-reviewed research suggests that fuel 

                                                 
242 Rhea Suh & Leo Gerard, Don’t Let Donald Trump Roll Back Auto Fuel Economy Standards, USA TODAY (Aug. 
2, 2018, 10:24 PM), https://www.usatoday.com/story/opinion/2018/08/02/stop-trump-rollback-obama-fuel-
efficiency-standards-column/833287002/.  
243 Baum, Alan & Dan Luria, ANALYST BRIEF: Economic Implications of the Current National Program v. a 
Weakened National Program in 2022-2025 for Detroit Three Automakers and Tier One Suppliers, CERES (Jun. 27, 
2016), https://www.ceres.org/resources/reports/economic-implications-current-national-program-v-weakened-
national-program-2022.  
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economy and GHG standards have led U.S. automakers to offer more diverse sets of products 
that are competitive under a wider range of fuel prices, making them better positioned to manage 
significant fuel price swings.245 For autoworkers and parts manufacturing workers, strong 
standards safeguard the industry against negative impacts associated with unanticipated changes 
in the price of fuel, which could otherwise lead to layoffs and lost wages.    
 
To evaluate whether the current fuel economy and GHG standards are a cost effective hedge (i.e. 
a correctly priced insurance policy) against future fuel price spikes, Ceres estimated the net 
losses of weakened standards in the event of a price spike. The analysis concluded that profits by 
the three largest U.S. automakers (Ford, GM and Chrysler) from U.S. new vehicle sales would 
plummet more than $1 billion per year in response to fuel price shocks without the Clean Car 
standards.246 And because as much as 80 percent of automaker compliance costs are paid to 
suppliers of fuel-saving technologies, suppliers could lose up to $1.42 billion in the case of a fuel 
price shock. 247 This could put many American jobs at risk. Alternatively, Ceres also concluded 
that the U.S. automakers stand to make significant profits under the Clean Cars program, even 
with low fuel prices, as discussed above.248 
 
As the Trump administration has proposed rolling back the Clean Car standards, automakers 
have expressed concern:  
 
● Two major automaker trade associations, the Alliance of Automobile Manufacturers and the 

Association of Global Automakers, wrote in letters to California Governor Jerry Brown and 
President Trump of their commitment to continued increases in fuel efficiency. 

o “As our CEOs wrote to you in February of 2017, auto manufacturers are committed 
to continued gains in fuel efficiency and carbon reduction that appropriately balance 
environmental progress, safety, affordability, and jobs. That commitment has not 
wavered.” – Alliance of Automobile Manufacturers & Association of Global 
Automakers249 

 
● At EPA and NHTSA hearings this fall regarding the proposal to roll back the Clean Car 

standards, Auto Alliance stated:  
o “First, let me say climate change is real and automakers are taking action to reduce 

carbon emissions from new vehicles. Automakers are also committed to continued 
improvements in fuel economy. Today, consumers have more choice in energy-
efficient vehicles than ever before. About 500 models are on sale that achieve 30 
MPG or more on the highway, and 80 of those models achieve 40 MPG or more. 

                                                 
245 Meghan R. Busse et. al., Who is Exposed to Gas Prices? How Gasoline Prices Affect Automobile Manufacturers 
and Dealerships, 14 QUANTITATIVE MARKETING & ECONOMICS 41-96 (Mar. 2016), 
https://dspace.mit.edu/handle/1721.1/103416. 
246 Baum et al.  
247 Id.  
248 Id. 
249 Letter from Mitch Bainwol, President and CEO of the Alliance of Automobile Manufacturers, and John Bozzella, 
President and CEO of Global Automakers to Governor Jerry Brown, California (Aug. 2, 2018). 
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Consumers can choose from 45 hybrid-electric models and another 50 plug-in electric 
and fuel-cell models. And more electrified vehicles are on their way to market.” --
Chris Nevers, Vice President, Energy & Environment, Auto Alliance250 

 
● “The last five years, we've sold more cars than have ever been sold in the history of the auto 

industry. It’s not just because, but it coincides with these new standards. They’re better cars, 
they're more fuel efficient. It clearly has not dampened sales. . . . We need those 
manufacturers to keep doing research and building better vehicles like they have been doing. 
And if they stop because the standards are reversed, it would be bad for us as a business, and 
for this country.” – Adam Lee, Owner, Lee Auto Malls Dealerships251 

 
● “We support increasing clean car standards through 2025 and are not asking for a rollback. 

We want one set of standards nationally, along with additional flexibility to help us provide 
more affordable options for our customers. We believe that working together with EPA, 
NHTSA, and California, we can deliver on this standard.” – Bill Ford, Executive Chairman, 
Ford, and Jim Hackett, CEO, Ford252 

 
● “Honda is committed to realizing a future of low-carbon mobility that will reduce greenhouse 

gas emissions that contribute to global climate change. This includes Honda's intention for 
two-thirds of our global automobile sales to be electrified vehicles by 2030. In addition, 
Honda supports continued improvements in the fuel economy of the U.S. vehicle fleet as 
prescribed by federal fuel economy and greenhouse gas (GHG) emissions standards through 
2025.” -- Robert J. Bienenfeld, Assistant VP, Regulatory Policy, Honda253 

● “Consistent with Honda’s support for the goals of the 2017-2025 (ONP2) program, we 
believe it is appropriate to maintain topline targets of approximately 5% per year annual 
improvement (with advanced technology vehicle incentives noted below).” American Honda 
Motor Co., Comments on The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Years 2021–2026 Passenger Cars and Light Trucks (Oct. 25, 2018)). 

● “A single, national standard would allow us to focus our resources on innovations that 
benefit our customers and society as we pursue our vision of a world with zero crashes, zero 
emissions and zero congestion, instead of diffusing resources to meet different rules within 
the United States. Regardless of the outcome of these discussions, I assure you we have an 
absolute and unwavering commitment to improve fuel economy, reduce emissions and invest 
in technologies to drive an all-electric future. These are the right actions for our customers, 
our company and our environment.” GM CEO Mary Barra, Keeping Our Commitment to an 
All-Electric Future (May 8, 2018), https://www.linkedin.com/pulse/keeping-our-
commitment-all-electric-future-mary-barra/. 

 

                                                 
250 Alliance remarks for NHTSA/EPA hearings on fuel economy standards, Auto Alliance (Sept. 24, 2018), 
https://autoalliance.org/2018/09/24/alliance-remarks-nhtsa-epa-hearings-fuel-economy-standards/.  
251 Mary Kuhlman, Maine Auto Leader: Fuel-Economy Rules Good for Business, PUBLIC NEWS SERVICE (Aug. 3, 
2018), https://www.publicnewsservice.org/2018-08-03/climate-change-air-quality/maine-auto-leader-fuel-economy-
rules-good-for-business/a63546-2.  
252 Bill Ford & Jim Hackett, A Measure of Progress, MEDIUM (Mar. 27, 2018), 
https://medium.com/cityoftomorrow/a-measure-of-progress-bc34ad2b0ed.  
253 Our Perspective – Vehicle Greenhouse Gas and Fuel Economy Standards, Honda (Apr. 20, 2018), 
https://hondainamerica.com/views/our-perspective-vehicle-greenhouse-gas-and-fuel-economy-standards/.  
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Several major automakers have recently made increased commitments to develop electric vehicle 
technology and invest in electrification. In late 2017, GM announced plans to release 20 new all-
electric models by 2023 as part of a commitment to increase EV usage and acceptance.254  In 
January 2018, Ford committed to invest $11 billion dollars in electrification and launch 40 
electrified models by 2022.255 The company also just announced plans to start production of the 
first-ever hybrid-electric F-150 truck in 2020.256  Automakers’ commitments to continue 
reducing emissions and their support for increasing standards underscore the needless radicalism 
of this proposal.   
 

D. Clean car standards help ensure that automakers retain their global 
competitiveness  

 
The Clean Car standards are essential to ensuring that the resurgence for U.S. automakers 
endures, and that American autoworkers have a strong position in the years ahead. The strong 
fuel economy and GHG standards have led U.S. automakers to offer a more diverse and more 
efficient set of vehicles. As a result, their fleets will remain attractive to consumers in the years 
ahead, even if fuel prices spike again.257       
 
Strong fuel economy and GHG standards are essential if the American auto sector is going to 
keep pace with global trends. Many other nations have adopted fuel economy and GHG 
emissions standards through 2025 that will drive improved passenger vehicle efficiency in line 
with the U.S., while some nations are planning to go farther faster. This includes a range of 
developed and developing countries, including: Canada,258 the European Union259, China,260 

                                                 
254 Press Release, General Motors, GM Outlines All-Electric Path to Zero Emissions (Oct. 2, 2017), 
https://media.gm.com/media/us/en/gm/news.detail.html/content/Pages/news/us/en/2017/oct/1002-electric.html  
(quoting Mark Reuss, General Motors executive vice president of Product Development, Purchasing and Supply 
Chain, “General Motors believes in an all-electric future….Although that future won’t happen overnight, GM is 
committed to driving increased usage and acceptance of electric vehicles through no-compromise solutions that 
meet our customers’ needs.”).  
255 Stephen Edelstein, Ford Will Launch 40 Electrified Vehicles by 2022, THE DRIVE (Jan. 15, 2018), 
http://www.thedrive.com/tech/17681/ford-will-launch-40-electrified-vehicles-by-2022.  
256 Ian Thibodeau, Ford Rouge complex’s next chapter: a hybrid F-150, DETROIT NEWS (Sept. 27, 2018, 10:03 PM), 
https://www.detroitnews.com/story/business/autos/ford/2018/09/27/ford-rouge-complex-hybrid-f-150/1443579002/; 
see also Benjamin Raven, Ford says it will make hybrid F-150 at historic, 100-year-old Rouge complex, MICHIGAN 

AUTOMOTIVE NEWS (Sept. 27, 2018), 
https://www.mlive.com/auto/index.ssf/2018/09/ford_says_it_will_make_hybrid.html.  
257 Meghan R. Busse et. al., Who is Exposed to Gas Prices? How Gasoline Prices Affect Automobile Manufacturers 
and Dealerships, 14 QUANTITATIVE MARKETING & ECONOMICS 41-96 (Mar. 2016), 
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258 Fact Sheet: Canada, Light Duty Vehicle Efficiency Standards (Jan. 2015), 
https://www.theicct.org/sites/default/files/info-tools/pvstds/Canada_PVstds-facts_jan2015.pdf.  
259 EU Light Duty: GHG Emissions, TransportPolicy.net, https://www.transportpolicy.net/standard/eu-light-duty-
ghg-emissions/ (last accessed Oct. 25, 2018).  
260 China: Light Duty Fuel Consumption, TransportPolicy.net, https://www.transportpolicy.net/standard/china-light-
duty-fuel-consumption/ (last accessed Oct. 25, 2018). 
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India261 and South Korea262 (see Figure 5 below). And China – which is seeing the largest market 
growth worldwide – will require that foreign carmakers start manufacturing electric vehicles in 
2019. U.S. automakers who intend to export cars to China will have to earn points from electric 
vehicles and hybrids equivalent to 10% of vehicles they import into the country, rising to 12% in 
2020.263  
 

Figure 3 

 
Source: ICCT, See http://www.theicct.org/sctp-ldv-e 

 
Looking past 2025, many nations have made commitments to fully phase out the combustion 
engine over the next couple of decades. Britain and France announced that they would end the 
sale of gas and diesel-powered vehicles by 2040.264  Scotland pledged to phase out new petrol 
and diesel cars and vans by 2032, eight years ahead of the UK target.265  India is making a vow 
to start selling only electric cars by 2030. The government's National Electric Mobility Mission 

                                                 
261 India: Light-Duty: Fuel Consumption, TransportPolicy.net, https://www.transportpolicy.net/standard/india-light-
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264 Stephen Castle, Britain to Ban New Diesel and Gas Cars by 2040, N.Y. TIMES (July 26, 2017), 
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Plan wants annual sales of electric and hybrid cars to hit between 6 and 7 million by 2020.266 
Norway set a target that all new passenger cars and vans sold in 2025 should be zero-emission 
vehicles.  The country is considered a leader in this area. About 40% of all cars sold in the 
country in 2016 were electric or hybrid vehicles.267 Austria, China, Denmark, Germany, Ireland, 
Japan, the Netherlands, Portugal, Korea and Spain have set official targets for electric car 
sales.268 A number of governments have also set objectives for EV deployment.269 To facilitate a 
deployment of 5 million electric vehicles by 2020, including 4.6 million passenger cars, China 
plans to implement a new energy vehicle (NEV) mandate that requires 7-10% of new cars sold in 
2020 to be NEV vehicles, increasing to 40-50% by 2030.270  The European Union has also set 
targets of 15% electric vehicle sales by 2025, and 30% by 2030.271 Any backtracking on the 
current 2025 standards would therefore risk leaving U.S. manufacturers behind.  
 

V. NHTSA Fails to Explain its Incongruous Treatment of Light Duty Trucks 
Compared to Heavy Duty Pickups and Vans 

 

NHTSA touts its prior use of the Volpe and Autonomie models in establishing fuel efficiency 
and CO2 standards for heavy duty pickups and vans.  83 FR 43002.  A more apt comparison is 
not between the use of those models for each set of standards, but for the appropriateness of 
year-over-year improvements for the vehicle classes covered by those standards and the 
standards for light duty trucks subject to this proposed rollback.  EPA and NHTSA’s joint heavy 
duty pickup and van standards require year-over-year increase in stringency in miles per gallon 
of 2.5 percent from model years 2021 through 2027.  81 FR at 73732 (Oct. 25, 2016).  Heavy 
duty pickups and vans use the same fuel efficiency and CO2 emission reduction technologies as 
their light duty counterparts272, are made by the same manufacturers and sometimes use identical 
engine platforms.273  Compared to the current standards for light duty trucks subject to this 
proposed rollback, the standards for heavy duty pickups and vans are arguably more challenging 
to meet, due to fewer averaging opportunities, longer redesign cycles, and in some instances, 
lower technology efficiency.  Heavy Duty RTC at 1342.   

                                                 
266 Jackie Wattles, India to Sell Only Electric Cars by 2030, CNN.com (June 3, 2017), 
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Notwithstanding these constraints, the agencies adopted the year-over-year percentage increase 
standard274, no entity suggested that a freeze of standards was a reasonable alternative, and no 
entity challenged the promulgated standards.  The agencies do not acknowledge, let alone 
provide a rational explanation for, this anomalous treatment of similarly situated vehicles. 

 

VI. The Agencies’ Rejection of Multiple Available Technologies is Inconsistent With the 
Governing Statutes, Under Which the Relevant Question Is Whether Given 
Technologies are Feasible and Can Be Deployed Within the Relevant Lead Time, 
Not Whether They are Currently Extant or Currently on the Market  

 

We have shown elsewhere that the agencies’ grounds for rejecting various of the advanced 
technologies, in particular HCR2, HCCI, and Miller cycle engines, are without factual basis.  But 
the grounds assigned are also without legal basis.  The agencies, for example, reject HCR2 as a 
“speculative technology” without “observable physical demonstration” and because it is a 
“theoretical application of additional technologies in combination…” and so is “entirely 
speculative, as no production engine as outlined in the EPA SAE paper has even been 
commercially or even produced as a prototype in a lab setting”.275  Similarly, HCCI is not 
considered because “manufacturers were not manufacturing HCCI engines at the time of the 
2012 rulemaking, and accordingly there was a lack of conclusive and independently verifiable 
effectiveness, cost, and mass market implementation data available.”276  And the well-
established, mass-produced Miller cycle engine technology is excluded from consideration 
because of the purported lack of engine maps.277 

The fundamental legal error in all of these formulations is that agencies mandated to engage in 
technology-forcing determinations, as are EPA278  and NHTSA279 here, are required to look 
beyond technology presently in commercial application, are not limited to consideration of 
current technology, and are not hamstrung by absence of this or that type of performance 

                                                 
274 See 81 FR at 73801 (rejecting less stringent alternative still requiring emission reductions and increased fuel 
efficiency). 
275 83 Fed. Reg. 43038;  
276 PRIA p. 240. 
277 83 Fed. Reg. 43051 n. 174. 
278 Standards under section 202 (a)(1) are “expected to press for the development and applicability of improved 
technology rather than be limited by what exists.  Standards should be a function of the degree of control required, 
not the degree of technology available today”.  S. Rep. No. 91-1146 at 23.  Congress “expected [EPA] to press for 
the development and application of improved technology rather than be limited by that which exists today”.  NRDC 
v. EPA, 655 F. 2d 318, 328 (D.C. Cir. 1981) (construing section 202 (a)(1), see id. at 324-27 and 337).  See 77 Fed. 
Reg. 62,624 at 62,777 (Oct. 15, 2012) (“Under section 202(a), EPA is called upon to set standards that provide 
adequate lead time for the development and application of technology to meet the standards.”) 
279 “Congress created mandatory vehicle fuel economy standards, intended to be technology forcing, with the 
recognition that 'market forces...may not be strong enough to bring about the necessary fuel conservation which a 
national energy policy demands." Center for Auto Safety v. Peck, 793 F.2d 1322, 1339 (D.C. Cir. 1986), citing S. 
Rep. No. 179, 94th Cong., 1st Sess. 2 (1975), U.S.C.C.A.N. 1975 at 9; see also 77 Fed. Reg. at 62668 (NHTSA is 
“not limited in determining the level of new standards to technology that is already being commercially applied at 
the time of the rulemaking…”). 
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information.  The plain text of the relevant statutes makes this clear:   The Clean Air Act directs 
EPA to identify “such period as the Administrator finds necessary to permit the development and 
application of the requisite technology,” 42 U.S.C. 7521(a)(2).  EPCA’s fuel economy mandate 
is “intended to be technology forcing, with the recognition that ‘market forces...may not be 
strong enough to bring about the necessary fuel conservation which a national energy policy 
demands.’” Center for Auto Safety, 793 F.2d at 1339, quoting S. Rep. No. 179, 94th Cong., 1st 
Sess. 2 (1975). NHTSA itself recognized that it is “not limited…to technology that is already 
being commercially applied at the time of the rulemaking” but rather “can, instead, set 
technology-forcing standards.” 77 Fed Reg at 63,015; see also 75 Fed. Reg. 25,324, 25,605 (May 
7, 2010). 

Not only does a technology-forcing mandate “not constrict the agency to technology that is now 
available”, it “permit[s] the agency to set standards based on projections of technology that is not 
currently available.”280  To prevent occurrence of “stagnating technology” and to further the 
Congressional objective to “promot[e] advances in emission control technology”, the agency is 
“to engage in reasonable predictions and projections in order to force technology”.281  The D.C. 
Circuit has made clear that lack of existence of test data is not a bar to adopting technology-
forcing standards based on technology and levels of performance not currently in commercial or 
theoretical application.282  Courts have also held that EPA can infer that a technology is 
demonstrated as a whole based on operation of component parts which have not, as yet, been 
fully integrated.283  A fortiori, the HCR2 package, where most of the components have been 
operated in combination already, cannot lawfully be rejected as “speculative” as the agencies 
dismissively do. 
 

EPA’s task is thus to identify the major steps necessary for “development and application of the 
requisite technology,” and then the respective standard “shall take effect.”284 These individual 
decisions are highly consequential: as noted above, without changing anything else about the 
agencies’ analysis, allowing HCR2 would reduce augural compliance costs by $619—or about 

                                                 
280 NRDC v. Thomas, 805 F. 2d 410, 429 (D.C. Cir. 1986). 
281 805 F.2d at 430.   
282 See Portland Cement Ass’n v. Ruckelshaus, 486 F. 2d 375, 401-02 (D.C. Cir. 1973)(interpreting CAA section 
111 (a) (1)’s requirement of standards reflecting performance of “best system of emission reduction … adequately 
demonstrated” as being satisfied “not on the basis of tests on existing sources or old test data in the literature, but on 
extrapolations from this data, on a reasoned basis responsive to comments, and on testimony from experts and 
vendors”.  The same case reiterates that a technology need not be in commercial application to be considered, since 
this technology-forcing provision “looks toward what may fairly be projected for the regulated future, rather than the 
state of the art at present.”  Id. at 391 n. 59.  
283 See Lignite Energy Council, 198 F. 3d at 933-34 (none of the components of the selected best system had been 
operated at industrial boilers, much less “applied … in combination” (83 Fed. Reg. 43038); Sur Contra La 
Contaminacion v. EPA, 202 F. 3d 443, 447 (1st Cir. 2000) (upholding “best available technology” determination  
under CAA section 169(3) based on a “novel combination of three proven control technologies” that “ha[d] not been 
used before”); Native Vill. of Point Hope v. Salazar, 680 F. 3d 1123, 1133 (9th Cir. 2012) upholding standard where 
“most major components for [the] system [were] available and ha[d] been [individually] field tested”). 
284 NRDC v. EPA, 655 F. 2d 318, 333 (D.C. Cir. 1981)(interpreting CAA section 202 (a)(1) and (2)); NRDC v. 
Thomas, 805 F. 2d at 428-30 (same). 
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30% of the total difference between the augural and rollback scenarios.285 The proposal’s 
rejection of these technologies nowhere justifies how the (unfounded and cursorily justified) 
concerns accord with the agency’s limited discretion under Section 202(a)(2) and duty to “press 
for the development and application of improved technology rather than be limited by that which 
exists today.”286 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
285 PRIA Table 13-4.  See also the comments in this docket of the International Council on Clean Transportation. 
286 NRDC v. EPA, 655 F. 2d at 328; see also id. at 331 (“If the agency is to predict more than the results of merely 
assembling pre-existing components, it must have some leeway to deduce results that are not represented by present 
data.”).  Ironically, the agencies reject even a technology, the HCR2 package, which does consist of assembling pre-
existing components. 



1 
 

 

Appendix B 

Review of the Agencies’ Technical Analysis Supporting the SAFE 

Vehicle NPRM 

Supporting Report for Environmental Defense Fund Comment on Environmental 

Protection Agency and National Highway Traffic Safety Administration Proposed 

Rule, The Safer Affordable Fuel‐Efficient (SAFE) Vehicles Rule for Model Years 

2021–2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42986 (Aug. 24, 2018) 

 

Richard A. Rykowski 

October 26, 2018 

 

   



2 
 

Table of Contents 

 

I.	 Introduction .......................................................................................................................................... 3	

II.	 The Volpe Model is Not Transparent .................................................................................................... 4	

III.	 There is Clear Bias in the Technical Analysis Behind the SAFE Vehicle Rule ..................................... 8	

IV.	 The 1977‐2029 Model Year Lifetime Analysis ................................................................................. 11	

V.	 Over‐Compliance Under the Proposed 2020 Freeze .......................................................................... 29	

VI.	 Post‐2032 MY Fuel Economy Improvements .................................................................................. 33	

VII.	 Sales Response Module .................................................................................................................. 37	

VIII.	 Fleet Share Model ........................................................................................................................... 40	

IX.	 Mileage Accumulation Schedules ................................................................................................... 42	

X.	 Scrappage Module .............................................................................................................................. 47	

XI.	 Rebound .......................................................................................................................................... 59	

XII.	 The Proposal Can Not Reasonably Affect Technology Applied to Last Year’s Vehicles .................. 61	

XIII.	 Key Aspects of the Volpe Modeling are not Integrated and Appear Biased .................................. 62	

XIV.	 Upstream Emissions ........................................................................................................................ 64	

XV.	 Inefficient Application of Technology and Suitability of the Volpe Model to Fulfill EPA’s Legislative 

Mandate ...................................................................................................................................................... 66	

XVI.	 Technology Limits Imposed by NHTSA ............................................................................................ 76	

XVII.	 Monetized Emission Benefits .......................................................................................................... 78	

XVIII.	 More Realistic Impacts of the Proposed Freeze of the CO2 and CAFE Standards ...................... 79	

   



3 
 

I. Introduction 

This Report reviews key aspects of the technical analysis that purportedly supports the National 

Highway Traffic Safety Administration’s (NHTSA) and the Environmental Protection Agency’s (EPA) 

recent proposal to flatline vehicle greenhouse gas emission and fuel economy standards for model years 

2021 ‐ 2026, published in the Federal Register (FR) on August 24, 2018. (Hereafter, we will refer to 

NHTSA rather than “the Agencies”, as it is clear that NHTSA staff performed the technical analysis on 

behalf of both NHTSA and EPA). We discovered a large number of major problems with NHTSA’s 

technical analysis supporting their proposal, including substantial bias reflected in many decisions and 

assumptions made relating to these analyses. Taken together, these problems are serious and render 

the current proposal unlawful ‐‐ both because the analysis is fatally flawed and arbitrary and because, by 

seeking to bury these flaws in a series of otherwise opaque models, NHTSA fails to satisfy it legal 

obligations to provide for adequate notice and public opportunity to comment.  As we demonstrate in 

the last section of this Report, correcting these deficiencies demonstrates that the proposal, if finalized, 

will result in substantial societal costs, including major adverse health impacts. The only conclusion 

which can be drawn from this Report, and similar reviews by others, is that the proposal should be 

completely withdrawn.  

The remainder of this Report addresses the key flaws in NHTSA’s technical analysis. The final 

section presents our own technical analysis of the proposal using NHTSA’s CAFE Compliance and Effects 

Model (hereafter referred to as the Volpe Model) and many of the inputs to this model developed by 

NHTSA. Before delving into the details, we present a short summary of our findings concerning 1) the 

utter lack of transparency in the Volpe Model and 2) the substantive flaws with NHTSA’s modeling.  

This report makes numerous references to the review and use of outputs of the Volpe Model, 

both runs performed by NHTSA and runs performed by us. The spreadsheets containing the relevant 

output from the Volpe Model and all of the calculations involved in processing these outputs into the 

result presented here are being submitted to NHTSA as part of these comments on the proposal. These 

spreadsheets, along with modified Volpe Model input files are described in a Readme file included along 

with the spreadsheets.  
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II. The Volpe Model is Not Transparent  

  NHTSA nowhere describes (and It is nearly impossible to understand) exactly how the “Volpe 

Model” operates and the key assumptions and constraints that drive the model’s outputs. (For 

readability, we will sometimes refer to the Volpe Model in this section simply as “the model”. 

References to other models or modules within the Volpe Model, such as the scrappage model will be 

made explicitly (e.g., the scrappage model or module)). This was true for the version of the model used 

for the Technical Assessment Review (TAR). It is far more true today.  

The fundamental purpose of the Volpe Model, the reason it was developed in the first place, is 

to simulate the application of technology to enable manufacturer’s compliance with CAFE standards. Yet 

the way that the Volpe model navigates through its maze of individual technologies is almost entirely 

opaque, despite numerous versions of model documentation and general descriptions of model 

operation in previous rulemakings and the TAR. The model follows assigned paths when it evaluates the 

effective cost of various technologies when it is attempting to find the least cost approach for a 

manufacturer to meet a CAFE standard. The model has been designed to “skip over” technologies which 

are not as cost effective as technologies further down the path. But how does the model exactly do this? 

When the model looks further down a particular technology path in case there is a more cost effective 

technology, is it also looking further down other technology paths, or can it only perform this “skipping” 

on one path at a time? Does it evaluate changes to two technologies at a time, as synergies between 

technologies are usually present? This does not appear to be the case. 

As we describe in detail below, the model in its current configuration does not accomplish this 

fundamental task well. By examining model outputs, a user can surmise that some individual 

technologies are not cost effective. However, simply eliminating these technologies from the options 

that the model has to choose from reduces the model’s projected compliance costs. This should not be 

possible if the model was accomplishing its fundamental task, and it is not clear why technologies that 

are not cost‐effective are even included in the list of available technologies in the first instance.  Though 

it is clear the model produces irrational results, identifying the root cause of this irrationality requires 

labor‐intensive and highly‐technical examination of the model’s source code.  At the same time, it is not 

clear whether forcing the model to skip over cost ineffective technologies produces appropriate cost 

projections. NHTSA never discusses this option and never describes how such technologies can be 

appropriately removed from the model’s list of available technologies and how this cannot be done. Yet 

NHTSA itself does this in a sensitivity case when they enable the application of HCR2 technology for all 

manufacturers, but continue to force the model to skip over the previous HCR technology for most of 

the 2016 vehicle fleet. Can this be done be for other technologies? As is obvious from the work done by 

other reviewers (e.g., the National Resource Defense Council (NRDC)), one has to examine the source 

code of the model, try to understand what NHTSA is actually doing inside the model, recode the model 

to correct errors, and then rerun the model, etc. 

It is likewise difficult, if not impossible at a practical level, to evaluate NHTSA’s specific estimates 

of the effectiveness of particular control technologies. These values were previously contained in the 

Technology file, though now appear in a file located in an unspecified directory on the user’s hard drive. 

This FC1_Improvements.csv file contains estimates of the overall effectiveness of more than 145,000 

combinations of technologies for each of 10 vehicle sub‐groups modeled separately in the Volpe Model. 

Accordingly, to identify the effectiveness of any particular individual technology, a user needs to isolate 
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two of these 145,000 combinations that are in all ways identical other than with respect to application 

of the particular technology.  The incremental benefit of this technology must then be calculated and 

compared to other estimates of its effectiveness. While some of NHTSA’s costs assumptions are more 

readily accessible, others (including battery costs) are similarly difficult to discern.  Accordingly, the 

process for identifying these key inputs related to cost and effectiveness is laborious, and in many cases, 

practically impossible, preventing meaningful comment on NHTSA’s proposal.  

NHTSA modified the Volpe Model to simulate manufacturers’ compliance with EPA’s CO2 

emission standards. However, many of the restrictions on compliance options related to CAFE 

compliance remain. NHTSA does not describe the CAFE‐related restrictions which have been removed 

and which remain. NHTSA does not describe how the remaining restrictions affect the costs projected by 

the model. Accordingly, the public cannot easily evaluate whether and how NHTSA has accomplished 

these stated goals, including finding the lowest cost compliance option for each manufacturer. However, 

the results presented below along with the extensive reviews by others demonstrates that the model 

fails in this regard. 

For example, both NHTSA and EPA have enabled manufacturers to generate substantial 

amounts of credits which can be used for compliance against the CAFE and CO2 standards, respectively. 

There is no way to determine how the Volpe Model allows or disallows manufacturers’ use of these 

credits from the documents provided by NHTSA for public review. The public must again examine the 

model code, find where in a set of hundreds of files the model is performing the task of interest, 

understand what this particular subroutine is doing, as well as how it interacts with the rest of model, 

and then determine if its operation is consistent with the model’s stated purpose and any statutory 

requirements imposed by the Clean Air Act or EPCA. 

The addition of the sales response, fleet share and scrappage modules to the most recent 

version of the Volpe Model work to obscure the bases for NHTSA’s results in several additional lawyers 

of modeling opaqueness.  For example, the sales‐response module ostensibly predicts the effects of 

varying CAFE and CO2 standards on the sales volumes of new vehicles. However, the sales response 

module also controls (and thus, affects) new vehicle sales even when there are no CAFE or CO2 

standards being applied (i.e., NHTSA’s typical 1.0 mile per gallon (mpg) scenario, which obviously every 

manufacturer already meets with its 2016 baseline fleet). When the sales‐response module is disabled, 

the Volpe Model no longer refers to sales projections which are explicitly listed in the Parameters file 

and/or the Market file. There appears to be no way around this. Thus, the user (and reviewer) is forced 

to enable the sales response module in order to include any growth in new vehicle sales over time.  

The scrappage model was ostensibly developed to address the impact of a change in new 

vehicle prices on the scrappage (and therefore use) of used vehicles. However, we found that the 

scrappage model is disconnected from the sales model and also affects the level of vehicle miles 

travelled (VMT) of used vehicles even in the case where no future CAFE or CO2 standards were being 

applied. The scrappage model is addressed below in both the section dealing with NHTSA’s 1977‐2029 

MY analysis and the section on the scrappage model itself. There was one reference to the scrappage 

model under NHTSA’s description of its new mileage accumulation schedules, but no detailed 

description of this interaction. Again, disabling the scrappage module had more effects on the operation 

of the Volpe Model than simply eliminating the difference in vehicle scrappage between various control 
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scenarios‐‐interactive effects which NHTSA nowhere describes and are difficult to discern absent 

examination of the models underlying source code. 

The new NHTSA scrappage model also contains statistical terms relating to the fuel cost per 100 

miles for new and used vehicles. The sign (directionality) of these terms are opposite for cars/vans/SUVs 

and pickups. NHTSA never discusses this fact. One set of terms is likely consistent with NHTSA’s theory 

that the higher the new vehicle fuel economy, the higher the odds that used vehicles will be scrapped.  

Presumably the other set reflects the opposite effect and is inconsistent with NHTSA’s own economic 

theory. As with other aspects of the models, NHTSA does not plainly describe this anywhere, nor can the 

scrappage model be disabled without affecting other aspects of the models, so these effects cannot be 

easily disentangled by the user. 

The Volpe Model evaluates manufacturers’ compliance with the standards through model year 

2032. The Volpe Model then extends this 2032 fleet into the future to allow for further evaluation of 

costs and benefits. NHTSA does not describe exactly how this 2032 fleet is extended into the future. One 

might have thought that the 2032 vehicle fleet would be held constant, maybe with some shifts in car 

and truck sales based on an external source, like EIA’s Annual Energy Outlook. Possibly the continued 

application of learning would be applied to continue to reduce technology costs, consistent with what 

was done up to 2032. What we found, again from reviewing the detailed Volpe Model output, was very 

different. NHTSA stopped applying learning to technology costs after 2032. Instead of holding fuel 

economy constant given no change in the CAFE or CO2 standards, NHTSA assumed that fuel economy 

would improve at no cost. These assumptions are inconsistent with the trends prior to 2032, where 

costs would decrease and fuel economy would stay constant. Instead, costs stay constant and fuel 

economy increases. Both inconsistencies inaccurately minimize the true impacts of the proposal, which 

is in fact the one consistent finding of our review.  And importantly, all of this is completely non‐

transparent to the reader of the proposal. 

The application of CO2 credits in NHTSA’s analyses is also not transparent. NHTSA generally 

describes it application of CAFE credits in the proposal. However, since NHTSA believes that it cannot 

use these credits when assessing the feasibility of future standards, it largely doesn’t use them in its 

analyses. While NHTSA claims to have modified the Volpe Model to simulate compliance with the CO2 

standards, and accordingly claims that it can be used to fulfill the requirements of the Clean Air Act, it 

did not modify its application of credits when the Volpe Model is being used to model CO2 standards.1 

There was no way to understand how the Volpe Model applied credits under either the CAFE or CO2 

standards without deciphering the source code of the model itself.  

NHTSA’s use of the Volpe Model for the proposal includes two assumptions which dramatically 

affect NHTSA’s projection of the effect of the proposal on national fuel consumption. One is the 

assumption that manufacturers will apply “cost effective” technology to their vehicles whether this 

technology is required to meet the standards or not. This causes the Volpe Model to predict that 

manufacturers will over‐comply with the proposed CO2 standards by 11 grams per mile (g/mi). This 

over‐compliance drops to 1 g/mi for the current CO2 standards. This assumption is addressed in detail 

below. For our purposes here, NHTSA does describe this assumption in the proposal, conducts a 

sensitivity analysis around this assumption and presents some very condensed results of these 

                                                            
1 See comments on the proposal by NRDC for a detailed discussion of this issue. 
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sensitivity analyses. What NHTSA does not do is point out that changing this payback period affects the 

model’s determination of the most “cost effective” technology needed to meet the standards being 

analyzed. While the sensitivity analyses affect the degree of over‐compliance with the proposed 

standards, they also reduce the efficiency at which the Volpe Model complies with both the current and 

proposed standards. Thus, the sensitivity analyses do not actually reflect what they are designed to 

indicate.  

The other assumption regarding over‐compliance is NHTSA’s projection that fuel economy will 

continue to improve in the years after the Volpe Model stops evaluating compliance with the CAFE or 

CO2 standards. This is also addressed in more detail below. However, for our purposes here, it is 

important to point out that NHTSA does not mention this anywhere in its proposal and we were only 

able to identify this feature by running the model ourselves and cross referencing the model 

documentation (which includes no justification for the specific numbers cited for the growth of 

passenger car and light truck fuel economy (0.76% and 1.29%, respectively)). The documentation only 

referred to an assumption that currently unknown and unidentified technology would be developed in 

the future. This assumption reduces the impacts of the proposal and, importantly, was completely 

hidden.  

There are many other instances of this pervasive lack of transparency throughout the 

rulemaking‐‐failure to disclose assumption, shielding key aspects of the model’s operations, and 

obscuring the interactive effects of various of the individual modules.  Commenters cannot meaningfully 

comment (and therefore the agencies cannot satisfy their administrative law obligations to provide for 

notice and comment) if the agencies simply provide model outputs without explaining, evaluating, and 

opening to public scrutiny the key assumptions and processes that led to those conclusions.  These are 

fatal defects in the proposal, and accordingly, the agencies should immediately withdraw it. 
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III. There is Clear Bias in the Technical Analysis Behind the SAFE Vehicle Rule  

Notwithstanding these difficulties in simply understanding the model’s operation, our review 

found numerous aspects of NHTSA’s technical analysis to be severely biased and fundamentally flawed. 

 First, NHTSA altered a typical analysis of the costs and benefits motor vehicle standards over a 

set of model years (MYs) so that it fully assessed the purported impacts of these standards on the used 

vehicle fleet (where NHTSA’s analysis shows that the costs of these standards exceed their benefits), but 

only very partially assesses the impacts of the standards on the new vehicle fleet in these same years 

(where benefits would exceed costs). This approach arbitrarily fails to assess all impacts of the standards 

in the model years that NHTSA purports to evaluate and likewise deeply distorts the true impacts of the 

standards.  

Second, NHTSA developed an entirely new scrappage model without presenting the underlying 

data used to develop the model, nor any substantive detail regarding the statistical analyses performed. 

While NHTSA argued that increased new vehicle sales would increase the scrappage of used vehicles, 

NHTSA’s scrappage model removed 2‐10 times as much national VMT as was added by new vehicle 

sales. This reduced national vehicle miles travelled (VMT) under the proposed standards runs contrary 

to the economic theory presented by NHTSA as undergirding the model (which we and others have 

elsewhere critiqued as flawed). This completely irrational reduction in VMT alone produces roughly half 

of the benefits of the proposal. NHTSA tries to explain this irrational result by indicating that reviewers 

new to this concept will find it difficult to accept. But the argument that they present still violates their 

own economic theory.  

Third, NHTSA developed entirely new “sales response” and “fleet share” models. The sales 

response model predicts the impact of macroeconomic factors and new vehicle prices on the sales 

volume of new passenger cars and light trucks. The fleet share model predicts the share of new vehicle 

sales which are cars and light trucks, respectively. NHTSA did not provide the data underlying either of 

these models for review and comment. NHTSA did not disclose the statistical analyses used to develop 

either model. The sales response model only responds to vehicle prices, not vehicle fuel economy. The 

fleet share model only responds to vehicle fuel economy and not prices. The proposal affects both 

vehicle prices and fuel economy. NHTSA’s decision to base the sales response model on prices and the 

fleet share model on fuel economy both minimize the harmful impacts associated with the proposal, 

reflecting similar biases that run throughout NHTSA’s analyses.  

Fourth, NHTSA revised its mileage accumulation schedules (the level of annual VMT versus age) 

for cars and light trucks using data which could not be released for review and thus, could not be 

commented on. These new schedules reduced the lifetime VMT for cars and light trucks by one‐third, 

reducing the cost of the less stringent proposal proportionately. NHTSA did not make any effort to 

confirm if the new mileage schedules were consistent with national gasoline consumption based on tax 

receipts. In fact, the new mileage schedules under‐predict national gasoline consumption to the same 

degree or more that they reduced lifetime mileage using the previous mileage accumulation schedules. 

These biased and unfounded assumptions again work to reduce the costs of the proposal and its effect 

on national fuel consumption and CO2 emissions and all types of emissions from refineries (which have 

a substantial impact on public health, as will be quantified below). 
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Fifth, NHTSA assumes that manufacturers will apply “cost‐effective” technology to reduce fuel 

consumption and CO2 emissions beyond that needed to meet CAFE and CO2 standards, contrary to their 

historical practice. NHTSA refers to historical data which reflect such application of technology. 

However, NHTSA does not discuss the price of fuel during this time frame. During periods of low, steady 

fuel prices, which NHTSA predicts will be the case in its analyses, manufacturers do not improve fuel 

economy. It again works to reduce the impact of the proposal on national fuel consumption and CO2 

emissions and all types of refinery emissions.  

Sixth, NHTSA projects continuous fuel economy improvements beyond 2032 based on unknown 

and unidentified technology at no cost under all scenarios. This increased fuel economy has no effect on 

the relative cost of the alternatives being considered. Again, this assumption was not identified in the 

proposal and is not supported by any analysis. It again serves to reduce the impact of the proposal on 

national fuel consumption and CO2 emissions and all types of refinery emissions. 

Seventh, NHTSA assumes that most of the crude oil needed to provide additional fuel required 

under the proposal will be produced overseas and half of this fuel will be refined overseas. NHTSA 

makes these assumptions despite identifying the energy independence of the U.S. as a rationale 

supporting the proposal. Again, this serves to substantially reduce all types of refinery emissions.  

Eight, NHTSA increased its estimate of the rebound effect from negative 10% to negative 20%. 

This further reduces national VMT under the proposal, which again reduces the impact of the proposal 

on national fuel consumption and CO2 emissions and all types of refinery emissions. While the proposal 

affects both vehicle price and fuel economy, NHTSA’s analysis of the rebound effect focused primarily on 

fuel price. Changes in fuel economy were not considered in most of the rebound studies cited by NHTSA. 

Changes in vehicle price were never addressed. Again, this was directionally favorable to the proposal. 

While NHTSA assumes equal, offsetting benefits for the costs of fatalities and non‐fatal crash costs and 

the value of this additional driving NHTSA still counts all of the above positive, physical impacts in its 

total of impacts associated with the proposal. It’s 20% rebound estimate was responsible for fully half of 

the reduction in fatalities touted by the proposal. 

Ninth, NHTSA used flawed logic to determine the most cost effective approach to complying 

with the CAFE and CO2 standards. We demonstrated that eliminating less cost efficient technology from 

the Volpe Model lowered the model’s projected compliance cost. Other reviewers found severe 

problems with NHTSA’s estimates of the costs and effectiveness of individual technologies. NHTSA also 

unreasonably restricted the use of several highly effective technologies from use. These deficiencies 

doubled NHTSA’s projected compliance costs compared to its own analysis performed only two years 

ago for the Technical Analysis Review (TAR), which was still based on an inefficient application of 

technology.  

  We show that correcting only some of these biased assumptions changes the proposal from 

producing a net societal benefit to producing sizeable net societal costs. We also show that instead of 

saving thousands of lives by getting less safe vehicles off of the road, the proposal is likely to increase 

thousands of deaths from increased ambient levels of fine particulate matter (PM). Thus, the very title 

of the proposal, “SAFE”, is biased and misleading. This bias is directly at odds with the objectives of EPCA 

and the Clean Air Act to improve fuel economy and to reduce emissions of air pollutants which 

contribute to endangerment of public health and welfare, respectively. The net result of these findings 

makes it imperative that the proposal be withdrawn.  
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The bulk of the remainder of this review describes the flaws we found in NHTSA’s analysis . The 

review concludes by developing alternative projections of the costs and benefits of the proposal based 

on justifiable assumptions. 
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IV. The 1977‐2029 Model Year Lifetime Analysis 

One of the many new aspects of NHTSA’s modeling of vehicle use introduced in the NPRM is an 

analytical concept of how to evaluate various CAFE and CO2 control scenarios. This concept is a 

comparison of the costs and benefits of the various control scenarios across the vehicle lifetimes of 53 

model years: 1977‐2029. While a model‐year lifetime analysis is not new, as we discuss below, the way 

NHTSA combines the vehicle operation of used and new vehicles in a model year analysis is new and 

extremely biased. Before delving into the details, it is worth reviewing the basic way that NHTSA’s Volpe 

Model works and how its output was used in this 1977‐2029 MY analysis. 

The Volpe Model and the 1977‐2029 Analysis 

NHTSA developed the Volpe Model to simulate manufacturers’ application of technology to 

meet CAFE standards.2 Regarding its application supporting this proposal, the model starts out with a 

2016 model year fleet including sales, the fuel economy and CO2 emission levels of each vehicle, a 

description of the engine and transmission utilized by each vehicle and the fuel saving technology 

already utilized. The model then determines each manufacturer’s CAFE (or CO2) emission target for MYs 

2017‐2032 based on the sales and footprint of each vehicle model. The model then purports to 

determine the technology best suited to enable compliance in each model year by each manufacturer at 

the least cost. The model then calculates the cost per vehicle for each manufacturer and model year, the 

total application of each technology, and the final fuel economy (or CO2 emission) level. The Volpe 

Model repeats this procedure for each set of CAFE (or CO2) standards being evaluated in that run. 

The user has the option of having the Volpe Model evaluate model years beyond 2032 and 

calculating various factors on a calendar year basis, such as VMT, fuel consumption, CO2 emissions, 

criteria pollutant emissions, air toxic emissions, traffic fatalities and other economic impacts. If this is 

done, the Volpe Model assumes that the 2032 MY standards are continued through MY 2050. The 

model no longer evaluates manufacturers’ compliance with the CAFE or CO2 standards, but the 2032 

MY fleet is extended into the future en masse. One might assume that the 2032 MY fleet is projected 

into the future without change. However, this is not true. Thus, it is not simply an exact repetition of MY 

2032 vehicles. One feature of this post‐2033 fleet that is assumed to remain constant into the future is 

its average cost of compliance. In contrast, the fuel economy of post‐2032 vehicles is projected to 

improve, as already mentioned. While the model stops modeling “new” vehicles with the 2050 MY, it 

continues modeling their use until the last one is scrapped, which is assumed to occur in CY 2089. 

The Volpe Model produces about 10 output files. One file contains detailed descriptions of each 

vehicle model as it is modified by the addition of technology. Another file describes manufacturer level 

projections, such as fuel economy and CO2 emission levels, average technology costs, etc. Another file 

contains fleetwide estimates of VMT, fuel consumption, emissions, traffic related fatalities, etc. for each 

model year of vehicles in each calendar year.  A fourth file contains fleetwide estimates of the economic 

                                                            
2 This presentation should be considered an overview focusing on the features of the Volpe Model most relevant 
to the proposal and our review of the proposal. The reader desiring a more in depth understanding of the Volpe 
Model should refer to the NHTSA website which provides information on various versions of the model, as well as 
documentation on how to use the model: https://www.nhtsa.gov/corporate‐average‐fuel‐economy/compliance‐
and‐effects‐modeling‐system.  
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value of technology, fuel use, emissions, traffic related fatalities, non‐fatal accidents, etc. for each model 

year of vehicles in each calendar year.   

The 1977‐2029 MY lifetime analysis draws most of its relevant information from these last two 

files: the Annual_Societal_Effects_Report.csv file and the Annual_Societal_Costs_Report.csv file. In 

particular, it selects projections of all the relevant factors for MY 1977‐2029 vehicles. This runs from 

1977 MY vehicles operated in calendar year (CY) 1977 to MY 2029 vehicles operated in CY 2068.  

NHTSA performed a 2016‐2028 MY lifetime analysis for the TAR.3 Starting with MY 2016 made 

some sense at that time, since NHTSA was utilizing a 2015 MY baseline fleet. Thus, 2016 represented the 

first model year in which technology was added. NHTSA does mention in the TAR why it chose to end 

the analysis with the 2028 MY (TAR, page 13‐102 where the results of this analysis are presented).  

At that time, the application of technology to one model year’s vehicles had absolutely no 

impact on the operation of vehicles of other model years. For that analysis, NHTSA would have selected 

relevant information from the same two files mentioned above for MY 2016‐2028 vehicles. These 

projections would have run from 2016 MY vehicles operated in CY 2016 to MY 2028 vehicles operated in 

CY 2067. Overall, the analysis showed the Augural CAFE standards produced net benefits over this range 

of model years, discounted at 3% per year. As this was consistent with the findings of the final rule 

establishing the Augural standards, this was not surprising and garnered little attention. 

For the NPRM, as already mentioned, NHTSA developed a scrappage model which created a 

connection between any one future model year and the 39 previous model years of vehicles. This 

introduced a connection between 2017 MY vehicles and vehicles as old as 1978 MY vehicles, which is 

ostensibly why NHTSA changed its MY analysis from 2016‐2028 MY to 1977‐2029 MY. Of course, it is 

impossible for a change in standards in the 2021 MY to affect vehicle operation in 1977, especially for an 

analysis conducted in 2018. So labeling the inclusion of 1977 MY vehicles as an extension of the “model 

years” covered by the analysis is misleading. As it turns out, 1977 MY vehicles were not affected at all. 

The inclusion of their operation simply added to the total of any factor addressed by the analysis (VMT, 

fuel consumption, etc.). Model year 1978 vehicles were the earliest vehicles affected and then only 

affected in calendar year (CY) 2017. Model year 1979 vehicles were only affected in CY 2017 and 2018, 

and so on, which we discuss more fully below.   

This extension of the included model years into the past represented NHTSA’s belief that sales in 

the near future (e.g., 2017 MY) could affect older vehicles still on the road. However, the design of the 

Volpe Model meant that sales of vehicles from the 2030‐2068 MYs affected the operation of 1977‐2029 

MY vehicles (i.e., those vehicles included in the analysis). This last feature of the analysis was not 

mentioned by NHTSA in the proposal. Yet this effect of vehicles ostensibly excluded from the analysis on 

vehicles included in the analysis has a large impact on the results of the 1977‐2029 MY analysis. Once 

again, this approach makes the costs and benefits of the proposal look more favorable than is actually 

the case.  

                                                            
3 Unlike the proposal, this MY lifetime analysis did not receive much billing. It was described on the very last page 
of a 1200 page document.  
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As will be discussed below, analyzing a range of model years which primarily includes the 

transition to an assumed long term standard is unreasonable, as it give little weight to that final 

standard level.  

NHTSA’s 1977‐2029 MY Lifetime Analysis 

NHTSA’s model year analysis in the TAR covered MYs 2016‐2028. As NHTSA changed its 

“baseline” fleet from 2015 MY in the TAR to 2016 in the proposal, it would have been consistent for 

NHTSA to shift this MY analysis to begin with MY 2017.  

NHTSA chose model year 1977 as the first year of this analysis presumably because it ostensibly 

represents the oldest vehicles affected by MY 2017 vehicles using NHTSA’s new scrappage model.4 

NHTSA never actually describes why MY 2029 was chosen as the final year in this 53 model‐year 

analysis. On page 43254 of the preamble to the rule, NHTSA states that the impact of the 2021‐2025 

standards on manufacturers and their vehicles standards “stabilizes” in the 2030 MY. Thus, ending the 

1977‐2029 MY analysis in MY 2029 does not even include the first year of the complete effect of the 

CAFE and CO2 standards being evaluated. At best, this 1977‐2029 MY analytical concept can be 

described as an analysis of the introduction or ramp‐up of the various control alternatives. It certainly 

cannot reflect, as NHTSA purports, a thorough analysis of the long term effects of the various control 

alternatives. 

Simply extending the model year analysis to MY 2030 would not address the fundamental 

inappropriateness of this multi‐“model year” analysis. Absent the more severe problems discussed 

below, it would still be an analysis of the initial implementation of the various regulatory alternatives.5 A 

legitimate analysis would ascertain the effects of the proposal over the lifetime of the vehicles directly 

affected by that proposal, as both agencies have done in the past rulemakings, which is described 

further below. It is noteworthy that NHTSA ends its new analytical concept with the model year where 

the standards are nearly stabilized, as opposed to starting with this year. The MY analysis for the TAR 

ended with the 2028 MY. However, at that time, there were no scrappage effects on older vehicles. This 

should make it clear, even at the outset of this review, that NHTSA’s purpose in developing the concept 

of a 1977‐2029 MY analysis is not on a thorough assessment of the various alternatives. 

Uncertainty in projecting the impacts of CAFE and CO2 standards into the future cannot be a 

reason for excluding the impacts of the standards on model years after 2029. NHTSA’s 1977‐2029 MY 

                                                            
4 Actually, in the Volpe Model analyses used to support the NPRM, there are no MY 1977 vehicles on the road in 
2017 when the 2017 MY vehicles are first sold. (MY 2017 is the first year that technology applied in NHTSA’s 
analysis, so 2017 is the first year that these sales can affect the use of used vehicles.) The Volpe Model only tracks 
vehicles through their 39th year of use, with the first year of use labeled as year 0, versus year 1. Thus, MY 1978 
vehicles are actually the first vehicles affected by scrappage. The person or group at NHTSA who came up with this 
approach to evaluating the standards was apparently not familiar with the Volpe Model. They were not aware that 
the “40 year” life over which the Volpe Model tracks is inclusive and includes the first year of operation (i.e., runs 
from 1977 to 2016.) The inclusion of the 1977 MY in the analysis causes no error, as the operation of MY 1977 
vehicles is completely unaffected by any of the CAFE or CO2 control scenarios evaluated by NHTSA. However, its 
inclusion in dozens of tables describing the impacts of the various control scenarios analyzed by NHTSA shows the 
lack of accuracy and inattention to detail which permeates analyses underlying the proposal. 
5 See, e.g. 77 FR at 62920 (Oct. 15, 2012) (estimating costs of MY 2017-2025 GHG standards through 2050); id. at 
63060 (estimating fuel use impacts of augural standards through 2060) 
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analysis is based on vehicle use through calendar year (CY) 2068, the last year that MY 2029 vehicles are 

projected to be on the road. As will be discussed in detail below, the scrappage impacts modeled by 

NHTSA and included in the 1977‐2029 MY analysis are based on the price and fuel economy of 2030‐

2068 MY new vehicles. Thus, NHTSA’s 1977‐2029 MY analysis assumes that they can accurately predict 

the future out to at least 2068. Again, the only reason for excluding 2030 and later MY vehicles appears 

to be that this decision makes the proposal look better, as is spelled out in great detail below.  

Overview of the Rationale for a “Model Year” Analysis 

People live and drive in real time. Vehicle standards introduced in a particular model year begin 

affecting vehicles on the road in roughly the analogous calendar year. (The model year typically begins a 

few months earlier than the analogous calendar year and some of “new” vehicles continue to be sold in 

the next calendar year.) Thus, changing CAFE and CO2 standards beginning in the 2021 model year only 

begins to affect sales in late calendar year 2020 and primarily during CY 2021. Regulatory analyses 

therefore typically evaluate the costs and benefits over a series of calendar years starting with the 

introduction of the regulatory change. The number of calendar years evaluated typically is large, as the 

technological changes involved in compliance often involve capital improvements. These improvements 

entail an upfront cost, which provides benefits for many years into the future. This is true of vehicle 

regulation, as the cost of redesigning a vehicle are felt at the time of vehicle purchase, but affect 

operation over the next 30‐40 years. One weakness of the calendar year analysis is that it always ends 

with a substantial set of vehicles which have received a capital investment in the form of new 

technology, but which have not yet completed their useful lives and provided the benefit of this 

technology on the environment.  

An alternative to the “calendar year” analysis was developed to appropriately compare the 

upfront investment with the ensuing benefits without extending the number of calendar years to an 

unwieldy number. This was the “model year” lifetime analysis. The model year analysis begins with the 

sale of vehicles in a particular model year and tracks the impacts of vehicle design changes over its 

lifetime, be these changes in traffic fatalities or emissions. It is simpler than conducting a calendar year 

analysis over 30‐40 calendar years. It also avoids the problem that even after 30 years, a calendar year 

analysis excludes the benefits already paid for in the last years of the analysis. With a model year 

analysis, both the upfront capital cost is included, as well as all of the vehicle use which is affected by 

this technology.  

NHTSA has performed model year analyses in the past, like that done for the TAR, but only for 

the model years of vehicles to which the new standards applied.6 In this NPRM, NHTSA extended this 

analysis back to earlier model years, due to its new scrappage model.  The unreasonable impacts of 

NHTSA’s scrappage model is discussed below. Here, we focus solely on the appropriateness, or even‐

handedness, of NHTSA’s 1977‐2029 model year analysis in theory, even assuming that there is an effect 

of new vehicle standards on new vehicle sales and used vehicle operation.  

The appropriateness of any model year analysis hinges on the premise that the operation of the 

vintage of vehicles included in the analysis is independent of the operation of both older and newer 

vehicles. We are not aware of a single previous “model year” analysis that included the impact of those 

vehicles on vehicles with another model year’s vintage, nor vice versa. It is likely that this is the first time 

                                                            
6 77 fr at 63060 is an instance. 
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that anyone has tried to conduct such an analysis. The inclusion of this effect of new vehicle prices on 

older vehicles should have been preceded by a thorough evaluation of the whether such an analysis was 

both feasible and appropriate.  Instead, NHTSA simply introduces this new concept and focuses it 

evaluation of the various control scenarios on it.  

NHTSA’s unarticulated reasoning is that 2017‐2029 MY vehicles affect the use of vehicles on the 

road during CY 2017‐2029. Thus, it included all used vehicles on the road during this time period in their 

assessment of the standards. Again, leaving the numerous technical problems with the way that NHTSA 

projected these impacts on older vehicles, the fundamental analytical problem is that NHTSA portrays 

such changes in older vehicle operation as “model year” effects when they are really effects which occur 

during calendar years when the 2017‐2029 vehicles are sold. NHTSA hides the fact that the operation of 

1991‐2029 MY vehicles in its analysis (the vast majority of vehicle operation included in the analysis) is 

being affected by the Volpe Model’s projection of the changing prices and fuel economy of 2030 and 

later model year vehicles. In other words, the Volpe Model is applying scrappage impacts in CY 2030 and 

beyond according to their nature: calendar year effects. In order to do so, it requires (and provides) 

vehicle prices and fuel economy levels for 2030 and later MY vehicles which differ across scenarios. But 

NHTSA’s model year analysis ends with the 2029 MY. Thus, the benefits of 2030 and later MY vehicles 

are excluded from the analysis, but the scrappage effects of these vehicles are allowed to have a major 

impact on the results of the analysis. Nowhere does NHTSA mention this fact, which is obfuscated by 

labeling the analysis a “model year” analysis and selecting projections of vehicle operation from the 

Volpe Model output on this basis. The result was the inclusion of 38 years of post‐2029 scrappage 

effects which reduce fuel consumption, CO2, criteria pollutant and air toxic emissions, accidents, noise, 

and fatalities under the proposed freeze without including the vehicles with higher fuel consumption 

and emissions which purportedly cause this increased scrappage of older vehicles. This is simply cherry‐

picking the results and reflects an extremely biased analysis. 

Reviewing how scrappage actually works according to NHTSA’s theory is essential to 

understanding how its existence should and should not be analyzed.  The next step in demonstrating the 

inappropriateness of the NHTSA multi‐model year analysis is to review how scrappage works in the 

Volpe Model. 

NHTSA Scrappage Model 

In their description of scrappage, NHTSA says that an increase in new vehicle prices will lead to a 

decrease in new vehicle sales. (Note that the direction here is from less stringent standards to more 

stringent standards, or the opposite of the direction of the proposal.) Since new and used vehicles are 

substitute goods, demand for used vehicles will then increase. Since the supply of used vehicles is 

limited, their prices will increase. This in turn will cause used vehicle owners to repair and continue to 

operate their used vehicles when they otherwise would have scrapped them. NHTSA argues that this 

effect of higher new vehicle prices propagates quickly due to the large number of used vehicle 

transactions occurring every year relative to the number of new vehicle transactions. In its statistical 

form, the likelihood of a used vehicle’s survival in a particulate calendar year is predicted by its fuel cost 

per mile and the price and fuel cost per mile of new vehicles sold in that calendar year.  

The first thing to note about this process is that it is the increase in price of new vehicles that 

starts this chain of events. For example, a change in the price of new 2021 MY vehicles under the 

current CAFE and CO2 standards affects the scrappage of used vehicles while this price increase is in 
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effect, which is essentially CY 2021, plus and minus a few months. Should the price increase go away for 

any reason, the scrappage effect would presumably go away. There might be a lingering impact of 

previous scrappage changes for a year or two. But given how little documentation the agencies have 

provided on how the scrappage model works (in addition to the short comment period), we are 

currently not able to determine precisely how long the impact would last. In any event, without a 

recurring increase in vehicle prices, scrappage effects only occur in the calendar year over which the 

vehicle prices change. Since new vehicles of 20XX model year are basically sold in calendar year 20XX, 

this makes the scrappage effect a calendar year effect. 

This temporary aspect of the scrappage effect can perhaps be more easily seen by considering a 

temporary imposition of a tax on new vehicle purchases of $1000. If such a tax were imposed, the cost 

of a new vehicle would presumably increase by $1000, as manufacturers would be reluctant to absorb 

the cost of the tax. The tax would apply to all manufacturers, so it would not affect competition at least 

within market segments. Consumers would receive no direct benefit from the higher vehicle price. Thus, 

one would expect new vehicle sales to decrease. If the tax was revoked at some later date, new vehicle 

sales would presumably rise to previous levels. The increase in sales might even be a bit larger, as 

demand for new vehicles had been “pent up” for a time. Still, no one would expect future new vehicles 

sales to remain at their lower, tax‐induced levels forever once the tax was removed. 

The same thing was true for the Cash for Clunkers programs described by NHTSA in the PRIA. 

Offering people a cash payment for an older, but still operational vehicle could entice them to sell their 

vehicle and buy a new, more efficient one. But no one talks about or analyzes the long term effect of 

such temporary programs on vehicle scrappage or sales. NHTSA certainly does not when they analyze 

the effect of this program. These programs have an effect while they exist and have no effect once they 

end.  

This is analogous to the situation with NHTSA’s understanding of the effect of an increase in new 

vehicle prices on scrappage. There are differences at the appearance level, of course. Regulatory 

standards do not usually come and go, though some programs have been rescinded of late, as this 

proposal is attempting to do. Normal expectations are that once implemented, standards will remain in 

place. This masks the fact that the scrappage of used vehicles in CY 2030 and beyond in NHTSA’s MY 

analysis is being affected by the price impacts on 2030 and later MY new vehicles. The CAFE and CO2 

standards are not changing, so it might seem reasonable to assign any scrappage impacts in the future 

to “the 2025 standards”. However, like the vehicle tax or scrappage incentive, any scrappage effect 

related to the CAFE and CO2 standards only continues as long as the program is affecting new vehicles. 

At a very fundamental, common sense level, it is only appropriate to include the scrappage effect of 

vehicles which are included in the analysis (i.e., 1977‐2029 MY vehicles).    
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The following diagram attempts to show this relationship.   

CY 2025    CY 2026 and beyond 

Added Technology 
Increase in New Vehicle Price in 2025 

→  Reduced fuel consumption, CO2 emissions, 
changes in safety, reduced upstream 
emissions, etc. over the useful life of the 
vehicle 

↓                                                                                               

No effect Reduced Scrappage and increased use of used 
vehicles in CY 2025 
Leading to increased fuel consumption, CO2 
emissions, changes in safety, reduced upstream 
emissions, etc. during CY 2025 

 

As is depicted in the diagram, the change to the design of new 2025 MY vehicles along with its 

cost affects the operation of 2025 MY vehicles over their entire lifetime. However, the effect of the 

increased price of these new vehicles only affects the use of used vehicles in the calendar year during 

which these new vehicles are sold.  In order for there to be a scrappage effect in CY 2026, new vehicle 

prices must be increasing (relative to MY 2024 levels) in that year, as well.  

Given their belief in an effect of new vehicle prices on used vehicles, NHTSA could have returned 

to a multi‐calendar year analysis which is commonly used in regulatory analyses. All of the necessary 

information is made available in a run of the current Volpe Model, which we will demonstrate below. 

While the Volpe Model tracks vehicle usage beginning with the 1975 model year in CY 1975, the Volpe 

Model is not a time machine. Future standards cannot affect the past.7 Thus, any vehicle usage occurring 

prior to CY 2017 shown in the model output is the same for every control scenario. Thus, the inclusion of 

the model years 1977‐2016 in the title of the 1977‐2029 MY analysis is highly misleading, intentionally 

or not. First, it implies that all of the operation of these vehicles is included in the analysis. While this is 

technically true, the vast majority of this operation is irrelevant to the analysis as it can’t be affected by 

any future control scenario. Second, it also implies that what is going on has to do with “model years”, 

which is incorrect and misleading. By characterizing the phenomena presumably occurring as relating to 

“model years”, NHTSA increases its justification for ending the analysis early (i.e., MY 2029), as can often 

be justified with model year analyses. In reality, the higher prices of 2017‐2029 MY vehicles simply did 

not and could not affect the operation of 1978‐2016 MY vehicles over their lifetimes. The higher prices 

could not begin earlier than 2017 and could only affect used vehicle operation beginning in CY 2017. 

Table 1 is a simple chart which describes the first 34 model years of vehicles potentially affected 

by NHTSA’s proposal (2017‐2050 MY) and the older model years of vehicles potentially affected by 

“scrappage”. The Volpe Model tracks new vehicle designs and sales through MY 2050 and the operation 

                                                            
7 NHTSA, through the Volpe Model, does attempt to be time machine in that it projects technology which will be 
added to vehicles starting in MY 2017 and allows this technology to vary based on future CAFE and CO2 standards. 
This obviously cannot be realistic, since the 2017 fleet has already been completely sold. The vast majority of 2018 
MY vehicles have also been already sold. The technology for the 2019 vehicles is already set and many vehicle 
models are already in production. To pretend otherwise is simply another way to reduce costs for the proposal 
relative to the current standards. 
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of these vehicles through CY 2089. The NHTSA MY 1977‐2029 analysis simply focuses on select outputs 

from this broader simulation. Therefore, the model years shown in Table 1 go through 2050 simply for 

the sake of completeness. Its relevance will be discussed later below.  

Table 1: Used Vehicles Affected by Potential Changes in the Sale of New Vehicles  

MY of New Vehicle Sales  Used Vehicles Affected 

  Newest  Oldest 

2017  2016  1978 

2018  2017  1979 

2019  2018  1980 

2020  2019  1981 

2021  2020  1982 

2022  2021  1983 

2023  2022  1984 

2024  2023  1985 

2025  2024  1986 

2026  2025  1987 

2027  2026  1988 

2028  2027  1989 

2029  2028  1990 

2030  2029  1989 

2031  2030  1990 

…  …  … 

2050  2049  2011 

 

According to NHTSA’s theory about the effect of new vehicle prices on scrappage, Table 1 shows 

that prices of new 2017 vehicles will affect the scrappage of 1978‐2016 vehicles. However, this impact 

only occurs in the 2017 calendar year. (As mentioned above, NHTSA argues that the scrappage effect 

will respond to changes in new vehicle prices and fuel economy quickly, so there is no assumed lag in 

the timing of the response. However, there are “lag” variables in the scrappage model which NHTSA did 

not describe or justify in any detail.) Thus, while 1978 MY vehicles are affected, they are not affected 

over their entire lifetime. Their use can at most be affected in their 39th year of life. Similarly, the 

operation of 1979 MY vehicles are only affected by the sale of vehicles in calendar years 2017 and 2018, 

or for the final two years of their life.8 This reflects the fact that scrappage occurs in specific calendar 

years and can potentially affect all vehicles on the road, regardless of model year.  

The problem arises as we move to the bottom of Table 1, highlighted in bold and yellow. 

According to NHTSA’s scrappage model, changes to new 2030 MY vehicle prices affect the operation of 

1991‐2029 MY vehicles. Changes to new 2031 MY vehicle prices affect the operation of 1992‐2030 MY 

vehicles. Changes to new 2032 MY vehicle sales affect the operation of 1993‐2031 MY vehicles, and so 

on. The Volpe Model assumes that the final CAFE or CO2 standards continue on infinitum (i.e., the 2025 

MY standards under the current standards and the 2020 standards under the proposed freeze). The 

                                                            
8 The inclusion of the operation of used vehicles prior to its being affected by new vehicle sales is not the problem. 
This operation, by definition is the same under all the control scenarios evaluated by NHTSA since any decision 
made in this rule cannot affect the past. 
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model stops adding technology and evaluating compliance after the 2032 MY. After the 2032 MY, 

vehicle design is assumed to remain constant9 and only absolute sales projections are changed. In other 

words, any changes in new vehicle price are. projected for 2032 is continued through the end of the 

modeling of the fleet (MY 2050 and CY 2089). 10 This happens whenever the Volpe Model is run in fleet 

analysis mode, which was used by NHTSA in their runs. The model output from which NHTSA then 

selects its “relevant” data reflects these assumptions. The model is not designed to cease applying an 

earlier standard and remove all of the technology added previously.11 Thus, as late as MY 2050, the 

model is still assuming that new vehicle sales increase and used vehicle operation decreases under the 

proposal. In fact, this scrappage effect might continue even beyond the 2050 MY, as the operation of 

MY 2029 vehicles continues as late as 2068, when the last MY 2029 vehicles are assumed to be 

scrapped. This implies that the Volpe Model is actually assuming that the decrease in new vehicles 

prices is continuing until the last calendar year that vehicle operation is tracked, or 2089.  

This inclusion of the scrappage effects of 2030‐2068 MY vehicles in the 1977‐2029 MY analysis is 

completely hidden in NHTSA’s description of the analytical tool, since MYs 2030‐2069 do not appear in 

the label. The primary (and presumably desired) effect of this inclusion is the addition of an enormous 

amount of decreased operation of 1991‐2029 MY vehicles in CYs 2030‐2068 under the proposal. This 

reduces fuel consumption, CO2 and criteria pollutant emissions, accidents and fatalities to any standard 

which is projected to decrease vehicle prices. As will be demonstrated below, it creates a hurdle for any 

future regulation that appears to be impossible to overcome.  

 

 

 

 

 

 

 

                                                            
9 We will see below that NHTSA actually assumes that vehicle fuel economy will increase at a compounded rate of 
about 1% per year at no cost. 
10 We end with the 2050 MY, as this is the last year that the Volpe Model analysis includes. However, NHTSA is 
actually including scrappage effects due to the sale of new 2068 MY vehicles in their model year analysis, almost 
40 years after ceasing to include the impacts of the control scenarios on new vehicles. This is demonstrated by the 
fact that the VMT per year of 2050 MY vehicles reflects the effect of NHTSA’s scrappage model even though no 
2050 and later MY vehicles are included in the model. 
11 That is why the Volpe Model cannot model the present situation in a realistic manner. It cannot model 
manufacturers’ decisions for MY 2017‐2019 assuming the current standards are in place and then begin assessing 
potential differences between standard scenarios. It looks like the Volpe Model can do this, as the standards which 
are fed to the model are consistent with the various control scenarios. However, the Volpe Model adds technology 
to 2017‐2019 MY vehicles based on standards in effect in later model years. Thus, the model actually pretends that 
it can change history, when no model obviously can. 
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Table 2 compares the years of operation of various vehicles included in NHTSA’s 1977‐2029 MY 

analysis versus those years actually affected by changes in new vehicle prices of 2017‐2029 MY vehicles. 

Table 2: Used Vehicle Operation Included in the 1977‐2029 MY Analysis Versus That Affected by the 
Sale of 2017‐2029 MY Vehicles 

Used 
Vehicle 
Model Year 

CYs of Operation Included 
in NHTSA MY Analysis 

CYs of Operation Affected 
by Sale of New 2017‐2029 
MY Vehicles 

CYs of Operation Affected 
by Sale of New 2030 and 
later MY Vehicles 

  Model Years  No. of MYs  Model Years  No. of MYs  Model Years  No. of MYs 

Pre‐2089  Pre‐2089  1‐11  Pre‐2089  1‐11    0 

1989  2017‐2028  12  2017‐2028  12  2030‐2028  0 

1990  2017‐2029  13  2017‐2029  13  2030‐2029  0 

1991  2017‐2030  14  2017‐2029  13  2030‐2030  1 

1992  2017‐2031  15  2017‐2029  13  2030‐2031  2 

1993  2017‐2032  16  2017‐2029  13  2030‐2032  3 

1994  2017‐2033  17  2017‐2029  13  2030‐2033  4 

1995  2017‐2034  18  2017‐2029  13  2030‐2034  5 

1996  2017‐2035  19  2017‐2029  13  2030‐2035  6 

…..             

2017  2017‐2055  39  2017‐2029  13  2030‐2056  26 

2017  2018‐2056  39  2018‐2029  12  2030‐2056  27 

2018  2019‐2057  39  2019‐2029  11  2030‐2057  28 

2019  2020‐2058  39  2020‐2029  10  2030‐2058  29 

   ….             

2025  2026‐2064  39  2026‐2029  4  2030‐2064  35 

2026  2027‐2065  39  2027‐2029  3  2030‐2065  36 

2027  2028‐2066  39  2028‐2029  2  2030‐2066  37 

2028  2029‐2067  39  2029‐2029  1  2030‐2067  38 

2029  2030‐2068  39  2029‐2029  0  2030‐2068  39 

 

As shown in Table 2, all of the operation of 1991 MY vehicles occurs prior to 2030. Thus, any 

changes to the operation of 1991 MY vehicles which might occur is related to the sale of new 2017‐2029 

MY vehicles which are included in the analysis. However, starting with the 1992 MY, some of the 

operation of these vehicles included in NHTSA’s MY analysis is modified because of changed scrappage 

patterns caused by 2030 and later MY vehicles. At the extreme end of the list, all of the assumed 

changes in the operation of 2029 MY vehicles are caused by the prices and fuel economy of 2030 and 

later MY vehicles.  

This impact is reinforced by a comparison of the 1977‐2029 MY analysis to that of either a 2017‐

2029 CY analysis or a 2017‐2050 CY analysis.  We choose this comparison as it is difficult to argue that an 

indefinite calendar year analysis would not be the best basis for comparing various regulatory 

alternatives. As mentioned above, we live in real time. Future standards cannot affect the past. Thus, it 

is appropriate to begin any regulatory comparison with its effective start date. Continuing the projection 

of regulatory impacts forever would include all of the potential impacts of the various regulatory 

options. Of course, in practice, there are both limits to the number of years which can be modeled, 

though with computers, this is not a large burden to absorb. Practically, one can simply continue to add 
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calendar years to the analysis and find a point in time when the results cease to change significantly due 

to the repeated application of a finite discount rate.  

A greater issue is uncertainty, as no one can predict the future. However, given that the Volpe 

Model is already being used in this way, extending this approach is not a hurdle to performing a more 

complete and fair analysis. Thus, we chose two multi‐calendar year analyses for comparison. The first, 

which includes CYs 2017‐2029, was chosen as this stops the analysis with the same model year selected 

by NHTSA as the end of their multi‐“model year” analysis. The second, which includes CYs 2017‐2050, 

was chosen as the Volpe Model does not model the operation of 2051 and later new vehicles.12 Thus, 

including CY 2051 or later years would not be including a complete fleet of vehicles expected to be on 

the road in those years. Table 3 shows the relevant model years and calendar years of vehicle operation 

included in each case. 

Table 3: Inclusion of Model Year/Calendar Year Combinations in Three Regulatory Analysis 

  1977‐2029 MY Analysis  2017‐2029 CY 
Analysis 

2017‐2050 CY 
Analysis 

Operation of 1975‐2016 MY Vehicles 

     Prior to CY 2017  Included, but irrelevant, as 
operation unaffected by future 
standards 

Operation excluded  Operation excluded 

     After CY 2016  Completely included  Included through CY 
2029 

Included through CY 
2050 

Operation of 2017‐2029 Vehicles 

     Prior to CY 2030  Completely included  Included through CY 
2029 

Included through CY 
2050 

     After CY 2029  Completely included  Operation excluded  Included through CY 
2050 

Operation of 2030 and later MY Vehicles 

     From CY 2030‐
2068 

Scrappage effects included; 
operation of 2030 MY and later 
vehicles excluded 

Completely 
excluded 

Included through CY 
2050 

    After CY 2069  Completely excluded  Completely 
excluded 

Included through CY 
2050 

 

The table is broken down into three sections vertically. The first section addresses MY 1978‐

2016 vehicles, or those vehicles whose design is not affected by the proposal. The second section 

addresses MY 2017‐2029 vehicles, or those vehicles whose design is affected by the proposal and which 

are included in NHTSA’s 1977‐2029 MY analysis. The third section addresses 2030‐2050 MY vehicles, or 

those vehicles whose operation is excluded from NHTSA’s analysis, but whose scrappage effects are 

included. In each section, we identify one or two groups of calendar years that show how these three 

different approaches affect analytical outcomes.  

                                                            
12 We would have chosen CY 2068, as NHTSA’s MY 1977‐2029 analysis included operation of MY 2029 vehicles out 
to this calendar year. However, the current Volpe Model stops tracking new vehicle operation with the 2050 MY, 
making CY 2050 the last year with a complete vehicle fleet aged from zero to 39 years. 
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Starting at the top, as mentioned above, the operation of pre‐2017 vehicles prior to CY 2017 

cannot be affected by any future regulation. NHTSA’s 1977‐2029 MY analysis includes this operation, but 

to no real purpose other than labelling. The two calendar year analyses exclude this vehicle operation 

for the same reason: it doesn’t matter. This vehicle operation should not be included in the analysis nor 

its title as it simply confuses the public about what is really going on. 

Regarding the operation of pre‐2017 vehicles after CY 2016, NHTSA’s 1977‐2029 MY analysis 

completely includes the operation of these vehicles, until the last vehicle is scrapped in CY 2055. A 2017‐

2029 CY analysis would only include the operation of these vehicles until CY 2029. As the design of these 

vehicles is unaffected by future regulation, only scrappage effects can change their operation. The 2017‐

2029 CY analysis would automatically cease to consider any post‐2029 scrappage effects on pre‐2017 

vehicles, consistent with the exclusion of 2030 and later MY vehicles from the analysis. A 2017‐2050 CY 

analysis would include the bulk of the operation of these vehicles, as the last of these vehicles are 

scrapped in 2055. Again, the operation which would be excluded (CY 2051‐2055) would be consistent 

with the exclusion of 2051 and later MY vehicles from the analysis. 

Regarding the operation 2017‐2029 vehicles prior to CY 2030, all three analytical approaches 

include this operation.  

After CY 2029, NHTSA’s 1977‐2029 MY analysis completely includes the operation of these 

vehicles until the last vehicle is scrapped in CY 2068. A 2017‐2029 CY analysis would include the 

operation of these vehicles only until CY 2029. In such an analysis, the post‐CY 2029 benefits which will 

result from technology already paid for would be excluded. A multi‐calendar year analysis of such a 

short duration would not generally be acceptable for this reason. However, this analysis would also 

avoid including any post‐CY 2029 differences in the scrappage and VMT of these vehicles across various 

control scenarios, as these scrappage effects are due to the sale of 2030 and later MY vehicles. Finally, a 

2017‐50 CY analysis would include the operation of 2017‐2029 MY vehicles through CY 2050. This would 

include the any scrappage effects on these vehicles through 2050, consistent with the inclusion of new 

2050 MY vehicles in the analysis. Some of the operation of all of the 2017‐2029 MY vehicles would be 

excluded from the analysis, as these vehicles are not assumed to be scrapped in the Volpe Model until 

CY 2052‐2068. Such an analysis would include the benefits over the vast majority of the operation of 

2017‐2029 MY vehicles compared to both the shorter calendar year analysis and NHTSA’s 1977‐2029 MY 

analysis. It would also include the scrappage effects caused by 2017‐2050 MY vehicles through CY 2050. 

Any scrappage effects would be applied to 2030‐2050 MY vehicles, as well as 2017‐2029 MY vehicles. 

Thus, there would be both greater and lesser scrappage effects being applied in this analysis than in 

NHTSA’s 1977‐2029 MY analysis. However, the 2017‐2050 CY analysis would add the operation of 2030‐

2050 MY vehicles through CY 2050. This operation would not be included in the shorter multi‐calendar 

year analysis.  

The third and final section of Table 3 pertains to 2030 and later MY vehicles operated in CY 2030 

and beyond. NHTSA’s 1977‐2029 MY analysis includes the scrappage effects of these vehicles, but 

excludes the operation of the vehicles themselves. A 2017‐2029 CY analysis would completely exclude 

these vehicles, operation and scrappage effects. The 2017‐2050 CY analysis would include most of the 

scrappage effects as included in NHTSA’s 1977‐2029 MY analysis and add the operation of 2030‐2068 

MY vehicles through CY 2068. Again, the 2017‐2050 CY analysis would still leave off the post‐2050 
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operation of the 2030 and later MY vehicles, which is the typical problem with any calendar year 

analysis. 

Limiting further discussion to just the NHTSA 1977‐2029 MY analysis and a 2017‐2050 CY 

analysis, Table 3 shows that there are only two differences between the two. First, NHTSA’s 1977‐2029 

MY analysis excludes the operation of 2030‐2050 MY vehicles, while a 2017‐2050 CY analysis would 

include this operation through CY 2050, including any scrappage effects experienced by these vehicles. 

Second, the 2017‐2050 CY analysis would exclude any scrappage effects after CY 2050, while the NHTSA 

1977‐2029 MY analysis includes these effects through CY 2068. A 2017‐2050 CY analysis would meet the 

guidelines normally used in designing any multi‐calendar year analysis. Given that NHTSA’s 1977‐2029 

MY analysis excludes the cost and benefits of operating 2030 and later MY vehicles, but includes their 

impact on the scrappage of older vehicles, it is difficult to see how this analysis can be justified once this 

bias has been understood and publicized. It is not easy to understand how such an analysis became the 

backbone of a proposed Federal regulation. 

An alternative that keeps the model year structure of NHTSA’s 1977‐2029 MY analysis would be 

to modify it by removing any scrappage effects occurring in 2030 CY and beyond. This analysis would still 

have the disadvantage of barely including any vehicles which reflect full compliance with the current and 

proposed standards in 2025. However, it would at least remove the primary problem with NHTSA’s 

current MY analysis. The impact of including the scrappage effects caused by 2030 and later MY vehicles 

simply and straightforwardly increases the VMT of used vehicles under the current standards. This 

increases fuel consumption, CO2 emissions, fatalities, and criteria pollutant emissions associated with 

the current standard or reduces them under the proposal, depending on your point of view. Since 

NHTSA ignores any value associated with scrappage‐related increase in VMT (i.e., personal 

transportation), the inclusion of scrappage VMT in CY 2030 and later increases the costs associated with 

the current standard or reduces them under the proposal, which significantly affects the cost‐benefit 

comparisons of the proposal and other alternatives evaluated by NHTSA. Even if NHTSA added the value 

of this additional scrappage induced driving, this would only address private costs. Public impacts, like 

emissions, noise and congestion would still be inappropriately modeled and considered. We now 

estimate the degree that this inappropriate analytical tool affected the regulatory impacts presented by 

NHTSA in the proposal. 

Impact of the Inclusion of Post‐2029 Scrappage 

As mentioned above, the Volpe Model cannot simulate the removal of technology and its 

impact on vehicle prices, fuel economy, CO2 and safety. However, it is possible to remove scrappage 

impacts starting in CY 2030 from the information contained in the output files of the Volpe Model. With 

such an adjustment, the operation of 2016 and earlier MY vehicles in CY 2030 and beyond would be the 

same under all control scenarios, as the design of these vehicles cannot be affected by future regulation. 

The VMT of 2017‐2029 MY vehicles in CY 2030 and beyond would be the same under all scenarios. 

However, their fuel consumption per mile, CO2 emission factor, safety, etc. would change according to 

the scenario under which they were certified.  

The diagram at the beginning of this section depicts the impact of added technology on the 

lifetime of operation of the vehicle receiving the new technology, plus the possible impact of this 

technology on the operation of used vehicles in the year in which the new vehicles were sold. Looked at 

this way, NHTSA’s 1977‐2029 MY analysis is really just a string of 13 individual model year analysis 
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running from 2017 through 2029. New vehicles receive new technology over this time period, which is 

used for 40 years to modify the impacts of their operation. The cost of this added technology affects the 

scrappage of used vehicles during CYs 2017‐2029, but not beyond this date.  

Removing the impact of scrappage in CY 2030 and beyond required two runs of the Volpe 

Model. The first run was identical to that performed by NHTSA to evaluate the effects of the proposed 

CO2 emission standards. This run included 20% rebound, the scrappage module, the dynamic fleet share 

(DFS) module and the sales response module all enabled.  The second run was the same, but with the 

scrappage module disabled. We use the Volpe Model’s estimates of various effects due to the proposal 

from the annual_societal_effects_report.csv files of each run. For calendar years 2029 and earlier, VMT 

(and all “effects” related to VMT, such as fuel consumption, emissions and fatalities) is taken from the 

first run, that used by NHTSA in the proposal. For calendar years 2030 and later, VMT is taken from the 

second run, as this run does not have any impact of scrappage. Without any scrappage impacts, the 

Volpe Model’s projections for vehicle operation after 2029 do not include any effects from scrappage in 

CY 2030 and beyond. Looking back to the last line of Table 1, the VMT for 2010 MY vehicles would 

include the scrappage effects associated with changes in vehicle prices of 2029 and earlier MY vehicles, 

but not those for 2030 and later MY vehicles. In this way, the effect of scrappage truncates consistently 

with the truncation of the inclusion of new vehicles: MY 2029.  

Table 4 summarizes the impact of this change in accounting on several key impacts of the 

proposal. 

Table 4: Effect of Consistent treatment of New and Used Vehicles on the Impact of the Proposed 
Freeze versus the Current CO2 Standards 

Fleetwide Parameter Total for 
1977‐2029 MY 

NHTSA Analysis  Scrappage effects truncated in 
CY 2029 

VMT (billion miles)  (1,787)  (888) 

Fuel Consumption (billion 
gallons) 

79  98 

CO2 Emissions (million metric 
tons 

713  885 

Fatalities  (15,644)  (7,905) 

 

As Table 4 shows, the effects of the proposal on total VMT and fatalities over these 53 model 

years decreases by roughly 60%. The proposal’s effect on fuel consumption and CO2 emissions increases 

by 34%. These figures show the degree to which NHTSA “new” 1977‐2029 MY analysis skews the 

projected impacts of the proposal. This occurs assuming that NHTSA’s scrappage model is reasonable for 

MY 2017‐2029. 

We performed a second comparison using conditions which address some of the purported 

problems with the current standards, namely safety. This time, we ran the Volpe model with two 

additional modifications: 1) we set the rebound rate to zero, and 2) we limited mass reduction to 

vehicles which fell into either the light truck or van/SUV safety classes. Eliminating rebound simply 

eliminates one source of change in VMT between CO2 control scenarios which is independent of the 

interaction between the scrappage model and the 1977‐2029 MY lifetime analysis. Plus, NHTSA admits 

(and its cost‐benefit analysis reflects) that the additional VMT due to rebound has been voluntarily 
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chosen by consumers and its value should more than outweigh the private costs of this driving. Limiting 

mass reduction to only those vehicles where lighter mass reduces fatalities creates a comparison which 

highlights the impact of older vehicle VMT since the proposed freeze reduces VMT from older vehicles 

(and thus, their associated fatalities), but increases fatalities from new vehicles due to less mass 

reduction. 

Table 5 incorporates the above described changes and shows the total fatality impact using two 

analytical approaches: 1) the 1977‐2029 MY lifetime approach and 2) total fatalities over calendar years 

2017‐2050.  

Table 5: Impacts of the Proposal on Fatalities Using Two Analytical Methods 

  Total Fatalities   

  Current CO2 
Standards 

Proposed Freeze at 
2020 Levels 

Impact of the Freeze 
on Fatalities 

1977‐2029 MY lifetimes  492,210  484,453  (7,557) 

Calendar Years 2017‐2050  845,442  840,439  (5,003) 

 

As can be seen, NHTSA’s model year lifetime approach indicates that the proposal will reduce 

total fatalities by 7,557 over the model years considered. This is roughly a 1.5% increase in total 

fatalities. The total change in fatalities over calendar years 2017‐2050 is only 5,003 (a decrease of 33% 

compared to the NHTSA analysis) and represents only a 0.6% increase in total fatalities. As the new 

vehicles being produced under the current CO2 standards are safer on a per mile basis than those 

produced under the proposed standards, and rebound was set to zero, the entire impact on fatalities is 

due to scrappage. As discussed elsewhere in these comments, we believe that NHTSA’s scrappage 

model is not reasonable and should be discarded. However, the MY analytical approach introduced by 

NHTSA in this rulemaking contributes significantly to the problem and should also be discarded. While 

the number of fatalities projected to be reduced by the proposal is still substantial, this level of 5,003 

still includes the scrappage module through CY 2029, the fleet share module and the sales response 

module. All of these aspects of NHTSA’s analysis are flawed. With more reasonable estimates of these 

effects, the number of fatalities saved by the proposal decreases to very low levels or even turns into an 

increase in fatalities. One such scenario is described below.  

In this final comparison, we ran the Volpe Model in CO2 emission compliance mode using input 

files published by NHTSA in support of the NPRM with a few modifications. One, rebound was changed 

to zero so that the VMT added due to the more stringent current CO2 standards did not confound the 

comparison. Two, we replaced NHTSA’s scrappage model with one which held total car plus truck VMT 

constant across CO2 control scenarios in each calendar year. In other words, the increase in used vehicle 

VMT matched the decrease in new vehicle VMT arising from the sales response module and fleet share 

module. Three, we restricted vehicle mass reduction to limits used by NHTSA in the Technical 

Assessment Review (i.e., limits of 5% for small cars and 7.5% for medium cars). This was done to hold 

the fatality rate per mile the same or better as CO2 standard stringency increased. Otherwise, all inputs 

were the same as those used by NHTSA in their assessments of the CO2 standards. 
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Table 6 shows the impact of the proposal on the VMT for the three MY groups of vehicles used 

by NHTSA in the preamble.   

Table 6: Impact of NHTSA’s Proposal on Fleetwide VMT – Sales Response and Fleet Share Modules 
Enabled, No Rebound, VMT Neutral Scrappage, TAR Limits on Mass Reduction (billion miles) 

Model Years  Current CO2 Standards  Proposed Freeze  Effect of Proposal 

Includes Post‐CY 2029 Scrappage Effects 

1977‐2016  14,420  14,391  (30) 

2017‐2020  11,155  11,118  (37) 

2021‐2029  25,872  25,855  (17) 

1977‐2029  51,447  51,364  (84) 

Excludes Post‐CY 2029 Scrappage Effects 

1977‐2016  14,403  14,391  (12) 

2017‐2020  11,133  11,118  (14) 

2021‐2029  25,745  25,855  109 

1977‐2029  51,281  51,364  83 

 

As can be seen, when the effect of the scrappage model is allowed to run through CY 2089, the 

proposal reduces VMT by 84 billion miles over these model years. When the scrappage effect is 

eliminated starting in calendar year 2030, VMT increases by 83 billion miles. This difference of 167 

billion miles represents mileage by 1991‐2029 vehicles in CY 2030 and beyond which has been increased 

due to higher vehicle prices for model year 2030 and later MY vehicles, whose operation is excluded 

from this analysis. When examined on a calendar year basis, VMT is the same under either set of CO2 

standards in any particular calendar year.  

Table 7 shows the impact of the proposal on total projected fatalities. 

Table 7: Impact of NHTSA’s Proposal on Fatalities – Sales Response and Fleet Share Modules Enabled, 
No Rebound, VMT Neutral Scrappage, TAR Limits on Mass Reduction 

Model Years  Current CO2 Standards  Proposed Freeze  Effect of Proposal 

Includes Post‐CY 2029 Scrappage Effects 

1977‐2016   136,353    136,079    (274) 

2017‐2020   96,014    95,702    (312) 

2021‐2029   211,085    210,992    (93) 

1977‐2029   443,452    442,773    (679) 

Excludes Post‐CY 2029 Scrappage Effects 

1977‐2016   136,193    136,079    (114) 

2017‐2020   95,823    95,702    (121) 

2021‐2029   210,057    210,992    936  

1977‐2029   442,072    442,773    701  

 

The fatality projections shown in Table 7 show the same trends as those in Table 6. With post‐

2030 CY scrappage included, the proposal reduces fatalities. Without this scrappage, the proposal 

increases fatalities. While the elimination of post‐2029 scrappage affects the fatalities for each of the 

three MY groups, the change is most notable for the vehicles directly affected by the proposal, 2021‐

2029 MY vehicles. (Note that rebound is assumed to be zero in this analysis.) The VMT of the 2021‐2029 
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MY vehicles are affected the most by the exclusion of 2030 and later CY scrappage, as these vehicles 

have the highest annual mileages in the post 2030 CY timeframe. Despite scrappage being set to be 

VMT‐neutral on a calendar year basis, VMT by model year can shift. It is this shift that causes most of 

the net increase in fatalities due to the proposal when post‐2029 scrappage is excluded. Fatalities under 

the current standards are also slightly lower due to the slight improvement in safety, which we move to 

next. 

Finally, Table 8 shows the impact of the proposal on the fatality rate per mile.  

Table 8: Impact of NHTSA’s Proposal on Fatalities per Mile– Sales Response and Fleet Share Modules 
Enabled, No Rebound, VMT Neutral Scrappage, TAR Limits on Mass Reduction 

Model Years  Current CO2 Standards  Proposed Freeze  Effect of Proposal 

Includes Post‐CY 2029 Scrappage Effects 

1977‐2016   9.456    9.456    0.000  

2017‐2020   8.607    8.608    0.000  

2021‐2029   8.159    8.161    0.002  

1977‐2029   8.620    8.620    0.001  

Excludes Post‐CY 2029 Scrappage Effects 

1977‐2016   9.456    9.456    0.000  

2017‐2020   8.607    8.608    0.000  

2021‐2029   8.159    8.161    0.002  

1977‐2029   8.621    8.620    0.000 

 

As can be seen, the proposal increases the fatality rate per mile for 2021‐2029 MY vehicles, 

regardless of the treatment of scrappage. (Vehicle technology is independent of scrappage.) While the 

fatality rate per mile for pre‐2017 vehicles is shown to be the same under both approaches to post‐2029 

scrappage, the level under the current standards is very slightly lower with either NHTSA’s scrappage 

model or VMT‐neutral scrappage. With either approach to post‐2029 scrappage, differences in the 

overall fatality rate per mile are in the fourth decimal point and beyond any realistic difference given the 

uncertainty of the safety‐related inputs to the analysis. This analysis indicates that there need not be 

any significant worsening of vehicle safety with the retention of the current CO2 standards.  

The extremely biased and misleading nature of the 1977‐2029 MY analysis is finally 

demonstrated by evaluating the level of net benefits that the 2020 standards produce when compared 

to the 1 mpg scenario which NHTSA always includes in their Volpe Model runs. Using the Volpe Model 

output from NHTSA’s evaluation of the proposed and alternative CO2 standards, we calculated the net 

benefits of the proposal compared to the 1 mpg scenario. Using either a 3% or 7% discount rate, net 

benefits were negative for the 2020 standards. In other words, if NHTSA had evaluated the proposal 

using their own Volpe Model run, they could not even justify the proposed 2020 standards using their 

1977‐2029 MY analysis. We performed the same comparison, only against the 2017 standards. Again, 

the 2017 standards produced a net cost relative to the 1 mpg.  These additional runs show that the 

inclusion of scrappage related VMT due to vehicle sales over 52 model years produces simply too high a 

level of artificial costs for the benefits of just 13 model years’ of new technology to overcome, especially 

when the vehicle fleet has not even reached equilibrium compliance with the 2025 standards. Standards 

which are producing no problems for the industry are projected to be problematic, due to the 
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inappropriateness of the MY 1977‐2029 analytical concept being used. We have every reason to believe 

that this would be true for any future safety standards which might be considered by NHTSA, as well.  

In short, labeling the scrappage impacts on used vehicle operation as “model year” effects and 

allowing this to justify the exclusion of the operation of 2030 and later MY vehicles is clearly biased: this 

increases the net benefits of the proposal and under‐estimates the negative impacts of the proposal on 

the key aspects of the relevant regulations: fuel consumption CO2 and criteria pollutant emissions, and 

safety. This concept hinges the safety impact of more stringent standards on vehicle scrappage. 

Improved safety is then touted as the primary goal of the proposal to roll back the current standards. As 

mentioned above, this new analytical tool should be discarded from any use in this or other regulatory 

area. 

A much more straightforward approach would be to return to a multi‐calendar year analysis, 

such as 2017‐2050. We will present more reasonable projections of the impact of the proposal over this 

time period at the end of this review of the proposal.  
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V. Over‐Compliance Under the Proposed 2020 Freeze 

  NHTSA’s projection of the increased fuel consumption due to the proposed rollback standards is 

lower than what would be consistent with previous regulatory analyses.13 In the NPRM, NHTSA did not 

present any comparisons of its current fuel impact projections to previous projections. We obtained 

NHTSA’s projections for the CO2 levels of the new vehicle fleet and the CO2 levels required by the 

standards from the Compliance_Report.csv file for the run performed by NHTSA simulating compliance 

with the CO2 standards (published on the NHTSA‐Volpe Model website in support of this rulemaking). 

Table 9 below shows both the CO2 emission levels required by both the current and proposed CO2 

standards and the fleetwide average CO2 emission levels projected to result by the Volpe Model. These 

figures represent 2‐cycle certification emission levels, not onroad levels. Onroad emission levels are 

essentially 25% higher due to the “gap” between 2‐cycle emissions and onroad emissions.  

Table 9: Fleetwide Average 2‐Cycle CO2 Levels ‐ NHTSA Run of the CO2 Standards (g/mi) 

  Current Standards  Proposed Freeze 

Model 
Year 

Required 
Fleetwide 
CO2 Levels 

Projected CO2 
Compliance 

Levels 

Over‐
Compliance

Required 
Fleetwide 
CO2 Levels 

Projected CO2 
Compliance 

Levels 

Over‐
Compliance

2021   212    198    15    241    236    4  

2022   202    192    11    241    234    7  

2023   193    187    5    241    233    8  

2024   183    183    ‐      241    232    9  

2025   175    182    (7)   240    232    9  

2026   175    178    (3)   240    232    9  

2027   175    176    (1)   240    230    10  

2028   175    175    1    240    230    10  

2029   175    174    1    240    230    11  

2030   175    174    1    240    229    10  

2031   175    174    1    240    229    10  

2032   175    174    1    240    229    11  

 

As Table 9 shows, in the 2028‐2032 timeframe when the added technology needed to meet the 

standards has stabilized, NHTSA projects that manufacturers will over‐comply with the 2020 standards 

by 11 g/mi. (This is equivalent to 14 g/mi CO2 on the road.) In contrast, as shown in Table 9, NHTSA 

projected that over‐compliance under the current CO2 standards would be only 1 g/mi. We determined 

that this over‐compliance was not related to NHTSA’s projected refresh and redesign cadence for 

specific vehicle models. We ran the Volpe Model exactly as done by NHTSA, but allowing every vehicle 

model to be redesigned and refreshed every model year. The over‐compliance seen in the NHTSA run 

did not decrease substantially. However, the over‐compliance decreased dramatically to 3 g/mi when 

the payback period for fuel savings in the Effective Cost calculation was reduced from 30 months to 

zero.14 In the Volpe Model, NHTSA assumes that manufacturers will add technology which provides fuel 

                                                            
13 See, TAR; EPA Final Determination; the 2016‐2025 CAFE and CO2 rulemaking. 
14 NHTSA found that the over‐compliance level was just under 3 g/mi with a payback period of 12 months (PRIA, 
Table 13‐3). In the limited time provided for review of and comment on NHTSA’s technical analysis, and due to the 
model’s lack of transparency, we were not able to determine why the over‐compliance did not decrease further 
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savings over the specified “payback period” whether the technology is needed to enable compliance or 

not.15 Thirty months (two and a half years) is a small fraction of a vehicle’s life. The fact that the model is 

finding technology beyond that required to meet the 2020 standards which pays for itself over such a 

short time period alone is a strong indication that this standard is too lenient. NHTSA does not address 

this obvious contradiction between the existence of this “cost effective” technology and its proposal to 

relax the standards. This also indicates that any analyses which indicate that the 2020 standards are not 

justified must be erroneous or biased in some way. This assumption simply appears to be a ploy to 

snatch the benefits of this technology for the proposal without actually ensuring that the manufacturers 

do in fact employ it in the future. This is made obvious by NHTSA’s numerous observations that 

consumers will not buy something that they are not interested in.16 

NHTSA describes that the Volpe Model used to support the proposal will add technology that 

pays for itself over two and a half years.17 However, NHTSA does not mention the fact that this two and 

a half year payback period is two and a half times greater than the payback period used for the TAR.18 

The industry experience to which NHTSA points to justify this assumption (see below) was well prior to 

the time the TAR was conducted. NHTSA has failed to explain why it is now departing from its estimate 

of this payback period for the TAR.  

NHTSA does perform three sensitivity analyses using two shorter payback periods and one 

longer one, which then shrinks or expands the amount of technology added beyond that needed for 

compliance.19 NHTSA does present the effect these sensitivity analyses on projected fuel economy and 

CO2 levels in Section 13 of the PRIA. However, the projection of continued fuel economy improvements 

beyond 2032 diminish the impact of these reduced payback periods on the increased fuel costs 

projected for the proposal. Also, the impact of the reduced payback periods on the application of 

technology (via the Effective Cost metric) under both the proposal and the current standards makes the 

value of these sensitivity analyses questionable and the sensitivity case is causing more changes in 

model operation than meets the eye.  

NHTSA states that the amount of technology added will vary with assumed fuel prices in the 

future and states that this is consistent with its observation of industry practice in the past.20 However, 

when NHTSA examines this past experience, it points to a period of unusually high fuel prices (i.e., some 

over‐compliance occurring after 2006 due to spikes in the price of crude oil and transportations fuels).21 

                                                            
with a shorter compliance period. However, this 3 g/mi over‐compliance may be due to the “inheritance” of 
technology applied to meet the proposed standard in an earlier model year by other vehicles sharing the same 
engine or transmission.   
15 See the definition of payback period, page 9 of the PRIA. 
16 For example, see FR, Vol 83, No. 165, August 24, 2018, p. 43191 
17 FR, Vol 83, No. 165, August 24, 2018, p. 43174, p. 43179. 
18  TAR, p. 13‐10 
19 NHTSA does present average CO2 compliance levels for three alternative payback periods in Section 13 of the 
PRIA. However, there is no discussion of the significance of these values. 
20 Ibid. 
21 NHTSA states at FR, Vol 83, No. 165, August 24, 2018, p. 43179, that they base this assumption primarily on 
uncited statements made to NHTSA by automobile manufacturers. NHTSA mentions that they conducted 
sensitivity analyses using payback periods other than 30 months. NHTSA also states there that this assumption is 
consistent with historical fuel economy data, but does not describe this data, nor where to find it. We could not 
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However, there are no price “spikes” in NHTSA’s central fuel price forecast. Fuel prices are generally low 

throughout most of the analysis (i.e., gasoline prices reach $3.19 in 3035 in today’s dollars22, hardly a 

“high” fuel price even today). Thus, the industry experience highlighted by NHTSA does not support their 

projection that manufacturers will apply this “cost‐effective” technology under normal fuel pricing. 

Thus, while NHTSA presents a justification for this assumption, it is hollow.  

Additionally, the majority of this unrequired, “cost‐effective” technology being applied by the 

Volpe Model in 2017 and beyond under the rollback standards has been available for years and has not 

been extensively applied by manufacturers to date.23 (Otherwise, it would already be in the 2016 

baseline fleet.24) The fuel economy levels shown in Table 3.2 of the most recent EPA Trends Report show 

that car and pickup fuel economy was essentially constant over this entire period.25 The fuel economy of 

truck‐SUVs was constant from MY 1986‐2006. Only the fuel economy of minivans improved over this 

time period and this improvement was 10% over a 20 year period. Engine technology developed 

dramatically over this time period. Figure 2‐3 shows that instead of improving fuel economy, 

manufacturers choose instead to improve performance, as the horsepower‐to‐weight ratio of the 

average vehicle doubled between 1986 and 2006. A few manufacturers have historically over‐complied 

with the standards (e.g., Honda, Toyota). However, overall, manufacturers have historically just 

complied with the standards or even paid CAFE fines due to under‐compliance, offering no assurance 

that such over‐compliance would indeed occur under the proposed standards. Further, this projection is 

in direct contradiction to NHTSA’s new sales response model, which is reviewed in more detail below. 

NHTSA’s sales response model projects the impact of changes to new vehicle characteristics on the sales 

volumes of these new vehicles. When developing this sales response model, NHTSA states that it could 

not find an effect of new vehicle fuel economy on sales.26 In other words, new vehicle purchasers did 

not appear to value fuel economy in their purchase decisions. Yet here, NHTSA assumes that 

manufacturers believe that their customers value 30 months of fuel savings when they make their 

purchasing decisions and that manufacturers will devote development resources to adding fuel‐saving 

technology.  

NHTSA is making inconsistent assumptions which consistently favor the proposal. When it 

comes to new vehicle sales and fleet turnover to any more stringent standards, NHTSA assumes 

consumers do not value fuel economy and that sales will drop due to higher vehicle prices. When it 

                                                            
find any reference to this data in the PRIA. NHTSA does present a chart (Figure 13‐4) in the TAR which shows that 
manufacturers over‐complies with the car and truck standards after CY 2000 (TAR, page 13‐10). 
22 Taken from the Parameters file used by NHTSA in their Volpe Model runs. 
23 Vehicle_Report.csv file from NHTSA’s simulation of the CO2 standards, total sales volume having specific 
technologies applied for technologies such as VVT, VVL, SGDI, DEAC, AT6, EPS, IACC, LDB, SAX, ROLL10, ROLL20, 
AERO5, AERO10, AERO15, MR1, MR2, and MR3, all of which have been available for a decade or more. 
24 Note that other reviewers, such as ICCT, have found that NHTSA changed its characterization of the 2016 
baseline fleet for this rule to reflect the presence of more fuel‐efficient technology than was justified. This likely 
reduced the level of over‐compliance projected by the Volpe Model under the 2020 standards, but also avoided 
the possibility that one or more of the other alternative control scenarios could be met at little or not cost. 
25 Trends Report ‐ Light‐Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 
Through 2017, U.S. EPA, January 2018, EPA‐420‐R‐18‐001. 
26   FR, Vol 83, No. 165, August 24, 2018, p.42993 
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comes to estimating the benefits of more stringent standards, NHTSA assumes that consumers value 

fuel economy, and so much so that fuel economy increases even in the absence of standards.  

The projection of this over‐compliance allows NHTSA to exclude the benefits of this “cost‐

effective” technology27 from its calculation of the benefits of the current CO2 standards and all the other 

alternative standards considered. NHTSA does assign the cost of this technology to the 2020 standards. 

However, this in itself is not problematic to their cause, as this technology produces net benefits under 

any cost‐benefit analysis (it pays for itself in two and a half years). At the same time, NHTSA is able to 

relax the CO2 standards to the greatest degree feasible at this point in time, providing manufacturers 

with the flexibility to ignore applying this technology for fuel‐efficiency purposes, as they have done 

historically. This is consistent with NHTSA’s emphasis on allowing manufacturers to use new technology 

to either improve fuel economy or performance.28 

As we show below, eliminating this over‐compliance and the over‐compliance discussed in the 

next section appears to have been sufficient alone to cause the proposal to shift from producing net 

benefits to society to producing a net cost. This effect was not revealed in NHTSA’s sensitivity analyses 

(which only addressed the payback period with its other effects on model operation) and thus, was not 

presented to stakeholders for adequate review and comment. 

   

                                                            
27 As noted elsewhere, NHTSA’s definition of cost‐effective technology with respect to ranking technology for its 
desirability to enable compliance is flawed. However, in this case, it is safe to say that any technology which pays 
for itself in 30 months is cost effective. 
28 See FR, Vol 83, No. 165, August 24, 2018,  p 42991 regarding the use of downsized turbocharged engines. 
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VI. Post‐2032 MY Fuel Economy Improvements 

  The Volpe Model only simulates the addition of technology to enable compliance with the CAFE 

and CO2 standards through MY 2032. The user of the Volpe Model can choose to extend the results of 

this simulation forward to the 2050 MY (and CY 2089) by clicking on “Perform Fleet Analysis 

Calculations” in the Runtime Settings of the graphical user interface (GUI) of the model. This option is 

useful and required when conducting analyses like NHTSA’s 1977‐2029 MY lifetime analysis or the more 

appropriate 2017‐2050 CY analysis. While neither the preamble to the proposal, nor the PRIA mention it, 

when NHTSA extended its Volpe Model analysis to 2033 and later MY vehicles, it assumed that 

manufacturers would increase fuel economy steadily each year. We were only able to discover this fact 

by reviewing the detailed output of the Volpe Model run used by NHTSA to analyze the CO2 standards 

and comparing onroad fuel economy and CO2 emissions after MY 2032 to that for MY 2032. Upon 

further investigation, we were able to find that NHTSA states on page 132 of the most recent 

documentation of the Volpe Model29, that they automatically project that manufacturers will continue 

to “deploy emerging and previously unutilized cost‐effective technologies on their fleets.” No 

justification is given for this assumption, nor are any levels of growth rates presented or discussed. 

Table 10 presents average onroad CO2 emission levels for passenger cars and light trucks from 

NHTSA’s modeling of the CO2 standards. In contrast to the figures shown in Table 9 above, we have to 

show onroad emission levels here. Two‐cycle CO2 emission levels, which are used in compliance 

calculations, are only provided by the Volpe Model up to MY 2032. The post‐2032 MY growth in fuel 

economy (and shrinkage in CO2 emissions) is applied to the associated onroad fuel economy and CO2 

emission levels. We calculated these fleetwide average CO2 emissions levels by dividing tailpipe CO2 

emissions (column “AC” and converting million metric tons to grams) by the VMT (column “H”) for 

vehicles of age zero from the Annual_Effects_Report.csv file from NHTSA’s Volpe Model run simulating 

the CO2 standards. Also shown in Table 10 are the onroad CO2 emission levels equivalent to the final 

CO2 standards.30  

 

 

 

 

 

                                                            
29 Draft CAFE Model Documentation, NHTSA, U.S. DOT, July 2018. Published on the NHTSA.gov website for the 
Volpe CAFE Compliance Model. 
30 The onroad emission levels under the current standards include an adjustment for the use of A/C leakage credits 
under the current CO2 standards (14 g/mi for passenger cars and 17 g/mi for light trucks, as listed in the Market 
file for this same Volpe Model run performed by NHTSA). These credits are not available under the proposed 
standards after 2020. We used a “gap” of 0.799 for the proposed freeze and 0.798 for the current standards. The 
analogous Vehicle_Report file shows that electric vehicles constitute 2% under the current standards and 1% of 
the fleet under the proposed freeze and NHTSA uses a gap estimate of 0.3 for electric vehicles versus the usual gap 
of 0.8 for gasoline vehicles. 
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Table 10: Fleetwide Average CO2 Emissions from Passenger Cars and Light Trucks – NHTSA Run of the 
CO2 Standards (mpg) 

  Passenger Car  Light Truck 

Model Year  Current Standards  Proposed Freeze  Current Standards  Proposed Freeze 

Onroad CO2 
Equivalent of 
Standards * 

203  255  276  355 

  Volpe Model Projections of Onroad CO2 Emission Levels (g’mi) 

2025  213  249  295  343 

2026  208  249  289  341 

2027  206  248  286  340 

2028  204  247  283  339 

2029  204  247  281  339 

2030  204  247  281  338 

2031  204  247  281  338 

2032  204  247  281  338 

2033  202  245  277  334 

2034  201  243  274  330 

2035  199  241  270  325 

2040  192   232    35.1   232  

2045  185  224  37.4  224 

2050  178  215  39.8  215 

* Assumes onroad gap of 0.8, which is the gap applied by NHTSA to the vast majority of vehicles. 

As can be seen, fleetwide CO2 emissions vary little between 2028 and 2032 for passenger cars 

and 2029 and 2032 for light trucks during the period of time when compliance is actually being modeled 

in the Volpe Model. By 2028‐2029, even with the slow cadence of the application of technology in the 

Volpe Model, manufacturers have stopped adding technology and fuel economy is essentially constant. 

Even at these levels, however, the Volpe Model is already projecting significant levels of over‐

compliance with the CO2 standards. The 2020 CO2 standards for passenger cars and light trucks work 

out to onroad CO2 emission levels of 276 g/mi and 355 g/mi, respectively.  The errors that this projected 

over‐compliance creates are addressed in the previous section.  

Then, beginning with MY 2033, for both cars and trucks and both CO2 control scenarios, 

fleetwide CO2 emissions start to decrease by 1‐2g/mi per year for cars and 3‐4 g/mi for trucks. We 

evaluated the year‐over‐year reduction in CO2 emissions occurring after 2032. (The same reduction 

applies to fuel consumption.) We found that CO2 emissions from passenger cars decreased by 0.76% 

annually on a compounded basis. CO2 emissions from light trucks decreased by 1.29% annually on a 

compounded basis. These reductions are consistent with the values entered in cells b5 and b6 of the 

Fleet Analysis Values worksheet of the Parameters input file for this Volpe Model run.31  

                                                            
31 While cells b5 and b6 contain fuel economy growth rates for the “baseline scenario”, cells c5, and c6 of this 
worksheet and file contain the rate of fuel economy growth for the “action alternatives”, or what are normally 
referred to as the control scenarios. Oddly, the parameters file used by NHTSA in their simulation of the CO2 
standards contains higher fuel economy growth rates for the baseline scenario (0.76% to 1.29%) than the action 
alternative (0.25% to 0.87%). However, the output of the Volpe Model shows that the fuel economy growth rates 
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This projection is highly questionable given the industry’s past practice, as discussed. Again, 

NHTSA presents no justification for the assumption. Worse, NHTSA does not even mention in the 

proposal that it is making this projection. It is buried in the model documentation, where the actual 

growth rates used are not mentioned.  

There are further problems with this assumption. First, if such technology is expected to arise 

and be applied, we wonder why NHTSA is not adjusting the proposal to reflect its use. NHTSA might 

argue that it cannot base its or EPA’s standards on unidentified technology. But NHTSA includes the 

benefits of such technology in its analyses as a basis for determining not to implement further 

technology, which is essentially the same thing. Second, it is arbitrary that NHTSA includes no cost for 

this technology. Third, NHTSA does not consider how this unknown, but cost‐effective technology might 

shrink the difference in cost between various control scenarios. Fourth, this projection suddenly begins 

after the Volpe Model stops modeling compliance. Thus, while compliance is being modeled, no 

currently unexpected efficiency improvements are applied. However, as soon as NHTSA stops modeling 

compliance, such efficiency improvements appear and are free of charge. Fifth, this steady increase in 

fuel economy and reduction in CO2 emissions builds on the over‐compliance projected by the Volpe 

Model under the proposed freeze. Thus, not only are CO2 levels unjustifiably low in the 2028‐2032 

timeframe, but they decrease further into the future. Finally, and most importantly, this improvement in 

fuel economy (and CO2 emissions) reduces the absolute difference in fuel consumption between the 

current standards and the proposed freeze.  The assumption that this unknown technology is available 

to all control scenarios serves to diminish the benefit of further control by shrinking the difference 

between various control scenarios over time. 

Since no justification is provided for this continual and free improvement, this reduction only 

serves to under‐estimate the fuel savings associated with the current CAFE and CO2 standards. In 

contrast, the differences in cost between control scenarios for 2032 MY vehicles continue indefinitely. 

Thus, this seems to be one more way that NHTSA is actively working to ensure that its analyses support 

the relaxation of standards over the current program.  

This is a serious problem for any appropriate and realistic analysis of future CAFE and CO2 

standards. On the one hand, its impact on NHTSA’s 1977‐2029 MY lifetime analyses is indirect, as the 

1977‐2029 MY analysis excludes 2033 and later MY vehicles. However, fuel cost per 100 miles is a factor 

in the scrappage model and the scrappage effects of 2030 and later vehicles are included in NHTSA’s 

1977‐2029 MY analyses.  

With respect to more appropriate analyses, like a 2017‐2050 calendar year analysis, this 

unjustified improvement in fuel economy after 2032 has major implications. While this improvement in 

fuel economy affects both control scenarios, it diminishes the increase in absolute fuel consumption 

resulting from the proposal. Based on the onroad CO2 levels associated with the standards themselves, 

the proposal increases fuel consumption over a typical year’s driving of 15,000 miles by 137 gallons of 

gasoline. Using NHTSA’s projections of fuel economy under the two control scenarios for 2050, this 

difference shrinks to 66 gallons. Thus, all of the impacts of the proposal on long‐term fuel use in the U.S. 

are completely unrealistic and misleading. This problem extends to the effect of the proposal on all 

                                                            
entered for the “baseline scenario” are used for all scenarios being evaluated by the Volpe Model. It is possible 
that the growth rates for “action alternatives” is disabled in the current version of the Volpe Model. Again, the 
model’s lack of transparency hinders stakeholders’ ability to meaningfully engage with NHTSA’s projections. 
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upstream emissions of CO2, criteria pollutants, and air toxics, as well, as these emissions vary 

proportionately with the change in vehicle fuel consumption. The DEIA projects emission impacts out to 

CY 2050, meaning every projection contained in the DEIS after CY 2032 is affected by this 

unsubstantiated projection.32    

To put this error into context, holding 2033 and later fuel economy at 2032 levels and 

eliminating over‐compliance with the standard doubles the increase in fuel costs due to the proposal 

from $436 billion to $876 billion over calendar years 2017‐2050 (discounted at 3%). This ignores the 

increased monetary cost of increased refinery emissions, though these too increase by a factor of two. 

Instead of technology costs exceeding fuel savings by $270 billion, when this error is corrected, fuel 

savings exceed technology costs by $100 billion. This accepts NHTSA’s technology costs (which are 

reviewed below) and adjusts the technology cost of the proposal to account for removing over‐

compliance. It also includes NHTSA’s scrappage model and 20% rebound. Thus, setting aside other major 

errors in NHTSA’s analysis, correcting the two unjustified improvements relative to the 2020 standards 

almost single‐handedly changes the proposal from providing net benefits on a societal basis to 

increasing net costs. This will be described in greater detail in the last section of this review when we 

develop and discuss the costs and benefits of the proposal.  

This unjustified projection of free and unrequired improvement in fuel economy appears to be 

intended to reduce the benefits of any further regulation of fuel economy. It reduces the negative 

impacts of the proposal on the public (in terms of fuel costs) and the environment (in terms of all types 

of emissions). The projections of increased fuel use and emissions presented in the proposal stray so far 

from reality as to necessitate reproposal with defensible technical analysis before finalization of a 

regulation.  

   

                                                            
32 This is in addition to further problems with the emission projections contained in the DEIS. The emission impacts 
in the DEIS are not at all consistent with the output of the Volpe Model which NHTSA published on its website in 
support of the NPRM. 
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VII. Sales Response Module 

The sales response module is described on pages 946ff of the PRIA. NHTSA describes how new 

vehicle sales have been basically stagnant for nearly 30 years. They also describe how vehicle sales are 

strongly affected by macroeconomic factors. NHTSA indicates that vehicle sales are likely the function of 

many vehicle attributes. Despite this, NHTSA’s sales response module projects new vehicle sales on only 

one vehicle attribute: the average price of new cars and trucks combined.  The model includes a number 

of macroeconomic factors which are believed to dominate the level of sales, but these factors do not 

differ with the level of CAFE or CO2 standard. It is important to note that no fuel‐related factors (e.g., 

passenger car (hereafter referred to simply as “car”) fuel economy, safety rating, performance level, 

etc.) are included in the model, despite the fact that differences in fuel economy can affect lifetime 

vehicle ownership costs which exceed changes in new vehicle purchase price. NHTSA says that it tried to 

include fuel economy in its analyses, but that these attempts did not improve the ability to predict 

sales.33 As NHTSA provided neither the data nor its statistical analyses for review, we cannot determine 

if this inability is due to poor data, poor model structure, or some other reason. For example, NHTSA 

states that it shifted to modeling quarterly vehicle sales by versus annual sales in order to increase the 

amount of data available for statistical analysis.34 However, there are likely to be strong seasonal trends 

in vehicle sales and in macroeconomic factors. How this move improved NHTSA’s ability to find an effect 

of vehicle prices on sales needs to be described in detail so that these obvious questions, as well as 

others, can be answered. Thus, we have no ability to comment on the appropriateness of the inclusion 

of this one vehicle factor, whether it is truly significant, or whether its effect is essentially irrelevant 

compared to the macro‐economic factors included.  

NHTSA’s inability to find a statistical effect of fuel economy on sales indicates a fundamental 

problem with their data or their model. Numerous studies cited in the NPRM and the TAR have found 

that consumers value fuel economy to at least some degree. NHTSA should reject any sales model which 

does not reflect the effect of fuel economy on sales. Similarly, we cannot even be sure that the form of 

the data used by NHTSA to develop the sales response model was of a form and precision to allow an 

effect of fuel economy to be quantified. If data are not available to allow the detection of the effect of 

fuel economy on sales, NHTSA should again reject any effort to develop a sales response model, given 

that it is inconsistent with studies which have found such an effect and which are cited by NHTSA 

elsewhere in the preamble.35 Also, other relevant vehicle factors, such as safety features, luxury 

features, utility, and others were not described at all. While these factors were not included in the 

model, NHTSA does not describe whether or not it tried to include such factors.  

NHTSA’s use of a sales response model constitutes an unexplained reversal in the agency’s 

position on the feasibility of doing so. In the TAR, EPA and NHTSA stated that developing such a model is 

“a difficult, if not impossible, task” and that “[i]t is difficult, if not impossible, to separate the effects of 

the standards on vehicle sales and other characteristics from the impacts of macroeconomic or other 

forces on the auto market”36. Now, NHTSA has apparently overcome this conclusion. However, none of 

                                                            
33 FR, Vol 83, No. 165, August 24, 2018,  p 43075. 
34 FR, Vol 83, No. 165, August 24, 2018,  pp 43074 
35 See TAR at 6‐3 to 6‐5 detailing factors besides vehicle cost which need to be accounted for in 
developing a consumer choice model which can be used to make reliable quantitative predictions.  
36 TAR p. 6‐1. 
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the types of data that they are now analyzing appears to be different in nature than data which was 

available two years ago. It appears more likely that NHTSA’s standard of quality changed. NHTSA must 

explain why this was appropriate. 

 It should also be noted that NHTSA only included average car+light truck costs in its statistical 

model. They make no mention of tracking changes in the prices of cars and trucks separately. NHTSA 

and EPA set differential fuel economy and CO2 standards for cars and light trucks and projected 

compliance costs for the two vehicle classes differ significantly. The overall cost and utility of the two 

vehicle classes are very different. The Volpe Model predicts changes in technology costs for the two 

classes separately. Thus, there seems to be little reason to combine their price increases in the sales 

response model. The result is that it obfuscates the greater decrease in the proposal’s technology cost 

for trucks than cars and may have been projected to increase truck sales more than cars. NHTSA’s new 

fleet share module is used to project relative car and light truck sales. However, while total sales are 

assumed to be solely a function of vehicle price, relative car and light truck sales are assumed to be 

solely a function of relative fuel costs. Given that CAFE and CO2 standards affect both vehicle costs and 

fuel economy, this is unjustifiably simplistic. At worst, it seems biased, as the result of both decisions is 

(yet again) in the direction of inflating the benefits of the proposal vis a vis the current standards. 

Later in the description of the sales response model, NHTSA describes how it did not use data on 

vehicle prices from the Bureau of Labor Statistics (BLS).37 The reason given was that BLS excluded price 

increases related to safety and fuel economy improvement, as these changes enhanced product quality. 

Yet NHTSA’s sales response model explicitly ignores both safety and fuel economy improvements. 

NHTSA’s model is therefore in conflict with the views of BLS that consumers value safety and fuel 

economy changes. It is important to note that NHTSA cites studies in the proposal that have found that 

purchasers of vehicles value fuel economy in their buying decisions.38 NHTSA has offered no evidence 

that it worked as hard to find a fuel economy effect here as it did to find a statistical model which 

provided the “right” impact of mass reduction on fatalities.  As described in Chapter 8 of the TAR, NHTSA 

worked for years to amass data, massage it, attempt dozens of statistical models and finally find effects 

of mass reduction which reflected its expectations. One can only surmise that the sales response model 

found for the proposal equally fit NHTSA’s expectations.  

NHTSA states that they used vehicle transaction price data obtained from the National 

Automotive Dealers Association (NADA) in lieu of the BLS data. However, we could not find a citation to 

the exact source of this data.39 In addition to providing no description of their statistical analysis, we 

could not even perform a cursory review of the nature of the data used for vehicle pricing. One 

important aspect of vehicle pricing is the availability of rebates. Manufacturers often offer rebates, 

particularly during poorer economic periods. These rebates can affect the effective price of a new car by 

20% or more.40 If rebates have not been quantified and included, any resulting model would be of little 

value.  

                                                            
37 FR, Vol 83, No. 165, August 24, 2018,  p 43095 
38 FR, Vol 83, No. 165, August 24, 2018,  pp 43072 
39 There are no citations to any NADA publication or online source of data in NHTSA’s discussion of its decision to 
use the NADA data (FR, Vol 83, No. 165, August 24, 2018,  pp 43074 and PRIA pp. 1013 of the PRIA). 
40 https://www.gmc.com/incentives accessed on 10/25/2018. Rebates and price reductions below MSRP on 2018 
GMC Sierra 1500 pickup total $10,948. Rebates and price reduction offered on 2019 Acadia of $6976. 
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Finally, while NHTSA shows that the overall fit of the sales response model is good,41 they do not 

distinguish between the relative contribution of macroeconomic variables and vehicle price to the 

statistical fit. It is no surprise that vehicle sales are a function of the state of the economy, at least not to 

someone living in the state of Michigan. It would not be surprising if 90% of more of the explanatory 

power of NHTSA’s sales response model was due to the macroeconomic terms, with the vehicle price 

terms have far less explanatory power. For example, Figure 8‐5 of the PRIA shows total vehicle sales 

changing by plus or minus 4 million vehicles over the past 10 years. Since neither NHTSA nor anyone else 

is able to accurately predict future recessions more than a few months out, the presence of these 

factors in the model appear to be of little practical use. In fact, the sales response model basically 

predicts relatively high growth in car plus truck sales through 2021 (0.7‐3.0% per year), low growth from 

2021‐2032 (0‐0.3% per year), and then relatively steady growth of 0.7% per year through 2050, 

regardless of CO2 control scenario. These trends are present regardless of CO2 control scenario. The 

cause of the changes in growth rates over these broad periods are not clear. 

NHTSA states that the sales response module predicts that a $1000 increase in the price of a 

new vehicle will reduce new vehicle sales by 160,000 units in the first year and 600,000 units over the 

next 10 years.42 NHTSA is not clear whether this $1000 price increase occurs only in one year, or 

whether it is a step increase which continues indefinitely. If it is the former, then the statement and 

NHTSA’s model seem unreasonable. As discussed above, an increase in price for a single year should 

have no negative impact on sales once the price increase disappears. If NHTSA’s statement refers to a 

long term increase of $1000, their statement indicates that the effect of this price increase on sales 

should dissipate over the first 10 years and then essentially disappear or at least become very small.  

However, the Volpe Model outputs do not indicate a diminishing effect of a long term price increase. 

We find that the proposal is projected to have the same effect on sales in the late 2020’s and in the 

2040’s. In fact, the impact of the proposal on total new vehicle sales is twice as high in 2050 (~200,000 

units) compared to 2035 (~100,000 units). Given that the full cost difference of the proposal is reached 

in 2029, a diminishing effect on sales should have played out by 2040. Thus, there seems to be 

something about the form of the model input to the Volpe Model that is inconsistent with the findings 

of NHTSA’s statistical analysis. It appears that regardless of what NHTSA meant by their statement, some 

correction to the model is needed. 

   

                                                            
41 Figure 8‐5 of the PRIA. 
42 PRIA, p. 953. 
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VIII. Fleet Share Model 

  NHTSA’s “fleet share” model projects the ratio of car and light truck sales by model year. NHTSA 

states that it used the EIA fleet share model, but modified its application.43 EIA’s model estimates the 

ratio of light‐duty vehicle to light‐duty truck sales. One of NHTSA’s stated modifications was the 

conversion of the model to estimate the ratio of passenger car to light truck sales.44 NHTSA does not 

provide any detail on how it accomplished this task, nor any other modifications which may have been 

made to EIA’s fleet share model. NHTSA also has not provided any of the data used to construct this 

model. Thus, the model should be discarded or the proposal re‐proposed with the information 

necessary for stakeholders to meaningfully comment on it.  

  At a more detailed level, the fleet share model predicts the relative sales of cars and trucks 

based solely on the difference between their cost per mile of fuel to operate, average horsepower and 

vehicle mass.45 Based on NHTSA’s own simulation of the CO2 standards, the difference between the cost 

of fuel during the first year of operation for a car and a truck was $460 under the 2020 standards and 

$600 under the 2025 standards in the 2032 model year (after the standards have completely phased in 

under NHTSA’s slow cadence of vehicle redesign). These fuel costs are based on an annual mileage of 

17,000 miles, which is the highest annual mileage for any year of vehicle operation. It ignores the fact 

that NHTSA projects that light trucks are driven more than passenger cars, even when the same buyer 

switched from a car to a truck.  

NHTSA’s fleet share model projects that this first year $140 difference will cause 450,000 

consumers to purchase a truck in lieu of a car. This change in relative car‐truck sales is 4 times the 

decrease in total car plus truck sales predicted to occur by NHTSA’s sales response model for a $2200 

price difference between the two CO2 standards. This change in relative car‐truck sales also ignores the 

$360 difference in compliance costs between cars and trucks for the two CO2 standards.46 This does not 

represent buyers of sedans switching to two wheel drive crossovers, which has already been occurring 

of late.47 Two wheel drive crossovers are classified as passenger cars. Thus, NHTSA is projecting that 

buyers of either sedans or two wheel drive crossovers are switching to four wheel drive crossovers or 

much larger SUVs or pick‐up trucks.  

  It appears that the premises behind the sales response and fleet share models are completely 

inconsistent. The former assumes that sales are solely a function of vehicle price and that consumers do 

not consider fuel economy. The latter assumes that fuel economy is consumers’ sole determinative 

factor and that vehicle price does not impact a consumer’s decision. The sensitivity of relative car‐truck 

sales to fuel economy also appears to be extraordinary given the small annual savings involved. If 

                                                            
43 FR, Vol 83, No. 165, August 24, 2018,  p 43076. 
44 Ibid. 
45 Ibid. 
46 Relative compliance costs for cars and trucks were taken from the Compliance_Report.csv file for the Volpe 
Model run of the CO2 standards which was posted by NHTSA to their website for the NPRM. Specifically, average 
technology cost for passenger cars and light trucks under the proposed freeze was $2019 less than the current 
standards (from cell AD4504) and $2382 less than the current standards (from cell AD4505), respectively). 
47 U.S. CFR Section 523.4 and 523.5 
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consumers valued fuel economy to this degree, one would think that NHTSA would not even bother 

with cost‐benefit analysis for its CAFE standards. They would obviously be cost beneficial. 

  The fleet share model is not applied to changing fuel economy levels after 2032. As mentioned 

above, NHTSA projects continued fuel economy improvements for both cars and light trucks after 2032 

through at least 2050. These improvements are greater for trucks on a percentage basis than for cars, 

and truck fuel consumption is higher than that of cars to begin with. Thus, the difference between the 

fuel cost per 100 miles for cars and trucks should be steadily shrinking. However, the more stringent the 

pre‐2032 standards, the smaller this shrinkage would be. Thus, if the fleet share model was applied, 

truck sales would continue to increase under both the current standards and the proposal. However, the 

degree of increase in truck sales would be greater under the proposal than under the current standards. 

This would increase total fuel consumption under the proposal relative to the current standards, and 

increase upstream emissions as well.  

When we looked at relative car and truck sales after 2032, however, we did not find a steadily 

increasing truck fraction of total sales. The truck fraction of total sales increased in 2033 compared to 

2032, but then steadily decreased through 2050 at a very slow rate. Page 133 of the documentation to 

the Volpe Model states that total vehicle sales and the sales fractions of cars and light trucks for 2033 

and beyond are an external input to the model, as listed in the Parameters.xls file. NHTSA’s sales 

projections in the Parameters file show a slowly decreasing truck sales fraction. Notwithstanding the 

problems with the fleet share model, NHTSA does not offer any explanation as to why the fleet share 

model is not used beyond 2032. The use of external car‐truck sales fractions would be consistent with a 

static vehicle fleet post‐2032. However, given that NHTSA projects improving fuel economy for the next 

28 years, it would seem only consistent to use its fleet share model to project steadily increasing truck 

sales fractions. The fact that the fleet share model is not applied after 2032 affects the analysis ‐‐ again 

in a direction in favor of the proposal.  

The Parameters.xls file only provides for one set of car and truck sales. Given that sales after MY 

2032 are taken from this list, this should mean that the same levels of sales are used for all control 

scenarios after 2032. However, when we examined sales after 2032, we found that sales under the 

current standards were lower than under the proposal. This is probably due to the sales response 

model. Thus, while NHTSA ceases to apply the fleet share module after 2032, it continues applying the 

sales response model. Enabling the sales response model after 2032 slows down the turnover of the 

fleet under more stringent standards. Thus, enabling the sales response model again makes the proposal 

appear more beneficial. The inconsistent, and apparently arbitrary disabling of the fleet share model 

after 2032 again helps the proposal. The only consistency in NHTSA’s approaches is in bias toward the 

rollback of the standards. 
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IX. Mileage Accumulation Schedules 

The Volpe Model uses estimates of the vehicle miles travelled per year by vehicle age in order to 

convert changes in the fuel economy and CO2 emission rate of new vehicles into both lifetime estimates 

of fuel consumption and emissions and calendar estimates of the same. Prior to the TAR, NHTSA 

obtained its estimates of VMT by vehicle age from the National Household Travel Survey (NHTS).48 At the 

time of the TAR, the latest NHTS was from 2009. The mileage accumulation schedules used both prior to 

the TAR and for the TAR were assumed to be static; that is, they stayed the same regardless of the CAFE 

or CO2 scenario being evaluated. In the TAR, NHTSA simply stated that it developed new mileage 

accumulation schedules based on purchased data from Polk. No reason was given for the need to 

replace the NHTS‐based schedules.49 

In the NPRM, NHTSA provided several reasons for not using the 2009 NHTS data.50 One, the 

survey was taken during the Great Recession. Two, it was based on a relatively small sample (113,000 

households and 210,000 vehicles). Three, the results from the more recent 2017 NHTS were not yet 

available. Four, the Polk data applied to 2015, after the recovery from the Great Recession. Five, it 

represented a much larger sample of vehicles. Six, it was collected by a third party.  

NHTSA describes the Polk data in general terms. However, presumably because it is proprietary, 

NHTSA did not publish the data. Thus, we have no ability to review it and comment upon it. NHTSA did 

state that they adjusted the Polk data for the cost of fuel using their recent 20% estimate of the rebound 

effect.51 Thus, the mileage accumulation schedules are dependent on this questionable level of rebound. 

Throughout several pages of discussion of its processing of the Polk data, NHTSA never mentions 

the development of “dynamic” mileage accumulation schedules.52 Then, in Table II‐42, NHTSA presents 

both static and dynamic lifetime mileage estimates using the 2009 NHTS and Polk data.53 In a footnote 

NHTSA states that the particular dynamic mileages shown are based on their “central estimates” of GDP 

growth and fuel prices and apply to a 2016 vehicle with no further fuel economy or CO2 emission 

standards.54 NHTSA goes on to state that the dynamic lifetimes mileage estimates were produced by the 

dynamic scrappage model, which is addressed below.55 Based on the subsequent review of the 

scrappage model, we have no ability to review and comment upon their new dynamic mileage 

accumulation schedules, either. The mileages shown in Table II‐42 indicate that the new schedules 

reduce the lifetime VMT of cars and light trucks compared to past schedules by 96,882 miles and 

89,529‐99,445 miles, respectively, on a “static” basis. These reductions represent 32% and 29‐32% of 

lifetime car and light truck VMT, respectively. These are significant changes. The reductions range from 

13‐15% on the new, “dynamic” basis. NHTSA does not describe any attempt to reconcile either the 

                                                            
48 TAR, p. 13‐11. 
49 Ibid. 
50 FR, Vol 83, No. 165, August 24, 2018,  pp 43089. 
51 FR, Vol 83, No. 165, August 24, 2018,  p 43090. 
52 FR, Vol 83, No. 165, August 24, 2018,  pp 43089‐92. 
53 FR, Vol 83, No. 165, August 24, 2018,  p 43092 
54 Ibid. 
55 FR, Vol 83, No. 165, August 24, 2018,  p 43092‐93. 
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previous or new schedules at a fleetwide level with any independent data sources. It simply claims that 

the data used to generate the new schedules are better than the old data. 

  One obvious way to assess the accuracy of the schedules is to compare the projections of the 

Volpe Model of total fleetwide fuel consumption in a recent calendar year with actual gasoline sales. 

Gasoline is by far the predominant fuel used by cars and light trucks. Gasoline sales are tracked several 

ways, but one is the collection of Federal excise taxes. Since it is unlikely that people are paying taxes on 

fuel that wasn’t sold, tax collections represent a lower bound of actual gasoline sales.  

  The EIA collects data on gasoline consumption. Its Annual Energy Outlooks contains gasoline 

consumption for the most recent couple of years of historical data and also projects gasoline 

consumption into the future. Table 11 presents car plus light truck VMT, fleet‐wide fuel economy and 

fleetwide gasoline consumption from the Volpe Model run in CO2 mode for current CO2 standards. 

Table 11 also presents the analogous information from the 2018 Annual Energy Outlook.56 We selected 

the Volpe Model output for the current CO2 standards as these were assumed to be in place by EIA in 

their projections. 

Table 11: Fleet‐wide Light‐Duty Gasoline Consumption in the Volpe Model and the 2018 EIA Annual 
Energy Outlook 

Calendar 
Year 

Volpe Model: Current CO2 Standards with 
NHTSA Inputs 

2018 Annual Energy Outlook57 

  VMT 
(billion) 

Fuel 
Economy 
(mpg) 

Gasoline 
Consumption 
(billion 
gallons) 

VMT 
(billion) 

Fuel 
Economy 
(mpg) 

Gasoline 
Consumption 
(billion 
gallons) 

2016  2224  23.4  95.0  2747  22.4  122.6 

2017  2295  23.8  96.3  2794  22.8  122.5 

2025  2865  29.4  97.6  2879  27.8  103.6 

2030  3093  32.7  94.6  2943  31.7  92.8 

2040  3207  34.9  91.9  3010  34.7  86.7 

2045  3412  37.0  89.2  3086  36.6  84.3 

2050  3536  41.3  85.6  3302  38.2  80.8 

 

We focus first on calendar year 2016 as this represents historic data. It is also prior to any year 

in which the Volpe model projects any difference in technology application between the current CO2 

standards and the proposed freeze at 2020 levels, which might lead to differences in scrappage impact. 

As can be seen, the Volpe Model’s projection of both VMT and gasoline consumption are well below 

those of EIA. The EIA projection for gasoline consumption cannot be far off, as it must be reconciled with 

tax receipts. Other uses of gasoline, such as heavy‐duty vehicles and off‐road equipment, are very small 

relative to cars and light trucks. Also, NHTSA’s projected fuel economy for the fleet in 2017 is 1.0 mpg 

higher than EIA’s. We believe that both NHTSA and EIA use fuel economy estimates from EPA’s Fuel 

Economy Trends report. Thus, this is not likely to be the source of the difference. For NHTSA to have a 

                                                            
56 VMT and average fleetwide fuel economy were taken from Table A7 of the appendix to the 2018 Annual Energy 
Outlook. Gasoline consumption by light‐duty vehicles was calculated by dividing VMT by fuel economy. 
57 Annual Energy Outlook 2018 with projections to 2050, U.S. Energy Information Administration, Feb. 6, 2018. 
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higher fleetwide fuel economy than EIA, NHTSA’s fleet must be younger on average than EIA’s. Thus, for 

2017, NHTSA is projecting much lower VMT than EIA and higher fleetwide fuel economy, resulting in 

29% lower fuel consumption than EIA. 

Fleetwide VMT is a function of both vehicle survival (or scrappage) and VMT by vehicle age. 

Other than its scrappage model, NHTSA did not describe making any changes to its vehicle survival 

fractions. (If NHTSA changed its projected survival fractions when it changed its mileage accumulation 

schedules, it did not describe this process.) We ran the Volpe Model with and without the scrappage 

model enabled. The scrappage model increases VMT in 2016 by over 10%, equally for all control 

scenarios. Thus, the VMT in the Volpe Model would be even lower in 2016 than shown in Table 11 

without the scrappage model enabled.  In any event, the scrappage model would be adding older 

vehicles to the fleet, which would be reducing fuel economy, not increasing it. Thus, it cannot be the 

cause of the 1.0 mpg difference shown in Table 11.  

As mentioned above, the cause of the large difference in VMT between the Volpe Model and EIA 

could be in the number of vehicles on the road or their VMT per year. However, given that NHTSA says 

that it reduced the static lifetime VMT of cars and light trucks by 29‐32% via their new VMT schedules, 

and the dynamic lifetime VMT by 13‐15%, it seems fair to conclude that eliminating this change would 

eliminate half to all of the discrepancy between the Volpe Model’s fuel consumption and EIA’s 

measurement of actual gasoline consumption in 2016 (and 2017). In either case, the new mileage 

accumulation schedules are causing the Volpe Model’s estimates of national fuel consumption to differ 

substantially from accurate estimates of national fuel consumption.  

It is puzzling that NHTSA did not check its new projections against this independent and obvious 

source of data. This is especially puzzling given that NHTSA refers to the Highway Trust Fund (which is 

the recipient of Federal highway fuel excise taxes) on page 43187 of the preamble to the proposal. 

However, it is consistent with NHTSA’s approach to their scrappage model, where they didn’t feel the 

need to ensure that the VMT that scrappage was adding was consistent with the lost VMT from new 

vehicle sales, the cause of the presumed increase in scrappage in the first place. 

Looking forward to 2025, the Volpe Model’s projection of fleetwide VMT has caught up to EIA’s. 

The Volpe Model’s fleetwide average fuel economy is still above EIA’s. The difference has even widened 

to 1.6 mpg. This is surprising, as the scrappage model should be adding older vehicles to the fleet under 

the current CO2 standards. Older vehicles have worse fuel economy than newer ones. With higher fuel 

economy, the Volpe Model still projects slightly lower fuel consumption.   

Between 2017 and 2025, fleetwide VMT grows by 3.1% per year in the Volpe Model, while it 

only grows 0.5% per year in the 2018 Annual Energy Outlook. These are both projections, so they 

inherently have some degree of uncertainty associated with them. However, we checked growth in total 

VMT historically using data collected by the Federal Highway Administration (FHwA). Estimates of total 

annual VMT nationwide are available from their Travel Monitoring website.58 The monthly report for 

December of each year includes the VMT for the entire year. Prior to 2003, VMT is shown on a line chart 

going back to 1975.  

                                                            
58  FHw A, Travel Monitoring, https://www.fhwa.dot.gov/policyinformation/travel_monitoring/tvt.cfm, submitted 
via a file named FHwA Historical VMT.pdf. 
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Between 1993 and 2003, annual VMT grew by a steady 70 billion miles per year. As of 2003, 

national VMT was 2850 billion miles. Thus, this growth represented a growth of 2.5% of 1993 VMT. By 

2007, national VMT had only grown to 3,003 billion miles, or only 35 billion gallons per year. Due to the 

Great Recession, national VMT was still only 2,972 billion miles in 2013. By 2017, the latest year with an 

annual VMT estimate, nationwide VMT had growth to 3,208 billion miles. This represents average 

annual growth of 2% per year since 2013, but includes the recovery of any pent up demand from the 

recession due to the good economy of the past several years. Also, national VMT in 2017 was actually 

less than that in 2016. Thus, the projection of 3% growth per annum over the next 8 years seems to be 

too high even during the high growth years of the late 1990s and much too high given recent data 

during and after the recession. 

We attempted to determine where this high growth in VMT is coming from in the Volpe Model. 

When we set the rebound effect to zero, VMT in 2025 actually increases and growth from 2017 

increases to 3.2% per year. When we disable the scrappage model and set rebound to zero, VMT 

decreases in both 2017 and 2025, but growth between 2017 and 2025 increases to 3.4% per year.  

Disabling the fleet share model had little impact on national VMT in either 2017 or 2025, so it was not 

causing the growth.  

Finally, we disabled the sales response model and found two effects. First, it eliminated any 

changes in new vehicle sales over time. New vehicle sales remained constant at 2016 levels. Thus, 

without the sales response model operative, the future sales projections contained in the Parameter file 

are no longer utilized. Second, disabling the sales response model eliminates any changes in new vehicle 

sales across CO2 scenarios. These effects imply that it is the sales response model that is the cause of 

the large growth in VMT between 2016 and 2025. Growth in the sale of new vehicles is very low over 

this time period, meaning that is not a significant contribution to the growth in VMT. Something else is 

causing national VMT to grow by 3% per year during this time frame. About two‐thirds of the growth is 

coming from an increase in the size of the onroad vehicle fleet. About one‐third of the growth is coming 

from an increase in VMT per year for the average vehicle on the road. Neither of these changes appears 

to have any connection with the sales response model. Lifetime mileage of newer, 2027 and later MY 

vehicles is not changing at all.  

Beyond 2025, the Volpe Model continues to project much higher growth in VMT compared to 

EIA. Again, the reasons for this are not clear, as rebound, scrappage and fleet share models do not 

appear to be the cause. The scrappage model certainly increases VMT, but it does so to the same degree 

in 2025 as it does in 2040, so it contributes more of a step increase in VMT and not year over year 

growth, per se. In this timeframe, year‐over‐year growth is coming entirely from an increase in the size 

of the onroad vehicle fleet, as VMT per year per the average onroad vehicle is shrinking.  

It is interesting to see the impact of the various Volpe “modules” on lifetime VMT. As mentioned 

by NHTSA, the new mileage accumulation rates drastically reduce lifetime VMT.59 With no rebound, no 

scrappage module, and no fleet share module active, the lifetime VMT of cars and light trucks is only 

161,000 miles. This mileage is not affected by CAFE or CO2 control scenario. 

Adding the scrappage model, but without the “price” factors, lifetime VMT for cars and trucks 

increases to 174‐175,000 miles under the proposed freeze and 175‐176,000 miles under the current CO2 

                                                            
59 FR, Vol 83, No. 165, August 24, 2018,  pp 43092 
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standards. Thus, not surprisingly, the scrappage model adds used vehicles to the fleet by reducing 

scrappage. This in turn adds mileage to the each model year’s life. Oddly, this increase in lifetime 

mileage is essentially the same starting with the 2016 MY through the 2050 MY. Even more oddly, the 

increase in used vehicle VMT is larger for the current standards than under the proposed freeze. In this 

run, the only scrappage effects are those related to fuel costs per mile. Economic theory would argue 

that the better the fuel economy of new vehicles (and over time, relatively new vehicles as these new 

vehicles age), the less desirable older vehicles become and the more these older vehicles are scrapped. 

NHTSA’s fuel terms in their scrappage model produce the opposite effect, reducing scrappage for 

scenarios with better fuel economy. One expects this trend for higher new vehicle prices, but not for 

higher new vehicle fuel economy. NHTSA fails to point this out. Thus, instead of the effects of higher 

prices and lower fuel costs mitigating each other, both work to reduce scrappage. The next section will 

discuss the scrappage model in more detail. However, this finding contradicts fundamental economics. 

The current scrappage model should be rejected and any replacement for the model necessitates a 

reproposal.  

In summary, regarding the impact of the Volpe Model’s new mileage accumulation schedules on 

the analysis supporting the proposal, the effect appears to be substantial. As NHTSA stated, the lifetime 

VMT per vehicle decreased by 29‐32% compared to past analyses. Unadjusted, this reduces the benefits 

of any technology applied to vehicles by roughly the same percentage. Given that the Volpe Model VMT 

falls far short of confident measurements of gasoline consumption, these mileage accumulation 

schedules need to be increased. The 2017 NHTS is now available and should be reviewed for possible 

use. Differences between the more recent NHTS and the Polk data should be analyzed in detail and this 

analysis released for public review. Regardless of the source of mileage accumulation data believed to 

be the most accurate, it must produce realistic estimates of national gasoline consumption from cars 

and light trucks or be adjusted appropriately. If it required adjustment (or calibration), the potential 

impact of the calibrated estimates on the benefits of the current or alternative proposal needs to be 

evaluated and again offered for review and comment. 

Finally, referring back to Table 11, NHTSA must explain what is causing the large growth in VMT 

between 2017 and 2025 and present this function for comment. NHTSA should also justify this large 

growth, assuming it remains, in the face of EIA projections and recent increases in VMT estimated by 

FHwA.  
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X. Scrappage Module 

NHTSA’s new scrappage module is described in Section 8.10.4 of the PRIA. NHTSA’s intention 

was that this model reflect what it referred to as the “Gruenspecht effect”. This is the effect of an 

increase in the price of new vehicles (less consumer’s value of improved fuel economy) on new vehicle 

sales.60 (Note that we are now talking about a move from less stringent CAFE standards to more 

stringent ones, which is the opposite of the proposal.) This new vehicle price increase sets off a 

projected chain of events leading to reduced scrappage of used vehicles, which leads to a dramatic 

increase in older vehicle VMT. 

The rationale behind NHTSA’s scrappage model is that higher vehicle prices associated with 

more stringent CAFE and CO2 emission standards will reduce new vehicle sales. This increase in new 

vehicle prices and is then followed through to an increase in the number (and use) of used vehicles on 

the road. 

NHTSA projects the following chain of events:  

1) When a prospective vehicle purchaser does not buy a new vehicle because its price has 

increased, this person will continue to operate their existing vehicle. The continued operation of 

the existing vehicle may be in lieu of selling that vehicle (i.e., trading it in for the new one no 

longer being purchased) or may entail repair of repairing the existing vehicle rather than 

scrapping it. 

2) This continued use of existing vehicles by people who otherwise would have purchased a new 

vehicle and put their used vehicle on the market will increase the demand for used vehicles, 

thereby raising their price (e.g., value). 

3) This increase in value of older vehicles will cause the owners of some of these used vehicles to 

repair their vehicles where these vehicles would otherwise have been scrapped. The net result 

of increasing the price of new vehicles is a reduction in the number of new vehicles on the road, 

coupled with an increase in the number of used vehicles on the road. This increases the average 

age of vehicles on the road and slows the replacement of used vehicles with new ones, slowing 

the impact of improvements being introduced in new vehicles, such as fuel economy, 

performance, and safety. 

4) NHTSA does not connect the loss of new vehicle sales to the increased number of used vehicles 

on the road. The agency states that it would have liked to have done this, but didn’t have the 

time.61 In any event, NHTSA did not connect the two models. 

5) NHTSA does not vary the annual mileage of new or used vehicles. Since NHTSA does not track 

the number of vehicles on the road, neither do they track the amount of VMT occurring in any 

particular calendar year. 

First, as described above, NHTSA focuses on vehicles, not VMT. This is a fundamental problem, 

as people rarely own vehicles just to have them. They own them to provide convenient personal 

transportation. VMT is the main measure of this demand. Both new and used vehicles satisfy this 

demand at a certain cost and comfort. Thus, developing a model which predicts vehicles on the road 

seems misplaced, particularly without any consideration of how these additional vehicles are driven.  

                                                            
60 PRIA, pp. 1003. 
61 FR, Vol 83, No. 165, August 24, 2018, p. 43099. 
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  Second, scrappage is a continuous phenomenon, occurring with variability over roughly 40 years 

or so of a vehicle’s potential life. It can occur for a number of reasons, but scrappage is primarily due to 

the need for a substantial investment to maintain a vehicle’s drivability. When this investment, usually 

in the form of a repair, exceeds the value of the vehicle, the vehicle is scrapped. It is possible that the 

cost of maintenance would be sufficiently high to exceed the value of maintaining the vehicle’s 

drivability. But in this case, the vehicle must be very close to the end of its life, as maintenance costs are 

usually in the tens to hundreds of dollars and much smaller than the value of a vehicle whose life can be 

significantly extended simply by maintenance (e.g., oil change, coolant change, new battery, new tires, 

etc.).  

NHTSA does not evaluate how a change in new vehicle prices affects used vehicle prices of 

various designs and vintages. NHTSA does not evaluate the frequency of repairs over a vehicle’s life, or 

the cost of these repairs. NHTSA does not evaluate the frequency or cost of maintenance over a 

vehicle’s life. NHTSA does not even bother to define what types of vehicle activities would constitute 

repairs and what would constitute maintenance. The only cost relating to used vehicles addressed by 

NHTSA in their scrappage model is the vehicle’s cost of fuel to drive 100 miles. Thus, NHTSA starts out 

with reasonable statements about higher used vehicle values encouraging more repairs and ends up 

with higher new vehicle prices and new and used vehicle fuel costs per mile ‐‐ not repair costs‐‐ being 

determinative of scrappage. Fuel cost might be a factor on the margin, but is hardly the primary cause of 

vehicle scrappage. Worse, as already mentioned in the previous section, it appears that the terms in the 

scrappage model for pickup trucks related to new and used vehicle fuel costs actually work in the 

opposite direction of NHTSA’s economic theory.62 As new vehicle fuel economy increases, the survival 

fraction of used vehicles increases. At minimum, this needs to be described in detail and rationalized 

(assuming that is even possible). 

Scrappage is not related to a model year. Every vehicle sold during each and every model year is 

eventually scrapped. Scrappage occurs in real time and is generally measured in terms of the age or 

accumulated mileage of the vehicle at the time of scrappage. This fact should make it obvious that 

NHTSA’s inclusion of scrappage effects in a “model year” analysis is misguided, as discussed above.   

NHTSA hypothesizes that increased new vehicle prices will reduce the sale of new vehicles. 

While new vehicle sales are described in terms of a model year, these sales occur during a specified 

period of time, usually a few months of the previous calendar year and most of the current calendar 

year. It is this increase in new vehicle prices during a specified period of real time that affects scrappage. 

The continued use of higher priced (when new) vehicles has no effect on scrappage. So again, the 

inclusion of scrappage in a model year analysis is inappropriate. 

Looking at the 2025 CY in the NHTSA simulation of the CO2 standards, VMT from new 2025 cars 

and trucks decreases by 4 billion miles with the current CO2 standards compared to the proposal. In 

response, the scrappage model adds 28 billion miles of VMT from used vehicles in CY 2025. Thus, the 

scrappage model adds 7 miles of used vehicle operation for each lost mile of new vehicle operation.  

There is nothing in NHTSA’s rationale for the scrappage effect which would support a net 

increase in VMT ‐‐ much less a 7‐fold increase ‐‐ when the cost of new vehicles is increasing. The 

                                                            
62 See FR, Vol 83, No. 165, August 24, 2018,  pp 43095 for a discussion on how NHTSA expects that improved new 
vehicle fuel economy should encourage the scrappage of older, less fuel efficient vehicles. 
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Gruenspecht effect might argue that an increase in new vehicle prices could increase the value of used 

vehicles.63 However, there is nothing within this theory which argues that the increase in used vehicle 

prices in unbounded. As NHTSA’s own hypothetical economic figures show, the demand for vehicles 

(really personal travel) has not changed. NHTSA does not present a theory which would support their 

finding that the demand for used vehicles will increase more than the decrease in new vehicle sales. 

NHTSA must address the question of how used vehicle prices (values) would continue to increase once 

the increase in used vehicles on the road equaled the reduction in new vehicles on the road.  

Under NHTSA’s theory, both new and used vehicle prices increase. NHTSA also argues that 

vehicle transactions occur frequently, leading to new equilibriums of vehicle ownership over a short 

period of time. This means that the cost of buying a used vehicle will increase for those who need a new 

used vehicle. The cost of operating a new vehicle increases and decreases (due to the improvement in 

fuel economy). However, the cost of operating a used vehicle can only increase (due to higher insurance 

costs for all used vehicle owners and purchase prices for those who need a new used vehicle). In the fact 

of these increased costs, there is no economic theory which will support an increase in the total demand 

for VMT. The increased value of used vehicles could lead some owners to repair their vehicles when they 

otherwise would have scrapped them. But the finite demand for VMT will limit the number of vehicles 

for which this is true. NHTSA did not constrain its analysis to prevent their “model” from 

overcompensating in this way. In the end, it overcompensates and predicts that the overall demand for 

VMT will increase in the fact of increasing costs. This needs to be corrected and new analyses conducted 

and reproposed for public comment.  

A sophisticated model is not needed to correct this problem. One only needs to adjust the VMT 

added by the “scrappage model” so that it matches the VMT lost by the sales response model. Put 

another way, used vehicles would be used to the same extent as new vehicles since they meet the 

identical demand (possibly minus a rebound effect).64  NHTSA clearly states that the scrappage model 

should be linked to the sales response model, but isn’t.65 NHTSA implies that this lack of linkage was due 

to inadequate time. However, calibrating the increased VMT from reduced scrappage to match the lost 

VMT from new vehicles could have been accomplished with a few hours of programming. We’ve done 

this outside the Volpe model ourselves. Thus, we can only assume that NHTSA did not want to do this, 

as it would have reduced the increase in VMT from reduced scrappage dramatically and reduced the 

proffered justification for their “Safer Vehicle” proposal.  

Even this adjustment would still be in favor of the proposal, as it assumes that all of the VMT 

lost from fewer new vehicle sales would be replaced by used vehicle VMT. This assumes that travel is 

inelastic. This is clearly not the case given NHTSA’s position on the rebound effect. NHTSA must first 

justify the used vehicle response to any change in new vehicle sales. Then, in the unlikely event that this 

can be done, NHTSA must link the scrappage model to the sales response model to ensure that the 

combination of the two models does not increase VMT in any calendar year (and probably show a 

decrease, as the overall cost of driving will have increased). 

                                                            
63 PRIA, pp. 1003. 
64 See, e.g. proposal at 43135 giving an example of just this type of “truing up”.    
65 FR, Vol 83, No. 165, August 24, 2018, p. 43099. 
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  It is important to note that NHTSA fails to account for three large economic impacts occurring 

during this process.  

1) The increase in value of the entire used vehicle fleet from 2017‐2050. This is a windfall gain 

for all current vehicle owners that is completely ignored; 

2) The cost of repairing and maintaining the older vehicles which are no longer scrapped, 

3) The value of the additional driving that these vehicles provide.  

NHTSA only counts the costs related to the additional driving performed by the non‐scrapped vehicles. 

Again, NHTSA’s decision to only include this cost maximizes monetary costs related to the current 

standards and minimizes those related to the proposal.  

NHTSA was able to hide these exclusions because their scrappage model does not even evaluate 

the increase in used vehicle value that might result from a change in new vehicle costs. Likewise, they 

never evaluate the cost of repairs to this increase in used vehicle values. The value of additional driving 

could easily have been estimated, as NHTSA did this for rebound related driving (treating these identical 

situations in opposite fashion is of course a classic instance of arbitrariness). The fact that NHTSA does 

not do this in the case of scrappage‐affected driving is a sign of directional bias. The repair and 

maintenance costs, however, are an impediment to reduced scrappage and NHTSA nowhere shows how 

this impediment is overcome. The value of the additional driving must exceed both the incremental cost 

of the driving plus the repair and maintenance cost, or consumers would not conduct the repairs in the 

first place. Ignoring this value is yet another indication of NHTSA’s bias in this proposal. 

  A more detailed evaluation of the scrappage model is continued below. However, at this point in 

our review several strong conclusions can already be drawn. 

1) NHTSA’s scrappage model increases VMT relative to the loss of new vehicle VMT; this is 

contrary to fundamental economic theory; 

2) NHTSA has ignored the increase in the value of used vehicles to current owners of these 

vehicles; thus, its economic analysis of the proposal is fundamentally flawed; 

3) NHTSA has ignored the cost of repairs needed to reduce scrappage; again leading to a 

fundamentally flawed analysis of the proposal; 

4) NHTSA has ignored the value of the driving performed by any vehicles no longer being 

scrapped, again causing its analysis of the proposal to be fundamentally flawed. 

As a result, the current scrappage model should itself by scrapped. As this model is a primary cause of 

many of the findings in NHTSA’s proposal, any action taken on the basis of this proposal should be 

considered arbitrary and capricious, as the decisions associated with the current model are deeply 

flawed. 

Detailed Evaluation of the Impact of the Scrappage Model on VMT 

Because NHTSA’s estimates of the impact of a change in new vehicle price on new vehicle sales 

and use (the sales response model) and the impact on used vehicles (the scrappage model) are not 

linked, steps one and three above operate as two entirely separate rationales. Economic reality 

demands that they be linked, as steps two and three occur only to the degree that step one reduces the 

sales of and thus, the amount of driving by new vehicles. Because the two models are explicitly not 

linked, however, step one and steps two and three work independently and, as it turns out, 

inconsistently.  
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The sales response model is used to project the impacts of step one, higher vehicle prices. That 

model was evaluated above. On the surface, its projections are fairly straightforward: higher vehicle 

prices, lower vehicle sales. However, as described above, NHTSA failed to find an effect of fuel economy 

on new vehicle sales. Rather than questioning the validity of its model in the face of evidence to the 

contrary, NHTSA accepted its sales response model and inserted it into the Volpe Model. Accepting this 

directional change for the sake of argument here, if drivers purchase fewer new vehicles, they will drive 

older vehicles instead. Note that this substitution implicitly assumes that the demand for driving is 

inelastic; fewer new vehicle VMT, more used vehicle VMT. NHTSA does not claim that driving is inelastic 

in its description of the scrappage model. They ignore any discussion of driving entirely, focusing on 

vehicles instead. In contrast, NHTSA’s premise behind the rebound effect is that the demand for driving 

is clearly elastic. In an elastic market, an increase in the cost of a good (here driving) results in lower 

demand. However, NHTSA never evaluates this relationship. Instead, NHTSA skips to steps two and 

three above, with the economically absurd result that an increase in the cost of driving will produce 

more driving. In other words, NHTSA projects that used vehicle VMT will increase more than new vehicle 

VMT declines!66 This will be shown below in detail as we present the results of NHTSA’s Volpe Model 

projections. 

Again, NHTSA does not consider the decrease in new vehicle VMT when developing its 

scrappage model. Instead, it focuses on the rationale behind steps two and three above that the 

increased demand for older vehicles will increase their price (value). This will cause more of them to be 

repaired rather than scrapped, increasing the amount of driving proportionately. There is no limit on the 

amount of this increased VMT by older vehicles. The increase in older vehicle VMT could and does 

exceed the reduction in new vehicle VMT, producing the absurd result that increasing the cost of vehicle 

ownership will increase the number of vehicles on the road. It is necessary to evaluate each of the steps 

in NHTSA’s description of how this scrappage impact works to ascertain which rationale is at work at 

each step and assess the degree to which the scrappage module follows NHTSA’s own economic logic. 

Before doing so, we point out a glaring hole in NHTSA’s analysis. When describing the process 

whereby a potential new vehicle purchaser chooses to forego buying a new vehicle and continues to 

drive their existing vehicle, NHTSA’s scrappage model ignores the fact that this action shifts VMT from a 

new vehicle with a higher average mileage per year to a used vehicle with a lower average mileage. 

Either the driver of this vehicle will drive their older vehicle less, causing overall VMT to decline, or the 

average mileage of the used vehicle will increase without any need to affect scrappage. By focusing 

solely on scrappage, and focusing the change in scrappage on those vehicles with the worst fuel 

economy (i.e., the oldest vehicles), NHTSA essentially shifts new vehicle VMT to the oldest vehicles. 

According to NHTSA’s own rationale, much of the lost VMT from new vehicles will be replaced by 

vehicles only a few years old. The VMT of these relatively new used vehicles which is then replaced by 

                                                            
66 Even interagency commenters other than EPA noted this startling prediction, so at odds with the most 
elementary economic theory. Thus, in addition to recommending several times that NHTSA peer review the 
scrappage model, reviewers also recommended the following charge question: "The new sales and 
scrappage models projects an increase in the size of the vehicle fleet under the augural standards 
case compared to the proposed alternative , despite an expected increase in the price of vehicles. 
This results in an increase in VMT, even beyond the level that would be predicted by rebound 
effects, and therefore increased exposure to crashes. For both the sales and scrappage models, 
please answer the following: Are the assumptions and the structure of the model reasonable and appropriate?"  
Interagency Comments of July 17, 2018 at 2:51 PM. 
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VMT from older used vehicles, and so on. t is likely that NHTSA is vastly over‐estimating the impact on 

the oldest used vehicles and under‐estimating the impact on newer used vehicles.  

Increases in New Vehicle Prices Will Increase Used Vehicle Prices 

In general, this seems to be a reasonable assumption. Consumers looking to purchase an 

automobile can choose either a new or used vehicle, so the two markets compete. In fact, they are 

simply two aspects of one single market for personal transportation, since a one‐year old “used” vehicle 

is much closer in price and quality to a “new” vehicle than a 20‐year old “used” vehicle, yet both of 

those vehicles are considered “used” by NHTSA. NHTSA states that Gruenspecht acknowledged that a 

structural model which allows new vehicle prices to affect used vehicle scrappage only through their 

effect on used vehicle prices would be preferable,67 NHTSA states that such data were limited. 

Therefore, NHTSA sis not attempt to include used vehicle prices in their scrappage model.68 However, 

they apparently could not find any, despite extensive publication of used vehicle values in Kelly’s Blue 

Book and other publications. In the absence of any data or analysis, NHTSA did not describe the extent 

to which changes in new vehicle prices affect used vehicle prices of varying age, condition, etc. Given 

that vehicles can sell for as little as a couple of hundred dollars and new vehicle prices average over 

$30,000, used vehicle prices can be as little as 1% of that of a new vehicle. Given that the largest 

increase in new vehicle prices projected by NHTSA in the NPRM is less than $3000, and assuming that its 

effect on used vehicle prices is likely to be roughly proportional to current relative prices, this might 

mean that the value of a very old vehicle or one in poor condition might only increase by $30 (decline by 

$30 under the proposal). It is difficult to see how such a change in value would have a measurable 

impact on scrappage. Of course, the impact of an increase in new vehicle prices on used vehicle prices 

might be more or less than proportional to their current relative values. However, NHTSA has done 

nothing to show which might be the case. The probability of any realistic change in used vehicle prices 

to induce the scrappage of used vehicles is still a complete mystery.  

NHTSA also completely ignores the decrease in value of the onroad fleet which was caused by 

the decrease in new vehicle prices projected for the proposal. As soon as new vehicle prices decrease, 

the value of each and every used vehicle will decrease. This does not change the cost of operating a 

used vehicle, other than in insurance and licensing fees, which will likely decrease. However, it will 

decrease the value of a vehicle being traded in (or sold by owner) when the purchaser of a new vehicle 

trades up. NHTSA acknowledges this effect.69 However, NHTSA makes no mention of the loss in value to 

these used vehicle owners who now have to scrap their vehicle, or to all the other owners of used 

vehicles who suddenly realize that their vehicles have dropped in value. This decrease in the value of the 

used vehicle fleet should be counted against the proposal (or credited to the more stringent standards 

which would increase vehicle prices. But NHTSA does not do this.  Nor does NHTSA explain why it 

completely ignores the societal cost of decreasing the value of used vehicles associated with the 

proposal. This should be a major cost of the proposal, but NHTSA says nothing about it. This is a glaring 

omission.  

 

                                                            
67 FR, Vol 83, No. 165, August 24, 2018, p.43093 
68 Ibid. 
69 FR, Vol 83, No. 165, August 24, 2018,  pp 43099 
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The Increase in the Value of Used Vehicles Will Reduce Their Scrappage 

That an increase in the value of used vehicles will reduce their scrappage is a reasonable 

expectation. For example, is it common for insurance companies to compare the value of a vehicle 

which has been in an accident to the cost of repairing it and decide whether it is cheaper to repair it or 

scrap it and pay the owner the value. Of course, the insurance company does not need to find a 

replacement vehicle, assess its quality, possibly obtain financing and physically obtain the vehicle and 

register it for use. Still, some comparison of repair cost to replacement cost is made. NHTSA again 

expresses the desire to have data on the frequency and severity of repairs (this would have to include 

potential repairs which are not performed in lieu of scrappage).70 However, NHTSA could not find any 

such data. Thus, again, any quantitative relationship between used vehicle prices and scrappage are a 

complete mystery.  

In addition, in lieu of using repair data to project vehicle scrappage versus repair, NHTSA 

substitutes operating and maintenance costs. It is not clear what NHTSA meant by maintenance; 

whether this means an oil change, a change of air filter, tune up, new tires, etc. While some 

maintenance costs can be substantial, maintenance can usually be put off until something breaks. In 

fact, a casual drive reveals vehicles having a wide degree of body maintenance and repair. In the end, 

NHTSA does not even include maintenance costs in its scrappage. They simply assume that the cost of 

fuel per mile is an adequate surrogate for the cost of repairing and maintaining a vehicle as it ages. Thus, 

NHTSA begins with a reasonable, if general, theory linking new vehicle prices to used vehicle prices and 

used vehicle prices to the likelihood of scrappage and ends up with a correlation between new vehicle 

prices and new and used vehicle fuel economy and the likelihood of scrappage. 

Given the tenuous connection between fuel costs and scrappage, the inclusion of fuel costs in 

NHTSA’s scrappage model is of questionable value. Historically, fuel economy has been generally 

increasing for over the past 40 years, with the cost of fuel per mile decreasing over this same time 

frame. Thus, NHTSA’s use of fuel cost per mile of used vehicles in its scrappage model simply orients 

scrappage towards either the newest vehicles on the road (those with the lowest fuel cost per mile) or 

towards the oldest vehicles on the road (those with the highest fuel cost per mile), depending on the 

sign of the coefficient for this factor. It seems that, in the absence of data actually pertinent to the 

decision to scrap a vehicle or not, NHTSA has simply substituted a readily available vehicle factor which 

has little relevance to the scrappage decision. We cannot even determine how important these fuel cost 

per mile terms were to the model, as NHTSA did not publish any of the underlying data or statistical 

analysis.   

NHTSA did not evaluate how vehicles being scrapped under the proposal would have been 

driven if they had not been scrapped. NHTSA does generally discuss how the proposal will shrink the size 

of the overall fleet. NHTSA states that this is expected, given that the increased number of new vehicles 

sold tend to be driven more than the older vehicles which would be scrapped.71 NHTSA points out how 

the size of the onroad fleet in 2050 would be 1.5% larger under the augural standards than the proposal, 

                                                            
70 PRIA p. 1016, though NHTSA’s statement is missing the word “not”, as the sentence as written indicates that 
NHTSA was able to find an adequate source of repair cost data. However, the next sentence indicates that should a 
reliable source of information on repair costs be found, this factor would be added to the scrappage model in the 
future. 
71 Ibid. 
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but national VMT in 2050 would only be 0.4% larger. NHTSA did not point out that national VMT in 2036 

would be 0.9% higher under the augural standards than the proposal. None of these estimates include 

the impact of rebound.72  

NHTSA’s economic theory does not justify any increase in VMT under the augural standards. 

Instead, national VMT should decrease if any change occurs at all. The proposal reduces the cost of new 

vehicles and NHTSA postulates that this in turn reduces the cost of used vehicles. While NHTSA focuses 

on the effect of these lower costs on the desirability of repair, the fact is that lower vehicle costs 

increase the opportunity to own a vehicle and drive it. These reductions in vehicle costs (used vehicle 

operating costs don’t change) should increase the level of national VMT (i.e., move up the supply curve). 

Yet NHTSA’s scrappage model decreases VMT under the proposal.   

Focusing on 2050, the 0.4% increase in national VMT referenced by NHTSA for the augural 

standards (2025 CO2 standards) represents 12 billion miles. In 2050, NHTSA projected that total vehicle 

sales would decrease by 200,000 units under the 2025 CO2 standards. At 17,000 miles per year, NHTSA’s 

estimate for new vehicles in their first year of operation, the loss of VMT from these 200,000 new 

vehicles is 3.4 billion miles. NHTSA’s scrappage model replaced the lost 3.4 billion mile from new 

vehicles with 15.4 billion miles of used vehicle VMT for a net gain of 12 billion miles under the 2025 CO2 

standards. NHTSA fails to mention these details when it refers to the changed scrappage patterns as the 

cause of the increase. 

NHTSA Scrappage Module and Its Results 

The lack of data on used vehicle prices and repair costs led NHTSA to conduct a purely statistical 

analysis of vehicles on the road against many forms of potentially relevant factors, each of unknown and 

unevaluated accuracy and even relevance. NHTSA does not present the results of any of its preliminary 

or scoping analyses, nor the results of any alternative scrappage models which it rejected or its reasons 

for rejecting them. The final scrappage model projects changes in the numbers of vehicles on the road 

by age as a function of macroeconomic factors, new vehicle price and vehicle fuel cost per mile (which in 

a particular calendar year is solely a function of fuel economy) by model year. As NHTSA admits, no 

attempt was made to connect the projections of the sales response module with those of the scrappage 

module, despite the fact that it is only the reduction in new vehicle sales that justifies the change in 

scrappage patterns.73 Because the scrappage module only predicts vehicles on the road, as mentioned 

above, NHTSA uses the same estimates of VMT per year by age that they use prior to the adjustment for 

scrappage. NHTSA presents no data or analysis to justify this assumption. Based on the rationale behind 

the reduced scrappage, there should be no growth in the onroad fleet or onroad VMT; at most a one for 

one substitution of a repaired used vehicle for each lost sale of a new one, coupled with a decrease in 

total VMT due to higher vehicle costs. As will be seen, this is far from the case with NHTSA’s scrappage 

module.  

                                                            
72 This sets aside another issue. Page 953 of the PRIA states that the sales impact of a $1000 price increase is 
highest in the first year and diminishes over the next ten years. Yet in 2050, 20 years after the price impact of the 
augural standards have stabilized, sales are still 200,000 units lower under the augural standards than the 
proposal.  Worse, this sales impact is twice that projected for the 2036 MY. 
73 PRIA, p. 1064 
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In order to identify the impacts of the scrappage module on NHTSA’s projections related to the 

proposed freeze, we conducted two runs of the Volpe Model, each with three CO2 control scenarios. 

The first run set rebound to zero, disabled the dynamic fleet share (DFS) module and disabled the 

scrappage module. The second run set rebound to zero and disabled the DFS module, but included the 

scrappage module. Rebound was removed so that direct comparisons could be made between the Volpe 

Model’s projection of total VMT across CO2 control scenarios. The DFS module was disabled for the 

same reason, as it shifts the relative sale of cars and light trucks based on their relative fuel economy. 

The DFS cannot be shut off independently of the sales response module, which we desired to remain 

active, as this is the driver for the change in scrappage. We effectively disabled the DFS module by 

setting the value of the Rho and Dummy coefficients to 1.0 and the value of the other coefficients to 

zero. (The impact of the DFS module on the Volpe Model’s projections is evaluated elsewhere.)  

The three CO2 control scenarios were: 1) the current CO2 standards, 2) the proposed freeze of 

CO2 standards at 2020 levels, and 3) 1 mile per gallon (mpg) standards for both cars and light trucks. 

Under the last scenario, the 2016 model year fleet simply continues forward with no change being made 

to individual vehicle models. However, changes in total and relative sales of vehicle models do occur, 

driven by the macro‐economic factors of the sales response model. Use of this control scenario allows 

impacts of the vehicle price and fuel economy variables in the sales response module to be identified.   

The first step in this analysis is to compare the effect of the current and proposed CO2 standards 

on total car+light truck VMT by calendar year compared to that of the 1 mpg scenario. Table 12 shows 

these projections. In this run of the Volpe Model, rebound was set to zero, and the DFS and scrappage 

modules were disabled. The only module affecting vehicle sales and VMT is the sales response model. 

Projections are shown for 2018‐2032. There were no differences between the two CO2 control scenarios 

in 2016 or 2017. After 2032, the effect of the sales response model was relatively constant, with a very 

slow decline. 
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Table 12: Effect of the Sales Response Module on VMT by Calendar Year Relative to a 1 MPG (No 
Control) Scenario– No Rebound, No Scrappage Module, No DFS Module (Billions of Miles) 

Calendar 
Year 

Passenger Car  Light Truck  Total 

Current 
Standards 

Proposed 
Freeze 

Current 
Standards 

Proposed 
Freeze 

Current 
Standards 

Proposed 
Freeze 

2018  ‐0.03  ‐0.03  ‐0.03  ‐0.03  ‐0.06  ‐0.06 

2019  ‐0.08  ‐0.08  ‐0.07  ‐0.07  ‐0.15  ‐0.15 

2020  ‐0.12  ‐0.12  ‐0.10  ‐0.10  ‐0.22  ‐0.22 

2021  ‐0.17  ‐0.17  ‐0.14  ‐0.14  ‐0.31  ‐0.31 

2022  ‐0.9  ‐0.5  ‐0.8  ‐0.4  ‐1.7  ‐0.9 

2023  ‐1.7  ‐0.6  ‐1.5  ‐0.5  ‐3.2  ‐1.1 

2024  ‐2.7  ‐0.7  ‐2.3  ‐0.6  ‐5.0  ‐1.3 

2025  ‐3.9  ‐0.8  ‐3.3  ‐0.7  ‐7.2  ‐1.4 

2026  ‐5.2  ‐0.8  ‐4.5  ‐0.7  ‐9.7  ‐1.5 

2027  ‐6.7  ‐0.9  ‐5.7  ‐0.7  ‐12.3  ‐1.6 

2028  ‐7.8  ‐0.9  ‐6.6  ‐0.7  ‐14.4  ‐1.6 

2029  ‐8.8  ‐0.8  ‐7.5  ‐0.7  ‐16.3  ‐1.5 

2030  ‐9.7  ‐0.8  ‐8.2  ‐0.7  ‐17.9  ‐1.5 

2031  ‐10.1  ‐0.7  ‐8.6  ‐0.6  ‐18.7  ‐1.4 

2032  ‐10.3  ‐0.7  ‐8.8  ‐0.6  ‐19.1  ‐1.2 

 

While the projections in Table 12 are primarily for background relative to the subsequent tables, 

there are a couple items of note in these projections. First, the reductions in VMT for both the current 

CO2 standards and the freeze are the same for 2018‐2021. This is likely due to round‐off, as vehicle sales 

are reduced to a greater extent under the current CO2 standards than under the proposed freeze 

starting in 2018. Second, by 2032, the reduction in VMT under the current CO2 standards is over 15 

times that under the proposed freeze. This is surprising given that the costs of the current CO2 

standards are only a factor of 5‐6 higher than those under the proposed freeze. 
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Table 13 shows the same projections, only this time with the scrappage model operative. 

Table 13: Effect of the Sales Response and Scrappage Modules on VMT by Calendar Year Relative to a 
1 MPG (No Control) Scenario– No Rebound, No DFS Module (Billions of Miles) 

Calendar 
Year 

Passenger Car  Light Truck  Total 

Current 
Standards 

Proposed 
Freeze 

Current 
Standards 

Proposed 
Freeze 

Current 
Standards 

Proposed 
Freeze 

2018  0.41  0.20  0.10  0.06  0.51  0.27 

2019  1.46  0.38  0.88  0.30  2.34  0.68 

2020  3.1  0.7  1.7  0.6  4.8  1.3 

2021  5.7  1.1  3.0  1.0  8.6  2.0 

2022  8.1  1.2  3.5  1.1  11.6  2.4 

2023  10.4  1.4  4.3  1.3  14.6  2.7 

2024  12.5  1.6  4.4  1.4  16.9  2.9 

2025  14.0  1.6  4.2  1.3  18.2  2.9 

2026  15.1  1.6  3.7  1.3  18.8  2.9 

2027  16.3  1.6  3.0  1.3  19.4  2.9 

2028  17.6  1.7  2.3  1.4  19.9  3.0 

2029  18.6  1.7  1.5  1.4  20.1  3.1 

2030  19.6  1.8  0.8  1.4  20.4  3.1 

2031  20.7  1.8  0.7  1.4  21.4  3.2 

2032  21.8  1.9  0.8  1.5  22.6  3.4 

 

As can be seen, with both the sales response and scrappage modules active, VMT in any given 

calendar year increases by 0.5‐23 billion miles under the current CO2 standards relative to a no control 

case. Total VMT from cars and light trucks ranges from 2.4 trillion miles in 2028 to 3.2 trillion miles in 

2032. While the increases shown in Table 13 are small in comparison to total VMT, they have an 

outsized impact on all of the relevant aspects of the proposal (CO2 emissions, fuel consumption, 

fatalities), because the increased VMT is from vehicles with relatively low fuel economy and high fatality 

rates per mile. VMT also increases under the proposed freeze, though to a far lesser extent. The net 

result of these unjustifiable increases in VMT under the current standards is that the increase in CO2 

emissions and fuel consumption associated with the freeze are underestimated and the reduction in 

fatalities are overestimated.  

As discussed above, there is nothing in NHTSA’s rationale for reduced new vehicle sales and 

associated reduced scrappage which would indicate that VMT should increase. We are not aware of any 

economic arguments which would support such an increase. All that can be said is that NHTSA put data 

from a variety of sources through a statistical regression and never bothered to see if the results were 

reasonable or consistent with its own economic theory. It is noteworthy that this negligence is in the 

direction of supporting its proposed freeze in lieu of the current CAFE and CO2 standards. 
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We present one last table which highlights the degree that the scrappage model overestimates 

the loss of VMT related to reduced new vehicle sales.  Table 14 presents the ratio of the VMT added by 

the scrappage module to the loss in VMT from the sales response module.  

Table 14: Ratio of the VMT Added by the Scrappage Module to the Loss in VMT from the Sales 
Response Model by Calendar Year 

Calendar 
Year 

Passenger Car  Light Truck  Total 

  Current 
Standards 

Proposed 
Freeze 

Current 
Standards 

Proposed 
Freeze 

Current 
Standards 

Proposed 
Freeze 

2018  13.63  7.18  4.54  3.32  9.44  5.40 

2019  19.16  5.71  13.76  5.40  16.67  5.57 

2020  26.98  6.91  17.41  6.91  22.57  6.91 

2021  34.97  7.35  21.89  7.97  28.95  7.64 

2022  9.92  3.69  5.59  3.85  7.93  3.76 

2023  7.02  3.45  3.89  3.53  5.58  3.49 

2024  5.64  3.20  2.93  3.23  4.39  3.21 

2025  4.61  3.04  2.28  3.02  3.54  3.03 

2026  3.89  2.95  1.83  2.86  2.94  2.91 

2027  3.45  2.89  1.54  2.80  2.57  2.85 

2028  3.26  2.95  1.35  2.91  2.38  2.93 

2029  3.10  3.07  1.20  2.96  2.23  3.02 

2030  3.02  3.25  1.10  3.05  2.14  3.16 

2031  3.05  3.51  1.08  3.25  2.14  3.39 

2032  3.11  3.85  1.09  3.58  2.18  3.72 

 

As can be seen, the scrappage model over‐compensates for any loss in total VMT from reduced 

new vehicle sales by a factor of 2‐29 under the current CO2 standards and a ratio of 4‐8 for the 

proposed freeze. (As shown in Table 13, the total increases in VMT were much smaller under the 

proposed freeze than under the current CO2 standards, so even a large ratio has little net impact.) This 

over‐compensation is much larger for cars than trucks. It is not clear why. Again, the model’s lack of 

transparency and the agency’s failure to provide adequate technical documentation has limited our 

ability to analyze this phenomenon.  

Finally, whenever a vehicle is driven an additional mile, there is value associated with that 

travel. NHTSA completely ignores the value of any additional travel which occurs due to reduced 

scrappage. Including this value would not be an adequate surrogate for the additional repair costs 

required to keep older vehicles on the road. Just as NHTSA is now recognizing that rebound VMT is due 

to drivers’ express decision to drive more, any driving of older vehicles in lieu of new vehicles is due to 

the same choice. To treat these identical choices in 180 degree different manners is of course manifestly 

arbitrary. 
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XI. Rebound 

Level of the Rebound Effect 

NHTSA describes its approach to estimating the rebound effect in Section 8.9 of the PRIA. 

NHTSA estimated rebound to be negative 20% in two prior rules establishing light truck CAFE standards 

for MYs 2005‐07 and 2008‐2011. NHTSA, along with EPA, decreased its estimate of rebound to a 

negative 10% in the two rules establishing CAFE and CO2 standards for cars and light trucks for MYs 

2012‐2016 and 2017‐2021/25.  NHTSA, EPA and the California Air Resource Board also decided to retain 

this negative 10% rebound estimate in the TAR  for the MY 2022‐2025 standards. In the PRIA to this 

proposal, NHTSA states that it decreased its original negative 20% rebound estimate to negative 10% 

because several studies found the rebound effect to be decreasing over time.  NHTSA has returned to an 

estimate of negative 20%, citing several studies performed since the final rule establishing the CAFE and 

CO2 standards for 2016‐2021/25 MY cars and light trucks. 

NHTSA’s review of the various “rebound” studies in the PRIA is very different than that 

conducted in the TAR. In the PRIA, NHTSA presents the overall results of approximately 15 studies in 

Table 9‐8 and then devotes roughly a paragraph of discussion for each study. A notable exception 

pertains to the study by Greene (2012), which is not mentioned except in Table 8‐8. It just happens that 

Greene is one of the researchers who found rebound to be relatively low (8‐10%), as well as finding 

rebound decreases over time. No explanation is presented regarding this exclusion. The discussion of 

each study is much more extensive in the TAR. Each study’s specific method of analysis, its sources of 

data, the geographical location of the data (e.g., the U.S. or Europe), whether its results focused on the 

effect of fuel price on driving or the effect of fuel economy, etc. were discussed at length.74 The 

introduction to the review in the PRIA mentions several of these factors, indicating that they would be 

adequately considered. However, the discussion of the individual studies does not meaningfully examine 

these issues.  

For example, NHTSA discusses a study by Barla (2009) of driving in Canada. Fuel prices in Canada 

are much higher than those in the U.S. due to fuel taxes. The other costs of driving should be similar, as 

NHTSA points out in its discussion of cash for clunkers‐like programs. A 1% change in Canadian fuel 

prices is much larger than a 1% change in U.S. fuel prices. While discounting European studies in the TAR 

for this reason, NHTSA makes several notable positive observations about how this Canadian study was 

conducted, but makes no mention of higher fuel prices. Again, given the discussion in the TAR, this 

inconsistent and arbitrary treatment is likely explained by the fact that Barla projected a rebound of 20% 

in the long term, which is consistent with NHTSA’s preferred outcome.  

The most significant flaw in NHTSA’s current assessment of rebound is that it ignores the 

fundamental fact that with CAFE and CO2 standards, drivers will have to pay something for their 

reduced fuel cost per mile. For consumers buying a vehicle with a loan, the incremental fuel savings will 

be larger than the incremental vehicle payment, but the net benefit to most vehicle purchasers will be 

less than simply the incremental fuel savings. NHTSA recognizes this when it includes vehicle 

depreciation in its general economic discussion of rebound in Section 8.9.2 of the PRIA. However, it 

disregards this factor when it estimates the rebound effect. The more in‐depth discussions of the 

rebound studies in the TAR make it clear that each study employs a different approach and uses 

                                                            
74 TAR at pp. 10‐10 to 10‐20. 
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different methods. None of the studies directly address the situation presented by this proposal. It is 

one thing to examine how driving changes with a change in fuel price. It is another thing to examine how 

drivers of differing economic status purchase different vehicles and drive them differently. It is still 

another thing to evaluate how a driver will respond to a higher vehicle loan payment and a lower 

monthly fuel cost.  

To demonstrate the problem, we focus on another study described by NHTSA, that was 

performed by Bento et. al.  The focus of this study is not the rebound effect related to the effect of 

buying a new, more efficient vehicle on driving. Rather, it is the “distributional and efficiency effects of 

U.S. gasoline taxes.” This study first described and estimates an extremely high rebound effect of 34% 

on average.  

Bento examined data obtained from the 2001 National Personal Transportation Survey. The 

data include over 20,000 households. Thus, the data includes a wide range of households, vehicles, and 

geographies, but a very short period of time. No vehicle transactions seem to be covered. Based on 

NHTSA’s adjustments to Bento’s results, Bento estimated the “elasticity of vehicle use with respect to 

per mile operating costs.” NHTSA then modified this result by focusing the elasticity of vehicle use solely 

on fuel costs per mile, which represented just under half of the total operating costs per mile.  

NHTSA’s description of both the study and NHTSA’s processing of its conclusions raises more 

questions than it answers. NHTSA apparently assumed that the entire elasticity of vehicle use which 

Bento attributed to differences in per mile operating costs was due solely to the difference in fuel costs. 

NHTSA does not justify this assumption. Households presumably chose their vehicles with their driving 

needs and desires in mind. Those driving the most presumably emphasized per mile operating costs 

more than those driving less, other things being equal. Bento, et al, seem to base their analysis on the 

presumption that increasing the gasoline tax will shift a household to a higher operating cost per mile 

stratum and shift their driving to the lower level of driving of this new stratum. Given that the NPTS data 

only covers a limited range of time, the data do not cover a wide range of fuel prices, but instead covers 

a wide range of vehicle characteristics, including fuel economy. As just stated, it seems reasonable to 

assume that drivers’ vehicle selection was informed by their driving habits. If so, then driving habits 

explain the differences in operating costs per mile, not the other way around as NHTSA assumes. It is 

difficult to see, given what NHTSA has presented, how this study applies in any way to the issue faced in 

the NPRM.  

As an aside, when evaluating the level of driving performed by vehicles of various age, NHTSA 

previously used the results of the 2001 NPTS. However, as discussed elsewhere in this assessment, 

NHTSA discarded this data in its analysis for the NPRM on the basis that it was too dated. NHTSA does 

not explain why the 2001 NPTS is too dated for use in developing vehicle use versus age, but is sufficient 

for estimating rebound.  

  NHTSA must present a detailed evaluation of each and every rebound‐related study referenced 

in the NPRM and reasonably explain its use in the context of varying CAFE and CO2 standards. NHTSA 

must also consider the impact of increased or decreased expenditures on new vehicle costs on driving. 

Finally, NHTSA must be consistent in its conclusions that driving is elastic or inelastic across the various 

aspects of driving being addressed by the Volpe Model.   
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XII. The Proposal Can Not Reasonably Affect Technology Applied to Last Year’s Vehicles 

NHTSA’s Volpe Model begins applying technology starting with the 2017 MY. This is reasonable 

given that it uses a description of the baseline fleet based on 2016 MY vehicles. However, in doing so, 

NHTSA has allowed the model to base its decisions to apply technology in the 2017 and 2018 MYs to 

differ between various control scenarios. This makes no sense. The technology applied in the 2017 and 

2018 model years cannot be changed. Any decisions made by manufacturers were made under the 

auspices of the current CAFE and CO2 standards. Even 2019 MY technology cannot, at this point, be 

altered based on any changes to the standards.   Some MY 2019 vehicles are already being sold and the 

designs of the rest are set. Prices for individual models may be changed later in the model year, but not 

until after any final rule is issued. (Given all the errors and unreasonable assumptions and projections 

made in the analyses supporting this proposal, it is reasonable to project that any such price changes 

will have to follow a reproposal and then a final rule.) Thus, it is unlikely that any change in 2019 MY 

pricing could be made, as well. That leaves 2020 as the first model year which could be affected by the 

proposed standards.  

NHTSA should modify the Volpe Model to base all application of technology through MY 2019 

on the current CAFE and CO2 standards and only allow technology application to change between 

scenarios beginning with the 2020 standards. 
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XIII. Key Aspects of the Volpe Modeling are not Integrated and Appear Biased 

NHTSA’s biases with this proposal are further confirmed by examining how its model treats the 

two primary aspects of improving the fuel efficiency and lowering the CO2 emissions of light duty 

vehicles‐‐the cost of the enabling technology and resulting reduced fuel consumption. From a 

consumer’s point of view, the former is a cost or price to pay up front when the vehicle is purchased and 

the latter is a benefit which accrues over time. In other words, these impacts counterbalance each 

other. It makes no sense to focus on just one or the other of these two effects, since you cannot achieve 

one without the other. 

All four of the new aspects of the Volpe Model, sales response, fleet share, scrappage and 

rebound (a 20% level for this effect is new), should be economically affected by both vehicle and fuel 

costs, since both costs affect the consumers who are projected to make the individual decisions which 

result in these four vehicular impacts. Yet, while both technology cost and fuel savings change with CAFE 

and CO2 control scenarios, and both affect consumers, NHTSA has chosen to selectively apply these in  

three out of the four new (or modified in the case of rebound) aspects of the Volpe Model. What 

connects NHTSA’s decision to base the vehicular effect on either cost or savings is that their decision 

always makes more stringent standards appear to look worse and the proposal to look better than is 

actually the case. In every case, there is absolutely no consideration given to the other aspect of the rule 

to mitigate the main effect modeled. 

Table 15 shows the four aspects of the Volpe Model along with NHTSA’s choice of technology 

cost or fuel savings as the primary driver of each aspect and how this choice impacts the evaluation of 

control scenarios. 

Table 15: Bias in the Development of Four Key Aspects of the Volpe Model 

Module  Cost or Savings 
Selected 

Impact on the Comparison of Control Scenarios 

Sales Response  Vehicle cost  Increases sales under relaxed standards, which speeds up fleet 
turnover to new standards with its improved fuel 
consumption, emissions and safety 

Fleet Share  Fuel savings  Reduces sales of trucks under relaxed standards, which 
reduces fleet‐wide fuel consumption and CO2 emissions and 
upstream refinery and crude oil production emissions 

Rebound  Fuel savings  Decreases VMT under relaxed standards, which reduces 
fleetwide fuel consumption, emissions, accidents and fatalities 

Scrappage  Vehicle cost and 
fuel cost per 100 
miles 

Both sets of terms decrease scrappage under relaxed 
standards, which reduces older vehicle VMT and reduces 
fleetwide fuel consumption, emissions, accidents and fatalities 

 

As Table 15 shows, the sales response module is driven solely by technology cost and its 

projected impact on vehicle prices. The rebound and fleet share modules are driven solely by fuel 

savings. In each case, economic theory would support the inclusion of both vehicle cost and fuel savings. 

In addition, much research has been performed to support the inclusion of both factors and their 

relative contribution to these three modules. The scrappage module consider both vehicle and fuel costs 

and will be discussed last. 
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With respect to the first three modules listed in Table 15, inclusion of the factor not chosen by 

NHTSA as the driver of the module’s effect would have the opposite impact compared to that shown in 

the table. For example, basing the sales response module on vehicle costs increases sales under relaxed 

standards. Basing the sales response module on fuel savings (e.g., consumers value fuel savings) would 

reduce sales under relaxed standards. Basing the relative share of cars and light trucks sold on relative 

fuel consumption increases car sales and reduces truck sales under relaxed standards. Basing the 

relative share of cars and light trucks sold on relative costs would decrease car sales and increase truck 

sales under relaxed standards.  

It is difficult to fathom how NHTSA could come to opposite conclusions on total vehicle sales 

and relative car‐truck sales. NHTSA assumes that total car plus truck sales are solely a function of vehicle 

cost/price. Relative fuel consumption has absolutely no impact. When it comes to buying a car or a light 

truck, relative fuel consumption is the only feature that matters in the analysis. Vehicle price has 

absolutely no impact. The only consistency in these two findings is that both decisions overstate the 

benefits of the proposal and dramatically understate its costs.   

NHTSA doubled its projection of the rebound effect. NHTSA simply assumes that vehicle prices 

have no impact on consumers’ decision to drive more or less, and determines that only fuel costs per 

mile matter. The amount of money in a consumer’s checking account or their debt accumulation has no 

impact. 

Finally, the impact of new vehicle standards on the scrappage of older vehicles is more 

complicated and discussed in greater detail above. It appears that both the vehicle price and fuel cost 

factors in NHTSA’s scrappage module work to misrepresent the benefits and costs of the proposal. 

While higher new vehicle costs should theoretically (at least according to NHTSA’s economic theory) 

work to decrease used vehicle scrappage and higher new vehicle fuel economy should work to increase 

used vehicle scrappage, NHTSA has developed their model so that both effects decrease scrappage, 

increase on‐road fuel consumption and emissions, increase accidents and fatalities, and increase 

upstream emissions. Thus, while it appears on the surface that NHTSA has considered both aspects of 

more stringent CAFE and CO2 standards on scrappage, they have developed a model that allows for 

both theoretically contradictory effects to nonetheless align in overstating the benefits and understating 

the costs of the proposal.   

The net result of this analysis is that whenever it could, NHTSA chose either vehicle cost or fuel 

savings as the driver of a new aspect of its regulatory modeling. In three out of four cases, it chose the 

factor which made the impacts of its proposal to relax the existing standards look more favorable than is 

actually the case. In the case of the scrappage model, choosing both vehicle and fuel costs benefited the 

proposal.  
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XIV. Upstream Emissions 

  NHTSA states in several places in the NPRM that the U.S. is becoming self‐sufficient in crude oil 

production and no longer needs the reductions in fuel consumption associated with stringent CAFE 

standards. EIA’s 2018 Annual Energy Outlook does show some increased domestic production, though 

does not provide assurances that this trend will continue, nor does it eliminate the need to conserve 

fuel to protect against future price shocks (given that oil prices are a global commodity and remain 

susceptible to severe price fluctuations).   President Trump has asked OPEC several times to increase 

crude oil production to keep prices in check, indicating the pressure that the public can put on the 

nation’s politicians to provide low‐cost fuel. Better fuel economy reduces the impact of a given increase 

in crude oil price. Thus, NHTSA’s posture that stringent CAFE standards no longer have any purpose 

seems at cross purposes with the reality and the administration’s actions in other arenas. 

  At a more technical level, while NHTSA is touting U.S. oil independence, it’s analysis of the 

source of both the crude oil used to produce motor gasoline and the refineries used to produce this 

gasoline are stuck in the past and do not reflect current data. Section 8.11.2 of the PRIA discusses many 

ways in which the projected energy independence of the U.S. will reduce certain externalities related to 

increased petroleum, such as military spending. This section mentions that refining emissions will 

increase with increased gasoline use. However, NHTSA fails to present its assumptions about either the 

source of the petroleum used to produce this additional gasoline or the location of the refineries 

producing the fuel.  

A review of the Parameters file used by NHTSA in their Volpe Model runs shows that NHTSA 

assumed that 50% of all the gasoline saved by more stringent CAFE and CO2 standards would have been 

imported (i.e., refined overseas). In contrast, the latest EIA data show that imports of refined fuel in 

2017 represented only 0.3% of the total national consumption of refined fuel.75,76 It is difficult to see 

how this could be the case when the nation is producing enough crude oil to be a net exporter. It is also 

difficult to see how this could be the case when gasoline consumption is decreasing and sufficient 

domestic refining capacity exists to fulfill today’s demand, let alone decreased demand in the future.   

Even worse, NHTSA assumed that 90% of the crude oil refined domestically to produce the 

remaining 50% of any difference in gasoline consumption between control scenarios would be 

imported. This may have been reasonable 20 years ago, but does not reflect current realities.   

Assuming that the vast majority of the increased crude oil production and half of the refining 

associated with the proposal’s increased gasoline consumption occurs overseas allows NHTSA to ignore 

significant increases in criteria pollutant and air toxic emissions. Due to these assumptions, NHTSA 

projects that the proposed freeze of the standards at 2020 levels will actually reduce criteria pollutant 

emissions relative to the current standards, instead of increase them. This finding is also helped by the 

unsupportable increases in total VMT due to NHTSA’s new scrappage model. The fact that these 

                                                            
75 Gasoline imports from EIA data: 11,784,000 barrels per year (491 million gallons per year) in 2017. . 
https://www.eia.gov/dnav/pet/pet_move_impcus_a2_nus_epm0f_im0_mbbl_a.htm 
76 Gasoline consumption in 2017 was 143 billion gallons. EIA, Frequently Asked Questions: How much gasoline 
does the United States consume?, available at https://www.eia.gov/tools/faqs/faq.php?id=23&t=10. 
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assumptions were not described in the NPRM, nor updated, is another indication of NHTSA’s bias in this 

proposal. 

Assuming that 100% of the differences in gasoline consumption between control scenarios will 

be refined in the U.S. appears to be much more consistent with the available data. Likewise, it seems 

reasonable to assume that differences in the crude oil requirements of the various scenarios will also 

affect domestic production more so than imports. This would have a large impact on the criteria 

pollutant and air toxic emission impacts associated with the proposal, which we analyze. 
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XV. Inefficient Application of Technology and Suitability of the Volpe Model to Fulfill EPA’s 

Legislative Mandate 

  In the proposal, when discussing the application of technology to enable manufacturers’ 

compliance with the standards, NHTSA states that it does this in a way which “minimizes the cost of 

compliance.”77 As will be shown below, this is simply false. There are several reasons for this that relate 

to the ways that the application of technology is managed in the Volpe Model.  

First, the Volpe Model uses a metric called “effective cost” to rank technologies for application 

to enable compliance at the least cost. Second, NHTSA has categorized fuel‐saving technology in several 

technology paths. The application of technology follows the order of each of these paths. Third, NHTSA 

allows some technologies to be applied in any model year, some to be applied only when the vehicle 

model is being redesigned or refreshed, and others only when the vehicle model is being redesigned. 

Fourth, at least when evaluating compliance with the CO2 standards, NHTSA does not utilize the 

generation and use of CO2 credits to reduce compliance costs and smooth out the effects of limiting the 

application of certain technologies to refresh and redesign years, as mentioned in point 3. The first three 

aspects of the Volpe Model are described in the documentation to the Volpe Model, the TAR and the 

proposal.78 The use of credits to enable compliance under the CO2 standards is not addressed by NHTSA 

in the proposal and it appears that the Volpe Model has not been designed to do this, despite NHTSA’s 

claim that it can be used to support the establishment of both CAFE and CO2 standards. 

  Other reviewers (e.g., NRDC) have investigated the limitations that these criteria place on the 

application of technology and found them to be unrealistically restrictive and overly‐costly. We will 

restrict our review to a broader assessment of the major aspects of two of these criteria, the technology 

paths and the effective cost and their interaction. 

The Effective Cost when the Volpe Model is being run in fuel economy mode is defined to be: 

  Effective Cost = Technology cost per vehicle – fuel savings over first 30 months of operation – 

reduction in CAFE fines due to the improvement of fuel economy. 

When run in CO2 emission mode, the increase in CO2 credit value is substituted for the reduction in 

CAFE fines. The value of a credit of CO2 is specified in the Scenario input file.   

The rationale for the inclusion of the fuel savings term is that consumers value 30 months of fuel 

savings when considering which vehicle to purchase. The rationale for including the reduced cost of 

CAFE fines (or increased CO2 credit value) obviously assumes that the manufacturer sees paying a fine in 

lieu of compliance as a viable option. Since this has historically been true for only a select group of 

manufacturers (namely European manufacturers) which represent a small fraction of total U.S. sales, the 

inclusion of this term here is inaccurate with respect to most manufacturers. It is certainly suspect when 

the Volpe Model is run in CO2 compliance mode, as the fines imposed for non‐compliance in this case 

are extremely high and do not represent a viable alternative for any manufacturers. Moreover, we do 

not understand (and NHTSA does not explain) how it can assign a value to a CO2 credit prior to running 

the model and observing the incremental cost of compliance.  

                                                            
77 FR, Vol 83, No. 165, August 24, 2018, Pp 43002 
78 FR, Vol 83, No. 165, August 24, 2018, p. 43174 
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The fundamental flaw in NHTSA’s definition of Effective Cost is that it does not include a 

measurement of the technology’s reduction in fuel consumption or CO2 emissions. NHTSA’s definition 

obfuscates this lack by including the 30‐month fuel savings. However, CAFE and CO2 compliance is the 

primary goal of adding technology. Doing so without affecting sales is a fine additional criterion. But it is 

not the goal. The goal is compliance. For most manufacturers trying to comply with the CAFE standards 

and all manufacturers trying to comply with the CO2 standards, the goal is to reduce fuel consumption 

or CO2 emissions. NHTSA’s effective cost represents the degree to which manufacturers may have to 

raise vehicle prices to maintain profitability and potentially lose some sales, but it fails to place these 

impacts in the context of the degree to which this technology moves them towards their goal: 

compliance. This omission is so glaring that it is impossible to understand why it hasn’t been changed for 

the past decade or more. This same Effective Cost metric has been used in the Volpe Model going back 

to at least the 2012‐2016 CAFE and CO2 rulemaking. Normally, something which has withstood the test 

of time indicates a high degree of robustness. In this case, it appears to reflect a persistent irrationality.  

Again, the inclusion of 30 month fuel savings obfuscates the problem. Fuel savings in dollar 

terms are clearly directly related to changes in fuel consumption per mile and CO2 emissions per mile. 

Thus, the inclusion of the fuel savings provides the Effective Cost with some measure of the degree to 

which a technology moves a manufacturer towards compliance. However, the choice of 30 months is 

arbitrary. Studies indicate that consumers value fuel economy more or less than this. NHTSA’s own sales 

response model assumes that consumers place no value on fuel economy, though we argue this above. 

If, for example, we applied the findings of NHTSA’s sales response model here, and recognized that fine 

paying is not a viable alternative to most technology applications, the definition of Effective Cost would 

simply be the cost of the technology. The Volpe Model would simply apply the cheapest technology first 

and move down the list. This clearly makes no sense. A technology which costs $10 and reduces fuel 

consumption by 1% is not better than one which costs $20 and reduces fuel consumption by 3%. Yet this 

is similar to what the Volpe Model is currently doing.  

Another indication that NHTSA’s definition of Effective Cost is incorrect is that fuel savings are 

put in dollar terms. This may be fine for sales analyses. However, fuel savings in dollar terms clearly 

depend on the price of fuel. The cost of technology is generally not a function of the price of fuel. Thus, 

the ranking of technology using NHTSA’s Effective Cost will change with the price of fuel. However, 

compliance with the CAFE and CO2 standards is independent of the price of fuel.  While fuel savings in 

dollar terms may be relevant in how consumers view the desirability of a particular vehicle model, it has 

no impact on the degree to which the application of a particular technology moves the manufacturer 

towards compliance.  

EPA has developed a clearly superior way to rank technology. EPA borrowed NHTSA’s Effective 

Cost for the numerator of its technology ranking metric (Technology Application Ranking Factor or 

TARF). (While the fine term can be included, it normally is not relevant, as already mentioned.) 

However, EPA also added a denominator to the TARF which represented the change in CO2 emissions 

accomplished by the addition of that technology. Thus, EPA’s TARF accounts for the consumer’s 

potential valuation of fuel savings, while still measuring progress towards the primary goal: CO2 

emission (or fuel consumption) reduction. NHTSA invites comment on whether it should modify its 
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definition of Effective Cost.79 Clearly we believe that the use of EPA TARF metric would represent a 

major improvement.  

One can reasonably posit that the primary purpose of the Volpe Model is to project compliance 

at the minimum cost possible given knowledge of available technology, etc. The addition of modules 

which project vehicle use, scrappage, response to fuel prices, tailpipe emissions, refinery and electrical 

power generation emissions, and others, may also be included. However, neither the Volpe Model nor 

EPA’s OMEGA model are the primary models for any of these other factors. The Volpe Model purports 

to apply technology to simulate cost effective compliance with the CAFE and CO2 standards. We believe, 

however, that the model fails at this task. 

Regarding limitations of the application of certain technologies to only those model years when 

a vehicle is being refreshed or redesigned, we refer to the example of the Chevrolet Equinox provided by 

NHTSA in the proposal.80 In this example, NHTSA describes how various vehicles share the same engine, 

transmission and/or platforms of other vehicles produced by the same manufacturer. NHTSA 

determines the “leader” vehicle for each engine, transmission and platform based on the vehicle model 

which has the highest sales volume of all the models which share that engine, transmission or platform. 

The Equinox in this example happened to be the leader vehicle for its engine and platform, but not its 

transmission. Thus, in NHTSA parlance, this Equinox is a transmission “follower.” It can only receive a 

new transmission when the vehicle which is its transmission “leader” gets a new transmission. As NHTSA 

progresses through its technology application for this vehicle, they describe how the Volpe Model gives 

the Equinox a new engine in 2018, but not a new transmission, because its transmission’s leader vehicle 

has not yet received a new transmission. Then, three model years later, after its transmission’s leader 

vehicle receives a new transmission and the Equinox hits a “refresh” year, the Equinox receives this new 

transmission.  

This sequence is absurd. First, the new engine given to the Equinox involves a more significant 

redesign of the vehicle than the subsequent transmission. Per NHTSA’s judgment, the new engine can 

only be received during vehicle redesign, while the new transmission can be received during vehicle 

refresh or redesign. (Refresh occurs once or twice in between vehicle redesigns and involves less 

significant changes to the overall vehicle design.) This Equinox is undergoing a major engine change, plus 

other changes involving its platform. However, it cannot receive a new transmission because it is not the 

transmission’s “leader.” The assignment of “leader” designation is arbitrary. For example, NHTSA has 

been predicting the refresh and redesign cadence of vehicles for a decade. NHTSA has never reviewed 

its past projections to determine if they were reasonable or not. NHTSA has never compared the actual 

introduction of new engine, transmission, and platform technologies to the “official” refresh and 

redesign years of the relevant vehicle models  

For the TAR, NHTSA assumed that the leader vehicle for each engine, transmission and platform 

was the vehicle with the lowest sales volume. Now it assumes that the leader is the vehicle for each 

engine, transmission and platform was the vehicle with the highest sales volume. NHTSA clearly does 

not have any objective reason for either of these simple assumptions. The one consistency is that NHTSA 

does the choosing and this choice cannot vary regardless of how it affects the application technology 

                                                            
79 FR, Vol 83, No. 165, August 24, 2018, p. 43174 
80 FR, Vol 83, No. 165, August 24, 2018, p. 43175 and PRIA, pp 497. 
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and ultimate cost of compliance. If General Motors needs additional fuel consumption or emission 

reductions when this Equinox is being redesigned, NHTSA needs to explain, in real practical terms, why it 

cannot become the “leader” for its transmission and receive a new transmission at the same time. The 

net result of NHTSA’s arbitrary, and rigid assignment of “leader” and “follower” vehicles for engines, 

transmissions, and platforms only serves to slow down the application of technology in ways that do not 

reflect obvious flexibilities available to manufacturers.  

This rigidity is exacerbated by the inability to appropriately reflect real compliance flexibilities 

accorded by EPA’s emission credit system. This credit system is designed to allow manufacturers to over 

and under‐comply with the standards in any particular model year, generating and using credits as 

necessary and to maintain compliance and vehicle production over the long haul. NHTSA’s extremely 

limited use of credits in its assessment of the CO2 standards, combined with its rigidity in applying 

technology, clearly over‐estimates the cost of compliance with these standards.81  

Regarding technology paths, we limit ourselves to a few major points. First, the paths simply list 

technologies of a similar focus (e.g., engine, transmission, electrification) in their order of perceived 

effectiveness. This reflects a certain degree of common sense that a manufacturer would not apply a 

new technology and increase fuel consumption or CO2 emissions. However, NHTSA ignores the cost of 

the technology when developing this list. For example, the basic engine path starts out with an engine 

with variable valve timing. The first step along this path is to add variable valve lift (VVL), then apply 

gasoline direct injection (SGDI), and then apply cylinder deactivation (DEAC). After this, NHTSA assumes 

that the manufacturer must make a choice to move to turbocharging (TURBO1) or high compression 

ratio design (HCR).  

As mentioned above, it is very difficult to obtain NHTSA’s estimates of the cost and effectiveness 

for these individual technological steps. We were only able to do so by creating an artificial Vehicle file 

which limits the application of technology in a way which forced the model to stop adding technology 

after each one of these steps was reached. In other words, we were able to obtain a modified vehicle 

fleet which contained identical vehicles except for the addition of these four engine technologies, one at 

a time.  

 

 

 

 

 

 

 

                                                            
81 See NRDC comments on the proposal. 
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Table 16 presents some of the results of this assessment. The vehicle being modeled had little 

other technology on it. The evaluation of the interaction between these engine technologies and 

transmission and electrification technologies would only make the points made here stronger. 

Table 16. NHTSA Cost and Effectiveness of Several Engine Technologies (Costs in $/Vehicle)  

  Total Cost  Incremental 
Cost 

Total 
Effectiveness 

Incremental 
Effectiveness 

Cost/ 
Effectiveness 

VVL   $423    $423   4.4%  4.4%   $9,653  

SGDI   $890    $467   6.6%  2.3%   $20,491  

DEAC   $929    $39   7.3%  0.8%   $4,963  

TURBO1   $900    $(28)  16.4%  9.8%   $(290) 

HCR   $842  $(87)  14.2%  7.5%   $(1,157) 

           

 

The incremental costs and effectiveness values shown are those relative to the previous row, 

except for HCR. As mentioned above, HCR is on its own path and would be applied by the Volpe Model 

to an engine which had progressed to the DEAC step. Thus, HCR and TURBO1 are essentially two 

independent steps of moving past DEAC.  

As shown in the table, the cost effectiveness of both VVL and SGDI are very poor compared to 

the rest of the engine technologies shown. No manufacturer would stop at these technologies if the 

additional technologies were available. There is no reason for the Volpe Model to include these 

technologies except to understand the starting points of 2016 vehicles which had these technologies. 

Even DEAC, which on the increment is clearly better than VVL or SGDI, has a much worse cost 

effectiveness than either TURBO1 or HCR. Both TURBO1 and HCR are projected to cost less than an 

engine with VVL, SGDI and DEAC and both deliver more fuel and CO2 control. The continued inclusion of 

inefficient legacy technologies in the Volpe Model only gives the model opportunity to erroneously 

apply technologies, which it apparently does.  

The second aspect of the technology paths is the interaction between the paths. The 

effectiveness of improving transmission efficiency by adding gears or by moving to a continuously 

variable transmission will depend on which of the above engine technologies is present. Since the Volpe 

Model adds technologies one at a time, it is possible that the model could add a 10‐speed transmission 

to a vehicle with a very basic engine, because, using the ineffective “Effective Cost” metric, it appeared 

to be the most cost effective next step. However, if the manufacturer required greater fuel or CO2 

emission control, the Volpe Model might move to a TURBO1 or HCR engine. With either of these two 

more advanced and efficient engines, it may no longer make sense for the vehicle to have a 10‐speed 

transmission. A 6‐speed or 8‐speed transmission might be more cost effective. However, the Volpe 

Model is not designed to look backwards along its technology paths. Thus, the opportunity to recover 

the expenditure of inefficient technology is missed. NHTSA might argue that a manufacturer will not 

invest in 10‐speed transmissions, for example, and then return to an older design. Whether or not this is 

true in real life, such a view would put too much stake in the Volpe Model projections. The model simply 

projects what could be done, not what will be. Anyone examining the progression of technology and 

noting the reversion of transmission technology could easily modify the model inputs to avoid this. Also, 
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if NHTSA evaluated combinations of technologies prior to entering them in the model piecemeal, it 

would automatically avoid such apparent problems. 

The final aspect of the technology paths to be addressed here is the split in paths which NHTSA 

imposes on engine and electrification technology. As already mentioned, once on the TURBO path, a 

vehicle cannot receive HCR technology and vice versa. Also, once a vehicle has a belt drive starter 

generator system (BISG) it cannot receive a crank integrated starter generator system (CISG). We noted 

that a large portion of BMW’s 2016 vehicles already had TURBO1 technology, which means that BMW, if 

allowed to, could not move these vehicles to HCR or HCR2 regardless of whether this would save money 

or improve effectiveness. Presumably, this would negate an investment BMW had already made in 

TURBO1 technology. However, NHTSA projects that roughly half of BMW’s sales would need to become 

strong hybrids under the current CO2 emission standards. Strong hybrid vehicles do not include 

downsized turbocharged, direct injection engines. Thus, NHTSA’s projections already include the fact 

that BMW will be discarding much of this investment. It makes little sense to allow BMW to make this 

same change by moving to HCR technology. When we allow all manufacturers to use HCR and HCR2 

technology, the need for strong hybrids drops precipitously and would presumably for BMW, as well.82   

In order to assess the ability of the Volpe Model to apply technology in a cost minimizing 

manner, we performed several runs of Volpe Model in exactly the same manner as done by NHTSA in its 

modeling of the CO2 standards. The only exception was that some aspects pertaining to technology 

were changed.  

In one run, we reduced the cost of each and every technology by a factor of two. This was 

accomplished by simply multiplying the technology costs in the Technology input file by 50%. These 

costs are listed in columns P through AG of the 10 worksheets which pertain to various vehicle sub‐

classes (e.g., Pickups). In an analogous run, we reduced technology costs by 75%. 

In another run, we limited the application of mass reduction as done by NHTSA in its analyses 

for the TAR. Mass reduction on small passenger cars was limited to the first two steps of mass reduction 

(MR1 and MR2). Mass reduction on medium cars was limited to the first three levels of mass reduction 

(MR1, MR2, and MR3).  

In another run, we set the fuel savings period in the Effective Cost calculation to 15 years, or a 

period covering the majority of a vehicle’s lifetime VMT. Finally, we ran the model prohibiting the 

application of one technology which added significant cost with essentially no benefit: cooled exhaust 

gas recirculation #1 (CEGR1). Other commenters have found significant problems with NHTSA’s 

projections regarding the effectiveness of many of the fuel‐saving technologies included in the Volpe 

Model, including CEGR1. Still, given that NHTSA specified that CEGR1 provided essentially no benefit to 

its application, the fact that the Volpe Model chose to apply this technology and add its cost to total 

compliance costs is a strong sign that the methods being used to apply technology are very defective.  

The compliance cost projections of these alternative runs are compared to NHTSA’s own 

simulation in Table 17 below. We present compliance costs for cars and light trucks combined because 

manufacturers are allowed to trade emissions between the two vehicle classes. The degree and even 

                                                            
82 We could not fully evaluate this flexibility for BMW, as the limitation of vehicles already having TURBO1 
technology is embedded in the code of the Volpe Model and could not be changed using the model’s input files.  
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direction of such trades can affect final emission levels of either vehicle class and thus, the compliance 

costs for each class. The combined car plus light truck costs are a much better indication of the model’s 

overall efficiency in finding the low cost option. We focus on compliance costs for the current CO2 

standards, as opposed to those for the proposed freeze. The Volpe Model usually projected large levels 

of over‐compliance for the proposal, which varied across the various simulations. Thus, it is difficult to 

fairly compare compliance costs. Finally, we focus on compliance costs for the 2028‐2032 MYs. In 

NHTSA”s own simulation of the CO2 standards, there was a compliance shortfall until the 2028 MY. 

Therefore, compliance costs prior to this are not comparable across scenarios. In general, there was 

little if any over‐compliance with the current CO2 standards. When this did occur, we identify it  in our 

discussion below. 

 

Table 17: Average Car+Truck Compliance Costs Under the Current CO2 Emission Standards83 ($ per 
vehicle) 

Model 
Year 

NHTSA 
Analysis 

50% 
Technology 

Costs 

25% 
Technology 

Costs 

Skip 
CEGR1 

15 Year Fuel 
Savings 

TAR Limits 
on Mass 
Reduction 

2028  $2,785  $1,682  $938  $2,660  2,353  $2,767 

2029  $2,815  $1,713  $983  $2,678  2,380  $2,786 

2030  $2,773  $1,683  $965  $2,627  2,398  $2,735 

2031  $2,730  $1,649  $945  $2,584  2,441  $2,691 

2032  $2,707  $1,620  $927  $2,553  2,486  $2,661 

 

  Starting with NHTSA’s own analysis, compliance costs peak in 2029 and gradually decrease over 

the next 3 years. This gradual decrease is likely due to reductions in the costs of individual technologies 

due to expected “learning.” Our run with the 50% reduction in technology costs is shown next. As Table 

17 shows, compliance costs decrease by less than 50%. The Volpe Model could have simply applied 

exactly the same technologies as it did in the NHTSA run and decreased costs by 50%. The fact that it did 

not means that it chose to apply different technologies, technologies which were not as cost effective in 

reducing CO2 emissions by the traditional sense of the term “cost effective.” Similarly, our run with the 

75% reduction in technology costs did not reduce the NHTSA run compliance costs by 75%. 

We believe that the reason neither the 50% nor 25% technology cost runs resulted in 

commensurate reductions in compliance costs can be traced to NHTSA’s use of the Effective Cost metric. 

As technology costs are reduced, the value for each technology’s Effective Cost begins to be dominated 

by the fuel savings term. Ranking technologies solely on their fuel savings is no better than ranking them 

solely on their cost. In this case, technologies offering the largest reduction in CO2 emissions would be 

ranked higher than those promising smaller reductions. The cost of achieving either the larger or small 

CO2 emission reductions would not receive its full consideration, at least compared to the NHTSA model 

run. The result is an inefficient application of technology.  

                                                            
83  All runs of the Volpe Model have the sales response and fleet share module enabled. Rebound was set at 20% 
and the scrappage model enabled, but these should not affect compliance costs. 
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The next run shown prevents the Volpe Model from applying one technology: CEGR1. This limits 

the choices available to the Volpe Model compared to the NHTSA run. Theoretically, this can only 

increase costs, as the model should be choosing the minimum cost options and should be skipping over 

cost ineffective technologies using the Effective Cost metric. If the model has fewer choices, costs 

should not decrease; they should only remain constant or increase. As seen in Table 17, the opposite 

occurs. The exclusion of one technology was able to reduce compliance costs by $120‐150. By reviewing 

the Vehicle Reports from the NHTSA run, we found that most of the vehicles which had become strong 

hybrids under the current CO2 standards continued to have engines with CEGR1. In the Skip CEGR1 run, 

these vehicles could not possibly have this technology. The fact that the Volpe Model continued to equip 

a strong hybrid vehicle with a CEGR1 engine is extremely inefficient. The benefits of CEGR1 and strong 

hybrid systems overlap significantly, at least according to NHTSA.  

This raises a more basic issue about the list of technologies included in the Technology file by 

NHTSA. NHTSA makes no assessment about the relative cost effectiveness of the technologies it 

included in the Technology file. It relies on the logic of the Volpe Model and the Effective Cost metric to 

select the most cost‐effective combinations of technologies. This approach is clearly failing. Again, EPA 

has developed a better way to isolate and reject cost ineffective combinations of technologies. EPA 

develops a list of a few hundred thousand combinations of technologies, calculates their total costs and 

total effectiveness in reducing CO2 emissions and then develops a set of technology combinations which 

progressively achieves greater reductions in CO2 emissions at the lowest possible cost. The number of 

technology group steps for vehicle sub‐class is usually less than 50. EPA then includes only these 50 or so 

technology combinations in their OMEGA model runs. This process avoids the possibility of the model 

applying cost‐ineffective technologies.  

NHTSA uses a very analogous set of several hundred thousand technology combinations. 

However, instead of evaluating them prior to a model run (their costs and effectiveness don’t change 

with different control scenarios), NHTSA evaluates individual additions of technology along several 

“technology paths” on the fly for every vehicle model in every model year. Not only is this 

computationally intensive, it is clearly not working as intended (unless the intention is to over‐estimate 

costs of the most stringent control scenarios). Either NHTSA needs to correct these flaws in their current 

approach, or adopt something like EPA’s approach which has already been programmed and could be 

applied to NHTSA’s technology groupings. 

Increasing the period over which the fuel savings were determined to 15 years also reduced 

compliance costs. This is not surprising, as 30 months is such a small period of a vehicle’s life. Still, 

including this more reasonable benefit of reduced CO2 emissions in the numerator of the Effective Cost 

and in dollar terms is not as efficient as including the more straightforward reduction in CO2 emissions 

in a denominator term. As can be seen, this simple change again reduced compliance costs by over $400 

in 2028. We focus on this model year for this simulation, as the vehicle fleet met the current 2025 

standards in this year with no over‐compliance. After 2028, the Volpe Model continued adding 

technology and the fleet began to significantly over‐comply with the 2025 CO2 standards, leading to an 

unfair comparison with the costs for the NHTSA run. Four hundred dollars is a sizeable figure indicating a 

significant degree of inefficiency in NHTSA’s use of Effective Cost to select technologies.   

The final set of compliance costs limited the application of mass reduction to cars. Compliance 

costs should have risen. However, again, compliance costs decreased. The cost reductions were not 
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large, but the fact that costs decreased at all is again an indictment of the use of Effective Cost to select 

technology.  

The net result of these simple comparisons is that the current Volpe Model is not designed to 

select the minimum cost of compliance for any set of standards. Since this should be its goal, the 

projected compliance costs presented in the proposal should be discarded, the model modified and a re‐

proposal made.  

This brings us to the issue of the suitability of the Volpe Model to fulfill EPA’s mandate in the 

Clean Air Act (CAA) to establish standards to reduce greenhouse gas emissions from cars and light 

trucks.84 One, the inefficiency at which the Volpe Model decides which technology can be used to meet 

specified standards at the lowest cost is inconsistent with this statutory obligation. The use of NHTSA’s 

Effective Cost metric is fundamentally flawed and clearly does not result in the selection of the least cost 

technology enabling compliance. This causes the Volpe Model to overestimate the cost of compliance, 

which clearly affects the net benefit of any standard and fails to fulfill EPA’s CAA mandate. 

Two, the Volpe Model’s requires that technology be added incrementally along “technology 

paths” which do not reflect the true cost effectiveness of either individual technologies, nor 

combinations of technologies. This is demonstrated by the fact that we could lower the projected cost of 

compliance in the Volpe Model by simply preventing it from choosing technologies which could readily 

be observed to be cost‐ineffective.   

Three, the timing of any standards is an inherent part of their environmental effectiveness. 

NHTSA’s arbitrary and rigid designation of leader‐follower vehicles for engine, transmission and platform 

level technologies unrealistically slows the rollout of technology into the new vehicle fleet and the 

indication of the date at which new technology can be implemented.  

Four, the Volpe Model is not capable of reasonably simulating manufacturers’ ability to utilize 

CO2 credits to smooth the introduction of technology throughout their vehicle line‐up. This again slows 

the date at which standards can be found to be feasible and increases their cost. The Volpe Model also 

requires that manufacturers comply with the CO2 standards in each model year. The inflexible 

designation of leader and follower vehicles is unnecessarily rigid and inconsistent with reality. 

Five, not only does the Volpe Model select technology using an inefficient metric (Effective 

Cost), but it applies this technology to arbitrarily limited cohorts of vehicles in specific model years. We 

are again referring to NHTSA’s arbitrary designation of leader vehicles for specific engine, transmission 

and platform oriented technologies. The Volpe Model requirement that each manufacturer comply with 

the CO2 standards in each model year without adequate consideration of credits means that for model 

years when NHTSA believes that few vehicles are being redesigned, the Volpe Model must add an 

inordinate level of technology to achieve compliance. This inordinate technology is then “inherited” by 

every other vehicle model in later years which shares the original vehicle’s engine, transmission or 

platform. This inordinate technology contributes to compliance in future years, but with an inefficient 

cost. Either more flexible assignments of leader vehicles or the consideration of credits would mitigate 

and potentially alleviate this problem.  

                                                            
84 The Clean Air Act, as amended, Section 202(a). 
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We demonstrated this by simply allowing vehicles to receive any technology in any model year 

by setting each vehicle’s redesign years to include every model year. The number of strong hybrids, 

PHEVs and BEVs required by the current CO2 standards decreased from 3.7 million vehicles using 

NHTSA’s redesign schedule to 2.3 million when technology could be added in any model year. Similar 

reductions in the number of strong hybrids was achieved by allowing more widespread application of 

HCR and HCR2 engines, but without changing the redesign schedule.85 The combination of allowing HCR 

and HCR2 engines, more flexible redesign schedules, and to use credits to smooth out their progress in 

CO2 emission reduction should reduce the number of required strong hybrids even more dramatically 

and have a major impact on the projections of requisite control technology, cost and net benefits. Thus, 

again, the Volpe Model fails at fulfilling EPA’s mandate under the CAA. 

Five, NHTSA has proposed to cease encouragement of technology and refrigerants with low 

global warming potential to reduce GHG emissions from automotive air conditioning units. The Volpe 

Model is not designed to reflect the use of these technologies and refrigerants. NHTSA has not 

conducted any technical analysis outside of the Volpe Model to evaluate these techniques. Thus, EPA 

has demonstrated the feasibility and cost‐effectiveness of these GHG reducing techniques in the past.  

Six, finally, NHTSA made it very clear that it considers it is more important to ensure that 

consumers have the greatest possible choice of vehicle performance (e.g., towing capability, 

acceleration, etc.) than it is to set maximum feasible CO2 standards. NHTSA refers to consumer 

preferences and choices dozens of time in the proposal. One example is its discussion of the application 

of downsized turbocharging.86  There NHTSA clearly prefers to allow manufacturers to be the ones who 

choose whether to apply this technology to reduce fuel consumption and CO2 emissions or improved 

low‐end torque (a measure of towing capacity). But EPA has its own duties to ensure it is fulfilling its 

mandates to reduce pollution and protect public health. 

   

                                                            
85 From both EDF runs of the Volpe Model in CO2 mode and NHTSA’s sensitivity run allowing widespread 
application of HCR2 technology. 
86 FR, Vol 83, No. 165, August 24, 2018,  p 42991. 
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XVI. Technology Limits Imposed by NHTSA  

  We have not conducted a detailed review and evaluation of NHTSA’s estimates of the cost and 

effectiveness for every technology. Other reviewers have done so and found significant problems. There 

is one glaring issue which we did evaluate. NHTSA only allows the use of high compression ratio (HCR) 

engines by some manufacturers representing about 30% of sales. NHTSA states that several Asian 

manufacturers have used HCR engines in their small vehicles.87 Review of the Market input files used by 

NHTSA in its Volpe Model runs indicate it restricted the use of HCR technology to a subset of Asian 

manufacturers. NHTSA does not explain why other manufacturers could not use HCR engines in their 

smaller vehicles. NHTSA arbitrarily prevented a number of manufacturers from adding HCR to their 

engines given that that these manufacturers‐‐including GM, Ford, and Nissan‐Mitsubishi‐‐ already utilize 

engines with HCR.  Thus, NHTSA’s restriction of this technology to only a few manufacturers is 

unsupported and arbitrary.  

NHTSA also claims that its engine benchmarking was not suitable for 8‐cylinder engines nor 

some 6‐cylinder engines. There are 6‐cylinder, HCR engines in NHTSA’s 2016 baseline fleet. NHTSA 

provides no further explanation of its rationale for limiting the application of this technology other than 

these brief statements. It also does not explain why it didn’t benchmark additional HCR engines if this 

was the cause of the limitation. Other reviewers have addressed this issue in much greater detail and 

concluded that NHTSA’s limits on the use of this technology are unsubstantiated. Finally, NHTSA does 

not consider the turbocharging of HCR engines (commonly referred to as Miller cycle engines). A 4 

cylinder Miller cycle engine would produce the power of a non‐turbocharged 6 cylinder engine, which 

would at minimum extend NHTSA’s application of HCR engines to all 4 and 6 cylinder engines. 

  In addition, there is a second level of HCR technology (HCR2) included in the Volpe Model input 

files, but is excluded from use in the Volpe Model runs used to evaluate the standards. NHTSA states 

that this technology will not be ready for use in the timeframe of this rule.88 However, other reviewers 

have noted that equivalent technology is already being used in the current fleet. So again, based on 

their review, NHTSA’s approach to applying HCR2 technology is arbitrarily inconsistent with reality and 

prevents manufacturers from using otherwise cost‐effective technology. 

   In order to demonstrate the importance of allowing technologies like HCR and HCR2 when 

projecting the potential cost of the proposal, we ran the Volpe Model in CO2 mode exactly as done by 

NHTSA, the only change being we allowed all manufacturers to use HCR and HCR2 technology. This was 

done by removing the “SKIP” labels (in the Market input file) for those manufacturers for which NHTSA 

did not allow the application of HCR. It also involved entering “TRUE” in the Technology file for HCR2 

technology.  We did this while allowing the model to select any of the automatic transmissions included 

in NHTSA’s modeling, as well as CEGR1 technology, and also while prohibiting the use of these 

technologies. The decision to apply this technology to any specific vehicle model was still made by the 

Volpe Model using the inefficient Effective Cost metric. The resulting compliance costs from this run and 

NHTSA’s simulation of the CO2 standards are shown in Table 18. 

                                                            
87 FR, Vol 83, No. 165, August 24, 2018,  pp 43038. 
88 Ibid. 
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Table 18: Average Car+Truck Compliance Costs Under the Current CO2 Emission Standards89 ($ per 
vehicle) 

Model 
Year 

NHTSA CO2 
Standards Run 

Same with HCR and HCR2 
Allowed 

Same with HCR and HCR2 Allowed 
and AT7‐10 and CEGR1 Disabled 

2028  $2,785  $2,167   $2,148  

2029  $2,815  $2,192   $2,145  

2030  $2,773  $2,174   $2,122  

2031  $2,730  $2,153   $2,098  

2032  $2,707  $2,144   $2,086  

 

As can be seen, the inclusion of HCR and HCR2 technology reduces compliance costs by $550‐$600 per 

vehicle. The number of strong hybrids required to meet the current CO2 standards also decreases by 

almost a factor of two. This indicates the importance of the careful and appropriate consideration of 

available technology, which NHTSA has not done in its proposal. 

   

                                                            
89  All runs of the Volpe Model have the sales response and fleet share module enabled. Rebound was set at 20% 
and the scrappage model enabled, but these should not affect compliance costs. 
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XVII. Monetized Emission Benefits 

  NHTSA updated its estimated value for GHG emissions in the proposal to reflect a new “interim” 

value for the social cost of carbon, which purports to recognize only those climate‐related impacts 

occurring within the U.S. This decreased the monetized value of avoided CO2, methane and nitrous 

oxide emissions dramatically.  

Regarding GHG emissions, however, the effects of local emissions are global. There are no local 

effects due solely or primarily to local emissions. If every nation took NHTSA’s approach to only consider 

the impacts of GHG emissions on their own local economy and public health, the grand sum of all the 

nations analyses would exclude a large portion of both the impacts of GHG emissions on the global 

economy and public health. The net result would be a dramatic under‐estimation of these impacts and 

disregard for the emission impacts on other nations.    Therefore, it is imperative that NHTSA use the 

peer‐reviewed, Intergovernmental Working Group (IWG) estimates of the SCC.  

Moving to criteria pollutants, Table 19 summarizes the monetized emission benefits for three 

pollutants which NHTSA used in its analysis: NOx, SOx, and PM2.5. These benefits are consistent with 

those used in the TAR and those used in the final rule implementing the 2017 and later CAFE and CO2 

standards. The result of this is that they date from circa 2010.  

Table 19: Monetized Value of NOx, Sox, and Fine PM Emissions ($/ metric ton)  

  Nitrogen Oxides  Sulfur Dioxide  Particulate Matter 

NHTSA   $8,200    $48,000    $371,100  

EPA ($2010, 3% discount rate per annum) 

       Mobile Sources    $10,010‐$23,100    $28,600‐$63,800    $506,000‐$1,100,000  

        Refineries   $23,100‐$9,020    $63,800‐$23,100    $1,100,000‐$451,000  

   

Table 19 also shows a range of values published in 2013 based on two more recent studies of the 

value of these emissions.90  Note that we have converted these values from cost per ton to cost per 

metric ton to be consistent with those used by NHTSA. EPA’s estimates were based on a relationship 

between annual emissions from 17 distinct emission sources and PM‐related health impacts (and their 

monetary benefits).91 These relationships were developed using a three step process (cited directly from 

the EPA report): 

1) Use source apportionment photochemical modeling to predict ambient concentrations of 
primary PM2.5, nitrate and sulfate attributable to each of 17 emission sectors across the 
Continental U.S. (On‐road emission sources are one of the 17 sectors addressing by the 
modeling);  

                                                            
90 Technical	Support	Document,	“Estimating	the	Benefit	per	Ton	of	Reducing	PM2.5	Precursors	from	17	
Sectors,”	U.S.	Environmental	Protection	Agency,	Office	of	Air	and	Radiation,	Office	of	Air	Quality	Planning	and	
Standards,	Research	Triangle	Park,	NC	27711,	January	2013. 
 
91 Technical	Support	Document,	“Estimating	the	Benefit	per	Ton	of	Reducing	PM2.5	Precursors	from	17	
Sectors,”	U.S.	Environmental	Protection	Agency,	Office	of	Air	and	Radiation,	Office	of	Air	Quality	Planning	and	
Standards,	Research	Triangle	Park,	NC	27711,	January	2013. 
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2) For each sector, estimate the health impacts, and the economic value of these impacts, 
associated with the attributable ambient concentrations of primary PM2.5, sulfate and nitrate 
PM2.5 using the environmental Benefits Mapping and Analysis Program (BenMAP v4.0.66); 

3) For each sector, divide the PM2.5‐related health impacts attributable to each type of PM2.5, 
and the monetary value of these impacts, by the level of associated precursor emissions. That is, 
primary PM2.5 benefits are divided by direct PM2.5 emissions, sulfate benefits are divided by 
SO2 emissions, and nitrate benefits are divided by NOx emissions.  

 
This modeling tool was developed for use in support of various regulatory actions being 

considered or taken by EPA. It provides mid‐range health effects and benefits, as opposed to worse‐case 

estimates (e.g., 90th or 95th percentile effects). While the purpose of the estimates of emission 

reductions on mortality, morbidity and their value are considered generic, when found to be substantial, 

the results merit a much closer examination of the impact of a regulation on public health. This will be 

apparent below. 

As can be seen from the figures shown in Table 19, the NHTSA estimates for the value of the 

emissions of NOx and PM2.5 are slightly below the lower end of the range of EPA benefits for refinery 

emissions. While NHTSA’s analysis shows that vehicle emissions predominate, due to their unreasonable 

scrappage impacts, in actuality (and consistent with all previous analyses), upstream, refinery emissions 

actually predominate the emission impacts of these three pollutants. Thus, the NHTSA valuations of NOx 

and PM2.5 are close to the lower end of the EPA range for the bulk of the emission impacts. For SOx 

emissions, EPA is within the range for vehicle emissions, but well below the lower end of the range for 

refinery emissions.  

It is not clear why NHTSA made the effort to modify their valuations for GHG emission and not 

criteria pollutant emissions. However, the apparent consistency is again that the lower valuations for 

GHG emissions helped the proposal and the higher valuations for criteria pollutants would have hurt the 

proposal. In any event, we substitute the EPA ranges for the valuation of these three pollutants when 

we present our estimates of the net benefits (or cost as it turns out) of the proposal.  

In addition, while NHTSA included the monetary value of changes in NOx, SOx, and PM 

emissions in their analysis, they did not mention the changes in premature mortality which comprise the 

vast majority of EPA’s projected benefits. We correct this omission at the end of this review when we 

project more realistic impacts of the proposal on emissions and public health. 

XVIII. More Realistic Impacts of the Proposed Freeze of the CO2 and CAFE Standards 

  We developed two separate estimates of the impacts of the proposal on costs, benefits, 

emissions and health impacts. The first follows as closely as reasonable to NHTSA’s 1977‐2029 MY 

lifetime analyses which predominated NHTSA’s presentations in the preamble to the rule. The second 

follows as close as reasonable to NHTSA’s 2017‐2050 CY analyses which NHTSA presented in the PRIA. 

While we believe that the 2017‐2050 CY analysis provides a more complete picture of the impact of the 

proposal, NHTSA focused so much of its attention on the MY analysis that we felt that we had to present 

more reasonable projections using this format.  
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Methodology 

The two types of analyses utilize the same runs of the Volpe Model. Before we present any 

results, we describe how we conducted the three runs of the Volpe Model needed to produce our 

projections. Where possible, we retained the methodology utilized by NHTSA. We only modified what 

we consider were the most egregious problems identified above to project more realistic costs, benefits 

and other impacts of the proposal.  

The following presents the ways in which we modified the Volpe Model and processed its 

outputs to accomplish this task. 

  First, we ran the Volpe Model in CO2 mode. As done by NHTSA, we evaluated both the current 

CO2 standards and the proposed freeze at 2020 levels. We also ran the Volpe Model with both the sales 

response and fleet share modules enabled. As discussed above, there are real issues involved with both 

models and they should be modified before being used formally. Taken together they appear to have 

little impact on the total VMT under various CO2 and CAFE control scenarios. However, the dynamic 

fleet share in particular decreases fuel consumption under the proposal by increasing car sales relative 

to trucks. This reduces the increase in fuel consumption due to the proposal. The rationale behind this 

model is highly suspect. However, we left this and the sale response model activated in order to limit 

our modifications to only those aspects which are particularly unreasonable and have an inordinate 

impact on the proposal’s costs, benefits and other effects. 

Second, in order to address any lingering concerns about vehicle safety, we restricted the 

application of mass reduction in the same way that NHTSA did in their analyses conducted for the TAR. 

This meant leaving mass reduction completely unrestricted for light trucks. Mass reduction for small cars 

was restricted to only the first two stages of mass reduction: MR1 and MR2. Mass reduction for medium 

cars was restricted to only the first three stages of mass reduction: MR1, MR2 and MR3. These 

restrictions were implemented in the Technology file by entering FALSE in cells D61, D62 and D63 on the 

worksheets labeled SmallCar and SmallCarPerf and cells D62 and D63 on the worksheets labeled 

MedCar and MedCarPerf.  

  Third, for 2025 and beyond, we changed the fractions of incremental transportation fuel 

assumed to be from domestic crude oil and domestic refineries. We set both fractions to be 1.0 for both 

gasoline and diesel fuel on the Fuel Import Assumptions worksheet of the Parameters file (cells B47, 

d47, B49, D49, B54, D54, B56, D56, B61, D61, B63, D63, B68, D68, B70, D70, B75, D75, B77, D77, B82, 

D82, B84, and D84). Recent data on gasoline imports to the U.S. indicate levels of around 0.3% of total 

gasoline consumption. Given that the U.S. is projected to become energy independent by the mid 

2020’s, assuming that all incremental crude oil production related to differences in the CO2 standards 

would come from domestic production. We also updated the value of NOx, SOx and PM2.5 emissions to 

reflect more recent estimates made by EPA. 

  Fourth, we turned off the scrappage model by leaving the button blank on the Model Inputs 

page of the Volpe Model GUI and by entering FALSE into cells C4, D4, and E4 of the Scrappage Model 

Values worksheet of the Parameters file. Scrappage was modeled outside of the Volpe Model as 

described below.  
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  Fifth, we ran the Volpe Model three times, once with no rebound, once with ‐10% rebound and 

once with ‐20% rebound. The case with no rebound was used to estimate the degree of scrappage 

needed to match the VMT by calendar year across the two CO2 control scenarios. 

  Several additional modifications were made to the Volpe Model output, as the desired 

adjustments could not be made using changes to the input files. 

  The first adjustment made to the model output was to eliminate the significant degree of over‐

compliance NHTSA projects under the proposed 2020 standards. As described above, NHTSA assumes 

that manufacturers will apply “Cost Effective” technology even if they do not require this technology to 

enable compliance. The 2020 standards are so lax that a number of technologies not required to enable 

compliance are still available to many manufacturers once compliance is attained. NHTSA does not 

present any evidence or analysis to support this assumption. NHTSA did not project any significant over‐

compliance with the current, 2025 CO2 standards, so the projected fleetwide CO2 levels under this 

control scenario required no adjustment. There is no way to disable NHTSA’s assumption that 

manufacturers will apply the “Cost Effective” technology, so this adjustment had to be made to the 

model output. 
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Table 20 shows the application of the proposed CO2 standards to the baseline fleet in the Market file of 

the NHTSA Volpe Model runs. We begin with the 2019 model year, as performance in earlier model 

years could be considered to be related to compliance with the 2020 standards (though even this over‐

compliance is questionable). As can be seen, the proposed standards increase in value in 2021 relative 

to 2020. This is due to the change in the way that air conditioning credits are treated. 

Table 20: Fleetwide CO2 Compliance Requirements and Projected Compliance Levels Projected by 
the Volpe Model Under the Proposed 2020 Standards 

Model Year  Fleetwide Required CO2 
Emission Levels (g/mi) 

Projected Compliance Level 
(g/mi) 

CO2 Emission 
Adjustment 

2019   236    234    1.0000  

2020   227    228    1.0000  

2021   241    236    1.0197  

2022   241    233    1.0305  

2023   241    232    1.0349  

2024   241    231    1.0394  

2025   240    231    1.0393  

2026   240    232    1.0368  

2027   240    231    1.0413  

2028   240    231    1.0413  

2029   240    230    1.0433  

2030   240    229    1.0457  

2031   240    229    1.0457  

2032+   240    229    1.0456  

 

  For passenger cars, the fleet only over‐complies in 2020 by 1 g/mi CO2. However, the degree of 

over‐compliance increases 16 g/mi CO2 by 2032. The next column shows the ratio of the CO2 standard 

to the projected fleetwide emission level (e.g., 1.060 in 2032). We adjusted the projected levels of total 

fuel consumption, total CO2 emissions and upstream criteria pollutant and air toxics emissions for each 

model year up to 2050 in the Annual_Societal_Effects_Report.csv by multiplying them by these ratios. 

The same was done for light truck fuel consumption and emissions. We also adjusted the pre‐tax, tax 

and retail fuel costs, CO2 emission costs and criteria pollutant emission costs for each model year up to 

2050 in the Annual_Societal_Effects_Report.csv in the same way. 

Since we are increasing CO2 emissions essentially back to levels projected for the 2020 model 

year, we adjusted the technology costs projected by the Volpe Model to those projected for the 2020 

model year.  Table 21 shows the adjustment factors used to accomplish this.   
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Table 21: Adjustments to Technology Costs Projected by the Volpe Model Under the Proposed 2020 
Standards  

  Fleetwide Technology Cost 
($) 

Adjusted Compliance Cost ($)  Cost Adjustment 

2019   $323    $323    1.000  

2020   $399    $399    1.000  

2021   $499   $415   0.832  

2022   $515   $415   0.805  

2023   $523   $415   0.794  

2024   $519   $415   0.800  

2025   $514   $415   0.808  

2026   $517   $415   0.803  

2027   $522   $415   0.795  

2028   $520   $415   0.798  

2029   $517   $415   0.803  

2030   $515   $415   0.806  

2031   $512   $415   0.811  

2032+   $512   $415   0.810  

 

  Regarding technology costs, we did not conduct a detailed review of the costs that NHTSA 

projects for each and every technology. We did find that simply allowing all manufacturers to choose 

high compression ratio engines, which are already in use today by a wide range of manufacturers, the 

incremental savings of the proposal decreased from $2200 to $1600.  Others have performed more 

detailed evaluations and found significant bias and errors. To represent the result of these findings, we 

reduced NHTSA’s projection of technology costs by 50%. This could not be accomplished by simply 

multiplying the technology costs in the Technology input file (of Volpe Model) by 50%, as discussed 

below. When we did this, projected fleetwide technology costs decreased by less than 50% due to 

inefficiencies in the Volpe Model related to the technology paths and their definition of Effective Cost. 

Plus, projected over‐compliance under the proposed CO2 standards became extreme. Thus, this 50% 

adjustment was made outside of the model by simply multiplying the vehicle related costs in the 

Annual_Societal_Costs_Report file by 50%. Vehicle‐related costs include insurance and similar costs, as 

NHTSA assumes that these are proportional to technology costs. We show the results of our modeling 

both with and without this 50% adjustment to demonstrate the significance of the other factors on the 

projected effects and costs of NHTSA’s proposal.  

The final adjustment made outside of the model was related to scrappage. There could be some 

decrease in fleetwide VMT by calendar year should vehicle prices rise. The degree of this reduction has 

not been evaluated by NHTSA. In order to bracket this reduction, we will present modeling results both 

with and without scrappage. The results without scrappage require no further adjustment to the 

modeling results, as we ran the model in all cases without the NHTSA scrappage module enabled. The 

incorporation of a much more reasonable scrappage effect, which simply replaces any lost VMT from 

new vehicles with the same level of VMT from used vehicles, is described below. In order to reduce the 

number of modeling cases to a manageable level, we couple the assumption of 10% rebound with no 
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scrappage response and 20% rebound with the VMT‐neutral scrappage response. These two 

combinations provide the full range of regulatory effects and costs covered by all four possible 

combinations of these two factors (e.g., 10% rebound and VMT‐neutral scrappage). 

We determine the VMT‐neutral scrappage level from the Volpe Model with no rebound, as the 

presence of rebound would not be expected to result in the same levels of VMT across control 

scenarios. Our goal was to simply have the VMT by calendar year under the current CO2 emission 

standards match those under the proposed freeze. We oriented our goal in this direction, as the impacts 

of the sales response module and fleet share module are smaller under the proposed freeze. Given the 

high degree of uncertainty involved in these two modules, we believed it was more reasonable to base 

the VMT for both control scenarios on values which had been adjusted less rather than more.  

The first step was to calculate the level of VMT for cars and light trucks by calendar year under 

both CO2 control scenarios. The ratio of the VMT levels under the proposed freeze to those under the 

current CO2 standards was determined for each calendar year. The goal of this process is to adjust the 

VMT under the current CO2 standards so that this ratio is 1.0 for each calendar year.   

The second step was to determine the ratio of total VMT in each calendar year to the VMT by 

vehicles aged one year and older (used vehicles). This ratio is relevant, as our goal is to increase total 

VMT in each calendar year, but this is done only by adjusting the VMT of used vehicles. 

The third step was to apply adjustments to used vehicle VMT by age in each calendar year and 

carry these adjustments forward into the future in order to simulate the continued use of any vehicles 

which were no longer being scrapped. This adjustment likely over‐estimates the effect of any reduced 

scrappage in the long term, but has the benefit of being straightforward and transparent. Our goal was 

not to develop the “right” scrappage model, only one which would reasonably represent an upper 

bound should drivers respond to an increase in new vehicle prices by increasing their use of older 

vehicles.  

For example, the ratio of VMT under the current standards to the proposed standards for 

calendar year 2017 and the ratio of total VMT to used vehicle VMT in 2017 were both multiplicatively 

applied to the VMT of each model year cohort on the road in calendar year 2017 having an age of one or 

greater. Essentially by definition, this causes total VMT in 2017 to match that under the current 

standards. Note that this adjustment to used VMT under the current standards applies to vehicles aged 

one year to 39 years. We believe that this is reasonable because, if there is a “scrappage” response, it 

will occur in two ways. One could be that focused on by NHTSA: the repair of older vehicles which would 

have been scrapped. However, the more likely response would be the increased driving of older vehicles 

which would have been traded in upon the purchase of a new vehicle which is no longer being 

purchased. For example, the owner of a three‐year old vehicle decides not to buy a new vehicle. Under 

NHTSA’s assumptions regarding vehicle mileage accumulation, the new vehicle would have been driven 

more upon its purchase. It seems reasonable to assume that this driving is simply transferred to a now 

four year old vehicle. There are no more four‐year old vehicles on the road, but the VMT of four‐year old 

vehicles has increased.   

This adjustment has increased the VMT from 2016 and earlier model year vehicles in 2017. We 

next project this change into the future on a model year basis. This is done by applying the same 

adjustment (ratio of total VMT under the current standards to that under the proposal and ratio of total 
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VMT to used vehicle VMT in 2017) to the VMT by 2016 and earlier model years in calendar years 2018 

and beyond under which there are no longer any of these vehicles on the road per the Volpe Model. 

This extends the adjustment for calendar year 2017 to all later model years to a diminishing degree, as 

in each subsequent calendar year, the adjustment is made to fewer vehicles (e.g., only 2 year old and 

older vehicles in 2018, three year old and older vehicles in 2019, etc.).  

We next determine the ratio of total VMT under the current standards in calendar year 2018, 

after applying the 2017 adjustment factor, to 2018 VMT under the proposal. This ratio plus the ratio of 

total VMT to used vehicle VMT in 2018 under the current standards is applied multiplicatively to all VMT 

by vehicles one year old and older in 2018. Again, total VMT in calendar year 2018 is matched between 

the two control scenarios. This 2018 adjustment is applied to all VMT by 2017 and earlier model year 

vehicles in subsequent calendar years. This process was continued through calendar year 2050.  

We next determined the net adjustment to each model year’s VMT under the current standards 

in each calendar year. This produced a matrix of adjustment factors running from model years 1978‐

2049 and calendar years 2017‐2050. We applied these adjustments to the fuel consumption, CO2 and 

other emissions, and safety‐related fatalities in the Annual_Societal_Effects_Report file of the Volpe 

Model run with 20% rebound. We did the same to the fuel‐related costs, driving‐related costs and 

emission‐related costs in the Annual_Societal_Costs_Report file for the same Volpe Model run. 

We made one further adjustment to the scrappage factors used in the 1977‐2029 MY analysis.  

As discussed above, it is not fair or appropriate to assign two sets of scrappage factor to a single model 

year: one occurring during the calendar year the model year’s vehicles are sold as new vehicles and 

another occurring throughout that model year’s life, which are actually due to the sale of later model 

year vehicles. Since NHTSA included the “calendar year” scrappage effects in its MY analysis by including 

the scrappage effects on 1977‐2016 MY vehicles, we also chose to include these vehicles and the 

scrappage effects that they might experience. In order to avoid double‐counting, however, this 

necessitated removing all scrappage effects due to the sale of MY 2030 and later vehicles, since they are 

not part of the analysis. This was accomplished simply by removing the scrappage factors described 

above in all calendar years 2030 and beyond.  

NHTSA did not quantify the impact of the proposal on public health. To remedy this, we used a a 

regulatory assessment tool developed by EPA which projects estimates of various PM‐related health 

outcomes from changes to annual emissions from 17 distinct emission sources. 92 It also provides 

estimates of the monetary value of these health impacts. This modeling tool was developed for use in 

support of various regulatory actions being considered or taken by EPA. It provides mid‐range health 

effects and benefits, as opposed to worse‐case estimates (e.g., 90th or 95th percentile effects). These 

relationships were developed using a three step process (cited directly from the EPA report): 

1) Use source apportionment photochemical modeling to predict ambient concentrations of 
primary PM2.5, nitrate and sulfate attributable to each of 17 emission sectors across the 
Continental U.S. (On‐road emission sources are one of the 17 sectors addressed by the 
modeling);  

                                                            
92 Technical	Support	Document,	“Estimating	the	Benefit	per	Ton	of	Reducing	PM2.5	Precursors	from	17	
Sectors,”	U.S.	Environmental	Protection	Agency,	Office	of	Air	and	Radiation,	Office	of	Air	Quality	Planning	and	
Standards,	Research	Triangle	Park,	NC	27711,	January	2013. 
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2) For each sector, estimate the health impacts, and the economic value of these impacts, 
associated with the attributable ambient concentrations of primary PM2.5, sulfate and nitrate 
PM2.5 using the environmental Benefits Mapping and Analysis Program (BenMAP v4.0.66); 

3) For each sector, divide the PM2.5‐related health impacts attributable to each type of PM2.5, 
and the monetary value of these impacts, by the level of associated precursor emissions. That is, 
primary PM2.5 benefits are divided by direct PM2.5 emissions, sulfate benefits are divided by 
SO2 emissions, and nitrate benefits are divided by NOx emissions.  

  
This regulatory tool only considers health effects related to fine PM. Thus, it does not address 

other known health effects of PM and NOx emissions, nor does it include any health effects of other 

pollutants which are shown in the previous section and which differ across CO2 control scenarios.   

   Tables 22 and 23 present the EPA‐based estimates for the monetized health impacts of a ton of 
NOx, SOx, and PM emission in the U.S. in 2030. Note that we multiplied the EPA damage factors by 1.1 
as EPA presented them per English ton and we present them per metric ton, as the latter are in metric 
tons. We also multiplied EPA’s factors by 1.10 to convert them from $2010 to $2017. As discussed 
above, NHTSA does include monetized benefits related to similar health effects in their estimates of the 
costs and benefits of the proposal. However, the values per ton of NOx, SOx, and PM emissions used by 
NHTSA are lower than those developed by EPA. We use the EPA figures in the EDF estimates in this 
section, as they were developed since those used by NHTSA. We present NHTSA’s estimates of the 
monetary value of changes in emissions as they are calculated in the Volpe Model. 
 

Table 22: EPA Estimates of Health Benefits and Health Improvements per Metric Ton per Year of 
Mobile Source Emission in 2030 

  NOx  SOx  PM 

Monetized Value of Health Impacts: Mortality and Morbidity 

Krewski: 3% discount rate   $10,010    $28,600    $506,000  

Lepeule: 3% discount rate   $23,100    $63,800    $1,100,000  

Mortality and Morbidity Impacts per metric ton per year 

Premature Mortality: Krewski  0.0011  0.0031  0.0561 

Premature Mortality: Lepeule  0.0025  0.0070  0.1210 

Morbidity       

Respiratory emergency room visits  0.0006  0.0013  0.0286 

Acute bronchitis   0.0017  0.0048  0.0825 

Lower respiratory symptoms   0.0209  0.0616  1.0450 

Upper respiratory symptoms   0.0297  0.0880  1.5400 

Minor Restricted Activity Days   0.8250  2.3100  40.7000 

Work loss days   0.1320  0.3850  7.0400 

Asthma exacerbation   0.0737  0.0902  3.7400 

Cardiovascular hospital admissions   0.0004  0.0009  0.0198 

Respiratory hospital admissions   0.0003  0.0007  0.0165 

Non‐fatal heart attacks (Peters)   0.0013  0.0030  0.0649 

Non‐fatal heart attacks (All others)   0.0001  0.0003  0.0070 
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Table 23: EPA Estimates of Health Benefits and Health Improvements per Metric Ton per Year of 
Refinery Emission in 2030 

  NOx  SOx  PM 

Monetized Value of Health Impacts: Mortality and Morbidity 

Krewski: 3% discount rate   $9,130    $94,600    $440,000  

Lepeule: 3% discount rate   $20,900    $209,000    $990,000  

Mortality and Morbidity Impacts per metric ton per year 

Premature Mortality: Krewski  0.0010  0.0105  0.0484 

Premature Mortality: Lepeule  0.0023  0.0231  0.1089 

Morbidity       

Respiratory emergency room visits  0.0005  0.0050  0.0231 

Acute bronchitis   0.0015  0.0154  0.0726 

Lower respiratory symptoms   0.0198  0.1980  0.9350 

Upper respiratory symptoms   0.0286  0.2860  1.3200 

Minor Restricted Activity Days   0.7480  7.7000  35.2000 

Work loss days   0.1320  1.3200  5.9400 

Asthma exacerbation   0.0297  0.2970  1.4300 

Cardiovascular hospital admissions   0.0004  0.0036  0.0176 

Respiratory hospital admissions   0.0003  0.0031  0.0143 

Non‐fatal heart attacks (Peters)   0.0012  0.0121  0.0539 

Non‐fatal heart attacks (All others)   0.0001  0.0013  0.0058 

 

The following two sections present these two separate views of the impacts of the proposal. 

Both strongly support the conclusion that the proposal should be rejected and NHTSA’s analysis 

scrapped and begun anew with much more oversight from the public. 

Impact of the Proposal Using a More Reasonable 1977‐2029 MY Lifetime Analysis 

  Table 24 presents the key non‐monetary results of our more realistic projection of the impacts 

of the proposal on 1977‐2029 MY vehicles, along with NHTSA’s estimates from their modeling of the 

CO2 standards. As noted in the table, we have either excluded any scrappage effect from the projection, 

or allowed scrappage to the extent that the change in used vehicle VMT matches the change in VMT 

from the change in new vehicle sales.  
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Table 24: Effect of the Proposal on 1977‐2029 MY Lifetime Safety, Fuel Consumption and Emissions  

  NHTSA  EDF – 10% 
Rebound and No 

Scrappage 

EDF – 10% 
Rebound and 
VMT‐Neutral 
Pre‐2030 
Scrappage 

EDF – 20% Rebound 
and VMT‐Neutral 

Pre‐2030 Scrappage 

  Mortality Impacts 

     Vehicle Safety         

             Fatalities  (15,644)  (2,147)  (2,623)  (5,949) 

Fatality rate per         
billion miles 

Did not 
present 

0.0035  0.0028  0.0072 

Pollutant‐Related 
Mortality 

Did not 
present 

5,413‐12,076  4,832‐10,780  4,261‐9,511 

  Fuel Consumption 

      Billion gallons  79  148  146  133 

  GHG Emissions (million metric tons) 

CO2  872  1,636   1,616    1,467  

CO2 equivalent   910  1,722   1,700   1,543  

  Criteria Pollutant and Air Toxic Emissions (metric tons) 

CO Total (t)   (5,994,040)   159,281    4,886    (560,982) 

VOC Total (t)   (139,973)   505,404    489,778    423,172  

NOx Total (t)   (189,825)   526,615    511,280    438,876  

SO2 Total (t)   70,976    298,618    294,355    263,169  

PM Total (t)   (4,398)   36,410    35,671    31,082  

Acetaldehyde Total 
(tons) 

 (5,438)   (44)   (164)   (692) 

Acrolein Total (tons)   (283)   12    5    (23) 

Benzene Total (tons)   (11,810)   2,405    2,059    952  

Butadiene Total (tons)   (1,827)   58    14    (146) 

Formaldehyde Total 
(tons) 

 (2,767)   719    636    319  

DPM10 Total (tons)   38,636    91,507    90,330    81,861  

 

  It is clear from the impacts shown in Table 24 that NHTSA has grossly overestimated the benefits 

of the proposal and underestimated the negative impacts of the proposal. We project reduced traffic 

fatalities with the proposal, though these are partially due to the use of NHTSA’s flawed sales response 

and fleet share modules. However, the next line in Table 24 shows that all of these reductions are due to 

lower VMT levels under the proposal. The average fatality per million miles of driving increases under 

the proposal.  

  NHTSA’s completely outdated and unrealistic projections about the source of the additional 

gasoline required by the proposal hid the fact that NOx, SOx and PM2.5 emissions would increase under 

the proposal. Using official EPA estimates of the effect of these emissions on mortality indicate that the 

proposal would increase deaths due to ambient PM levels by 2,262‐9,511 under this MY analysis. These 

deaths, unlike those due to rebound, are not due to voluntarily chosen activities such as driving. All that 

these people are doing is breathing. NHTSA must revise these emission impacts and quantify the 
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mortality impact that they produce. While we use what is commonly referred to as a “scoping tool” in 

producing these estimates, the results of this tool indicate that the potential impacts are large. NHTSA 

and EPA must conduct detailed and thorough emission, photochemical and health effects modeling to 

quantify the effect of this or any other proposal to relax the CAFE and CO2 standards and increase 

upstream emissions.  

  Table 25 presents the monetized costs and benefits related to these and other impacts of the 

proposal. We followed NHTSA’s precedent for presenting certain values as costs and others as benefits, 

based on the heading for that row. This makes it very difficult to add up the various columns. However, 

it does allow individual rows to be understood as long as the heading for that row is read carefully. For 

example, the values for Rebound Non‐Fatal Crash Cost and the Benefit Offsetting Rebound Non‐Fatal 

Crash Cost are always the same values. Adding them together doubles them and they do not offset each 

other. However, one is labelled a “cost” and the other a “benefit”.  NHTSA adds one to total costs and 

the other to total benefits. In this way, they cancel each other out.    
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Table 25: 1977‐2029 MY Lifetime Net Costs and Benefits of the Proposal  ($ billion) 

  NHTSA  EDF 

Rebound  20%  10%  10%  20% 

Scrappage  VMT‐
Increasing 

None  VMT‐
Neutral 

VMT‐
Neutral 

Technology Costs  NHTSA  50‐100% 
NHTSA 

50‐100% 
NHTSA 

50‐100% 
NHTSA 

Technology Cost   (260)   (137)‐ 
(275) 

(137)‐ 
(275) 

(137)‐ 
(275) 

Pre‐Tax Fuel Savings   (143)   (262)  (258)   (238) 

Mobility Benefit   (69)   (32)  (32)   (64) 

Refueling Benefit   (9)   (14)  (14)   (13) 

Non‐Rebound Fatality Cost   (45)   8  4   4  

Rebound Fatality Cost   (47)   (22)  (22)   (41) 

Benefit Offsetting Rebound 
Fatality Cost 

 (47)   (22)  (22)   (41) 

Non‐Rebound Non‐Fatal Crash 
Cost 

 (70)   12   7   7  

Rebound Non‐Fatal Crash Cost   (74)   (35)  (35)   (64) 

Benefit Offsetting Rebound Non‐
Fatal Crash Cost 

 (74)   (35)  (35)   (64) 

Congestion and Noise Cost   (61)   (9)  (12)   (25) 

Energy Security Benefit   (12)   (0.1)  (0.1)   (0.1) 

CO2 Damages *   (5)   (7)  (8)   (6) 

Other Pollutant Damages, 
including mortality * 

 (1)   (33)‐(74)  (43)‐(96)   (29)‐(64) 

Total Costs   (557)   (184)‐
(321) 

(195)‐
(332) 

(256)‐
(393) 

Total Benefits   (360)   (404)‐
(445) 

(412)‐
(465) 

 (454)‐
(489) 

Net Benefits   (197)   84 ‐262  80‐270   60‐233 

*  Even though this row is labeled “damages”, the negative numbers in NHTSA’s tables indicate that 

NHTSA considers this row to be considered a “benefit.” 

  We were able to reproduce NHTSA’s figures in VII‐51 of the preamble to within a billion dollars 

or less for each component of costs and benefits, except for the value of the fatal and non‐fatal crashes 

due to rebound. We are able to match the total value of fatal crashes and total value of non‐fatal 

crashes with rebound, but not the portion due to rebound alone. We obtained the rebound portion of 

these two components by subtracting the value of fatal and non‐fatal crashes from NHTSA’s Volpe 

Model run without rebound from those with rebound. We were able to come within $1‐$2 billion dollars 

in each case. However, our total net cost for the proposal from NHTSA’s run is $(197) billion, while 

NHTSA shows a net cost of $(201) billion. This is still very close. 

As can be seen, all six of the EDF cases show that the proposal would increase net societal costs, 

even when using NHTSA’s over‐estimated technology costs from the Volpe Model. It is not clear why the 
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energy security benefit decreased when fuel consumption increased. Larger decreases in fuel savings 

were a primary contributor. Reduced non‐rebound related fatalities and crashes due to lower scrappage 

VMTs was another significant contributor.  The non‐rebound fatality and non‐fatality accident impacts of 

the proposal are no longer savings, but costs. This is the result of the TAR’s restrictions on mass 

reduction, the limitation on scrappage effects to only those necessary to return VMT to original levels, 

and the elimination of scrappage effects in CY 2030 and beyond. Finally, the significant increases in 

criteria pollutant emissions under the proposal also contributed a $30‐$96 billion swing between the 

NHTSA and EDF projections for the value of these impacts of the proposal. The cause of the difference in 

energy security benefit between the NHTSA and EDF estimates could not be determined. However, this 

negative value in the NHTSA analysis actually contributes to the negative total benefits. So a smaller 

value under the EDF runs makes the proposal appear more favorable. This energy benefit may be 

related to reduced imports of crude oil, which we assumed would not occur under our evaluation of 

emissions related to crude oil production and refining. Thus, if there should still be a value for reduced 

crude oil use, it would only have made the proposal more costly under the EDF runs.  

The bottom line is that correcting the numerous problems in the NHTSA model clearly swings 

the proposal from producing a net benefit to society to increasing net costs. NHTSA should correct its 

analyses and officially rescind the proposal. 

The next section addresses the impacts of the proposal on calendar year basis. 

Impact of the Proposal using a 2027‐2050 Calendar Year Analysis  

  The following four sections present the impacts of the proposal on fuel usage, projected traffic 

fatalities, emissions and net costs for calendar years 2017‐2050. This regulatory metric has passed the 

test of time. It excludes none of the impacts included in NHTSA’s 1977‐2029 MY lifetime analysis on the 

early end, as NHTSA’s analysis includes no impacts prior to calendar year 2017. (Obviously, NHTSA’s 

ability to affect anything that is going to happen in 2017 and 2018 is questionable, as this is history. But 

we’ve gone along with them for the sake of simplicity and the fact that the Volpe Model cannot be used 

to maintain the same technology applications across control scenarios for historical years like 2017 and 

2018, and then allow differential applications thereafter.) On the long end, the 2017‐2050 CY analysis 

avoids double counting scrappage impacts. The scrappage impacts, if any, due to the sale of 2017‐2050 

MY vehicles are included, but the scrappage effects of 2051 and later MY vehicles are not included. This 

is consistent with the fact that the usage of 2051 and later MY vehicles are excluded from the analysis, 

as well. Because the entire operation of 2025‐2050 MY vehicles is not included in these projections, yet 

the complete technology savings of the proposal are included, this calendar year analysis should be 

considered liberal with respect of evaluating the benefit of the proposal vis‐à‐vis the current CO2 

standards. 
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Fuel Savings 

Table 26 presents the impacts of the proposed freeze on total fuel consumption by calendar year. 

Table 26: Fleetwide Fuel Consumption by Calendar Year (billion gallons per year) 

 
Calendar 
Year 

 
NHTSA 
Analysis 

EDF Analysis 

10% Rebound and 
No Scrappage 

10% Rebound and VMT‐
Neutral Scrappage 

20% Rebound and VMT‐
Neutral Scrappage 

2025  4   7   7  6 

2030  8   13   12  11 

2035  10   16   16  14 

2040  11   18   17  15 

2045  12   19   18  16 

2050  12   19   19  16 

2017‐2050  270   422  411  366 

 

As can be seen, we project much greater increases in fuel consumption for the proposal than 

NHTSA, ranging from a 33% to a 70% increase in this important aspect of the rule. These increases are 

due primarily to NHTSA’s unjustified projection of manufacturer’s gratuitous over‐compliance with the 

proposed CO2 standards coupled with the completely unjustified projection that the fuel economy of 

the 2032 model year fleet will continue to increase by 0.75‐1.28% year over year through 2050 without 

any regulation. In addition to the direct cost of this additional fuel, the need to produce and refine the 

crude oil used to produce this gasoline increases the upstream emission impacts of the proposal 

proportionately, as will be presented below. It should be noted that the increased fuel consumption of 

19 billion gallons per year is equivalent to 1.24 million barrels per calendar day. This is equivalent to the 

gasoline output of 12 reasonably sized 200,000 barrels per day (of crude oil) refineries, or equivalent to 

the total fuel output of 6 such refineries. 
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Traffic Fatalities 

Table 27 presents the impacts of the proposed freeze on traffic fatalities. The robustness and 

applicability of the underlying safety coefficients used by NHTSA to this rule is being addressed 

elsewhere. Here, we simply use these coefficients as if they were accurate and applicable.  

Table 27: Impact of the Proposal on Traffic Fatalities by Calendar Year 

  Projected Traffic Fatalities  Fatality Rate per Mile (NHTSA did not 
present this metric) 

Calendar 
Year 

 
NHTSA 
Analysis 

EDF Analysis   
EDF Analysis 

10% 
Rebound 
and No 

Scrappage 

10% 
Rebound 
and VMT‐
Neutral 

Scrappage 

20% 
Rebound 
and VMT‐
Neutral 

Scrappage

10% 
Rebound 
and No 

Scrappage 

10% 
Rebound, 
VMT‐
Neutral 

Scrappage 

20% 
Rebound, 
VMT‐
Neutral 

Scrappage 

2025  (509)  (116)  (164)  (327)  0.003  0.0024  0.0048 

2030  (855)  (169)  (296)  (590)  0.003  0.0025  0.0053 

2035  (1091)  (246)  (364)  (730)  0.005  0.0034  0.0056 

2040  (1171)  (293)  (407)  (820)  0.005  0.0034  0.0049 

2045  (1119)  (293)  (428)  (863)  0.004  0.0033  0.0042 

2050  (1089)  (305)  (455)  (918)  0.004  0.0032  0.0038 

2017‐
2050 

(27,522)  (6,653)  (9,798)  (19,703)  0.0061  0.0065  0.0120 

 

As VMT under the current standards is higher than under the proposed freeze, and this driving is 

being voluntarily chosen, we show both projected total traffic fatalities and the rate of traffic fatalities 

per mile. As can be seen in Table 27, we continue to project that the proposal would reduce fatalities, 

assuming that the safety coefficients selected by NHTSA are both statistically significant and applicable 

to mass reduction as it would be applied in response to this rule. However, the levels of reduced 

fatalities are much lower than those projected by NHTSA and are almost entirely due to rebound VMT 

and to a lesser extent, scrappage‐related VMT.  

While NHTSA did not present the rates of fatality per mile for any of the control scenarios, their 

Volpe Model output showed that the proposal would reduce the average fatality rate per mile over CY 

2017‐2050. However, this was due to their inordinate amount of increased vehicle scrappage under the 

proposed freeze and completely unrestricted mass reduction on new cars. However, by simply 

restricting mass reduction for cars in the same way NHTSA did in its analyses for the TAR, and limiting 

scrappage to the maximum levels justified by NHTSA’s own economic theory, we project that the 

proposal will increase the rate of traffic fatalities per mile compared to the current standards. These 

rates include both old and new vehicles in each calendar year. These figures demonstrate the absurdity 

of NHTSA’s labeling of this proposal as “safer.”  This is made even more clear in the next section on 

criteria and air toxic pollutant emissions. 
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GHG, Criteria, and Air Toxic Emissions 

  We present projected emissions under both the current CO2 standards and the proposed freeze 

for 6 calendar years: 2025, 2030, 2035, 2040, 2045, and 2050. This was done in order to facilitate 

comparison with analogous estimates which NHTSA presented in the DEIS. The one exception is that 

NHTSA presented CO2 emissions for 2020. It is not clear why this was done, as the rule has a negligible 

impact on 2020 emissions of any pollutant given that the CAFE and CO2 standards are exactly the same 

for both control scenarios through the 2020 MY.  

Table 28 presents CO2 emissions for both control scenarios using both NHTSA’s modeling and 

our own. We developed these emission projections from the Annual_Societal_Effects_Report.csv file, 

which is one of the output files of the Volpe Model. For the “NHTSA Analysis”, we used the 

Annual_Societal_Report.csv file published by NHTSA for their simulation of the CO2 standards on their 

website. We simply sum the various columns of the file which contain the total emission values (column 

AW for CO2, AX for methane, AY for nitrous oxide, AR for CO, AS for VOC, AT for NOx, AU for SOx, and 

AV for PM). We select the emission totals according to the calendar year shown in Table 28 (and those 

following) for the relevant scenario (0 for the current standards, 2 for the proposed freeze), “TOTAL” for 

vehicle class, and “TOTAL” for fuel. The lower end of the range of emissions shown for our modeling 

reflects no scrappage response to lower new vehicle sales. The upper end of the range of emissions 

shown for our modeling reflects our estimate of scrappage which matches the VMT lost from lower new 

vehicle sales.   

Table 28: GHG Emission Impacts of the Proposal by Calendar Year – (Million Metric Tons per Year) 

  CO2 Emissions 

 
Calendar Year 

 
NHTSA Analysis 

EDF Analyses 

10% Rebound and 
No Scrappage 

10% Rebound and 
VMT‐Neutral 
Scrappage 

20% Rebound and 
VMT‐Neutral 
Scrappage 

2025  46  61  75  67 

2030  89  111  137  123 

2035  112  136  172  154 

2040  124  148  189  168 

2045  134  157  199  177 

2050  138  162  207  182 

2017‐2050  2,983  4,672  4,542  4,051 

  CO2‐Equivalent  Emissions93 

2025  48   81    79   71 

2030  93   150    144   130 

2035  118   186    181   162 

2040  130   204    199   176 

2045  140   215    209   186 

2050  144   224    217   191 

2017‐2050  3,117   4,915    4,777   4,259 

                                                            
93 Included the effect on methane and nitrous oxide emissions, with global warming potentials of 25 and 298, 
respectively, consistent with the values used by NHTSA in the Volpe Model. 
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As can be seen, correcting NHTSA’s projection of over‐compliance under the proposed freeze 

and unjustified improvement in fuel economy after 2032 for all scenarios increases the projected 

increase in CO2 emissions by about 20‐60% in 2035. We project that the CO2 emission impact of the 

proposal over the entire 2017‐2050 timeframe would be 33‐50% higher, depending on the actual level 

of rebound. Scrappage has a minor impact in our projections.  

  Table 28 also presents CO2 equivalent emissions for both control scenarios using both NHTSA’s 

modeling and our own. We utilize the same global warming potentials as used by NHTSA in their 

modeling: 25 for methane and 298 for nitrous oxide. Again, correcting NHTSA’s projection of over‐

compliance under the proposed freeze and unrealistic assumptions about the crude oil source and 

refining of the additional gasoline required increases the projected increase in CO2 equivalent emissions 

by roughly the same degree as seen for CO2 emissions alone.  

Table 29 present similar projections for five criteria pollutants included in the Volpe Model. 

Table 29: Impacts of the Proposal on Emissions of Criteria Pollutants (Metric Tons per Calendar Year) 

Calendar 
Year 

NHTSA 
Analysis 

EDF Analysis 

10% Rebound, No 
Scrappage 

10% Rebound, VMT‐
Neutral Scrappage 

20% Rebound, VMT‐
Neutral Scrappage 

  CO Emissions 

2025  (179,669)  5,329  (10,710)  (32,771) 

2030  (291,249)  18,314  (19,892)  (61,698) 

2035  (329,250)  22,098  (11,600)  (67,259) 

2040  (274,429)  20,037  (10,056)  (76,008) 

2045  (208,359)  22,417  (10,295)  (81,945) 

2050  (180,148)  21,708  (13,205)  (90,794) 

2017‐2050  (7,149,422)  504,060  (353,973)  (1,891,914) 

  VOC Emissions 

2025  (3,529)  53,275   22,050   18,965 

2030  2,365  63,779   40,389   34,691 

2035  13,021  63,507   51,949   44,461 

2040  20,696  65,175   57,572   48,604 

2045  26,914  67,291   60,992   51,363 

2050  29,412  69,352   63,181   52,718 

2017‐2050  382,287  1,881,218   1,372,865   1,164,672 

  NOx Emissions 

2025   (5,547)  24,831   23,225    19,838  

2030   (2,182)  45,740   41,992    35,876  

2035   76   56,401   53,182    45,252  

2040   3,687   61,304   58,454    49,011  

2045   8,367   64,877   61,722    51,608  

2050   10,401   67,337   63,902    52,921  

2017‐2050   44,308   1,490,576   1,407,497    1,186,406  

  SOx Emissions 

2025   4,022    14,105    13,671    12,093  

2030   7,400    25,477    24,391    21,571  

2035   8,838    31,221    30,238    26,583  
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2040   9,541    33,651    32,704    28,372  

2045   10,611    35,650    34,539    29,962  

2050   11,232    37,177    35,946    31,022  

2017‐2050   241,831    826,916    800,462    699,229  

  PM Emissions 

2025   177    1,726    1,652    1,437  

2030   354    3,159    2,967    2,572  

2035   324    3,874    3,693    3,174  

2040   499    4,215    4,041    3,418  

2045   746    4,457    4,255    3,586  

2050   843    4,623    4,401    3,674  

2017‐2050   13,253    102,594    97,815    83,339  

 

As can be seen, the projected criteria pollutant impacts of the proposal are very different using 

NHTSA’s assumptions versus our own. NHTSA projected that the proposal would decrease CO emissions 

very substantially. This is almost entirely due to NHTSA’s inordinate scrappage model. With 10% 

rebound and VMT‐neutral scrappage, we project about one‐twentieth of NHTSA’s projected reductions.  

Other than NOx emissions in 2025 and 2030, NHTSA projected that proposal would increase the 

remaining criteria pollutant emissions modestly. Our projections, which correct many of NHTSA’s errors 

and unreasonable assumptions are quite different. We project that the impacts of the proposal would 

be larger by a factor of 4‐5 for VOC emissions, 30‐40 for NOx emissions, 4 for SOx emissions, and 8‐10 

for PM emissions. These are inordinate differences and show the cascading impact of NHTSA’s biased 

assumptions.  

Chief among these assumptions is that NHTSA assumes that only half of the increased gasoline 

needed under the proposal is refined domestically. NHTSA also assumes that the vast majority of the 

crude oil required to produce the increased gasoline required under the proposal is imported. NHTSA 

does not consider or include overseas criteria pollutant emissions in its projected impacts, so its 

assumptions about crude oil sourcing and refining essentially push these emissions outside the 

boundary of their consideration. Consistent with NHTSA’s own claim that the U.S. will be a net crude oil 

exporter in the 2025 timeframe, we assume that any crude oil and refining impacts associated with 

changes to the CO2 standards will be reflected in domestic crude oil production and refining. Again, 

there is the impact of NHTSA’s scrappage model, with its unjustified decrease in VMT under the 

proposed freeze. Finally, unjustified over‐compliance with the 2020 standards through 2032 and for 

both control scenarios after 2032 reduce upstream emissions which comprise most of our emission 

impacts shown in Table 29.The impact of these corrected emission impacts of the proposal have a large 

effect on the health impacts of the proposal, as will be described below. 
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  Table 30 present similar projections for six air toxic emissions included in the Volpe Model.  

Table 30: Air Toxic Emission Impacts of the Proposal (Metric Tons per Calendar Year) 

 
Calendar Year 

NHTSA 
Analysis 

EDF Analysis 

10% Rebound, No 
Scrappage 

10% Rebound, VMT‐
Neutral Scrappage 

20% Rebound, VMT‐
Neutral Scrappage 

  Acetaldehyde Emissions 

2025   (120)   (2)   (14)   (33) 

2030   (240)   (0)   (33)   (73) 

2035   (319)   (4)   (35)   (88) 

2040   (297)   (3)   (33)   (100) 

2045   (226)   (2)   (35)   (105) 

2050   (190)   (5)   (39)   (111) 

2017‐2050   (6,682)   (81)   (871)   (2,342) 

  Acrolein Emissions 

2025   (6)   0    (0.3)   (1) 

2030   (12)   1    (0.5)   (3) 

2035   (16)   2    0.1    (3) 

2040   (14)   2    0.3    (3) 

2045   (10)   2    0.4    (3) 

2050   (8)   2    0.3    (4) 

2017‐2050   (320)   43    1.5    (77) 

  Benzene Emissions 

2025   (427)   107    71    27  

2030   (558)   218    134    49  

2035   (501)   277    206    94  

2040   (364)   301    242    107  

2045   (222)   324    261    114  

2050   (160)   335    268    108  

2017‐2050   (11,307)   7,210    5,449    2,311  

  Butadiene Emissions 

2025   (56)   2    (3)   (9) 

2030   (85)   6    (5)   (17) 

2035   (95)   9    (1)   (17) 

2040   (79)   10    1    (18) 

2045   (59)   11    2    (19) 

2050   (50)   12    1    (21) 

2017‐2050   (2,079)   226    (23)   (467) 

  Formaldehyde Emissions 

2025   (79)   32    24    11  

2030   (111)   65    44    20  

2035   (120)   82    63    31  

2040   (92)   90    73    34  

2045   (52)   96    78    36  

2050   (34)   99    80    35  

2017‐2050   (2,461)   2,143    1,675    773  
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  DPM10 Emissions 

2025   2,037    4,301    4,181    3,753  

2030   3,977    7,967    7,663    6,886  

2035   4,984    9,888    9,613    8,601  

2040   5,499    10,829    10,563    9,355  

2045   5,923    11,450    11,136    9,847  

2050   6,100    11,892    11,542    10,139  

2017‐2050   132,337    261,209    253,782    225,675  

 

  Except for diesel particulate (greater than 10 microns in diameter, DPM10) emissions, NHTSA 

projected that the proposal would reduce air toxic emissions. These reductions were due primarily to 

their unreasonable scrappage model and their 20% estimate of rebound. Correcting these and other 

problems, the proposal is now projected to increase air toxic emissions except for acetaldehyde. This is 

consistent with all previous modeling of relaxed CO2 standards that have been performed. It should be 

noted that the levels of DPM emissions shown in Table 30 are greater in magnitude than the levels of 

PM emissions in Table 29. We did not have time to resolve this discrepancy, except to note that it is a 

direct result of the upstream and tailpipe emission factors used by NHTSA in their analysis, as these have 

not been changed since the TAR. 

Health Impacts 

  Table 31 presents the application of these health impact factors to the effect of the proposal on 

NOx, SOx, and PM emissions in 2030 shown in Table 29. 

Table 31: Effect of the Proposal on PM‐Related Health Impacts in 2030: EPA Regulatory Analysis Tool 

  EDF ‐ 10% 
Rebound and No 

Scrappage 

EDF ‐ 10% Rebound 
and VMT‐Neutral 

Scrappage 

EDF ‐ 20% Rebound 
and VMT‐Neutral 

Scrappage 

Monetized Value of Health Impacts: Mortality and Morbidity ($2016 million) 

3% discount rate  $3,553‐$7,928     $4,393‐$9,802   $5,011‐$11,183 

Mortality and Morbidity Impacts 

Premature Mortality    356‐795    440‐982    502‐1121  

Respiratory emergency room visits   1,014    1,195    239  

Acute bronchitis    3,183    3,761    747  

Lower respiratory symptoms    40,979    48,467    9,615  

Upper respiratory symptoms    58,088    68,586    13,775  

Minor Restricted Activity Days    1,551,239    1,832,427    368,570  

Work loss days    262,670    310,022    63,070  

Asthma exacerbation    61,796    68,802    13,971  

Cardiovascular hospital admissions    768    908    178  

Respiratory hospital admissions    628    743    148  

Non‐fatal heart attacks (Peters)    2,388    2,818    576  

Non‐fatal heart attacks (All others)    258    305    62  

 

As can be seen, just the effect of the proposal on NOx, SO2 and PM emissions produces $20‐50 

billion of health impacts in 2030. The vast majority of this monetized health impact is due to premature 
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deaths. As shown, the proposal would cause 502‐1,413 more premature deaths in 2030. These 

premature deaths due to PM emissions and precursors are an order of magnitude greater than the 

traffic deaths saved by the proposal in 2030, even including 20% rebound. NHTSA must consider these 

PM‐related deaths when they consider relaxing CAFE and CO2 standards in the future.  

We extended this analysis to the public health impacts associated with the total emission 

impacts over the entire 2017‐2050 CY period in Table 32. It should be noted that we are applying 

damage functions estimated for CY 2030 to emission impacts which run from essentially 2021‐2050, 

though the bulk of the emission impacts occur in 2030 and beyond (70‐75%). CY 2030 was the last year 

for which EPA estimated damage functions. These functions steadily increased between 2016 and 2030, 

even in constant dollars. Thus, applying the damage functions for 2030 to emission impacts 

predominantly occurring later is conservative. We only present the health impacts and not their 

monetary benefits. Monetary benefits over such a long period would require discounting in order to be 

summed and this is done in the next section. 

Table 32: Effect of the Proposal on PM‐Related Health Impacts from 2017‐2050: EPA Regulatory 
Analysis Tool 

  EDF ‐ 10% 
Rebound and No 

Scrappage 

EDF ‐ 10% Rebound 
and VMT‐Neutral 

Scrappage 

EDF ‐ 20% Rebound 
and VMT‐Neutral 

Scrappage 

Monetized Value of Health Impacts: Mortality and Morbidity ($2016 billion) 

3% discount rate  $93‐$205    $89‐$197   $85‐$188 

Mortality and Morbidity Impacts 

Premature Mortality    11,434‐25,520    14,501‐32,362    10,284‐22,911  

Respiratory emergency room visits   32,723    40,089    10,282  

Acute bronchitis    102,687    126,057    32,169  

Lower respiratory symptoms    1,322,290    1,623,910    414,108  

Upper respiratory symptoms    1,874,195    2,299,464    592,747  

Minor Restricted Activity Days    50,051,131    61,424,459    15,884,847  

Work loss days    8,474,747    10,395,427    2,712,198  

Asthma exacerbation    1,987,858    2,358,166    591,593  

Cardiovascular hospital admissions    24,768    30,418    7,658  

Respiratory hospital admissions    20,273    24,887    6,386  

Non‐fatal heart attacks (Peters)    77,049    94,492    24,758  

Non‐fatal heart attacks (All others)    8,335    10,222    2,680  

 

  As can be seen, the proposal’s increase in health‐related premature mortality is far greater than 

the safety‐related benefits claimed by NHTSA in their proposal even with all of the unreasonable 

assumptions and projections described above. These figures argue very strongly for an extensive and 

thorough analysis of the proposal on refining emissions in particular and their impact on public health. 

As we have said before, the proposal is so completely deficient in identifying its likely impact on public 

health that it needs to be rescinded. Any re‐proposal needs to consider impacts like those shown in 

Table 32.  
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2027‐2050 Calendar Year Costs, Benefits and Net Benefits 

  We calculated the total costs, benefits and net benefits for the proposal relative to those under 

the current standards. We found a very significant problem with the driving values contained in the 

Annual_Societal_Costs_Report produced by the Volpe Model. In the proposal, NHTSA points out that 

drivers value the additional driving associated with rebound VMT. They present traditional demand‐

supply curves to demonstrate that there is a surplus benefit associated with this additional VMT (or lost 

value under the lower VMT associated with the proposal). They describe a fairly straightforward 

approximation of this surplus value. NHTSA states that the value of this additional driving is slightly 

greater than the cost of this driving. NHTSA goes on to calculate the value of this surplus value over the 

cost of the driving. NHTSA appears to (conveniently?) forget to include the much larger driving itself, 

which is actually easier to calculate since the Volpe Model already does so.  

  Table 33 shows the driving related costs of the proposal over the current standards both with 

and without rebound. Fuel‐related costs include direct, retail fuel costs, and the value of refueling time. 

Table 33: Net Costs and Benefits of the Proposal over 2017‐2050 CY ($billion) 

  NHTSA  EDF     

Rebound  20%  10%  10%  20% 

Scrappage  VMT‐
Increasing 

None  VMT‐Neutral  VMT‐
Neutral 

Technology Costs  NHTSA  50‐100% 
NHTSA 

50‐100% 
NHTSA 

50‐100%  
NHTSA 

Technology Cost   (709)  (367)‐ (733)  (367)‐(733)   (367)‐ 
(733) 

Pre‐Tax Fuel Savings   (415)   (652)   (633)   (565) 

Mobility Benefit   (172)   (87)   (87)   (175) 

Refueling Benefit   (23)   (33)   (32)   (29) 

Non‐Rebound Fatality Cost   (39)   17    1    1  

Rebound Fatality Cost   (112)   (53)   (53)   (107) 

Benefit Offsetting Rebound 
Fatality Cost 

 (112)   (53)   (53)   (107) 

Non‐Rebound Non‐Fatal Crash 
Cost 

 (62)   27    1    1  

Rebound Non‐Fatal Crash Cost   (175)   (83)   (84)   (167) 

Benefit Offsetting Rebound Non‐
Fatal Crash Cost 

 (175)   (83)   (84)   (167) 

Congestion and Noise Cost   (100)   (23)   (35)   (76) 

Energy Security Benefit   (33.7)   (0.1)   (0.1)   (0.1) 

CO2 Damages   (14)   (22)   (22)   (19) 

Other Pollutant Damages, 
including mortality 

 (9)   (93)‐(205)   (89)‐(197)   (85)‐(188) 

Total Costs   (1,196)   (482)‐(848)   (538)‐(904)  (715)‐
(1,082) 

Total Benefits   (954)   (1,024)‐
(1,136) 

 (1,001)‐
(1,109) 

 (1,148)‐
(1,251) 

Net Benefits   (242)   175‐654   97‐571   66‐535 
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As expected, the impact of the proposal on fuel costs is lower with rebound than without 

rebound. Rebound increases VMT under the current CO2 standards with their lower fuel costs per mile 

than under the proposed freeze with its higher fuel costs per mile.  This additional VMT increases total 

fuel costs under the current standards and reduces the impact of the proposal on total fuel costs. 

Because of this additional rebound driving, the effect of the proposal on accidents and projected 

fatalities are greater with rebound than without it. If NHTSA were fully valuing the additional VMT due 

to rebound, the proposal would cause driving related costs to increase by the cost of the additional fuel 

required by the rebound VMT plus a significant portion of the cost of the additional accidents and 

projected fatalities.94 However, the cost of the additional driving falls well short of these amounts. We 

believe that this is evidence that NHTSA included the surplus value of rebound driving over fuel, 

accident and congestion costs, but failed to include these other costs. Thus, in stating that they were 

accounting for the value of rebound VMT, NHTSA appears to have made a gross exaggeration. Given the 

effort needed to account for the very small surplus value over and above fuel, congestion and accident 

costs, it seems impossible that NHTSA could have accidentally forgotten to include these other costs as 

well. This seems to have been an intentional mistake to again make the proposal look as good as 

possible, deserved or not.   

 

                                                            
94 It is possible that a consumer might fail to value the cost of an accident to the “other” driver. However, on 
average, this consumer would at least value the cost of an accident to themselves. Thus, we conservatively 
estimate that a consumer would value half of the cost of additional accidents and possible fatality estimated by 
NHTSA. 
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ABSTRACT 

As standards for vehicle greenhouse gas emissions and fuel economy have become more 
stringent, concerns have arisen that the incorporation of fuel-saving technologies may entail 
tradeoffs with other vehicle attributes valued by consumers including safety, comfort, and 
performance. To the extent that such interactions are present, they may influence the rate of 
consumer acceptance of fuel-saving technologies. Understanding and quantifying such 
interactions, both positive and negative, is important for transportation policy analyses. Not only 
will these estimates provide a better understanding of the role of fuel-saving technologies in 
consumers’ evaluation of new vehicles, and in consumer purchase decisions, but they will also 
enable a better estimate of policy impacts on overall household welfare. Given the potential 
importance of accounting for consumer willingness to pay (WTP) for changes in vehicle 
attributes when conducting policy analyses, we conduct a detailed review and analysis of 
literature that presents or can be used to calculate WTP for vehicle attributes in order to assess 
the current state of knowledge in this area. We identified 52 relevant U.S.-focused papers 
published since 1995 (with one exception) with sufficient data to calculate WTP values. We 
identify 142 individual characteristics considered in the literature, which we consolidate into the 
15 general categories of comfort, fuel availability, fuel costs, fuel type, incentives, model 
availability, non-fuel operating costs, performance, pollution, prestige, range, reliability, safety, 
size, and vehicle class. We then calculate WTP values for those characteristics based on the 
coefficients and data reported in the papers. In addition to central tendency WTP estimates, we 
present indicators of variability around each WTP value, based either on standard errors of the 
estimated coefficients or the standard deviations in random coefficient models. We also examine 
the implications of heterogeneous consumer characteristics (e.g., different levels of income, 
household size, and other factors). Our findings suggest large variation in WTP values for 
vehicle characteristics, both within and across studies. This variation may result in part because 
of methodological difficulties in estimating how attributes affect consumer vehicle choices, such 
as omitted variables, errors in variables, collinearity, and the use of proxies. We discuss the 
implications of this variation in WTP estimates for estimating changes in consumer demand due 
to a change in fuel efficiency technology. 

Keywords: Consumer preference, fuel efficiency, vehicle demand, willingness to pay 

JEL Codes: D12, O33, Q52, R40 
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SECTION 1. 
INTRODUCTION 

As standards for vehicle greenhouse gas emissions and fuel economy become more 
stringent, vehicle design modifications made to achieve environmental goals could potentially 
impact other vehicle attributes valued by consumers including noise, safety, comfort, and 
performance. To the extent that such interactions are present, they may influence the rate of 
consumer acceptance of fuel-saving technologies. For instance, some analysts have argued that 
consumers undervalue fuel savings and therefore underinvest in technologies that improve fuel 
economy, but one possible explanation for consumer adoption patterns deviating from market 
projections is that there are interactions with other vehicle attributes that consumers are 
considering. Understanding and quantifying such interactions, both positive and negative, is 
important for transportation policy analyses. 

The research presented in this report has three main objectives. 

▪ Survey the econometric literature to identify the vehicle attributes for which estimates 
of marginal willingness to pay (WTP) can be computed. 

▪ Derive central tendency estimates of WTP for as many attributes as possible. 

▪ Produce summary statistics describing the distribution of WTP estimates for all 
attributes, with special attention to fuel cost and performance. 

Developing consensus estimates of WTP for vehicle attributes is not a goal of the research 
presented in this paper. A meta-analysis of WTP for fuel cost and performance using the 
estimates developed in this study has also been completed (Greene et al., 2018). 

This exploratory analysis of estimates of WTP for vehicle attributes is intended to 
provide a better understanding of the role of vehicle attributes in consumers’ evaluation of new 
vehicles and in consumer purchase decisions, to eventually enable a better estimate of policy 
impacts on overall household welfare when vehicle attributes change in response to a policy. 
Given the potential importance of accounting for consumer WTP for changes in vehicle 
attributes when conducting policy analyses, we conduct a detailed review and analysis of 
literature that presents or can be used to calculate WTP for vehicle attributes in order to assess 
the current state of knowledge in this area. We identified 52 relevant U.S.-focused papers 
published since 1995 (with one exception1) with sufficient data to calculate WTP values. We 

1 We retain Lave and Train (1979), the first application of a multinomial discrete choice model to automobile 
choice, as a useful comparison point despite its publication year falling outside our primary restriction criteria. 
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identify 142 individual characteristics considered in the literature, which we consolidate into the 
15 general categories of comfort, fuel availability, fuel costs, fuel type, incentives, model 
availability, non-fuel operating costs, performance, pollution, prestige, range, reliability, safety, 
size, and vehicle class. We then calculate marginal WTP values for those characteristics based on 
the coefficients and data reported in the papers. 

Our method follows the first four steps of the procedure for meta-analysis of WTP data 
recommended by Van Houtven (2008): 

▪ Problem formulation: specifying research objectives and defining the scope of the 
analysis, 

▪ Data collection: via a formal literature search, 

▪ Data evaluation and abstraction: insuring that the WTP are valid and acquiring them 
along with descriptors (e.g., units) and study attributes, 

▪ Data preparation: standardization of WTP and potential explanatory variables in 
constant dollars and units to the extent possible. 

The final two steps, data analysis and presentation of results, will be accomplished in a separate 
paper focusing on fuel economy and performance (Greene, et al., 2018). 

We limit the scope of our analysis to U.S. studies published between 1995 and 2015, with 
the sole exception of Lave and Train (1979), the first use of a random utility model to vehicle 
choice. We consider only U.S. studies because there are a sufficient number of them and because 
our goal is to inform U.S. policy making. Introducing results from other countries with different 
vehicle choices, consumer preferences, and government policies would require an analysis of the 
impacts of those differences on the WTP estimates. In addition, consumers’ preferences can 
change over time. Focusing on more recent studies is intended to make our analysis more 
relevant to current policy making. We focus on peer-reviewed studies but also include a smaller 
number of studies from the grey literature, a procedure recommended for meta-analyses to 
reduce publication bias (Van Houtven, 2008, p. 904). By means of a structured literature search 
(described in Section 2), we identified 52 U.S.-focused papers with sufficient data to calculate 
WTP values for various vehicle attributes. Within papers, we include all estimation results 
presented unless they are identified by the authors as incorrect or erroneous. We do not include 
only the authors’ preferred model if alternatives are considered plausible. We do this to reduce 
confirmation bias. For all plausible models we include all attribute estimates, statistically 
significant or not, because the values of all parameter estimates are interdependent and because a 
finding of statistical insignificance can also be meaningful. 
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This report describes the central tendencies of the WTP estimates derived from the 
literature. In addition to central WTP estimates, we present estimates of variability around each 
WTP value. These ranges are based either on standard errors of the estimated coefficients or the 
standard deviations in random coefficient models for models in which WTP depends on income. 
The WTP estimates exhibit large variation in the implied values for vehicle characteristics, both 
within and across studies. This variation may result in part because of methodological difficulties 
in estimating how attributes affect consumer vehicle choices, such as omitted variables, errors in 
variables, collinearity, and the use of proxies where the exact variables that the authors would 
ideally like to include are not available. We discuss the implications of this variation in WTP 
estimates for estimating changes in consumer demand due to a change in fuel efficiency 
technology. A meta-analysis of the variability of WTP estimates is in Greene et al. (2018). 

This report revises the Final Report prepared under previous contract EP-C-11-045, work 
assignment 4-11. Since that report was written, we contacted the authors of the studies 
comprising our main sample used in this report to ask for their feedback on our use of their study 
results. As detailed in Appendix F, we received feedback from authors on 36 of the 52 papers in 
our main sample. Responses for 20 of those papers either indicated agreement with our 
calculations or suggested we verify certain calculations, which we did but that verification 
resulted in no changes. For the other 16 papers where we received author feedback, we made 
revisions to our calculations in response. The authors of two additional papers made suggestions 
for additional clarification within the report that we incorporated. This report thus supersedes the 
Final Report from Work Assignment 4-11. 

The following section provides a brief overview of the econometric literature on 
consumers’ choices of vehicles and preferences for their attributes. This is followed by a 
description of the studies analyzed and the attributes for which WTP estimates could be derived 
in Section 3. Our methods for estimating WTP using coefficients and other information available 
from the studies in our sample are described in Section 4. Descriptive statistics and analysis of 
the results for the most prevalent attributes are presented in Section 5. Our discussion in Section 
6 focuses on additional analyses of five specific studies within our data set that provide special 
insights into the great variability of WTP estimates found in the literature. The studies present 
varying results from the same database using different model formulations or estimation 
methods. Finally, in Section 7 we conclude by reflecting on possible explanations for the 
divergence of WTP estimates found in the literature and offering some recommendations for 
future research. 
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SECTION 2. 
LITERATURE REVIEW 

The econometric literature dealing with consumers’ vehicle choices is extensive and rich 
in terms of data sources, models and estimation methods. Vehicle choice models based on the 
attributes of vehicles and consumers have their origins in economic theories and models 
developed in the latter half of the 20th century. The theory that consumers desire the attributes of 
goods and not the goods themselves and that a single good generally possesses multiple 
attributes was proposed fifty years ago by Lancaster (1966). Among the earliest applications of 
the new theory of consumer demand was an effort to predict choice of mode of transportation 
based on the attributes, speed, frequency of service, comfort and cost (Quandt and Baumol, 
1966). The new theory of consumer demand led to empirical efforts to estimate hedonic demand 
equations, models for predicting consumers’ willingness to pay for goods as a function of their 
attributes (Rosen, 1974). Hedonic price modeling has also been applied to correcting price 
indices for changes in the quality of goods over time (Grilliches, 1971). McFadden (1974) 
applied the theory of demand for attributes to modeling consumers’ choices among discrete 
modes of transportation. Consumers were assumed to base their choices on indirect utility 
functions comprised of an observable function of the attributes of the choices and of the 
consumers and an unobservable random utility component. By specifying the distribution of 
random utility as a type I extreme value distribution, McFadden derived the multinomial logit 
model, variations of which still dominate the literature today. The first application of the 
multinomial logit discrete choice model to automobile choice appeared in 1979 (Lave and Train, 
1979). Lave and Train’s model predicted consumers’ choices among ten vehicle classes using 
data from a survey of new car buyers in seven U.S. cities. The first estimation of an automobile 
choice model using market shares data was a random coefficient model developed by Cardell et 
al. (1977). Over the past 35 years, formulations of discrete choice models applied to vehicle 
choices have increased in number and complexity. Methods have been developed for estimating 
discrete choice models using market sales data (Berry et al., 1995) and for estimating models 
from survey data with random coefficients to reflect variations in consumers’ valuation of 
different attributes (McFadden and Train, 2000). These theoretical and methodological 
developments have engendered an extensive published literature that provides a rich resource for 
analyzing consumers’ willingness to pay for vehicle attributes. 

Tardiff (1980) reviewed the earliest efforts to apply discrete choice models to automobile 
choice in a special issue of Transportation Research devoted to automobile choice and its energy 
implications. The earliest applications were efforts to predict the number of vehicles households 
would own and their choice of transportation mode. Attributes typically included only the price 
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of an automobile and such modal characteristics as travel times for the journey to work. The first 
application of a random coefficient model to the choice of type of automobile that we identified 
was Beggs and Cardell (1980), an analysis of consumers’ likelihood of purchasing an electric 
car. A number of studies published in the early 1980s extended Lave and Train’s (1979) initial 
multinomial logit (MNL) model of choice among vehicle classes to predict choices among 
individual makes and models of vehicles and to represent consumers’ decisions about how many 
vehicles of which types to own or whether or not to purchase a vehicle. These efforts led to the 
development of the nested multinomial logit (NMNL) model in which the choice of type of 
vehicle was “nested” within the choice of how many vehicles to own. All of these models 
estimated trade-offs between vehicle attributes and vehicle price, enabling the calculation of 
marginal willingness to pay for various vehicle attributes. 

Potoglou and Kanaroglou (2008) provide an overview of the more recent discrete choice 
modeling literature as applied to households’ automobile choices. The review covers models of 
car ownership, vehicle type choice, as well as models of vehicle holdings and transactions. 
During the 1980s the NMNL model came to be preferred by researchers over the simple MNL 
model because of its ability to represent more flexible choice structures involving a larger 
number of alternatives. Mixed Multinomial Logit (MMNL or MXL) models with random 
coefficients representing heterogeneous preferences for vehicle attributes can approximate any 
random utility model but must generally be estimated by numerical approximation or simulation. 
Methods for estimation of random coefficient models from survey data were further developed 
by McFadden and Train (2000) and Train (2009) and from vehicle sales data by Berry et al. 
(1995). Because of differences in estimation methods and type of data used (individual survey 
responses for MXL versus aggregated market sales data for the Berry, Levinson and Pakes, BLP, 
method) we make a distinction between BLP and MXL models. Random coefficient models 
greatly increased the potential to represent heterogeneous consumer preferences and more 
complex preference structures. Not only could the means and standard deviations of coefficients 
be estimated but also correlations among preferences. 

While the econometric literature on vehicle choice is rich in terms of theory and 
methodology, evaluations of the coefficient estimates and predictive ability of vehicle choice 
models is relatively scarce. Haaf et al. (2014) observe that the bulk of the vehicle choice 
literature is focused on explanation rather than prediction. Model validity is primarily judged by 
goodness of fit measures and statistical significance and signs of coefficient estimates. However, 
models that fit existing data best may not be best for prediction. Coefficients may be biased due 
to misspecification, omitted variables or errors in variables or may be sensitive to overfitting 
noise in the data instead of the signal. There is some evidence that this may be the case with 
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vehicle choice models. In a study that appears to be unique in the literature, Haaf et al. (2014) 
fitted 8,993 discrete choice models, including MNL, NMNL and MXL, to aggregate US sales 
data for 2004–2006 using variables commonly included in models in the peer-reviewed literature 
and choosing model formulations based on objective measures of goodness of fit to the within 
sample data. They found that none of the models could outperform a static model which 
predicted that market shares in 2007 would be equal to those of the most recent year in the 
estimation data. Berry et al. (1995) similarly concluded that their random coefficient model, also 
estimated on aggregate sales data but including some aggregate consumer data, had limited 
ability to predict future market behavior. They report that it predicted market shares and new 
vehicle average fuel economy well for the first two forecast years but that once new makes and 
models with different attributes began to be introduced, the model’s predictions “…became 
markedly worse and deteriorated further over time” (Berry et al., 1995, p. 886). 

Potoglou and Kanaroglou (2008) note that the early use of revealed preference data to 
estimate consumers’ likelihood of choosing alternative fuel vehicles (AFV) was problematic 
because actual choices of AFVs were either rare or nonexistent in the marketplace. This led 
researchers to develop stated preference (SP) surveys in which choices could be presented to 
respondents using a structured experimental design, and the information given could be carefully 
controlled. But SP surveys also had limitations. Most respondents had no direct experience with 
the attributes of AFVs making their assessment of their values potentially unreliable. And, like 
other surveys, SP surveys are susceptible to a variety of response biases, including “yea-saying” 
in which respondents tend to give answers they believe are the ones wanted or social desirability 
bias which can make respondents more likely to exaggerate their desire to purchase a low-
polluting vehicle. Indeed, early studies predicted a substantial willingness to purchase AFVs that 
did not materialize in the marketplace. Hidrue et al. (2011) note that studies of electric and other 
AFV choice based on SP survey data indicated a substantial willingness to pay to reduce 
emissions and to save on fuel. The nature of survey response biases is such that they are likely to 
affect certain types of willingness to pay estimates more than others. Combining SP and RP data 
to estimate choice models has been proposed as a potential solution or means of ameliorating 
response bias. In general, actual sales data are used to formulate constraints (moments) to be met 
by the estimation algorithm. Although this method has merit, it is also limited by the degree to 
which the RP data contains relevant information. 

The recent literature includes many studies that model consumers’ willingness to 
purchase AFVs based on SP survey data. A large fraction aim at providing insights into the 
market for electric drive vehicles. Tanaka et al. (2014) summarized the attributes included in 21 
choice models focused on AFVs. All but one included purchase price, all included some measure 
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of fuel cost, fifteen included measures of performance of which the most common was 
acceleration. As noted by Hidrue et al. (2011), studies done in the 1990s and later include more 
attributes specific to battery electric vehicles, such as emission reductions, refueling time and the 
opportunity for home refueling. Although motorists are thoroughly familiar with the acceleration 
performance of conventional internal combustion engine vehicles, the acceleration of an EV is 
qualitatively different. Electric motors deliver almost full torque from 0 rpm and therefore 
accelerate much more quickly from a full stop than an internal combustion engine vehicle. 
Among other attributes of special relevance to EVs included in the studies were range (14), fuel 
availability (12), emissions reduction (11) and fuel type (7). Again, while motorists are familiar 
with the effect of range on the frequency of refueling, few have any experience with a vehicle 
that takes hours rather than minutes to refuel but can conveniently be refueled at home. Drivers 
of gasoline vehicles also lack experience with fuel availability as scarce as 1% to 10% that of 
gasoline. This general lack of direct experience with novel vehicle technologies makes 
interpretation of WTP estimates for attributes of AFVs uncertain. 

Dimitropoulos et al. (2013) presents a meta-analysis of 33 SP studies that estimated WTP 
for vehicle range based on surveys conducted between 1978 and 2011. WTP estimates varied 
widely but the authors concluded that consumers were willing to pay, on average, between $66 
and $75 (2005$) for a 1-mile increase in driving range. The distribution of estimates was 
positively skewed, with a median value of $55 and a range of $8 to $317. The authors present 
95% confidence intervals of $49 to $84 (unweighted), $48 to $101 (weighted by observations per 
data set) and $29 to $104 (weighted by observations per data set and study sample size). The 
meta-analysis produces several inferences concerning the effects of methods and study design. 
Studies employing random coefficient models assuming log-normal distributions for both 
purchase price and driving range produced much higher WTP values than other methods. Studies 
that focused exclusively on BEVs, not including other types of alternative fuel vehicles, 
produced higher estimates of WTP for range. In general, WTP for range was lower for studies 
that included longer driving ranges. Studies that included the option of fast-charging for EVs 
produced lower WTP estimates. Finally, US-based studies produced higher WTP values than 
EU-based studies. 

Dimitropoulos et al. (2013) point out two important shortcomings of existing studies. In 
theory, the value of range should decrease at a decreasing rate with increasing range. However, 
researchers generally formulated models that assumed a constant value per mile of range. 
Consistent with this, the levels of driving range considered in a study were found to have an 
important impact on WTP estimates. In addition, the value of range should not be independent of 
the time required to refuel, a particularly important consideration for battery electric vehicles. 
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Again, general practice is to estimate WTP for range independent of refueling time. Only three 
studies considered the dependence of WTP for range on refueling time. These shortcomings 
undoubtedly contributed to the conclusion that consumers would pay $3,800 (mean value) for an 
increase in vehicle range from 100 to 150 miles and $17,200 for an increase from 100 to 350 
miles. The median WTP values for such increases were $3,200 and $13,100, respectively. 
Massiani (2013) makes similar criticisms of existing SP surveys of consumers’ preferences 
relative to electric vehicles. Additionally, he points out that concepts such as limited public 
refueling availability or the convenience of home refueling may not be well understood by 
respondents because they lack relevant experience. The potential role of an EV as a second or 
third vehicle in a household portfolio also may affect preferences for different attributes but is 
rarely considered, nor are relevant EV-specific factors such as the ownership of a garage. 

Models embodying Lancaster’s theory of consumers’ demands for attributes of goods 
have increased in mathematical complexity over the years, along with increasingly sophisticated 
estimation methods. At the same time, increasingly diverse and detailed data sources have been 
developed. Models of consumers’ vehicle choices have generally been developed to explain 
behavior or for policy analysis. Little attention has been given to model validation, either in 
terms of predictive accuracy or the general plausibility of WTP values implied by model 
parameters. The predictive accuracy of models is rarely reported in the literature. The few such 
evaluations available indicate poor predictive ability. Researchers observed that revealed 
preference data presented serious challenges for estimating vehicle choice models: 1) high 
collinearity and limited variation in vehicle attributes, 2) problems defining choice sets from the 
thousands of makes, models, drivetrain and trim configurations and, 3) uncertainty about the 
attributes of greatest interest to consumers and difficulty in obtaining appropriate measures. 

The potential for attribute-based models of consumer demand to predict demand for 
novel products inspired numerous attempts to develop such models for alternative fuel vehicles. 
The absence of revealed preference data on alternative fuel vehicle choices led to the 
development of stated preference surveys. Because stated preference surveys could be structured 
according to a rigorous experimental design they held the promise of overcoming the statistical 
challenges presented by revealed preference data. Yet stated preference data has its own issues, 
especially for estimating demand for novel products. These include well known survey biases 
such as yea-saying and social desirability bias. Respondents also often have difficulty expressing 
coherent preferences for attributes with which they are unfamiliar. 

All of this makes the usefulness of WTP estimates derived from this literature for 
conducting policy analyses an open question. This assessment attempts to address that question 
by deriving WTP estimates from a large set of U.S. studies conducted since 1995. 

2-5 



 

 

 
 

 
   

 
  

   
 

 
   

 

 
    

  
   

  
 

  
     

  

 

   

 
  

     
 

 

  
  

  

   
   

                                                 
    

  

SECTION 3. 
DESCRIPTION OF STUDIES AND ATTRIBUTES ANALYZED 

We conducted a systematic literature review for peer-reviewed publications and grey 
literature from academic or research institutions that suggested relevance to the following set of 
search terms. We identified literature using three different search strategies. We reviewed search 
engines such as Google Scholar, Science Direct, and Econlit directly using the below search 
terms. In addition to these databases, we reviewed bibliographies of relevant literature for further 
sources. Finally, we ran searches on relevant economics, energy, or environment-focused 
academic journals. A fourth unanticipated strategy was receiving published or working paper 
suggestions through correspondence with other authors during our data processing and analysis 
stages. 

Search parameters: 
Types of literature: 1) peer reviewed publications, 2) grey literature from academic/research institutions 
Search engines: Google Scholar, Econlit, Science Direct 
Sample journals: Energy Economics, Econometrica, American Economic Review, Transportation Research 
(Parts A-E), Resource and Energy Economics, Review of Economics & Statistics, Transportation Review Board 
Publication Years: 1980-present 
Region: primarily US 
Search terms: willingness to pay, WTP, demand, stated preference, revealed preference, vehicle characteristics, 
vehicle attributes, automobile, design, fuel, choice 

We used the search parameters above to produce an initial pool of 160 papers. Figure 3-1 
shows the distribution of these studies by publication year and highlights the relative surge in 
interest and research output in recent years. We then discarded papers that focused primarily on 
markets outside of the US (n=46), and all but one of those that studied US markets prior to 1995 
(n=34 out of the 114 that were focused on the US), leaving us with 80 papers.2 This latter 
restriction based on publication year enabled our final sample to better reflect modern vehicle 
design, empirical modeling strategies, and consumer preferences. 

During the calculation stage, we further discarded 28 papers from the remaining sample 
of 80, as they did not provide enough data to enable calculation of willingness to pay estimates, 
or proved to be irrelevant upon further examination. Our final sample included 52 relevant 
papers with sufficient data to calculate WTP values. Nearly all were published from 1995 
onward and focused on the U.S. We refer to these 52 papers as our “main sample” (see Appendix 
A for a full bibliography of these studies). 

2 We retain Lave and Train (1979), the first application of a multinomial discrete choice model to automobile 
choice, as a useful comparison point despite its publication year falling outside our primary restriction criteria. 
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Figure 3-1. Distribution of Initial Pool of Papers Considered by Year of Publication 
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Sample Description 

From our final sample of 52 studies, we calculated 777 estimates of WTP for vehicle 
attributes, within which there were 142 unique attributes. As Table 3-1 details, the majority of 
the estimates came from peer-reviewed literature (86.4%); only seven papers from the main 
sample came from grey literature. We found a mix of data types utilized. About 58.2% of the 
estimates came from survey data: 19.6% used revealed preference surveys such as the National 
Household Travel Survey that reflect respondents’ actual vehicle purchases (see, e.g., Liu, 2014; 
Liu, Tremblay, and Cirillo, 2014); 38.6% used stated preference surveys reflecting hypothetical 
choices (e.g., Brownstone et al., 1996; Brownstone, Bunch, and Train, 2000). About 29.3% came 
from market data (e.g., Berry, Levinsohn, and Pakes, 1995; Haaf et al., 2014), and another 12.5% 
from other sources including joint revealed preference-stated preference (RP-SP) data (e.g., 
Axsen, Mountain, and Jaccard, 2009; Hess et al., 2011) and literature summaries (Greene, 2001; 
Greene, Duleep, and McManus, 2004). Notably, newer studies tended to rely more heavily on 
survey data, particularly stated preference surveys, as a mode of ascertaining taste for alternative 
fuel technologies. The majority of available estimates came from logit models (MNL, NMNL, or 
MXL). 
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Table 3-1. Literature Summary Statistics Based on our Main Sample 

Paper count 52 

Observation count 777 

Unique attribute count 142 

Literature type (out of 52) 

Peer-reviewed 86.4% 

Grey 13.6% 

Data type (out of 777) 

Revealed preference (RP) survey 19.6% 

Stated preference (SP) survey 38.6% 

Market data 29.3% 

Other 12.5% 

Model type (out of 777) 

Hedonic demand 8.8% 

Multinomial logit (MNL) .6% 

Nested multinomial logit (NMNL) 13.6% 

Mixed logit (MXL) 29.3% 

Berry-Levinsohn-Pakes (BLP) 6.8% 

Other 11.3% 

Table 3-2 describes the data sources for each paper. Most of the data sources represent 
the entire U.S. market, and vehicle purchases by households predominate. Studies of new vehicle 
choices are the most common but some are based on only used vehicles and several include both. 
Notably, sample sizes vary by orders of magnitude. Moreover, sample sizes are not directly 
comparable across data types. Recently, surveys of household vehicle purchases have become 
available that include millions of records. On the other hand, studies based on aggregate market 
sales have smaller sample sizes (e.g., the sum of makes and models over several years) but 
represent a complete accounting of all vehicle sales. Studies exploring choices of alternative 
technology vehicles, such as battery electric vehicles, are typically based on stated preference 
surveys because actual sales volumes have been too small to rely on stated preference survey 
data. Sample sizes for stated preference surveys range from several hundred to several thousand 
respondents. Because of the lack of comparability of sample sizes across the different types of 
data, we do not attempt to weight WTP estimates by sample size. 

3-3 



 

 
 

 

  

   
 
  

 
   

        
         
         

         
        

         
         

         
          

        
           

        
        

         
         

         
         

        
        

          
   

   
         

         
         

         
         

         
        
         

 

3-4 

Table 3-2. List of Papers Included and Description of Their Data 

Citation Region Type of Data 
Survey Type 
(preference) Market Segment 

Sample 
Size 

Start 
Year 

End 
Year 

Allcott and Wozny, 2014 U.S. Market Discrete Households, used vehicles 1,068,459 1999 2008 
Axsen, Mountain, and Jaccard, 2009 Canada Survey RP & SP Households, new vehicles 9,630 2006 2006 
Axsen, Mountain, and Jaccard, 2009 California Survey Revealed Households, new vehicles 7,344 2006 2006 
Beresteanu and Li, 2011 22 MSAs Market Discrete Households, new vehicles 139,382 1999 2006 
Berry, Levinsohn, and Pakes, 1995 U.S. Market Aggregate New vehicles, market 2,217 1971 1990 
Brownstone and Train, 1999 California Survey Stated Households, new vehicles 4,654 1993 1993 
Brownstone et al., 1996 California Survey Stated Households, new vehicles 1,156 1993 1993 
Brownstone, Bunch, and Train, 2000 California Survey RP & SP Households, new vehicles 5,253 1993 1995 
Busse, Knittel, and Zettelmeyer, 2013 U.S. Market Discrete Households, new and used 1,863,403 1999 2008 
Dasgupta, Siddarth, and Silva-Risso, 2007 California Market Discrete Households, new luxury 15,556 1999 2000 
Daziano, 2013 California Survey Stated Households, new vehicles 7,437 1999 1999 
Dreyfus and Viscusi, 1995 U.S. Survey Revealed Households, new and used 2,986 1988 1988 
Espey and Nair, 2005 U.S. Market Aggregate New vehicles, market 130 2001 2001 
Fan and Rubin, 2010 Maine Survey Revealed Households, new vehicles 2,623 2007 2007 
Feng, Fullerton, and Gan, 2013 U.S. Market Discrete Households, new vehicles 9,027 1996 2000 
Fifer and Bunn, 2009 U.S. Market Discrete Households, new vehicles 17,627 1996 2005 
Frischknecht, Whitefoot, and Papalambros, 2010 U.S. Market Discrete Households, new vehicles 6,563 2006 2006 
Gallagher and Muehlegger, 2011 U.S. Market Discrete Households, HEVs 4,781 2000 2010 
Goldberg, 1995 U.S. Survey Revealed Households, new and used 20,571 1983 1987 
Gramlich, 2008 U.S. Market Discrete Households, new vehicles 4,820 1971 2007 
Greene and Duleep, 2004 U.S. Lit Review 
Greene, 2001 U.S. Lit Review 
Haaf et al., 2014 U.S. Market Discrete Households, new vehicles 3,000 2004 2006 
Helveston et al., 2015 U.S. Survey Stated Households, new vehicles 384 2013 2013 
Hess et al., 2012 California Survey RP & SP Households, new vehicles 3,274 2008 2009 
Hess, Train, and Polak, 2006 California Survey Stated Households, new vehicles 7,437 1999 1999 
Hidrue et al., 2011 U.S. Survey Stated Households, new vehicles 3,029 2009 2009 
Kavalec, 1999 California Survey Stated Households, new vehicles 4,747 1993 1993 
Klier and Linn, 2012 U.S. Market Aggregate New vehicles, market 64,671 1978 2007 
Lave and Train, 1979 U.S. Market Discrete Households, new vehicles 541 1976 1976 
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Table 3-2. List of Papers Included and Description of Their Data 

Citation Region Type of Data 
Survey Type 
(preference) Market Segment 

Sample 
Size 

Start 
Year 

End 
Year 
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Liu, 2014 U.S. Survey Revealed Households, new and used 8,086 2008 2009 
Liu, Tremblay, and Cirillo, 2014 DC, MD, VA Survey Revealed Households, new and used 4,525 2009 2009 
McCarthy and Tay, 1998 U.S. Survey Revealed Households, new vehicles 33,284 1989 1989 
McCarthy, 1996 U.S. Survey Revealed Households, new vehicles 1,564 1989 1989 
McFadden and Train, 2000 California Survey Stated Households, new vehicles 4,654 1993 1993 
McManus, 2007 U.S. Market Discrete Households, new vehicles 445 2002 2005 
Musti and Kockelman, 2011 Austin, TX Survey Stated Households, new and used 608 2009 2009 
Nixon and Saphores, 2011 U.S. Survey Stated Households, new and used 835 2010 2010 
Parsons et al., 2014 U.S. Survey Stated Households, new vehicles 3,029 2009 2009 
Petrin, 2002 U.S. Market Discrete Households, new vehicles 2,407 1981 1993 
Sallee, West, and Fan, 2015 U.S. Market Discrete Households, used vehicles 1,429,677 1993 2009 
Segal, 1995 U.S. Survey Stated Households, new vehicles 662 1994 1994 
Sexton and Sexton, 2014 Colorado Market Discrete Households, new and used 1,053,000 2000 2010 
Sexton and Sexton, 2014 Washington Market Discrete Households, new and used 1,050,000 2000 2010 
Shiau, Michalek, and Hendrickson, 2009 U.S. Market Discrete Households, new vehicles 1,000 2007 2007 
Skerlos and Raichur, 2013 U.S. Market Discrete Households, new vehicles NA 2008 2008 
Tanaka et al., 2014 U.S. Survey Stated Households, new vehicles 8,202 2012 2012 
Tompkins et al., 1998 U.S. Survey Stated Households, new vehicles 7,800 1993 1995 
Train and Weeks, 2005 California Survey Stated Households, new vehicles 500 2000 2000 
Train and Winston, 2007 U.S. Survey Revealed Households, new vehicles 458 2000 2000 
Walls, 1996 U.S. Market Discrete Households, new vehicles 79 1983 1988 
Whitefoot, Fowlie, and Skerlos, 2011 U.S. Market Discrete Households, new vehicles 473 2006 2006 
Zhang, Gensler, and Garcia, 2011 U.S. Survey Stated Households, new vehicles 7,595 2010 2010 

Note: SP=stated preference, RP=revealed preference, MSA=metropolitan statistical area, HEV=hybrid electric vehicle. 
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Although all but one of the studies in our sample was published after 1994, more than a 
third of the studies make use of data series that began prior to 1995 (Figure 3-2). Altogether, the 
studies’ data span a 45-year period from 1971 to 2015. For studies based on a single year of 
survey data, the start and end years are the same. The two literature review papers are not 
included in Figure 3-2. 

Figure 3-2. Distribution of Papers Considered by Time Period of Data Used. 

1970 

1975 

1980 

1985 

1990 

1995 

2000 

2005 

2010 

2015 

2020 

1 6 11 16 21 26 31 36 41 46 51 

Sa
m

pl
e 

St
ar

t a
nd

 E
nd

 Y
ea

rs
 

Studies Ordered by First Year of Data 

Years Covered by Data Used in Studies 

Pub. Yr. 

End 

Start 

Given the diversity of attribute measures, a significant challenge was standardizing units 
and measures across studies to enable cross comparison. We initially categorized attributes 
broadly into fifteen groupings, listed in Figure 3-3, for the purposes of utility and illustration (see 
Appendix B for a more detailed characterization).3 These groupings are intended to represent the 
quality consumers seek or assess in vehicles, via the observed attribute. For example, 
acceleration time and braking distance are both measures of performance. Miles per gallon is an 
example of fuel costs. Appendix B lists all attributes under each grouping. We derive the 
groupings from existing taxonomies in the literature, balancing against author interpretations. 
We describe methodologies for standardizing attributes for comparison further in Section 5. 

3 Not all the observations identified in Figure 3-3 could be included in our summary calculations (see Table 5-1) due 
to unit conversion issues that prevented direct comparison with the other measures in that grouping. 

3-6 



 

  

 

 

 
 

   
     

  

   

  
  

  
 

 

 

I 
I ---• 

-• 
I 
I 

Figure 3-3. Number of Observations by Attribute Grouping 
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As shown in Figure 3-3, we find that grouping frequencies often do not map directly onto 
consumer priorities. Most interesting to note is that key qualities such as safety, reliability, and 
comfort rarely appear in the literature despite their expected relevance to consumer decision 
making. In many cases, this is a result of limited data on these characteristics and few available 
proxies. In other cases, some attributes may signal multiple qualities to consumers that may not 
be captured in this taxonomy. Vehicle weight, for example, is a measure of size but also 
correlates strongly with vehicle class. 

We find that other core factors such as fuel cost, fuel type, and performance are 
considered in many studies and provide grounds for comparative analysis. We also see that 
vehicle class appears in several studies, though these attributes often serve to function as controls 
or fixed effects rather than variables of interest. 
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SECTION 4. 
METHODOLOGY 

This section provides an overview of the methodology we used to generate our estimates 
of WTP based on the literature. Although some papers calculate and report WTP, many do not 
though they provide sufficient information for WTP to be calculated. 

4.1 Estimating Central Tendencies of WTP 

The literature in the main sample presents three categories of empirical models from 
which to derive willingness to pay (WTP) estimates: 

1. Hedonic price models, 

2. Multinomial logit (MNL) and nested multinomial logit (NMNL) models and, 

3. Mixed logit (MXL) and other models (e.g., BLP4) with random distributions of 
preferences. 

In hedonic price models, vehicle price is the dependent variable and the vehicle’s 
attributes are explanatory variables. In the simplest form, the price of vehicle j, pj, is a linear 
function of its weighted attributes (xjk), with γks as weights, as shown in Equation 4.1. 

𝑝𝑝𝑗𝑗 = ∑𝑘𝑘=1 
𝐾𝐾 𝛾𝛾𝑘𝑘𝑥𝑥𝑗𝑗𝑘𝑘 (4.1) 

Assuming the hedonic price function correctly represents a demand function, the 
marginal value or willingness to pay for the kth attribute is the derivative of price with respect to 
attribute xjk. In Equation 4.2 this is just the coefficient of xjk (Equation 4.2).5 

𝑑𝑑𝑝𝑝𝑗𝑗 = 𝛾𝛾𝑘𝑘 (4.2) 
𝜕𝜕𝑥𝑥𝑗𝑗𝑗𝑗 

If attributes are interacted with other variables or if more complex functional forms are 
used, the derivative will be more complex and may depend on the values of other variables. For 
example, if all variables are entered as logarithms, the derivative of price would be γk/xjk, and a 
mean value of xk would be used to calculate the central tendency WTP. 

4 Several models use the method of Berry, Levinson, and Pakes (1995) (BLP) to estimate random coefficient models 
from aggregate sales data. We use the term MXL model to refer to random coefficient models estimated from 
survey data. 

5 Reduced form hedonic price models have a long-recognized identification problem when used to make inferences 
about consumers’ preferences (e.g., Nerlove, 1995; Rosen, 1974). Observed prices and quantities represent 
solutions of supply and demand functions. Only with additional information can inferences about one or the 
other be made with confidence. Many studies assume perfectly elastic supply at exogenous prices. 
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In MNL and NMNL models, the indirect utility function6 of consumer i is a function of 
vehicle attributes and, in general, other variables describing the consumer. The derivative of the 
utility function with respect to an attribute gives the change in utility due to a marginal change in 
one of its attributes. Purchase price is almost always one of the variables in the utility function. 
However, the coefficient of any variable that is measured in present value dollars can be used if 
price is not included. Because purchase price is measured in present value dollars, the negative 
derivative of the utility function with respect to price is the marginal utility of a dollar of income 
(since one dollar of price is equivalent to a negative dollar of income). It can be transformed into 
a monetary utility function by multiplying through by 1/(-β), where β is the coefficient of 
purchase price, the minus sign being added so that utility is measured in positive dollars. This is 
illustrated in Equation 4.3 for a simple linear utility function. 

𝐾𝐾 ⇒ 
𝑈𝑈𝑖𝑖𝑗𝑗 𝐾𝐾 − 

𝛼𝛼𝑗𝑗𝑈𝑈𝑖𝑖𝑗𝑗 = 𝛽𝛽𝑝𝑝𝑗𝑗 + ∑𝑘𝑘=1 𝛼𝛼𝑗𝑗𝑥𝑥𝑗𝑗𝑘𝑘 −𝛽𝛽 
= −𝑝𝑝𝑗𝑗 + ∑𝑘𝑘=1 𝛽𝛽 

𝑥𝑥𝑗𝑗𝑘𝑘 (4.3) 

In Equation 4.3, the WTP (in dollars) for a change in attribute k is the derivative of Uij 

with respect to xjk, or −αk/β. Although simple linear utility functions such as Equation 4.3 are 
sometimes encountered, in general, utility functions are more complex and include interactions 
among variables and transformations of variables. In general, WTP is always obtained by 
dividing the derivative of utility with respect to an attribute (∂U/∂x, whose units are utility per 

unit of the attribute) by the negative of the derivative of utility with respect to a measure of 
present value dollars such as vehicle price (-∂U/∂p, whose units are utility per dollar, present 
value). Although we omit the consumer and vehicle subscripts in Equation 4.4, the derivatives 
are often a function of consumer attributes and occasionally of vehicle attributes. In such cases, 
we use measures of central tendency for those variables (e.g., mean household income) for the 
population appropriate to the sample used in estimating the choice model. 

𝜕𝜕𝑈𝑈 
𝜕𝜕𝑥𝑥𝑗𝑗𝑊𝑊𝑊𝑊𝑊𝑊𝑘𝑘 = − 𝜕𝜕𝑈𝑈
� 

(4.4) 
�𝜕𝜕𝑝𝑝 

In general, both αj and β (or both derivatives in Equation 4.3) are random variables 
because they are estimated with error. The first order Taylor series approximation to the ratio of 
two random variables is just the ratio of the random variables. The mean of a ratio of random 
variables is not generally equal to the ratio of the means because it is influenced by their 
covariance. However, because published articles almost never provide the variance-covariance 
matrix for coefficient estimates, we use the first order approximation in all cases to estimate 

6 The utility function is called “indirect” because economists usually define utility as a function of quantities of 
goods consumed. The indirect utility function is defined as the maximum utility a consumer with a given level of 
income can achieve given the prices (and attributes) of goods. 
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WTP. We interpret this measure as the central tendency estimate of the marginal WTP for an 
attribute conditional on the central tendency estimate of the price derivative. This differs from 
the expected value of the ratio of the derivatives. On the other hand, it is computable from the 
information provided in all the papers in our sample and has a meaningful interpretation. 

The second order Taylor series approximation is useful for illustrating the potential 
sources of error in the first order approximation. Consider the second order approximation of the 
expected value, E[−α/β], of the ratio of two random variables, −α and β (Seltman, 2016) 

(Equation 4.5). 

� ≈ 
𝐸𝐸[−𝛼𝛼] + 𝑉𝑉𝑉𝑉𝑉𝑉[𝛽𝛽]𝐸𝐸[−𝛼𝛼] 
𝐸𝐸[𝛽𝛽] − 

𝐶𝐶𝐶𝐶𝐶𝐶[−𝛼𝛼,𝛽𝛽]𝐸𝐸 �−𝛼𝛼 (4.5) 
𝛽𝛽 𝐸𝐸2[𝛽𝛽] 𝐸𝐸3[𝛽𝛽] 

If the coefficient estimates are uncorrelated, the second right-hand-side term is zero; otherwise 
the simple ratio WTP estimate will be biased if the coefficients are correlated. The third term’s 
effect could be either positive or negative. The direction of the bias introduced by excluding the 
third term when using a first order rather than second order approximation depends on the sign of 
−αj (β <0) and whether the variance of β is less than E3[β]. 

Daly et al. (2012, p. 336) show that if αj and β are maximum likelihood estimators, their 

ratio is also a maximum likelihood estimator (MLE) of the ratio of the true parameters. 
Calculating the variance of the ratio, however, requires knowledge of the variance-covariance 
matrix of the estimators, and this is almost never available in the published literature. Gatta et al. 
(2015) demonstrate that the asymptotic property of the ratio of MLE estimators does not 
preclude large errors when sample sizes are small. Fortunately, most of the papers we analyze 
are based on relatively large samples (Table 3-2). Furthermore, when the price coefficient is far 
from zero and its standard error is small, the ratio gives reliable results even when the sample 
size is small. In the case of mixed logit models, even knowledge of the variance-covariance 
matrix of estimated coefficients is generally not sufficient. Unbiased WTP estimates must be 
obtained by simulation methods (e.g., Hensher and Greene, 2003).7 When authors provide WTP 
estimates based on their own simulation analyses, we use the authors estimates. When authors do 
not provide WTP estimates we use the ratio of derivatives method. As a consequence, in general, 
our central tendency estimates of WTP, like nearly all those in the extant literature, should be 

7 Concerning estimating WTP in mixed logit models, Hensher and Greene (2003, p.163) state: “In deriving WTP 
estimates based on random parameters one can use all the information in the distribution or just the mean and 
standard deviation. The former is preferred but is more complicated. Simulation is used in the former case, 
drawing from the estimated covariance matrix of the parameters.” Unfortunately, the necessary information is 
rarely provided in published articles. 
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interpreted as conditional on the central tendency estimate of the price derivative. An extended 
discussion of this issue can be found in Appendix C. 

Carson and Czajkowski (C&C) (2013) point out that because coefficient estimates are 
assumed to be normally distributed, there is always a theoretical probability that the denominator 
of the WTP ratio will be zero, making the expected value undefined. While this is true in theory, 
we consider it an artifact of the estimation methods with no practical importance, because it 
implies that the marginal utility of income has a finite probability of being zero. The solution 
proposed by C&C is to assume a different distribution for the coefficient estimates (e.g., 
lognormal) that has no probability density at zero. The problems associated with estimating WTP 
from ratios of random variables can be avoided by estimating discrete choice models in WTP 
space rather than preference, or attribute, space. However, only two papers in our sample used 
the WTP space method (Train and Weeks, 2005; Helveston et al., 2015). Train and Weeks 
(2005) observed that models estimated in preference space fit the data better. 

Frequently, vehicle price is divided by household income (P/Y) in these specifications. 
The marginal utility of income is expected to decline with increasing income, while sensitivity to 
vehicle price is declining with income. In the utility equation (Equation 4.6), attributes of the 
vehicle, xjk, are interacted with attributes of the consumer, zi, such as income. 

= 𝛽𝛽∗ �𝑝𝑝𝑗𝑗 𝐾𝐾𝑈𝑈𝑖𝑖𝑗𝑗 � + ∑𝑘𝑘=1 𝛼𝛼𝑗𝑗𝑥𝑥𝑗𝑗𝑘𝑘 𝑧𝑧𝑖𝑖 (4.6) 
𝑌𝑌𝑖𝑖 

In this case, the WTP for attribute k depends on the central tendency values of the 
coefficients and on both median income, 𝑌𝑌� i, and the mean value of another consumer attribute, 
𝑧𝑧̅i, as shown in Equation 4.7. 

= − 
𝛼𝛼𝑗𝑗�̅�𝑧𝑊𝑊𝑊𝑊𝑊𝑊𝑘𝑘 𝛽𝛽 

𝑖𝑖 (4.7) 
𝑌𝑌�𝑖𝑖 

More complex formulations are frequently encountered but the WTP remains the negative of the 
derivative of utility with respect to the attribute divided by the derivative of utility with respect to 
vehicle price. 

The same method used for MNL models is used for NMNL models. NMNL models are 
more complex than simple MNL models because they represent a hierarchy of nested choices. 
Choice of make and model may be nested inside (conditional on) choice of vehicle class. 
However, the price of a vehicle and its attributes are located in the same nest. The derivatives of 
the utility function at that level defines the tradeoff (marginal rate of substitution) between the 
attribute and present value dollars (price). Thus, the utility functions of the nests that include the 
attributes of vehicles and their prices are used in estimating marginal WTP using Equation 4.3. A 
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given attribute may appear in several nests. We include the WTP measures from all nests in our 
database. 

To derive a central tendency estimate of WTP, the central value for income and the other 
consumer attribute(s) must be known. Frequently, mean values for attributes are provided by a 
paper’s authors but none have provided the joint distributions of income and other consumer 
attributes. The convention adopted in this paper is to use mean or median values (depending on 
the data available) for all variables for the relevant population, at the midpoint year of the sample 
data. When authors do not provide such data, it is often possible to find the appropriate data in 
other sources (e.g., Census Bureau reports). In such cases, care has been taken to match the 
relevant year and population whenever possible (e.g., new car buyers or all households? U.S. 
households or those in California?). 

In random coefficient models such as the mixed logit (MXL), some or all coefficients of 
the indirect utility function are specified as random variables. Commonly, the papers use normal 
distributions for coefficients of attributes whose marginal values may be either positive or 
negative, and lognormal distributions are used when marginal values are believed to be either 
always positive or always negative (e.g., fuel costs). The convention used in this paper is to use 
mean values for normally distributed random coefficients and median values for lognormally 
distributed coefficients for the central estimates of those coefficients. Mixed logit models can 
become exceedingly complex when there are multiple, correlated random coefficients, and 
vehicle attributes are interacted with several other variables. Some authors provide WTP 
estimates they have calculated by simulation methods. In that case, we adopt the authors’ WTP 
estimates. Most authors provide sufficient information to derive central tendency WTP measures 
using the convention describe above. 

In this paper we focus exclusively on marginal WTP measures, that is, the willingness to 
pay for one additional unit of an attribute. In some cases, it is more useful to estimate the WTP 
for large changes in attributes (e.g., WTP for an increase in a battery electric vehicle’s range 
from 75 to 200 miles; see Dimitropoulos et al., 2013). The majority of papers in our sample are 
derived from random utility models of consumers’ vehicle choices. For many of these models 
(e.g., MNL and NMNL) WTP measures for large changes in attributes can be readily estimated 
using logsums (see, e.g., Zhao et al., 2012). For MXL models, simulation methods are required. 

4.2 Measuring Preference Heterogeneity and Estimation Uncertainty 

Although measures of the central tendencies of WTP for vehicle attributes are the first 
goal of our research, all measures are subject to estimation error. In addition, many models 
explicitly incorporate heterogeneity of preferences across consumers by estimating probability 
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distributions for coefficients. When preference heterogeneity is not included in a model, we 
estimate a range of WTP based on estimation error; otherwise we estimate a range of preference 
heterogeneity but not estimation error. These two measures describe entirely different sources of 
variability and are therefore presented and analyzed separately. Like our central tendency 
estimates, our ranges of uncertainty suffer from a lack of knowledge about the covariance of the 
attribute and price derivatives. In the absence of this information, we hold the price derivative 
constant and vary only the attribute derivative. Thus, each range is conditional on the central 
tendency estimate of the price derivative. Because of this, our ranges should not be interpreted as 
probability or confidence intervals but rather as indicators of the degree of uncertainty in the 
WTP estimates. A more detailed discussion can be found in Appendix C. 

Attribute and price coefficients, as well as the attribute and price derivatives, are 
estimated with error. Nevertheless, in models where there are no interactions of vehicle attributes 
with consumer attributes, we calculate a range of uncertainty for WTP using +/- 1 standard error, 
se, of only the attribute coefficient (Equation 4.8). This interval will be smaller than an interval 
that included the error of estimation of the price derivative. However, including variability in the 
price coefficient would require knowing the correlation between the price and attribute 
coefficient estimates. In general, such data are not provided in the literature. Instead we focus on 
the variability of the attribute coefficients, conditional on the central tendency estimate of the 
price coefficient. 

𝛼𝛼−𝑠𝑠𝑒𝑒 𝛼𝛼+𝑠𝑠𝑒𝑒𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿𝐶𝐶𝐿𝐿 = , 𝑊𝑊𝑊𝑊𝑊𝑊𝐻𝐻𝑖𝑖𝐻𝐻ℎ = (4.8) 
𝛽𝛽 𝛽𝛽 

We use a single standard error range because, in practice, we have found that a two-
standard error range is frequently extremely wide, despite the fact that it includes no variability 
in the price derivative. In our judgment, when a goal is to find a consensus among estimates, it is 
more appropriate to use bounds that include two thirds of consumers rather than 95% of 
consumers. Again, the potential correlation of α and β is not considered, nor is the uncertainty in 

the estimate of β. Furthermore, because we are using only a first order approximation to the ratio 
−α/β, the range of uncertainty should be considered only a general indication of the true 

estimation uncertainty. 

It is also important to understand how preferences may vary across the population of 
vehicle buyers. Where variations in preferences can be reasonably estimated, we attempt to 
approximate a range of ±1 standard deviation around the mean/median of the preference-related 
variable (following the same rationale as that applied for using a one standard error range in 
Equation 4.8). In general, articles do not provide sufficient information on the correlations 
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among preference distributions to precisely estimate the preference heterogeneity implied by the 
model. Our approach is intended to err on the side of underestimating ranges of heterogeneity. 

For the many models in which the price coefficient, β, is interacted with income, we 

calculate a range indicative of preference heterogeneity based solely on the distribution of 
income, other consumer characteristics held constant. Of course, other consumer characteristics 
vary with income, but the data necessary to accurately describe the covariances are either not 
available for the sample population or would require substantial effort to estimate. Instead, we 
vary income independently of other consumer characteristics as an indicator of the heterogeneity 
of consumer preferences. Using Equation 4.7, we substitute the 25th and 75th percentiles of the 
income distributions for median or mean income (depending on the data provided in the paper in 
question). The same caveats noted above for estimation error apply to interpreting this range as a 
true range of preference heterogeneity. In addition, in cases where attributes are interacted with 
other consumer characteristics, we have not attempted to estimate the heterogeneity implied by 
attributes other than income. 

In MXL models, preference heterogeneity is a natural result of the distributions of 
attribute coefficients. In MNL and NMNL models, we estimate preference heterogeneity from 
the distributions of variables interacted with price and vehicle attributes, as described above. In 
all cases, the range represents +/- 1 standard deviation of the attribute variable but not the price 
variable. MXL models frequently assume that the price coefficient is not a random variable but 
even when it is we use only its central tendency measure (mean or median). 

For each paper an individual Excel workbook was used for the WTP calculations and to 
generate a standard output table. This allowed us to send the worksheet to authors when 
questions arose about the calculations. Having the correct units for all variables is critically 
important but not all papers clearly state the units used in model estimation. The spreadsheet 
format allows assumptions about units to be clearly documented and to be changed if so 
indicated by an author’s response to a query. We are grateful to the many authors who responded 
promptly and helpfully to our queries. 

The standard output for each paper included authors’ names, date of publication, type of 
data and description of sample, category of model, level of choice (e.g., make/model, powertrain, 
vehicle class), constant dollar year, as well as attribute, price slope, estimated coefficients, 
standard errors, standard deviations if a random coefficient model was used, and finally low, 
central and high WTP estimates and the factor used to define the range (standard error, standard 
deviation or variation in income). The standard Excel™ output tables were combined into a 
Stata™ database for statistical analysis. 
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SECTION 5. 
WILLINGNESS TO PAY FOR THE ATTRIBUTES OF VEHICLES 

In the following descriptive analysis, we present findings on the WTP values of key 
attributes from the literature.8 Wherever possible, we have converted units to a common metric 
to facilitate comparison; for example, a unit defined in terms of hundreds of miles per gallon was 
standardized to miles per gallon. A few less straightforward conversions for fuel costs and 
performance are explained below. For almost all of the WTP estimates we have calculated low, 
central and high values. Because determining whether there are consensus values for attributes is 
a goal of this study, most of the analysis focuses on the central tendency estimates. For estimates 
based on random coefficients, or where attributes are interacted with each other and the 
distribution of those attributes in the relevant population is known, the low and high values 
measure the heterogeneity of preferences and represent +/- 1 standard deviation of the preference 
distribution. For other estimates, the high and low values represent estimation uncertainty and 
are equal to +/- 1 standard deviation of the attribute’s coefficient estimate. Ranges based on 
preference heterogeneity and estimation uncertainty are presented separately in figures or are 
clearly labeled in tables. 

As part of the effort to find consensus on attribute values we eliminated relatively few 
“outliers” to create what we call “trimmed” samples. The National Institute of Standards and 
Technology (2016) defines an outlier as “…an observation that lies an abnormal distance from 
other values in a random sample from a population…” Our use of the term differs from this 
definition in that we did not take a random sample of estimates of attribute values but rather 
attempted to collect all estimates from U.S. studies published between 1995 and 2015. When we 
omitted a study, it was because we were unable to calculate attribute values due to missing 
information. In that sense, every value calculated belongs to the population of interest. There is 
no rigorous statistical definition of “abnormal distance from other values.” We have identified 
outliers by creating histograms, visually identifying extreme values, and testing to ensure that, 
once the extreme values were deleted, their distance from the mean of the trimmed sample was 
greater than three standard deviations of the trimmed sample. For selected attributes, we have 
included the full sample histograms in the main body of the report (see Appendix D and 
Appendix E for figures representing untrimmed distributions of central WTP estimates for all 
attributes, presented in two different ways). It was not possible to define clear rules for making 
these adjustments; we are using professional judgment. Our intent was to remove a few 

8 All values reported in dollars were converted to 2015$ using the CPI-U index. 
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observations whose presence profoundly changes the estimated mean and variance of the set of 
estimates in order to increase the likelihood of finding consensus among the remaining estimates. 

As part of this study, we attempted to get feedback from authors of all papers included in 
our main sample. Recognizing that there are some uncertainties involved in WTP calculations 
based on the information available from their papers, we wanted to provide them with an 
opportunity to comment on our methods for calculating WTP estimates based on their papers and 
provide corrections/comments as appropriate. We started by contacting the corresponding author 
using the contact information available in the publication or updated contact information when 
one of the authors of this report was aware of an updated affiliation. In a number of cases, the 
contact information provided for the corresponding author was no longer accurate and none of 
the study authors knew their current affiliation, in which case we searched for an updated 
affiliation and contact information and contacted them using that information where available. In 
some cases, we could not locate current information and turned to contacting other study authors 
for multi-authored papers. Detailed information on the comments received and our responses are 
provided in Appendix F. We thank all authors that responded for their time and interest in our 
study. Results presented in this section reflect our adjustments in response to all comments 
received based on our interpretation of the comments received, but any remaining errors in 
calculation or interpretation of WTP are the responsibility of the report authors and not the 
authors of the individual studies. 

Table 5-1 presents summary statistics for the central WTP values for the 32 individual 
attributes (out of 142) that had five or more observations as well as aggregates for 1) aggregate 
fuel cost per mile and 2) acceleration (0–60 mph) time reduction. The mean, standard deviation, 
skewness, median, interquartile range, minimum and maximum describe the distribution of 
estimates across studies and model formulations. In Table 5-1 and the other tables below, the 
statistics presented describe the distributions of the central tendency estimates across studies. 
Except where explicitly indicated, they are not the standard errors of individual estimates nor do 
they reflect only heterogeneity of preferences. Instead, they reflect a combination of differences 
due to time, place and populations included in the study, together with differences due to model 
formulations, included and excluded variables, ways that attributes are measured and estimation 
methods. Figures below represent high to low ranges of estimates due to estimation error or 
preference variation; each line in these graphs represents an individual study and outliers are 
included.9 WTP estimates for subcategories of the eight most commonly analyzed attribute 

9 Estimation error and preference variation figures are truncated to focus on most study estimates. As such, lines 
depicting outlier cases may extend outside the bounds of the graph area. 
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categories (Comfort, Fuel Availability, Fuel Cost, Fuel Type, Performance, Pollution, and 
Range) are described below in more detail in Sections 5.1 through 5.8, respectively. We include 
figures showing the variation in WTP estimates across observations for selected vehicle 
characteristics as illustrative examples of the variability present across observations (see 
Appendix D and Appendix E for additional figures). Detailed WTP estimates for all 15 of our 
general categories by study by model specification can be found in Appendix B. 

Although many models include indicator variables for vehicle class, we do not include 
the WTP estimates for vehicle class in Table 5-1. If all studies defined vehicle classes in the 
same way, it would be possible to normalize estimates of WTP for vehicle classes by always 
comparing to the same vehicle class. Unfortunately, definitions of vehicle classes vary 
considerably across studies, making it impossible to compare the estimates. In contrast, 
alternative fuel vehicles such as battery electric vehicles, plug-in hybrids and flex-fuel vehicles 
are consistently compared with conventional gasoline vehicles. In that sense, the WTP estimates 
are comparable across studies. Studies differ, however, in the way alternative fuel vehicles are 
described, the alternatives included in the choice sets, and in the design of choice experiments. 

5-3 



 

 

 

    

       

                

                

               

               

               

 
 

               

               

 
 

 

 
 

              

               

               

   
 

            

   
 

            

               

  
 

 
 

            

                

               

               

               

               

               

 

Table 5-1. Summary Statistics from Pooled Central WTP Estimates* 

5-4 

Out-
Grouping Attribute N Units liers 

Raw Trimmed 

Mean SD Min Max 

Inter-
quartile 

Mean SD Min Max Median Range Skew 

Comfort Auto-transmission 9 0/1 1 1,818.8 3,739.3 -2,987.0 9,260.6 888.6 2,660.8 -2,987.0 5,321.4 1,090.3 3,262.9 0.8 

Rear-wheel drive 6 0/1 0 32,030.9 18,030.7 10,069.8 62,928.8 32,030.9 18,030.7 10,069.8 62,928.8 26,778.8 16,189.4 1.2 

Air conditioning 13 0/1 0 3,484.2 9,627.1 -15,380.0 19,818.5 3,484.2 9,627.1 -15,380.0 19,818.5 3,961.6 7,474.0 0.9 

Shoulder room 12 $/inch 1 1,085.1 1,393.7 178.4 5,266.6 705.0 478.7 178.4 1,800.1 545.9 764.2 1.3 

Fuel Recharging time 27 $/hr 0 
availability 

Fuel availability 18 $/% 2 

2,194.8 2,923.1 -227.4 11,947.1 

834.5 2,133.1 48.8 9,133.3 

2,194.8 2,923.1 -227.4 11,947.1 930.9 2,689.9 2.4 

227.8 201.4 48.8 789.6 161.7 166.7 1.9 

Fuel costs Aggregate fuel cost 117 $/cpm 7 
(value of per mile 

-8,330.7 97,820.1 -1,052,470 64,499.0 1,879.7 6,875.4 -7,425.0 64,499.0 990.6 2,194.2 1.9 

reduction in 
Cost per mile 60 $/cpm 0costs) 1,366.3 3,318.0 -7,425.0 19,415.1 1,366.3 3,318.0 -7,425.0 19,415.1 1,146.5 2,546.5 1.2 

Cost per year 15 $/($/yr) 1 -63,204.0 274,176.8 -1,052,470 64,499.0 7,457.8 17,256.0 -3,224.1 64,499.0 1,133.9 4,723.8 6.6 

Gallons per mile 24 $/0.01 3 
gpm 

46.1 3,090.7 -7,472.2 4,701.1 1,066.3 1,483.6 -1,094.8 4,701.1 1,027.1 1,816.8 1.0 

Miles per dollar 8 $/ 3 
(10mi/$) 

-14,917.7 20,600.8 -59,618.7 -676.5 -2,328.4 1,795.8 -4,985.1 -676.5 -2,097.0 2,349.3 1.1 

Miles per gallon 7 $/mpg 0 991.4 1,404.0 -325.2 3,848.9 991.4 1,404.0 -325.2 3,848.9 800.3 1,451.5 1.2 

Other converted 3 $/GGE or 0 
units $/gallon 

896.4 702.1 115.6 1,475.9 896.4 702.1 115.6 1,475.9 1,907.6 1,360.3 0.8 

Fuel type Electric vehicle 27 0/1 1 -10,525.6 22,711.8 -77,780.3 30,651.0 -7,938.8 18,670.1 -43,983.9 30,651.0 -8,454.0 28,385.9 0.9 

Hybrid 27 0/1 2 -12,671.0 44,878.6 -180,394.4 18,860.1 -1,436.6 18,573.8 -55,816.5 18,860.1 2,374.7 11,880.8 -0.6 

Flex fuel 6 0/1 0 5,166.3 5,692.3 -4,409.9 10,975.3 5,166.3 5,692.3 -4,409.9 10,975.3 6,114.4 6,298.4 0.8 

PHEV 5 0/1 0 12,337.8 12,061.0 -7,959.3 23,809.8 12,337.8 12,061.0 -7,959.3 23,809.8 14,740.0 4,877.4 0.8 

Methanol 5 0/1 0 11,134.3 2,884.9 6,989.4 13,962.7 11,134.3 2,884.9 6,989.4 13,962.7 12,587.2 3,461.5 0.9 

Natural gas 7 0/1 2 -5,619.6 23,691.2 -55,978.3 12,956.4 6,187.4 3,850.6 3,295.7 12,956.4 5,006.2 439.2 1.2 

(continued) 



 

 

 

    

       

                

 
 

 
 

  
 

            

 

 

              

 
              

 
              

    
 

            

               

               

                

                

  

Table 5-1. Summary Statistics from Pooled Central WTP Estimates* (continued) 

5-5 

Out-
Grouping Attribute N Units liers 

Raw Trimmed 

Mean SD Min Max 

Inter-
quartile 

Mean SD Min Max Median Range Skew 

Model Make-model 14 $/# of 2 
Availability availability models 

898.8 2,281.3 0.5 6,841.5 5.9 7.6 0.5 22.1 2.1 8.2 2.8 

Performance Aggregate 48 $/s 0 
acceleration (0–60) 
time reduction 

953.7 1,259.2 -1,546.9 5,543.5 953.7 1,259.2 -1,546.9 5,543.5 1,004.9 1,199.5 0.9 

Acceleration (0–30) 11 $/s 0 
time reduction 

1,045.2 1,122.8 -1,546.9 3,287.5 1,045.2 1,122.8 -1,546.9 3,287.5 1,140.6 608.9 0.9 

Acceleration (0–60) 8 $/s 0 
time reduction 

1,095.6 627.4 34.6 2,200.1 1,095.6 627.4 34.6 2,200.1 1,182.7 497.8 0.9 

Horsepower/ weight 29 $/0.01hp/ 0 
lb 

879.8 1,448.5 -860.4 5,543.5 879.8 1,448.5 -860.4 5,543.5 198.4 1,558.1 4.4 

Horsepower 11 $/hp 0 53.6 108.8 0.0 355.0 53.6 108.8 0.0 355.0 9.2 38.2 5.8 

Top speed 9 $/mph 0 100.1 58.3 27.6 209.7 100.1 58.3 27.6 209.7 54.2 86.5 1.8 

Pollution Emissions reduction 19 $/10% 0 48,007.8 69,595.8 -66,982.0 168,535.7 48,007.8 69,595.8 -66,982.0 168,535.7 1,491.3 132,083.1 32.2 

Range Range 40 $/mi 0 86.3 51.5 -20.1 242.6 86.3 51.5 -20.1 242.6 87.3 62.5 1.0 

*Attributes in italics are combined into aggregate measures. 



 

 

  

   

 
   

 
  

   
  

  

    
  

 

      

    
   

  
   

      
 

 
  

  
  

   
   

   
  

   

                                                 
     

   
  

5.1 Comfort Grouping 

5.1.1 Automatic Transmission 

There were nine WTP observations for automatic transmission in the surveyed literature, 
pulled from four studies. A dummy indicator reflected preference for automatic transmission as 
opposed to manual, or stick-shift, transmission. After dropping one extreme value greater than 
$9,000, we found a trimmed mean of $889 for automatic transmission, although a relatively large 
spread remained: the interquartile range spanned −$983 to $2,280. The slight negative skew 
comes primarily from the two negative estimates from the Haaf et al (2014) study. The 
remaining estimates reflect the anticipated positive sign and cluster close to the median value of 
$1,090. WTP estimates for automatic transmission draw from either market data or revealed 
preference surveys, and were produced using a variety of estimation strategies (e.g., hedonic, 
MNL, MXL, NMNL). No studies attempted to capture population heterogeneity in taste for 
transmission systems. 

5.1.2 Rear-wheel Drive vs. Front-wheel Drive 

We find six estimates for WTP for rear-wheel drive, all of which come from the same 
Petrin (2002) study.10 Petrin employs a BLP model on market data from 1981–93. Estimated 
WTP for rear-wheel drive is consistently positive and very large, with a mean of $32,031, and an 
interquartile range of $16,189 (Figure 5-1). The transition during this period to very high 
penetration of FWD, which has persisted, is difficult to reconcile with the generally large WTP 
estimates for real-wheel drive. It seems likely that this parameter is aliasing other factors with 
which it is correlated, such as the use of rear-wheel drive in high-performance vehicles. 
Differences among the six estimates are due to different price coefficients for each of three 
income tertiles, which vary by a factor of four, and from two different estimation methods whose 
attribute coefficients vary by more than a factor of two. In general, WTP for rear-wheel drive is 
greatest for the lowest income tertile and least for the highest. Given that all six estimates come 
from the same study, it is difficult to make a judgment on the typical WTP for rear-wheel drive, 
particularly as WTP is sensitive to the estimation method and may be aliasing other factors. The 
estimates do indicate substantial consumer heterogeneity related to income; high and low WTP 
for a given model specification differ by more than $10,000 on average. The Low (-1 std. dev.), 
Central, and High (+1 std. dev.) estimates from each observation are shown in Figure 5-1. 

10 Petrin (2002) directly includes a dummy variable for FWD, but we used the opposite of the sign to represent the 
WTP for having rear-wheel drive because we were trying to standardize having as many of our WTP measures 
represent positive valuations for attributes as possible. 
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Figure 5-1. Rear-Wheel Drive Preference Variation, Range is +/- 1 Standard Deviation 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute. 

5.1.3 Air Conditioning 

There are 13 observations for air conditioning. The mean is $3,484, with no clear outliers 
but a high standard deviation of $9,627. Estimates cross over both positive and negative values, 
but the majority have positive values. All negative values come from the Petrin (2002) paper. 
Data are either from revealed preference surveys or are market data. Aside from one study (Haaf 
et al., 2014, which used data from 2004–2006), all data fall between 1971 and 1993, reflecting 
developments in vehicle design as air conditioning became a standard feature and thus a weak 
source of variation amongst vehicles manufactured in the last few decades. 

No clear divergences emerge in the observations due to estimation strategy. A variety of 
models are tested: BLP, NMNL, hedonic, MNL. In models that allowed variation in population 
taste, high and low estimates vary considerably. Two studies present near zero variation in 
population taste; others produce differences in population taste on the order of several thousand 
dollars. This latter variation is particularly notable for the Petrin (2002) paper. 
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WTP for air conditioning is generally positive and valued in the thousands of dollars (see 
Figure 5-2), though the data are outdated in the surveyed literature and show no clear 
convergence in value. Valuation for this attribute is particularly challenging and perhaps 
inconsequential in studies on new vehicles. 

Figure 5-2. Population Taste Heterogeneity for Air Conditioning 
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WTP for Air Conditioning: Range is 1 Standard Deviation 
Preference Variation 

Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

5.1.4 Shoulder Room 

WTP for shoulder room is presented as dollars per additional inch. There are twelve 
observations, all of which are from the Liu et al. (2014) paper using revealed preference survey 
data and a multinomial logit estimation technique. The initial mean is $1,085 per additional inch; 
we remove one extreme value greater than $5,000 to produce a trimmed mean closer to $700 and 
a lower standard deviation of $478. Liu et al. (2014) produce their range of estimates by 
estimating WTP by characterizing households by vehicle fleet size (1–4 car households) and 
low-, medium-, and high-income segments. As expected, WTP rises for higher income brackets; 
no clear pattern emerges in WTP based on household fleet size, though more extreme values 
occur in fringe cases (e.g., high income households with one car have an average WTP of $5,267 
per inch of shoulder room). 
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5.2 Fuel Availability 

5.2.1 Recharging Time 

There were 27 estimates in the literature from which we could calculate willingness to 
pay for recharging time. These electric vehicle studies relied almost entirely on stated preference 
surveys (aside from one market data set). Thirteen of the estimates came from the same 2008-9 
web survey (Parsons et al., 2014; Hidrue et al., 2011). Units were normalized to willingness to 
pay for a one-hour reduction in charging time. For simplicity, we assumed a linear relationship 
between willingness to pay and percentage reductions in charging time when performing unit 
conversions. 

The 27 estimates span from −$227 to $11,947, as shown in Figure 5-3 below. The 
variation may be due to differences in willingness to pay for specific charge times. Most 
estimates were not continuous and had been converted from dummy variables (e.g., charge time 
of 15 hours versus 5 hours). We find that the value of further reducing charge time from lower 
charge times (e.g., less than 10 hours) produce willingness to pay values beyond $1,000 per hour, 
while the value of reducing charge time for most 15- and 20-hour charge times are valued 
between $400 and $950 per hour. It is reasonable to expect that marginal willingness to pay for 
charge times at higher levels of range would be lower, reflecting a decreasing marginal utility of 
reducing charging time as range increases. This literature could benefit from the study of 
additional data sets, but we tentatively find that there are increasing returns to reducing EV 
charge times below ten hours. 

Figure 5-3. WTP for a One Hour Reduction in Charge Time Across Studies 

-$2,000.00 

$0.00 

$2,000.00 

$4,000.00 

$6,000.00 

$8,000.00 

$10,000.00 

$12,000.00 

$14,000.00 

Note: Each point represents one of the 27 studies estimating the WTP for reduction in charge time (normalized to 
one hour reduction). 
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5.2.2 Fuel Availability 

There were eighteen recoverable estimates of willingness to pay for fuel or station 
availability within the literature. As with charge time, we assume a linear relationship between 
WTP and percent increases in fuel availability to convert to common units. Final units are in 
WTP for one percent increases in station availability. After dropping two outlier values of $2,242 
and $9,133, we find a median value of $161.74 for a 1% increase in station availability. Half of 
the estimates fall between $105.70 and $272.43 per 1% increase in availability. 

Fuel availability data came from the Brownstone et al. (1996) California household 
survey (12 observations), other stated preference studies (3 observations, 1 dropped), and a 
literature review (3 observations, 1 dropped). Models were specified as nested multinomial logits 
or mixed logits. Mixed logits tended to produce central WTP values on the lower end of the 
distribution, from $48.75 to $144.35. We only have enough information to estimate preference 
heterogeneity for two of the trimmed sample observations. In both of these cases, the high-low 
range of one standard deviation spans over $200, crossing over zero. 

5.3 Fuel Cost 

In the literature reviewed, we focus on fuel cost measured in five different ways (see 
Table 5-1 and subsections below).11 Willingness to pay for reductions in fuel cost in $ or cents 
per mile (fuel price/mpg), fuel cost per year ($/year) and gallons per mile of fuel consumption 
(1/mpg) are expected to be positive, as is WTP for increases in miles per gallon. Results for each 
of these measures are presented below. To increase the number of estimates that can be directly 
compared, we have also converted gallons per mile to cents per mile by multiplying by the price 
of fuel and report values both in the native units used in the studies as well as for a common cost 
per mile metric in Table 5-1. 

5.3.1 Reduction in Fuel Cost per Mile 

The effective sample of estimates can be increased by converting different fuel cost 
metrics to a common metric, when it can be done straightforwardly and transparently. There 
were a total of 60 observations of estimates of WTP for reductions in fuel costs per mile. The 
most frequently used metrics are fuel cost per mile (fuel price/mpg) and gallons per mile 
(1/mpg). WTP for an increase in fuel consumption of 0.01 gal./mi. can be converted to WTP for 
a $0.01/mile decrease in fuel cost by dividing by the price of gasoline. Between 1985 and 2014, 
the annual average price of gasoline in 2015 dollars ranged from a low of $1.62 to a high of 

11 We dropped five observations from the aggregate fuel cost per mile calculation (going from 122 to 117) because 
they could not be converted from their native units to comparable $/cpm measures. 
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$3.81 per gallon. A five-year backward moving average ranges from $1.82 to $3.55 and the 
simple average for the 1985–2015 period is $2.45. We round to $2.50 and assume that as our 
expected gasoline price for all studies.12 In the figures and tables below, the WTP for 0.01 
gallons per mile (gpm) has been converted to WTP for $0.01/mile by dividing by 2.5. 

The distribution of the combined central WTP estimates is shown in Figure 5-4. The 
discounted present value of fuel consumption for a typical U.S. light-duty vehicle provides a 
useful reference point for identifying outliers. Using NHTSA (2006)’s estimated expected miles 
by vehicle age for passenger cars and light trucks, discounted at 6% per year, the “present value” 
miles are 110,382 for a passenger car and 123,458 for a light truck, and the simple average for 
the two vehicle types is 116,920. Thus, a reasonable reference point for the value of a $0.01/mile 
decrease in fuel costs would be $1,169. Seven estimates less than −$50,000 or greater than 
$20,000 were deleted as outliers, resulting in the trimmed distribution shown in Figure 5-5. 

Figure 5-4. Willingness to Pay for $0.01/mile Decrease in Fuel Cost: All Estimates (2015$) 

12 Ideally, one would want to use gasoline prices that align with those used in each individual study, but we do not 
have that information for all studies. 
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Figure 5-5. Willingness to Pay for $0.01/mile Decrease in Fuel Cost: Trimmed Sample 
(2015$) 

Statistics for the combined metric ($0.01/mile) are shown in Table 5-2. The central 
tendency estimates vary widely, even after being “trimmed” of outliers. Standard deviations 
range from about 70% of the mean for evidence from studies combining revealed and stated 
preference (RP & SP) surveys to almost eight times the mean for trimmed estimates based on 
market sales data. Second, although the distributions of most estimates are less skewed after 
trimming, in most cases the skewness is still great enough to favor use of the median over the 
mean as a measure of central tendency. In general, the interquartile ranges (75th percentile–25th 

percentile) are also large relative to the median values. 

All the means and medians of the trimmed samples are positive (decreased fuel cost has 
positive value) as expected. For most types of data, the magnitudes of the medians are between 
zero and two times a reference estimate of the value of fuel costs to a typical light-duty vehicle in 
the U.S. ($1,169). The total, median trimmed estimate is $991. A closer examination reveals that 
the median estimates based on stated preference or SP & RP data provide a much greater 
willingness to pay ($1,400 to $1,900) than those based on RP surveys ($580 to $690) or market 
sales data ($100 to $275). Mean RP survey and market sales estimates are much greater than 
medians, though still less than the SP survey mean. 
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Table 5-2. Willingness to Pay for $0.01/mile Decrease in Fuel Cost—Combined GPM and 
$0.01/mile Values 

Standard Skew- Number of 
Data Type Mean Deviation ness Median P75-P25 Minimum Maximum Observations 

Literature Review (no 916.12 552.69 0.69 635.30 992.62 560.22 1,552.84 3 
outliers removed) 

RP & SP Surveys (no 1,712.86 1,166.82 1.00 1,417.13 1,845.78 602.49 3,918.48 7 
outliers removed) 

RP Survey (untrimmed) -66,796.13 27,275.00 -3.47 583.27 3,229.95 -1,052,470.00 19,415.06 15 

RP Survey (trimmed) 3,609.11 6,579.91 1.89 691.80 3,191.61 -325.22 19,415.06 14 

SP Survey (no outliers 3,809.16 12,214.37 4.23 1,888.55 2,817.04 -7,425.04 64,498.98 29 
removed) 

Market Sales (untrimmed) -1,554.82 8,868.82 -5.07 97.71 1,946.94 -59,618.71 4,701.15 63 

Market Sales (trimmed) 544.429 1,632.17 -0.54 274.61 1,394.43 -4,985.11 4,701.15 57 

Total Untrimmed -8,330.70 97,820.05 -10.52 737.76 1,912.29 -1,052,470.00 64,498.98 117 

Total Trimmed 1,879.67 6,875.42 7.18 990.63 2,194.24 -7,425.04 64,498.98 110 

Note: To differentiate between summary statistics based on trimmed and untrimmed samples for data types where 
outliers were removed (RP Survey and Market Sales), we present both sets of values in the table, italicizing the 
untrimmed values. 

The Low, Central and High estimates for each observation (combination of study and 
model specification) are shown graphically in Figures 5-6 and 5-7. Each paper is represented by 
a single line. Outliers have not been removed. Not all papers provided sufficient information to 
calculate a range of estimates so the sample sizes are smaller. Figure 5-6 contains estimates from 
random coefficient models and the range from low to high represents +/- 1 standard deviation of 
the estimated distribution of preferences. For estimates with varied income, the range 
approximates an interquartile range for the relevant income distribution. Figure 5-7 shows the 
estimates from fixed coefficient models and illustrates the uncertainty due to estimation error. 
The range from low to high is +/- 1 standard error of the attribute coefficient. Although the range 
across estimates is large for both preference heterogeneity and estimation error, for a given paper 
the range of estimation error is generally smaller with a few exceptions. Preference heterogeneity 
in fuel costs should be expected if for no other reason than the variation in vehicle usage across 
households. 
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Figure 5-6. Range of Reduction in Fuel Cost per Mile WTP Estimates Describing 
Preference Heterogeneity 
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WTP for $0.01/Mile Reduction in Fuel Cost: 
Range is +/- 1 Standard Deviation 

Preference Variation 

Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

Figure 5-7. Range of Reduction in Fuel Cost per Mile WTP Estimates Describing 
Estimation Uncertainty 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 
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In general, the median estimates of willingness to pay for a reduction in fuel cost per mile 
fall within a range of two times the reference estimate ($1,169 x 2 = $2,338) to minus one times 
the reference estimate (i.e., within a range of −$1,169 to $2,338). In general, the range of 
estimates is large relative to measures of central tendency. Estimates are typically skewed, 
suggesting that the median is a better measure of central tendency than the mean. Median WTP 
estimates from stated preference surveys provide a much greater willingness to pay for fuel 
savings than median estimates based on revealed preference data ($1,889 versus $692, see 
Table 5-2). The median of central tendency WTP estimates based on stated preference data is 
60% greater than the present value of lifetime fuel costs for a typical new light-duty vehicle in 
the U.S. The corresponding median WTP estimate based on revealed preference data is about 
60% of the discounted present value of lifetime fuel costs for a typical new light-duty vehicle in 
the U.S. This pattern suggests that hypothetical bias (e.g., Loomis, 2014) may be present in the 
inferences from stated preference surveys. The median WTP estimate from studies using market 
sales data is smaller still ($275), only about one-fourth of the reference value. 

5.3.2 Dollars per Year 

Fifteen observations measured fuel costs in dollars per year ($/yr). Six of the 15 come 
from Axsen et al.’s (2009) study based on Californian and Canadian survey data. The remaining 
nine come from seven papers, of which three (accounting for 4 of the 9 estimates) made use of 
the same California stated preference survey. When considering WTP estimates, the valuation 
that might be expected from an economically rational consumer provides a useful reference 
point. However, it should not be considered the correct value because the assumptions used to 
generate it will always be uncertain to a greater or lesser extent. For a rational consumer, the 
value of reducing fuel cost by one dollar per year would be calculated by summing across the 
savings provided over the expected years of vehicle life, discounted to present value. 
Discounting vehicle survival probabilities from (NHTSA, 2006) at 6% per year, the discounted 
expected life of a passenger car is 8.9 years (12.8 years undiscounted) and 9.2 years for a light 
truck (14.6 undiscounted). A reasonable reference point for WTP for a $1/year decrease in fuel 
costs would therefore be about $9. Removing estimates less than −$400 leaves 14 data points 
with a mean of $65 and a standard deviation of $150. The median value is $10 with an 
interquartile range of $41. 

5.3.3 Gallons per Mile 

There are twenty-four estimates of willingness to pay for a 0.01 gallon per mile (gpm) 
decrease in fuel consumption. Twenty-two are from studies using market sales data, and one 
each from studies based on revealed preference and stated preference surveys. The estimates 
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based on market sales include three data points less than −$12,500; we identify these as outliers. 
Including the outliers, the mean estimate of WTP for a 0.01 gpm reduction in fuel consumption 
is $215 with a standard deviation of $7,577. In the presence of outliers, the median is a better 
measure of central tendency, $1,954. Trimming three extreme values produces a mean estimate 
of $2,697 with a standard deviation of $3,744, and the median becomes $2,835. Even in the 
trimmed sample, the interquartile range is $4,542. 

5.3.4 Miles per Dollar 

Eight estimates of the WTP for tens of miles per dollar come from two papers (Berry et 
al., 1995; Petrin, 2002). Both papers estimate random coefficient models using the method of 
Berry et al. (1995). In theory, the WTP for 10 miles per dollar can be derived from the WTP for 
mpg by multiplying by 10 and dividing by the price of fuel. Thus, if the WTP for 1 mile per 
gallon is $450 and gasoline costs $2.50/gallon, the WTP for 10 miles per dollar would be $1,800. 
The estimated mean WTP from the full sample is −$18,006. Removing three outliers of less than 
−$29,000 results in a mean estimate of −$3,270 with a standard deviation of $2,953. The median 
estimate is also negative, at −$2,486. One would expect a positive WTP for an increase in miles 
per dollar; the negative values may indicate that the variable is aliasing less desirable other 
factors correlated with miles per dollar. 

5.3.5 Miles per Gallon 

Seven observations used miles per gallon (mpg) to represent vehicle fuel consumption. 
Because the marginal value of a mile per gallon depends strongly on the initial mpg, estimates 
should be expected to vary over time and from one consumer to another, as well as with the price 
of fuel. Using expected annual vehicle travel by vehicle age from NHTSA (2006) and 
discounting at 6% per year, a typical US passenger car would accumulate 110,332 discounted 
lifetime miles, while the corresponding figure for a typical light truck would be 123,458 for a 
simple average of 116,920. If gasoline costs $2.50 per gallon and the typical light-duty vehicle 
gets 25 miles per gallon, the economically rational reference point would be a WTP of $450 for 
one additional MPG. Again, this should not be interpreted as the correct WTP but merely as a 
known reference point. 

The mean estimate of WTP for an additional mpg based on the full sample of estimates is 
$991 with a standard deviation of $1,404. The distribution of estimates is skewed (1.24) and the 
median estimated WTP is $800. The interquartile range is also very large relative to the median: 
$1,452. 
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5.4 Fuel Type 

As noted above, the WTP estimates for alternatively fueled vehicles are all relative to a 
conventional gasoline vehicle. 

5.4.1 Electric Vehicles (EVs) 

The sizeable sample of 27 estimates of WTP for electric vehicles produced a trimmed 
mean of approximately −$7,940 and a standard deviation of about $19,000. The estimates are 
distributed across negative and positive values; they are primarily negative. The interquartile 
range spans from −$20,378 to $8,008. The wide variation suggests little agreement in the 
literature on consumer valuation of EVs. 

All data are from survey data, primarily stated preference surveys. Over half of the 
estimates make use of the same Brownstone et al. (1996) survey data from a phone-based 
California study. Of the remaining observations, several others draw from California surveys. 
The majority of studies employ mixed logit models. Notably, the few positive estimates come 
from studies in which authors restricted the sample using ‘early adopter’ indicators, or 
designated ‘EV-oriented’ classes based on consumer characteristics. 

Valuation of EVs varies considerably within a sample. Figure 5-8 below reflects low, 
central, and high WTP estimates for each study that allowed some variation across the 
population, either using random coefficients, or in some cases, including income interactions. 
Each line represents high and low WTP values produced by adding or subtracting one standard 
deviation from the EV coefficient. We see high slopes indicating large variation across a 
population for many of these studies, even within the California-centric data. 

5.4.2 Hybrid Vehicles 

Out of 27 estimates for WTP for hybrid vehicles in our sample, we found two extreme 
negative values. After restricting results to greater than −$100,000, the mean increases to 
−$1,437. Results are nonetheless scattered, as reflected in a trimmed standard deviation of over 
$18,000 (Figure 5-9). The median may be a more appropriate measure of central tendency at 
$2,375, given the strong negative skew still remaining after trimming the sample. Within the 
interquartile range, values are largely positive, falling between −$425 and $11,456. 
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Figure 5-8. Population Taste Heterogeneity for Electric Vehicles 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

Figure 5-9. Distribution of Trimmed Central WTP Estimates for Hybrid Vehicles 

The relatively large sample of WTP estimates for hybrid vehicles may represent the surge 
in interest in alternatives to conventional gas vehicles in the past fifteen years. All data are post– 
2000, given the recent introduction of the technology. Studies primarily rely on MNL and MXL 
models. There is some mix of stated and revealed preference surveys and market data. There is 
high inconsistency in the results produced by different data types and models utilized. Three 
studies use national market sales data within the same period from 2006–2008, all utilize MXL 
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models, and produce widely scattered central WTP estimates of −$35,000, −$7,000, and 
$11,000. Notably, most positive values come from stated preference surveys, ranging from 
approximately $2,000–$3,000 to $10,000. In many of these cases, the authors analyze revealed 
preference data from the same sample and find strong negative valuations of hybrid vehicles, 
suggesting some dissonance between hypothetical and practical preferences for hybrids among 
consumers. Estimating the WTP for hybrids from market data is challenging because hybrids 
were a relatively novel technology during the time period of the studies. In general, market-based 
studies did not explicitly control for consumers’ aversion to the risk of novel technologies and 
their general unfamiliarity with hybrid vehicles. These perceptions are likely to change as 
hybrids become more common, which would make early market-based WTP estimates 
misleading if applied to future markets. 

The estimated range of preference heterogeneity varies across the studies that allow 
variation in taste (Figure 5-10). In general, high and low estimates of WTP based on random 
coefficient models are considerably spread, on the order of several thousand dollars. Several 
observations produce near-zero slopes—indicating limited variation in taste across a population; 
each of these observations with limited variation come from Liu (2014). Liu produced separate 
sets of estimates by income subset, and so the variation in taste within each income subset is 
minimal. 

Despite widespread interest in alternative vehicle technologies, the literature has yet to 
agree on a central valuation for hybrid vehicles among consumers. Future work should account 
for differences due to the data type (particularly for survey data), modeling strategy, and study 
sample. 

5.4.3 Flexible Fuel 

We find six estimates of willingness to pay for flexible fuel vehicles in the literature. 
Each estimate comes from a stated preference survey. Five out of six of the studies were 
conducted between 1996 and 1999; Hess et al. conducted the only recent study in 2012 
incorporating flexible fuel vehicles. 

There is considerable variation in the central values across papers, ranging from −$4,410 
to $10,975. Only one study (Tompkins et al., 1998) finds a negative central value, but two other 
studies find negative WTP values within one standard error from the mean. Researchers used a 
range of modeling strategies—multinomial logits, nested logits, mixed logits—that produced 
values spanning the distribution. None of the studies interacted household characteristics with 
the flexible-fuel dummy. We do not find emergent patterns in the limited pool of observations to 
explain the variation. 
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Figure 5-10.Population Taste Heterogeneity for Hybrid Vehicles (excluding outliers) 

WTP for Hybrid Vehicle: Range is +/-1 Standard Deviation 
Preference Variation 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

5.4.4 Plug-in Electric Vehicles (PHEVs) 

We find five WTP estimates of plug-in electric vehicles (PHEVs) from four different 
stated preference studies. Each study was published after 2010, reflecting the relatively recent 
development and popularity of this technology. There is one negative central WTP value; the 
four other estimates range from $13,112 to $23,810. 

The five estimates provide some insight into heterogeneity in consumer preferences 
within each sample. Three of the estimates were income-interacted and two were estimated using 
a mixed logit specification. Varying the income interaction by one standard deviation produces 
differences in willingness to pay of $915 to $2,400. Tanaka et al.’s (2014) mixed logit 
specification produces differences of $344 for one standard deviation. Zhang & Gensler’s (2011) 
mixed logit produces much larger differences of $13,333. This latter study produced the only 
negative central WTP value of −$7,959. We see that some subset of the sample does positively 
value PHEVs despite the negative central tendency. 

As with other alternative fuel technologies, we are limited to a small pool of studies and 
reliance on stated preference surveys. The literature does suggest that individuals tend to 
positively value PHEVs, even after considering error bounds on the central tendencies (not 
shown in Table 5-1). 
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5.4.5 Methanol 

There were five estimates of WTP for methanol vehicles. The estimates came from three 
studies (Kavalec, 1999, Brownstone et al., 1999, Brownstone et al., 2000) that analyzed the same 
1996 survey data of California households. Every study used a mixed logit model, varying in its 
incorporation of SP and RP data, the variables included, and socioeconomic interactions (e.g., 
age, college education). Central tendencies ranged from $6,989 to $13,963. Consumer 
preferences varied considerably within each sample. One standard deviation from the mean 
produces differences of $9,000 to $15,000. 

5.4.6 Natural Gas 

Seven estimates of WTP for natural gas vehicles were identified. We trim an initial mean 
of −$5,620 to $6,187 by removing two extreme values lower than −$9,000. In the trimmed 
sample of five estimates, we see a narrow interquartile range from $4,620 to $5,059. The 
majority of estimates are positive. 

All estimates draw from survey data—mostly stated preference and a few revealed 
preference. Data are primarily from California; in some studies, separate results are presented for 
California and the US excluding California. These latter estimates reveal stark differences in 
consumer WTP based on the study sample: Tompkins et al (1998) find a WTP of −$9,000 for 
natural gas vehicles in a national survey (excluding California), and WTP of approximately 
$3,000 for California. Their estimate for California accords well with the remaining WTP 
estimates for California, which cluster around the same value of $3,000 despite varying 
modeling strategies. 

Even with confluence in central WTP values, we find high variation in population taste 
from models employing random coefficients (Figure 5-11). Estimates span both positive and 
negative values; the range between high and low estimates is on the order of tens of thousands of 
dollars. This large variation arises at the same time that there is little diversity in study samples 
and the data used is primarily from the 1990s. 
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Figure 5-11.Natural Gas Vehicle Preference Variation: Range is +/- 1 Standard Deviation 

WTP for Natural Gas Vehicle, Range is +/-1 Standard Deviation 
Preference Variation 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

5.5 Performance 

With 68 estimates,13 performance is the third most frequently measured vehicle attribute, 
after vehicle price and fuel economy. We use five different measures of performance (Table 5-1) 
that have at least 5 observations each. Three of the metrics are useful measures of acceleration 
performance. Willingness to pay for reductions in the number of seconds required to accelerate 
from 0–30 mph (11 observations) and 0–60 mph (8 observations) and WTP for 
horsepower/weight (hp/lb, 29 observations) can each be used as measures of acceleration 
performance, and WTP for each should be positive. WTP values for top speed (mph) (9 
observations) and horsepower (11 observations) are also expected to be positive. Horsepower is 
an ambiguous measure of performance since horsepower must increase with vehicle mass and 
size to maintain constant acceleration. It thus partially measures vehicle size. The mean 
willingness to pay for 1 additional horsepower based on estimates from 11 papers is $54 with a 
standard deviation of $109. The median WTP estimate of $9 is considerably less than the mean 
but the interquartile range of $38 is much larger than the median. Another less than ideal 
measure of performance is top speed. The mean WTP for an additional 1 mph of top speed is 
$100 and the median is $54, indicative of a mild skewness of the distribution of the 9 estimates. 

13 Of the 101 original performance estimates, we dropped 33 estimates that could not readily be converted to 
reduction in 0–60 acceleration time. There are a number of measures, each of which generally uses units with 
low numbers of observations: percent improvements in acceleration (total of 6); braking distance (1); cylinders 
(2); displacement (3); “high” or “low” performance (total of 8); horsepower when measured in other units (% of 
base vehicle or change, hp/cid; total of 12); and turning circle (1). 
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The interquartile range is $86. All four papers that estimated a WTP for top speed used data from 
stated preference surveys. 

As with fuel economy, the effective sample size can be increased by converting to a 
common metric when it is reasonable to do so. Willingness to pay for seconds 0–30 can be 
approximately converted to WTP for seconds 0–60 by dividing by 2.5. In general, it takes longer 
to accelerate from 30–60 mph than from 0–30 mph so the conversion factor should be greater 
than 2.0. The ratios of 0–60 to 0–30 mph acceleration times for 15 recent model year GM, Ford 
and Chrysler vehicles measured by the State of Michigan (2016) averaged 2.54 with a standard 
deviation of 0.1. The ratio of rated engine horsepower to vehicle weight has been shown to be an 
accurate predictor of 0–60 mph acceleration times (EPA, 2015). EPA (2015) provides 0–60 
acceleration times and hp/wt ratios for light-duty vehicles by model year from 1978 to 2014. A 
power function fit of hp/wt to seconds 0–60 mph produced the following equation: 

hp/wt = 0.3542(seconds 0–60)-0.88 R2 = 0.97 (5-1) 

Solving the equation for the change in seconds 0–60 corresponding to an 0.01 increase in 
hp/wt from the 1995 to 2014 average for light-duty vehicles (EPA, 2015, Table 3.5) gives an 
approximate value for the reduction in 0–60 mph acceleration time of 1.68 seconds. In Table 5-3, 
the WTP for seconds 0–30 mpg is converted to WTP for seconds 0–60 by dividing by 2.5. The 
WTP for a 0.01 increase in hp/lb is converted to WTP for seconds 0–60 by dividing by 1.68. 

Even after conversion to seconds to accelerate from 0–60 mph, the hp/lb metric differs 
from the 0–30 and 0–60 metrics. The median estimate based on hp/lb is only $198, only one fifth 
of the median willingness to pay implied by the 0–30 and 0–60 metrics. Six of the eleven 0–30 
mph estimates were inferred from stated preference survey data, as were three of the eight 0–60 
estimates. All of the more numerous hp/lb estimates are based on market sales data or revealed 
preference survey data. All but the 0–60 mph estimates are skewed (Table 5-3). The large 
difference between the mean and the median of the 0–60 mph estimates is due to the small 
sample size. 

The distribution of central WTP estimates for the 0–30 mph, 0–60 mph and hp/wt metrics 
converted to 0–60 seconds is shown in Figure 5-12. There is no obvious reference point for WTP 
for acceleration performance. 
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Table 5-3. Willingness to Pay for a One Second Decrease in 0–60 mph Time: Combined 
0–30, 0–60, and hp/lb Normalized Metrics 

Standard Number of 
Native Attribute Mean Deviation Skewness Median P75-P25 Minimum Maximum Observations 

Seconds 0–30 mph* $1,045 $1,123 -0.46 $1,141 $609 -$1,547 $3,288 11 

Seconds 0–60 mph $1,096 $627 -0.01 $1,183 $498 $35 $2,200 8 

hp/lb** $880 $1,449 1.91 $198 $1,558 -$860 $5,544 29 

*A one second reduction in 0–30 mph acceleration is assumed to correspond to 2.5 seconds reduction for 0–60 mph 
acceleration time. Thus, the WTP for a one second reduction in 0–30 mph time is divided by 2.5 to obtain the 
value of a one second reduction in 0–60 mph time. 

**An increase of 0.01 hp/lb at the 1995–2014 average hp/wt of 0.0507 is estimated to correspond to a reduction in 
0–60 mph time of 1.68 seconds. Thus, the WTP for an increase of 0.01 hp/lb is divided by 1.68 to estimate the 
value of a one second reduction in 0–60 mph time. 

Figure 5-12.Frequency Distribution of WTP Estimates: Normalized 0–60 Times 

Although there may be greater consistency in the measures of central tendency for 
performance than for fuel economy, the dispersion of estimates is still large relative to the central 
tendency measures. As was the case for fuel cost, the performance WTP estimates based on 
market data indicate lower WTP than those based on stated or revealed preference survey data 
(see Table 5-4). Tests for differences in the median estimates by data type rejected the null 
hypothesis of equal medians at the 0.03 level. 
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Table 5-4. Comparison of Stated and Revealed Preference Estimates of WTP for One 
Second Decrease in 0–60 mph Time 

Willingness to Pay for One Second Decrease in 0–60 mph Time by Type of Data—Normalized Metrics 

Data Type Mean Std. Dev. Skewness Median P75-P25 Minimum Maximum N. Obs. 

Stated Preference $918 $892 -2.4 $1,227 $202 -$1,547 $1,514 10 

Revealed Preference $1,838 $1,826 1.05 $1,380 $2,073 $22 $5,544 8 

Revealed and Stated $1,050 $ 2 0 1,050 $3 $1,049 $1,052 2 
Preference (Combined) 

Market Data $723 $1,199 1.81 $198 $1,267 -$860 $4,946 26 

Literature Review $497 $51 0 $497 $72 $461 $533 2 

Total $947 $1,198 1.0 $950 $1,135 -$1,547 $5,544 48 

The variation in estimates of WTP for acceleration performance are shown in 
Figures 5-13 and 5-14. In most cases, the variation from low to high for a given estimate (the 
slope of each line) is far smaller than the variation across estimates (vertical spread of the lines). 
The scale of the variation across estimates hides some of the relative variation within an 
estimate. For example, in one case the high estimate is $15 while the low estimate is less than 
half that, $7, but the set appears to be a level line in Figure 5-13. On the other hand, it is not 
uncommon to find a range of estimation error on the order of $1,000 (Figure 5-14). 

Figure 5-13.WTP for One Second Decrease in 0–60 mpg Time: Preference Heterogeneity 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 
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Figure 5-14.WTP for One Second Decrease in 0–60 mpg Time: Estimation Error 

WTP for 1 Second Reduction in 0–60 mph Acceleration Time: Range is +/-1 
Standard Error 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

5.6 Pollution 

We found 19 estimates of WTP for emissions reductions. Units were converted from 
WTP for a variety of different levels of vehicle emissions reductions relative to a traditional 
gasoline engine into WTP for a consistent measure, defined as a 10% decrease in emissions 
relative to a contemporary gas vehicle to allow for comparison across studies. We assumed WTP 
to vary linearly for this transformation (e.g., multiply by 10 to convert from a 1% reduction or by 
0.2 for a 50% reduction), though recognizing that may be a strong assumption. Central estimates 
range widely from −$66,982 to $168,536. Studies using older stated preference data from 1993– 
1996 tended to find higher willingness to pay for emissions reductions. Newer studies using data 
from 2009 and 2012 (Hidrue et al., 2011 and Tanaka et al., 2014, respectively) found WTP 
values ranging from $297 to $582 for a ten-percent reduction in emissions. The Hidrue et al. 
study found that WTP for that 10 percent reduction generally increased for higher-level 
reductions (e.g., 95% lower emissions), suggesting the assumption of linearity when converting 
to common units may hide variation in consumer tastes. Additional surveys or the study of 
market data could provide additional insight on current preferences. 

5.7 Range 

We use 40 estimates of WTP for range in the literature, all of which were estimated in 
terms of dollars per mile or based on a certain number of miles of range. There were three papers 
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(Helveston et al., 2015; Hidrue et al., 2011; and Parsons et al., 2014) that had a total of 27 
coefficients for range. However, all the range variables in these three studies were (0,1) 
representing, for example, a vehicle with a 75 mile range, a 150 mile range and a 200 mile range 
(the exact numbers actually vary across the papers). We do not feel there is a reasonable way to 
estimate the marginal value of adding a mile of range ($/mi) for the lowest range included in any 
of these papers. The reason is that we are estimating value per mile of changes in range, but do 
not think that it is reasonable to calculate value per mile in that way when examining the 
difference between a range of 0 miles (useless for transportation) and a positive range. Instead, 
we include only estimates for ranges where we can take the difference between values reported 
for different levels of range and calculate the average change in value per mile of range for that 
change in range. This is an average value over the difference in range rather than a true marginal 
value, but the best estimate we could calculate and a meaningful measure of changes in range 
valuation with the magnitude of range.14 The observations produce a mean of $86 per mile, and 
an interquartile range of $54–117. Greene (2001) derived a value of range based on the 
assumption that is it a savings in refueling time and effort and shows that its value is a function 
of the inverse of range. None of the papers estimate the value of range in this form, however. In 
this framework, variations in the value of range would depend chiefly on the consumers’ value of 
time and the range of the vehicles under consideration. 

The observations are drawn from 16 different papers and all but one (Greene, 2001) 
utilize survey data. Approximately half of the estimates use the same two-round phone survey in 
California, first published by Brownstone et al (1996). Several other estimates draw from 
California surveys. Authors primarily employ MNL and MXL estimation strategies, though no 
significant divergences are obvious by either estimation strategy, data type, or time frame. 

In models that permit variation in taste across a population, we find varying levels of 
heterogeneity (Figure 5-15). Several studies have high and low values that cross zero and 
represent a spread of several hundred dollars per mile. As several of these observations utilize 
the same data (i.e., the Brownstone et al. [1996] survey), these divergences seem to emerge from 
the formulation employed by the authors. Figure 5-16 summarizes variation in estimates for 
those available values that reflect estimation error. 

14 The effect of this adjustment on the number of observations included from Helveston et al. (2015), Hidrue et al. 
(2011), and Parsons et al. (2014) is that we drop 9 of their 27 reported observations (lowest range with values 
reported) and include the 18 where we can calculate differences and convert to a $/mile of range estimate 
consistent with the other observations. This adjustment is reflected throughout all figures and tables in the report 
presenting summary statistics. 
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5.8 Size 

5.8.1 Footprint 

We remove one extreme value of $680,000 per square foot from our sample of 19 
observations and produce a trimmed mean of $3,398 per square foot, and a standard deviation of 
$4,381. The distribution is somewhat balanced with an interquartile range of $477–$4,411 
(Figure 5-17). 

For one paper, units are unclearly marked so we assume them to be square feet as 
standard in most market data sources.15 Our trimmed sample includes two more extreme cases, 
which we retain nonetheless as their inclusion does not skew the findings regarding the central 
tendency of the sample. 

Figure 5-15.WTP for Range in $/mile: Preference Variation, +/1 One Standard Deviation 
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WTP for an Additional Mile of Vehicle Range: 
Low to High is +/-1 Standard Deviation 

Preference Variation 

Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

15 We requested feedback from the study author, including a specific clarifying question about the units used in their 
study, but did not receive a response. 
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Figure 5-166. WTP for Range in $/mile: Estimation Error, +/1 One Standard Error 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

Figure 5-177. Trimmed Central WTP Estimates for Vehicle Footprint 
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The eighteen estimates in the trimmed sample are based primarily on market data (there 
is one observation based on RP survey data) and reflect a variety of estimation strategies, 
including BLP, MNL, NMNL, and MXL. Six of these estimates come from Petrin (2002), which 
uses different subsets of sales data from 1981–93 to produce WTP values ranging from $3,500– 
$14,500. Haaf et al. (2014) produce four estimates of WTP for vehicle footprint using different 
modeling formulations; their outputs cluster more closely between $900–$1,500. 

Population heterogeneity is relatively limited across the studies that allow variation in 
taste. The largest difference between low and high values is $1,842, but for most, the range is a 
few hundred dollars (Figure 5-18). We generally find that there is low variation in valuation of 
footprint size across populations, and that additional square footage is positively valued. 

Figure 5-188. WTP for Footprint: Preference Variation, +/- One Standard Deviation 
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Note: Each line represents the range calculated for an observation of an estimate of WTP for a particular vehicle 
attribute (combination of study and model specification; a single study can have multiple observations). 

5.8.2 Luggage Space 

From an initial pool of twelve estimates for luggage space, we remove one extreme value 
near $30,000. The remaining estimates produce a balanced distribution centered around $1,445 
per cubic foot. We see a moderate positive skew, with a median of $1,100, and an interquartile 
range between $619 and $2,365. 

The trimmed estimates draw from four different studies, one of which is a literature 
review (Greene, 2001). The latter produces a lower estimate of $270 per cubic foot. One other 
estimate is of an unanticipated negative sign. The majority of remaining estimates are from Liu 

5-30 



 

 

    
 

  
 

    
     

 

  

  
  

 
   

   
   

      
  

  
 

 
  

  
    

    
 

et al. (2014)’s study using revealed preference survey data and a MNL modeling strategy. Liu et 
al. (2014) produce estimates based on household fleet size and income segment. For the most 
common cases (1 or 2 cars, medium income) and nearby cases, WTP ranges between $1,000– 
$2,000 per cubic foot. One other estimate from McCarthy (1998) using 1989 data produces a 
similar value of WTP. In general, consumers positively value additional space, with preferences 
strengthening for households owning fewer vehicles in the study by Liu et al (2014); households 
owning only one car were estimated to have a greater WTP than households with multiple 
vehicles. 

5.8.3 Weight 

Although weight may have value to some consumers, it is often used by modelers as a 
convenient proxy for vehicle capacity and size which complicates the interpretation of WTP 
estimates. We remove one outlier from an initial pool of 19 observations and produce a trimmed 
mean of $5.70 per pound, from an initial mean of $10 per pound. Despite trimming, the 
distribution is still highly skewed. There are 25% of estimates between $0.41 and $0.50, with the 
next quartile spreading over $0.51 to $10.23 dollars (Figure 5-19). The cluster of values near 
zero comes solely from Klier and Linn (2012), a study using a linear instrumental variable least 
squares technique. They produce varying estimates based on inclusion and exclusion of different 
covariates. The other observations of WTP for weight come from hedonic studies and one MNL 
model. These estimates tend to fall between $10–15 per pound, and draw from a mix of market 
and revealed preference survey data. Within this further restricted sample of data points, 
formulations focusing solely on trucks tend to produce lower WTP estimates. Disregarding the 
Klier and Linn estimates, we find tentative consensus in the literature of consumer weight 
valuation around $10–15 per pound. These figures are limited by the small sample of studies. We 
are unable to estimate taste heterogeneity because our sample has only fixed coefficient models. 
Modelers tend to employ weight as a proxy for qualities that may be more difficult to quantify, 
such as size, comfort or handling. 
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Figure 5-199. Trimmed Distribution of Central WTP for Weight 
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SECTION 6. 
DISCUSSION: WHY THE LACK OF CONSENSUS ON WTP? 

This project suggests some challenges for research that models consumer demand for 
vehicles and their attributes. Modeling results seem to be highly sensitive to a number of factors, 
including sources of underlying data, modeling techniques, included and omitted variables, and 
functional form. As discussed above, results vary widely not only across studies, but even within 
individual papers. This field of research will inspire more confidence in its policy relevance if it 
can identify greater convergence of values, or at least greater understanding of the factors that 
contribute to the wide variation in values. 

The most conspicuous feature of the central tendency WTP estimates for nearly all 
attributes is their dispersion. This generalization holds true for the trimmed as well as the 
untrimmed estimates. Outliers are common but not numerous, and removing them still leaves a 
diverse set of estimates. For 24 of the 34 individual attributes and both of the aggregate measures 
shown in Table 5-1, one standard deviation of the trimmed distribution is larger than the mean 
value, and in only one case is it less than half of the mean. The distributions of estimates are 
skewed, as a rule, making the medians better measures of central tendency than the means. These 
two facts make it difficult to interpret overall measures of central tendency, even when at least 
one of the measures of central tendency corresponds reasonably well to a constructed reference 
point estimate. 

A non-negligible number of the central WTP estimates violate prior expectations, e.g., 
willingness to pay less for a vehicle with improved fuel economy or higher horsepower/weight. 
Still, in the great majority of cases the signs of WTP estimates agree with prior expectations. 

The most commonly estimated attribute value categories, fuel cost and acceleration 
performance, were examined in greater detail, taking advantage of the ability to convert variables 
to a comparable metric. In the case of fuel costs, median estimates based on stated preference 
survey data indicated a greater preference for reduced fuel costs compared to revealed preference 
data. Estimates based on market sales data indicated an even lower willingness to pay for lower 
fuel costs. However, the same result was not found for the estimates of WTP for acceleration 
performance. It appears that the relationship between stated and revealed preference WTP 
estimates differs depending on the attribute in question. 

High and low estimates for each observation were calculated based on +/- 1 standard 
error in the case of fixed parameter models and +/- 1 standard deviation in the distribution of 
preferences in the case of random coefficient models or models in which preferences depended 
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on household income. These results indicate both wide variation in consumers’ preferences and 
substantial uncertainty in estimation. 

This report has focused on presenting descriptive statistics for the various attributes found 
in the literature and has not conducted systematic analysis of why those differences arise. 
Subsequent research will attempt to analyze why WTP estimates vary both across studies and for 
model formulations within studies. It is possible that further meta-analysis of the WTP estimates 
may help explain their variability. 

Probably the most salient feature of the WTP estimates found in the literature is their 
variation. On the one hand, variability is to be expected because circumstances and preferences 
do vary from person to person and over time. On the other hand, wide variation is seen in 
estimates of central tendency for entire populations across studies, and many estimates designed 
to reflect differences across individuals are puzzling and contradict expectations. Studies that 
provide estimates from various model formulations or estimation methods using the same data 
set may provide insights into the reasons for the great variability of WTP estimates. 

Haaf et al. (2014) estimated a variety of discrete choice models, including MNL, NMNL 
and random coefficient models, using the same data set of sales of makes and models in the U.S. 
from 2004–2006. The estimated coefficients of vehicle price (in 10,000s of $) ranged from −0.19 
to −0.61, except for one model estimated using the method of BLP which produced a coefficient 
estimate of −1.56. Coefficients of vehicle attributes were even more varied. In the six models 
that represented fuel cost as gallons per mile, three coefficients had a negative sign (as expected) 
while three had a positive sign. In addition to model form and estimation method, the models 
differed with respect to the measures of vehicle size included. Those with positive signs used 
width and length*width/height while those with negative signs included only length*width. 
Length*width/height has been used in a few studies as a proxy for “style.” In fact, it measures 
the flatness of a vehicle. The variables were chosen based on objective measures of model fit and 
adequacy, rather than the modelers’ judgment. The results illustrate how inferences about the 
values of attributes based on aggregate, revealed preference data can be strongly influenced by 
the selection of attributes to include, how they are measured, model form and estimation method. 

Klier and Linn (2012) provide results for 14 different estimations of vehicle choice 
models at the make and model level using U.S. sales data for 2000–2008. The authors compare 
estimates made by means of ordinary least squares (OLS) with estimates using two different sets 
of instrumental variables (IV). The OLS estimates are very different from the IV estimates: the 
price coefficient is about one fifth as large, the coefficient of cost per mile is positive and that of 
hp/wt is more than two orders of magnitude smaller than that obtained by the IV methods. The 
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authors clearly state that they believe that the OLS estimates are biased. Nonetheless, the 
exercise demonstrates how strongly the method of estimation can influence results. So also can 
the instruments of the IV method. Instruments similar to those used by BLP produced a 
coefficient estimate for hp/wt of 9.53, while those created by the authors based on engine 
characteristics produced an estimate of 38.75. Other coefficients do not vary as much between 
the two sets of IVs (e.g., the coefficient of log of price is −1.86 for the BLP instruments and 
−1.28 for the engine instruments) but the focus of the Klier and Linn paper is understanding the 
tradeoff between performance and fuel economy so a difference greater than a factor of three is 
important. 

Some estimates may be robust to changes in a model’s formulation while other are highly 
sensitive. Klier and Linn (2012) also compare seven sets of coefficient estimates from models 
differing with respect to variables included, except for one that employed a different error 
structure. The four that measured performance as hp/wt had similar coefficient estimates for both 
hp/wt (47.20, 38.75, 40.74 and 42.18) and the log of price (−1.79, −1.28, −1.34 and −1.49, in the 
same order). On the other hand, the four models showed much greater differences in the 
estimated coefficients of fuel cost per mile (−13.24, −11.05, −22.94 and −3.29). Models 
including hp and weight as separate variables produced a different set of estimates for the 
coefficients of the log of price (−0.99, −0.60 and −1.06) and fuel cost (−3.95, −0.98 and +0.43) 
than when hp/wt was used. A consequence of the sensitivity of estimates to choice of variables 
and instruments is that the Klier and Linn estimates of the WTP for 0.01 hp/lb fall into two 
clusters: ($303, $264, $303 and $283) and ($52, $51 and $8). The authors express a preference 
for the higher WTP estimates, which are consistent with their preferred model formulation using 
IV estimation and the engine instruments they constructed. 

Augmenting aggregate revealed preference data with data on consumer attributes can also 
lead to dramatic changes in WTP estimates. Random coefficient models are compared with fixed 
coefficient logit models by Petrin (2002) who also augments vehicle sales data with data from 
the Consumer Expenditures Survey (CES) describing the average attributes of consumers 
purchasing new vehicles by income group. Vehicle price is specified as the log of (consumer 
income minus vehicle price). Four estimation methods were compared: OLS, IV, and a 
Generalized Method of Moments algorithm, all used to estimate a random coefficient (RC) logit 
model and the same model augmented (ARC) by fitting aggregate data on new vehicle 
purchasers from the CES. In the RC models, separate price coefficients are estimated for three 
income tertiles. Petrin reports that a Wald test rejects the OLS and IV estimated fixed coefficient 
models in favor of the random coefficient models. While many of the coefficient estimates are 
similar among the four models the estimated coefficient of Miles/Dollar (miles per gallon/fuel 
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price) for the OLS, IV, RC, and ARC models are, respectively: 0.18, 0.05, −0.54 and −15.79. 
Only the estimated coefficient of the ARC model is statistically significant, however. The 
coefficient of miles per dollar is expected to be positive, and although the RC model estimates 
are the mean of a probability distribution the estimated standard deviations are only 0.04 (RC) 
and 2.58 (ARC), implying that nearly all consumers would prefer fewer miles per dollar. 

Petrin’s preferred model (random coefficients estimated by augmenting market sales data 
with data from the CES) produced mean WTP estimates for miles per dollar for the lowest, 
middle and highest income tertiles of −$33,890, −$13,313, and −$14,018, respectively. The 
model estimated without using the CES data produced mean WTP estimates of −$1,771, −$1,192 
and −$436 for the income tertiles. Estimated standard deviations describing taste heterogeneity 
implied one standard deviation ranges of less than +/- 20% for the ARC model and less than +/-
10% for the RC model. For the ARC model, the mean WTP estimates for an increase of 0.01 
hp/lb. (faster acceleration) were: −$607, −$239, and −$251 for low, middle and high income 
tertiles. For the RC model the corresponding WTP estimates were: $1,115, $751 and $275, a 
reversal of sign. However, only the standard deviation coefficient in the ARC model was 
statistically significantly different from zero. In that model +/- one standard deviation of WTP 
implied ranges of (−$1,539 to +$324), (−$605 to +$127) and (−$637 to +$134) for the three 
income tertiles, implying that most consumers would prefer slower acceleration. 

Modelers are aware of the challenges to obtaining robust estimates of attribute 
coefficients in vehicle choice models. Brownstone et al. (2000) point out several severe 
shortcomings of models estimated solely with RP data: 1) high collinearity and limited variation 
in vehicle attributes, 2) problems defining choice sets from the thousands of makes, models, 
drivetrain and trim configurations, and 3) problems accurately linking vehicle attributes to the 
vehicles described by households. The authors note: “Under these difficult conditions RP model 
estimates are often unstable, and can have theoretically incorrect signs.” Because stated 
preference surveys can be designed to avoid strong correlations among the attributes of an 
alternative, can attempt to minimize the effects of unobserved attributes, and can clearly define 
choice sets using a rigorous experimental design, they should be more likely to produce 
consistent results. One hundred and forty-eight of the 786 WTP estimates considered in this 
study come from five research papers that used the same survey of stated preferences for 
alternative fuel vehicles conducted in California in 1993 (McFadden and Train, 2000; 
Brownstone et al., 2000; Brownstone and Train, 1999; Kavalec, 1999; Brownstone et al., 1996). 
A comparison of these studies sheds some light on the strengths and weaknesses of models 
estimated using SP data. The studies are briefly described below, followed by a comparison of 
their WTP estimates. 

6-4 



 

 

  
     

 
    

  

  
  

   
  

  
   

   
   

   
  

   
   

    
 

     
 

  
 

  

   
   

 
   

   
 

The California survey began with an initial computer-aided telephone interview of 7,387 
households, 4,747 of whom completed a follow-up mailed survey. Respondents were asked to 
choose among four fuel types: gasoline, compressed natural gas, methanol and battery electric. 
For each, two body types were offered, described by six attributes. Respondents were instructed 
to assume all attributes not specifically described were identical for all vehicles. An orthogonal 
main effects design was used to structure the choice alternatives. 

Brownstone et al. (1996) estimated MNL models to predict vehicle transactions (add, 
replace, dispose of a vehicle) rather than vehicle holdings. Separate models were estimated for 
1,153 households owning one and 1,156 households owning two vehicles. Vehicle price was 
interacted with household income category and the presence and age of children. Because WTP 
estimates are derived by dividing the derivative of the utility function with respect to an attribute 
by its derivative with respect to income, the interactions create a multiplicity of WTP estimates 
for different income groups and household compositions. Estimates of the willingness to pay for 
a $1 present value decrease in operating cost are shown in Figure 6-1. High and low WTP 
estimates reflect +/- one standard error of the operating cost coefficient. The number of vehicles 
owned by the household is shown in the horizontal axis labels, and luxury or lux indicates the 
household owns at least one luxury vehicle. Although several of the estimates are close to $1, as 
would be expected, others are negative, suggesting that at least three categories of consumers 
would prefer higher operating costs. This result is due to positive coefficient estimates for 
vehicle purchase price for three of the household categories. Positive coefficients on vehicle 
price might represent a genuine preference to pay more for a vehicle (e.g., a Giffen good), but 
more likely indicate shortcomings of the survey design, model specification and estimation. The 
positive price coefficients create similarly anomalous WTP estimates for other attributes for 
these household categories. 

Kavalec (1999) used the 1993 California data to explore the effects of an aging 
population on demand for gasoline through their vehicle purchase decisions. The focus was on 
estimating the influence of age on consumers’ preferences for different vehicle attributes. 
Random coefficients were estimated for four fuel types and two vehicle size classes. The results 
implied that the values of fuel cost and acceleration were only slightly affected by the 
respondent’s age but the value of top speed decreased steeply and linearly with increasing age 
and the value of range first increased with increasing age but then decreased rapidly beyond the 
age of 65. 

6-5 



 

   
  

 

 

  
  

  
  

 
 

 
  

  
   

 

    
 

 
  

   
  

 
 

.00 

$4.00 

$2.00 

$0.00 

-$2.00 

-$4.00 

-$6.00 

i 
l 

Willingness to Pay for a $1 Present Value Decrease in Operating Cost 
1- and 2-Vehicle Households (Brownstone et al., 1996) 

T 

t 
* 

, 
t ::r:. 

.I. -

+ 
<) 

l 

, 

Inc< $30K w Inc< $30K no $30K <Inc< Inc> $75K no Inc< $30K Inc< $30K no Inc> $30K Inc> $30K lux Inc> $30K no Inc> $30K no 
child 1 child 1 $75K no child child 1 child 2 child 2 luxury child 2 no child 2 lux child 2 lux no child 2 

1 

- l ow 

- High 

• Me an 

Figure 6-1. Willingness to Pay for a $1 Present Value Decrease in Operating Cost: 1- and 
2-vehicle Households (Estimates derived from Brownstone et al., 1996) 

Brownstone and Train (1999) used the same 1993 California survey data to estimate a 
MXL model of alternative fuel vehicle choice. Because the mixed logit model represents 
heterogeneity in consumers’ preferences by means of random coefficients, the model includes 
many fewer interactions between household attributes and vehicle attributes. The coefficient of 
vehicle purchase price was assumed not to be a random variable but purchase price is divided by 
the logarithm of household income and so varies systematically with income. Random 
coefficients were estimated for choices between other vehicle types and electric and compressed 
natural gas vehicles and for vehicle size class and luggage space. 

Brownstone et al. (2000) combined the 1993 California survey data with revealed 
preference data comprised of the actual purchases of 874 households who purchased a vehicle 
between two waves of the survey. An MXL model was estimated. The authors note that the RP 
data appeared to be essential to estimating a model that could realistically predict body type 
choices and the appropriate volumes of purchases. Only the alternative fuel constants and fuel 
cost were assumed to have random coefficients. 

McFadden and Train (2000) estimated an MXL model using the 1993 California survey 
data. They used the same variables and transformations as Brownstone et al. (1996). Random 
coefficients were estimated for choices between other fuels and EVs and CNG vehicles, and for 
size, luggage space, operating cost and refueling station availability. The latter two were 
identified by new specification tests derived by the authors and expand on the set of random 
coefficients estimated by Brownstone and Train (1999). 
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Estimates of willingness to pay for fuel cost from the five studies are shown in Table 6-1. 
Comparable estimates for Brownstone et al. (1996) are shown in Figure 6-1 (highlighted 
individually to show the variation present within that single study). All but one of the models is 
mixed logit. The ranges of WTP estimates are based either on +/- one standard error of the 
coefficient estimate if an MNL model or on +/- one standard deviation of the random coefficient 
estimate if an MXL model was used. In the case of the Kavalec model, +/- one standard 
deviation of the age distribution of respondents was used since the coefficient was interacted 
with the respondent’s age. The central tendency estimates are relatively consistent, ranging from 
$2,564 to $3,239 for the four models. In general, this seems to support the claim that SP survey 
data should provide more consistent estimates than RP data. The low and high ranges are less 
consistent, with the High estimates for MXL models ranging from $2,147 to $10,308. The same 
models’ Low estimates range from $2,058 for Kavalec’s age-interacted WTP to −$4,275 for 
McFadden and Train’s random coefficient model. In the case of Brownstone et al. (1996) we 
extracted the lowest, median and highest from the full set of estimates shown in Figure 6-1. 

Table 6-1. Willingness to Pay for $0.01/mile Decrease in Fuel Costs from Studies Using 
the Same CA Survey 

WTP for $0.01/mile 

Paper Model Variation Low Central High 

Brownstone & Bunch, 2000 MXL Std. Dev. 1,437.73 2,564.42 3,691.11 

Brownstone & Bunch, 2000 MNL Std. Err 2,098.43 3,239.98 4,381.53 

Brownstone & Bunch, 2000 MXL Std. Dev. -4,068.99 2,799.65 9,668.29 

Brownstone & Train, 1999 MXL Std. Dev. 1,012.73 2,749.85 4,486.98 

Brownstone et al., 1996 MNL Std. Err. 5,440.98 7,739.32 10,037.66 

Kavalec, 1999 MXL Age 2,057.94 2,706.64 2,147.42 

McFadden & Train, 2000 MXL Std. Dev. -4,274.85 3,016.68 10,308.20 

Estimates of WTP for a 1 second decrease in 0–60 mph acceleration time for the five 
studies are shown in Table 6-2. The range of central tendency estimates is relatively larger than 
that of the fuel cost estimates in Table 6-1: −$1,547 to $3,288. Only one of the nine Low-High 
ranges includes zero. The effect of the few positive price coefficients in Brownstone et al. (1996) 
can be seen in the set of positive estimates ranging from $690 to $3,288, implying that that 
market segment would prefer vehicles with slower acceleration. 
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Table 6-2. Willingness to Pay for a 1 Second Decrease in 0-to–60 Acceleration Time 

WTP for 1 Second Decrease in 0–60 mph 
Acceleration Time 

Paper Model Variation Low Central High 

Brownstone & Bunch, 2000 MXL Std. Err. $772.73 $1,048.70 $1,324.67 

Brownstone & Bunch, 2000 MNL Std. Err. -$519.61 $3,287.55 $7,094.71 

Brownstone & Bunch, 2000 MXL Std. Err. $776.74 $1,066.25 $1,355.76 

Brownstone et al., 1996 NMNL Std. Err. $267.44 $690.17 $1,112.90 

Brownstone et al., 1996 NMNL Std. Err. -$2,494.35 -$1,546.88 -$599.42 

Brownstone et al., 1996 NMNL Std. Err. $1,077.34 $1,513.61 $1,949.89 

Brownstone & Train, 1999 MXL Std. Dev. $265.02 $1,299.02 $2,333.02 

Kavalec, 1999 MXL Age $674.62 $1,140.64 $1,606.66 

McFadden & Train, 2000 MXL Std. Err. $1,009.62 $1,261.54 $1,514.43 

There is similar variation among the five studies with respect to alternative fuel vehicle 
attributes that are likely to be unfamiliar to respondents. Table 6-3 shows estimates of 
willingness to pay for alternative refueling station availability equal to that of gasoline. Central 
tendency estimates range from $94 to $314 per vehicle. The MXL central tendency estimates are 
quite similar, ranging from only $108 to $144. Two of the MXL models indicate a negative Low 
WTP estimate, suggesting that some consumers would prefer not to have greater availability of 
refueling stations. The High WTP estimates range from $143 to $346. The central tendency 
estimates seem low, especially for methanol and CNG vehicles which cannot operate without 
fueling stations offering their fuel. Since that would render the vehicles useless from a practical 
point of view, one might expect WTP for full availability versus no availability to be on the order 
of the full price of a vehicle. The explanation for this may lie in the fact that the studies enter fuel 
availability linearly, whereas Nicolas et al. (2004) have shown that the cost of limited fuel 
availability in terms of access time is exponential in relative availability. 
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Table 6-3. Willingness to Pay for Alternative Fuel Availability Equivalent to Gasoline 

WTP for Availability = Gasoline 

Paper Model Variation Low Central High 

Brownstone & Bunch, 2000 MXL Std. Err. $73.08 $108.43 $143.78 

Brownstone et al., 1996 NMNL Std. Err. $32.84 $179.12 $325.40 

Brownstone et al., 1996 NMNL Std. Err. $179.94 $313.53 $447.11 

Brownstone et al., 1996 NMNL Std. Err. $23.02 $93.53 $164.03 

Brownstone et al., 1996 NMNL Std. Err. $44.94 $182.56 $320.18 

Brownstone et al., 1996 NMNL Std. Err. $80.20 $231.33 $382.47 

Brownstone et al., 1996 NMNL Std. Err. $36.14 $197.11 $358.08 

Brownstone & Train, 1999 MXL Std. Dev. -$33.09 $140.62 $314.33 

Kavalec, 1999 MXL Std. Err. $106.17 $144.35 $182.54 

McFadden & Train, 2000 MXL Std. Err. -$111.58 $117.44 $346.43 

There is greater variation in the estimates of the value of reducing the emissions of a 
typical gasoline vehicle to zero (Table 6-4). The negative estimates (preference for higher 
emissions) are shown in italics and come from Brownstone et al.’s (2000) model estimates that 
used the RP survey wave of the 1993 California Survey. All the others are based on either the SP 
data or a combination of the two. Perhaps one explanation for the reversal of signs on WTP for 
reduced emissions for the SP results is the tendency of survey respondents to provide answers 
they believe are the desired answers or the answers that reflect well on them (a.k.a., social 
desirability bias). 

The California SP studies all used the same database and most used the same set of 
variables. Differences are due to small variations in the formulation of variables and estimation 
methods. As expected, estimates of central tendency based on the SP surveys were more 
consistent than seen above when RP surveys were used. WTP estimates for less familiar 
attributes varied more than the estimates for familiar attributes. Estimates of the variation of 
preferences across the population sometimes included counterintuitive preferences (e.g., 
preferring less fuel availability). A study that combined RP data with the California SP data 
reversed the sign on WTP for emission reductions, suggesting that “yea-saying” bias may be 
present in inferences about certain attributes, although there are other possible explanations. 
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Table 6-4. Willingness to Pay for Reducing the Emissions of a Typical Gasoline Vehicle to 
Zero 

WTP for Reduction to Zero Emissions 

Paper Model Variation Low Central High 

Brownstone et al., 1996 MXL Std. Err. $76,777 $168,536 $260,294 

Brownstone et al., 1996 NMNL Std. Err. $103,065 $144,803 $186,540 

Brownstone et al., 1996 NMNL Std. Err. $8,357 $76,601 $144,846 

Brownstone et al., 1996 NMNL Std. Err. -$72,273 $8,213 $88,699 

Brownstone et al., 2000 NMNL Std. Err. $47,823 $75,954 $104,085 

Brownstone et al., 2000 NMNL Std. Err. -$83,602 -$66,982 -$50,362 

Brownstone et al., 2000 NMNL Std. Err. $51,604 $81,736 $111,867 

Brownstone & Train, 1999 MXL Std. Dev. -$28,709 $145,004 $318,716 

Kavalec, 1999 MXL Std. Err. $102,201 $141,968 $181,735 

McFadden & Train, 2000 MXL Std. Err. $100,047 $132,461 $164,892 
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SECTION 7. 
CONCLUDING OBSERVATIONS 

A goal of this study was to identify consensus estimates of the values of various vehicle 
attributes through a comprehensive analysis of empirical estimates in the published literature. 
Unfortunately, we have found very little useful consensus. Frequently, standard deviations are of 
the same magnitude as, or greater than, mean values. In general, medians differ markedly from 
means and interquartile ranges are as large, or larger than, medians. Typically, estimates based 
on stated preference surveys do not agree with estimates based on revealed preference surveys or 
market sales data. For example, fuel cost is the most frequently included attribute in vehicle 
choice studies after purchase price. The mean estimate of central tendency estimates of WTP for 
a one cent per mile decrease in fuel costs, based on 27 stated preference estimates, is $3,914 with 
a standard deviation of $12,655. The mean of 15 estimates using revealed preference data is 
−$66,796 ($3,609 trimmed) with a standard deviation of $272,752 ($6,580 trimmed). The 
medians and interquartile ranges for stated and revealed preference studies are, respectively, 
$1,889 and $2,817 (SP), $583 ($692 trimmed) and $3,230 ($3,192 trimmed) (RP). This is the 
variability of the central tendency estimates from the 42 (41 trimmed) estimates and does not 
reflect standard errors of estimation nor preference heterogeneity in the population. Some 
consistency can be found in the fact that most estimates are positive (consumers would prefer 
lower fuel costs). This “consensus” however, encompasses such a wide range of values that it is 
of little use for informing policy decisions. Unfortunately, the results for other attributes are 
often just as divergent. 

In the authors’ judgment, the magnitude of uncertainty exhibited in the recent literature 
reflects the inherent difficulty of estimating how much consumers value vehicle attributes. Motor 
vehicles are complex, multi-attribute commodities. Consider just one of the more important 
attributes for consumers: safety. Dimensions of safety include frontal, side, offset and rear 
crashworthiness, occupant protection for the driver as well as front and rear passengers, rollover 
propensity, handling, braking distance and anti-lock braking, traction control and, more recently, 
an increasing array of intelligent warning and control systems. As a rule, it is not possible to 
include all the relevant safety dimensions in a statistical model. Furthermore, safety is just one of 
several important dimensions that include price, capacity to carry people and cargo, reliability, 
performance, fuel economy, cost of maintenance and insurance, comfort, style, etc. All of these 
major dimensions are themselves multi-dimensional. As a general rule, it will not be possible to 
include all these measures nor will it be possible to find metrics that accurately reflect 
consumers’ perceptions. Styling is important to consumers and yet few studies attempt to 
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explicitly include it.16 In statistical terms, there will inevitably be omitted variables and errors in 
variables. Finally, many of the attributes are correlated. Performance, comfort and size, for 
example, are correlated with each other and with purchase price. Omitted variables, errors in 
variables and correlated variables cause coefficient estimates to be biased. The nature of the 
biases will depend on which variables are included or excluded. Thus, the coefficient estimates 
obtained will depend on how a model is formulated. 

Finally, the model of rational economic decision making that underlies all the studies we 
analyzed may not be an adequate representation of consumers’ decision-making processes. 
Especially when faced with multi-dimensional, complex choices, consumers often employ 
simpler, heuristic choice methods (e.g., Kahneman, 2011). Consumers often focus on a small 
number of key attributes and satisfice less salient ones. Behavioral psychology has shown that 
the context of the consumers’ decision strongly affects choices. The models reviewed generally 
assume that context need not be considered. 

Given the large number of possible explanatory variables, and especially in models that 
include interactions between consumer and vehicle attributes, overfitting is likely. Some 
statistically significant variables may be fitting quirks or idiosyncrasies in the sample data rather 
than meaningful relationships. An overfitted model will statistically “explain” or fit well the data 
on which it is estimated, but will not necessarily predict well beyond the sample. Haaf et al. 
(2014) meticulously tested a variety of common vehicle choice model types on market sales data. 
The experiment found none that could predict sales shares for the following year better than a 
naïve model that assumed that shares would remain unchanged, However, in that study, the 
attribute-based models could predict better than the naïve assumption that sales shares would 
remain the same as the older year when predicting farther into the future or for new vehicle 
designs. 

The WTP estimates described in this report strongly suggest that the results obtained 
depend importantly on decisions made by the analyst. WTP estimates for the same attribute vary 
widely across and even within studies. WTP values vary with the type of data: stated preference 
survey, revealed preference survey and market sales. Results are also sensitive to estimation 
methods. Instrumental variables estimates are frequently strikingly different from OLS estimates. 
Multinomial logit and nested logit forms with demographic variables interacted with vehicle 
attributes to create heterogeneity often differ markedly from mixed logit models that represent 
heterogeneity with random coefficients. 

16 In a rare exception, one study included length*width/height, literally the flatness of a vehicle, as a measure of 
style. 
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This creates a dilemma for the analyst. On the one hand, theory can help distinguish 
among functional forms and provide definitive expectations for signs and even magnitudes of 
coefficients and WTP estimates. On the other hand, the premises embedded in theories can make 
analysts susceptible to confirmation bias, “…the seeking or interpreting of evidence in ways that 
are partial to existing beliefs, expectations, or a hypothesis in hand,” usually by “…unwitting 
selectivity in the acquisition and use of evidence” (Nickerson, 1993). The large variations in 
WTP values suggest the possibility that analysts may focus on a few variables of special interest, 
preferring formulations that provide values for these variables that are consistent with prior 
expectations. Other variables in the model may be overlooked or unexpected values for these 
variables may be explained by acknowledging that they are aliasing other attributes that are not 
of interest. Alternative specifications that lead to conflicting inferences may not be presented. In 
the previous section we discussed several studies that do provide numerous alternative results. 
These studies provide valuable insights that help understand why estimates from different studies 
can vary so markedly. 

This paper has examined the willingness to pay for vehicle attributes that can be derived 
from these studies. Although measures of central tendency generally agree on signs, the 
variability in estimates across studies is almost always very large relative to the mean or median 
of the WTP estimates for any given attribute. Further analysis of these existing studies is needed 
to understand why such large differences in WTP estimates arise. 

At this point we can only hypothesize about what might be causing the frequently 
extreme dispersion of estimates. Our estimates come from 20 years of published literature using 
data that cover an even greater period of time. While all are from the U.S., some pertain only to 
California and a few others to a limited number of states or metropolitan areas. Some of the data 
sources are stated preference surveys, others are revealed preference surveys or market sales, and 
researchers occasionally use combinations of these. Researchers estimate different types of 
models and use different estimation methods. Functional forms and the ways the same attribute 
is measured differ. A statistical meta-analysis of the WTP database we have created may lead to 
useful insights into the wide variability of existing estimates. 

The lack of consensus we have found in the literature points to major challenges for 
researchers attempting to model consumer preferences for vehicles and their attributes. Modeling 
results seem to be sensitive to a number of factors, including sources of underlying data, 
modeling techniques, included and omitted variables, and functional form. As discussed above, 
results vary widely not only across studies, but even within individual papers. This field of 
research will inspire more confidence in its policy relevance if it can identify greater 
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convergence of values, or at least greater understanding of the factors that contribute to the wide 
variation in values. 

Recognizing the difficulty of the problem researchers in this area face, we offer a few 
recommendations that might eventually lead to greater consensus. First, model and parameter 
validation should become a key focus of future research. More studies should analyze the ability 
of vehicle choice models to predict outside of the data on which they were estimated. The 
robustness of coefficient estimates to alternative formulations of variables, model functional 
forms and estimation methods should be an important criterion for evaluation. 

We recommend that authors routinely provide WTP estimates implied by their models. 
Authors have access to key information (e.g., variance-covariance matrices of coefficient 
estimates or joint probability distributions of coefficients in random parameter models) that are 
generally not available in published articles. In general, this enables authors to more accurately 
estimate marginal WTP than we have been able to do. In this report we focused exclusively on 
marginal WTP estimates. Estimates of WTP over intervals can also be calculated (e.g., 
Dimitropoulos et al., 2013) by means of logsums (e.g., Zhao et al., 2012). Routine reporting of 
WTP estimates would facilitate comparisons across studies, as well as alerting researchers and 
readers to possible model deficiencies. 

It would also be helpful to pay special attention to aliasing effects, for example, by 
identifying variables believed to be proxies for omitted variables and those believed not to be, 
and providing supporting evidence. Researchers could pay greater attention to how attributes are 
represented in their models and provide explicit interpretations of interactions between vehicle 
and consumer attributes and the values they imply. In studies based on stated preference data, 
researchers could attempt to establish how well consumers understand the attributes they are 
asked to consider, and greater attention could be given to identifying potentially biased responses 
and their implications. Finally, it may be useful to explore alternatives to the economically 
rational, continuous trade-off model of consumer choice for understanding how consumers value 
vehicle attributes. 
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APPENDIX B: 
WILLINGNESS TO PAY RESULTS BY ATTRIBUTE GROUPING 

Comfort 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP air conditioning 0.58 0.63 0.58 1.22 0/1 -1031.32 976.18 2983.68 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP air conditioning 1.52 0.89 1.52 1.82 0/1 -239.51 1397.70 3034.92 random coef. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic AT 0.03 0.01 0/1 199.06 345.03 491.01 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic comfort rating 1024.10 149.07 scale [1,5] 1171.35 1370.90 1570.45 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic AT 0.06 0.01 0/1 1707.61 2158.67 2609.74 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic AT 0.04 0.02 0/1 943.49 1522.10 2100.71 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL air conditioning 5.78 0.26 0/1 2858.51 3961.64 5370.75 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL air conditioning 3.47 0.53 0/1 5921.01 11004.47 18930.18 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL air conditioning 8.96 0.43 0/1 4714.37 6479.66 10603.26 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL AT 0.88 0.28 0/1 332.29 658.41 1303.16 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL AT 3.52 0.23 0/1 1704.37 2401.11 3329.70 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL AT 1.69 0.30 0/1 2816.23 5321.43 9416.98 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL powersteering 5.53 0.36 0/1 2854.54 3990.39 6651.30 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL powersteering 0.62 0.20 0/1 215.69 396.04 724.45 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL powersteering -1.59 0.62 0/1 -10416.58 -4520.05 -1960.07 standard error 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL air conditioning 0.09 0/1 723.78 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL AT -0.10 0/1 -2987.03 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL AT -0.07 0/1 -2311.02 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.03 0.01 $/inch 0.15 0.18 0.21 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.03 0.01 $/inch 0.44 0.53 0.63 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.03 0.01 $/inch 4.34 5.27 6.19 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.05 0.00 $/inch 0.32 0.34 0.36 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.05 0.00 $/inch 0.70 0.73 0.77 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.05 0.00 $/inch 1.11 1.17 1.23 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.05 0.00 $/inch 0.29 0.31 0.32 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.05 0.00 $/inch 0.52 0.55 0.57 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.05 0.00 $/inch 1.70 1.80 1.90 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.07 0.01 $/inch 0.36 0.41 0.45 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.07 0.01 $/inch 0.57 0.64 0.70 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL shoulder room income 0.07 0.01 $/inch 0.99 1.10 1.22 standard error 
Petrin 2002 J. Political Economy market data 1983 BLP air conditioning 3.88 0.01 0/1 7765.51 7785.18 7804.84 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP air conditioning 3.88 0.01 0/1 8177.08 8197.79 8218.49 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP air conditioning -1.97 0.95 0/1 -5574.90 -3785.78 -1996.67 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP air conditioning -1.97 0.95 0/1 -15239.89 -10349.05 -5458.20 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP air conditioning -1.97 0.95 0/1 -22648.48 -15380.04 -8111.60 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP air conditioning 3.88 0.01 0/1 19768.42 19818.47 19868.53 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP AWD -5.24 1.61 0/1 28591.26 40909.35 53227.43 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP AWD -12.32 4.42 0/1 40803.59 62928.77 85053.95 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP AWD -12.32 4.42 0/1 16878.14 26030.08 35182.02 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP AWD -12.32 4.42 0/1 16028.64 24719.95 33411.26 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP AWD -5.24 1.61 0/1 13101.89 10069.80 7037.72 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP AWD -5.24 1.61 0/1 19238.72 27527.41 35816.11 random coef. 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL AT 0.65 0.28 0/1 5355.25 9260.61 13165.96 standard error 
Walls 1996 RE Stat market data 1990 Hedonic air conditioning 0.72 23.40 0/1 4019.92 14464.17 24908.41 standard error 
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Fuel Availability 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL refuel time reduction 0.00 0.00 $/hr -207.15 920.66 2048.48 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL refuel time reduction 0.00 0.00 $/hr -95.28 1071.92 2239.12 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL station availability 1% fuel type 0.57 0.48 $/% 32.84 179.12 325.40 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL station availability 1% fuel type 0.58 0.45 $/% 44.94 182.56 320.18 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL station availability 1% fuel type 0.74 0.49 $/% 80.20 231.33 382.47 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL station availability 1% fuel type 0.63 0.53 $/% 36.14 197.11 358.08 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL station availability 1% fuel type 1.00 0.44 $/% 179.94 313.53 447.11 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL station availability 1% fuel type 0.30 0.23 $/% 23.02 93.53 164.03 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL station availability 1% 0.91 0.30 $/% 73.08 108.43 143.78 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL station availability 1% 0.53 0.17 $/% 69.75 102.97 136.18 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL station availability 1% 0.67 0.83 $/% -33.09 140.62 314.33 random coef. 
Greene 2001 Grey Lit. Review 1990 NMNL home refuel -168.40 $/(min or hr?) 37.26 
Greene 2001 Grey Lit. Review 1990 Other home refuel 0.08 0/1 171.88 
Greene 2001 Grey Lit. Review 1990 Other station availability 1% $/% 2242.30 
Greene 2001 Grey Lit. Review 1990 Other station availability 1% $/% 365.71 
Greene 2001 Grey Lit. Review 1990 Other station availability 1% $/% 48.76 
Greene Duleep 2004 Grey Lit. Review 2002 Other station availability 1% midsize $/% 578.75 
Greene Duleep 2004 Grey Lit. Review 2002 Other station availability 1% smallSUV $/% 789.60 
Greene Duleep 2004 Grey Lit. Review 2002 Other station refuel time 300h smallSUV $/hr 698.70 
Greene Duleep 2004 Grey Lit. Review 2002 Other station refuel time 300h midsize $/hr 419.47 
Helveston Liu 2015 TR-A SP survey 2013 MXL charge time reduction EV 0.03 26.24 $/hr -26126.71 30.52 26187.75 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL charge time reduction EV 3.34 1.48 $/hr 1927.35 3400.85 4874.36 standard error 
Helveston Liu 2015 TR-A SP survey 2013 MXL charge time reduction PHEV 3.33 8.88 $/hr -5466.35 3388.65 12243.64 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL charge time reduction PHEV 3.94 1.33 $/hr 2686.30 4012.25 5338.21 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL Plug-in at work/other 0.12 0.12 0/1 -107.52 3476.54 7060.61 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL station availability 1% 0.31 0.13 $/% 5230.18 9133.30 13036.41 varied income 
Hidrue Parsons 2011 REE SP survey 2009 Other charge time reduction 2.20 0.52 $/hr 5495.55 7168.10 8840.66 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other charge time reduction 0.80 0.05 $/hr 11161.32 11947.10 12732.89 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other charge time reduction 0.55 0.05 $/hr 1059.52 1173.38 1287.23 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other charge time reduction 2.00 0.50 $/hr 702.85 930.92 1159.00 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other charge time reduction 0.07 0.05 $/hr 85.77 348.46 611.14 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other charge time reduction 1.60 0.55 $/hr 1150.49 1737.72 2324.95 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL home refuel 0.67 0.26 0/1 6133.75 9991.46 13849.17 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL refuel time reduction 0.00 0.00 $/hr -419.85 268.43 956.70 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL refuel time reduction -0.01 0.00 $/hr 2486.68 5189.59 7892.51 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL station availability 1% 0.97 0.26 $/% 106.17 144.35 182.54 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL station availability 1% 0.70 1.40 $/% -111.58 117.44 346.43 random coef. 
Nixon Saphores 2011 Grey market data 2010 MNL charge time reduction -0.42 $/hr 2063.63 8692.80 36617.50 random coef. 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction GV-oriented 0.07 0.19 $/hr -859.09 -227.41 404.28 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction $/hr 199.27 765.58 1331.89 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction EV-oriented -0.23 0.07 $/hr 1075.59 1587.78 2099.96 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction GV-oriented -0.43 0.20 $/hr 209.06 399.12 589.18 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction $/hr 530.40 698.70 866.99 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction EV-oriented -0.48 0.08 $/hr 796.47 946.75 1097.03 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction EV-oriented -0.69 0.08 $/hr 704.69 793.89 883.09 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction $/hr 670.43 782.55 894.66 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other charge time reduction GV-oriented -1.42 0.26 $/hr 629.06 768.85 908.64 standard error 
Segal 1995 Energy Journal SP survey 1994 MNL charge time reduction -0.18 $/hr 1344.86 
Segal 1995 Energy Journal SP survey 1994 MNL home or station refuel 0.12 0/1 859.22 
Segal 1995 Energy Journal SP survey 1994 MNL home refuel -0.54 0/1 -4019.63 
Segal 1995 Energy Journal SP survey 1994 MNL refuel 12-6am -0.06 0/1 -478.17 
Segal 1995 Energy Journal SP survey 1994 MNL refuel any but 2-9pm -0.71 0/1 -5282.31 
Tanaka Ida 2014 TR-A SP survey 2012 MXL station availability 1% 0.01 0.00 $/% 49.41 51.10 52.78 standard error 
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Fuel Costs 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Axsen Mountain 2009 REE RP survey 2006 MNL fuel cost per mile reduction 0.00 0.00 $/cpm 555.52 583.27 611.02 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL fuel cost per mile reduction 0.00 0.00 $/cpm 1278.14 1549.26 1820.38 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL fuel cost per mile reduction 0.00 0.00 $/cpm 675.16 718.64 762.11 standard error 
Axsen Mountain 2009 REE SP survey 2006 MNL fuel cost per mile reduction -0.03 0.00 $/cpm 577.92 606.79 635.65 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL fuel cost per mile reduction 0.00 $/cpm 602.49 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL fuel cost per mile reduction -0.04 0.00 $/cpm 2151.33 2258.79 2366.25 standard error 
Allcott Wozny 2014 RE Stat market data 2005 Other fuel cost per mile reduction 0.76 0.05 $/cpm -1224.65 -1094.77 -964.90 standard error 
Allcott Wozny 2014 RE Stat market data 2005 Other fuel cost per mile reduction 0.55 0.03 $/cpm -882.62 -792.27 -701.92 standard error 
Allcott Wozny 2014 RE Stat market data 2005 Other fuel cost per mile reduction 0.51 0.03 $/cpm -816.53 -734.65 -652.77 standard error 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP fuel cost per mile reduction -2.93 1.24 -2.93 2.11 $/cpm 76.03 256.09 436.15 random coef. 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP fuel cost per mile reduction -8.62 1.18 5.77 1.24 $/cpm 309.40 899.19 1488.97 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP fuel cost per mile reduction -0.49 0.16 -0.49 0.67 $/cpm -11665.16 -4985.11 1694.94 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP fuel cost per mile reduction -0.12 0.32 -0.12 1.05 $/cpm -6382.44 -676.51 5029.43 random coef. 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction 30K< Inc < 75K nochild -0.08 0.02 $/cpm 2293.20 3221.85 4150.50 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction 30K< Inc luxury child -0.08 0.05 $/cpm -10032.96 -6068.32 -2103.69 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction <30K child -0.01 0.05 $/cpm -909.79 233.28 1376.35 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction 30K< Inc luxury no child -0.08 0.04 $/cpm -9940.07 -6557.68 -3175.30 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction <30K no child -0.08 0.02 $/cpm 1327.59 1888.38 2449.17 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction >75K no child -0.13 0.05 $/cpm -10456.93 -7425.04 -4393.15 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction <30K no child -0.03 0.04 $/cpm -424.92 1888.55 4202.03 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction >30K no lux child -0.08 0.02 $/cpm 5440.98 7739.32 10037.66 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction >30K no lux no child -0.08 0.02 $/cpm 2413.86 3352.58 4291.31 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL fuel cost per mile reduction <30K child -0.01 0.04 $/cpm -1578.77 404.81 2388.39 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL fuel cost per mile reduction -0.13 0.03 0.26 0.06 $/cpm 1437.73 2564.42 3691.11 random coef. 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL fuel cost per mile reduction -0.24 0.05 0.58 0.15 $/cpm -4068.99 2799.65 9668.29 random coef. 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL fuel cost per mile reduction -0.19 0.07 $/cpm 2098.43 3239.98 4381.53 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL fuel cost per mile reduction -1.32 0.83 $/cpm 1012.73 2749.85 4486.98 random coef. 
Busse Knittel 2013 AER market data 2008 Other fuel cost per mile reduction -1170.00 $/cpm 266.61 
Busse Knittel 2013 AER market data 2008 Other fuel cost per mile reduction -1973.00 $/cpm 1027.08 
Busse Knittel 2013 AER market data 2008 Other fuel cost per mile reduction -5801.00 $/cpm 969.34 
Busse Knittel 2013 AER market data 2008 Other fuel cost per mile reduction -4571.00 $/cpm 1381.45 
Dasgupta Siddarth 2007 J. Marketing Research market data 2000 MXL fuel cost per mile reduction -32721.40 9243.33 14301.50 4783.11 $/cpm 154.59 274.61 394.63 random coef. 
Daziano 2013 REE SP survey 1999 MXL fuel cost per mile reduction -0.05 $/cpm 155.44 5307.06 10236.63 random coef. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic fuel cost per mile reduction 0.69 0.03 $/cpm -1096766.00 -1052469.50 -1008173.06 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic fuel cost per mile reduction -257560.00 32074.72 $/cpm 1207.38 1379.12 1550.87 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic fuel cost per mile reduction SUV -0.87 0.26 $/cpm -945.64 800.32 2546.28 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic fuel cost per mile reduction van 1.10 0.25 $/cpm 2997.47 3848.93 4700.38 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic fuel cost per mile reduction pickup -1.20 0.26 $/cpm -2079.69 -325.22 1429.25 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic fuel cost per mile reduction 0.17 0.06 $/cpm 291.11 439.30 587.50 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic fuel cost per mile reduction $/cpm 747.12 1036.11 1325.09 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic fuel cost per mile reduction van -468153.00 103508.60 $/cpm 1921.84 2467.38 3012.92 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic fuel cost per mile reduction pickup -549569.00 95167.13 $/cpm 2394.91 2896.48 3398.06 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic fuel cost per mile reduction cars+SUVs -87349.10 40142.99 $/cpm 248.80 460.37 671.94 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL fuel cost per mile reduction -0.88 0.03 1.03 0.03 $/cpm -0.07 0.43 0.94 random coef. 
Gallagher Muehlegger 2011 JEEM market data 2011 Other fuel cost per mile reduction 0.00 0.00 $/cpm -284.36 -469.79 -655.21 standard error 
Gallagher Muehlegger 2011 JEEM market data 2011 Other fuel cost per mile reduction 0.00 0.00 $/cpm -1833.40 -3224.11 -4614.83 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL fuel cost per mile reduction -1.38 0.74 $/cpm 23.86 10.04 4.27 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL fuel cost per mile reduction 0.23 0.93 $/cpm 32.36 -7.80 -54.30 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL fuel cost per mile reduction -7.14 0.74 $/cpm 70.12 48.37 35.01 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction -0.075 0.17 $/cpm -757.59 -231.91 293.76 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction small -4.70 0.66 $/cpm 1399.31 1627.91 1856.52 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction CUV -9.07 2.95 $/cpm 2119.75 3141.53 4163.30 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction van -3.65 0.70 $/cpm 1021.78 1264.23 1506.69 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction large -4.68 0.65 $/cpm 1395.85 1620.99 1846.12 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction SUV -8.10 1.13 $/cpm 2414.16 2805.55 3196.95 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction specialty -4.02 0.44 $/cpm 1239.99 1392.39 1544.79 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction midsize -5.55 0.55 $/cpm 1731.82 1922.32 2112.83 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction truck -4.17 0.70 $/cpm 1201.89 1444.34 1686.80 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction Luxury -2.13 0.43 $/cpm 588.82 737.76 886.69 standard error 
Gramlich 2008 Grey market data 2007 NMNL fuel cost per mile reduction $/cpm 1860.93 1568.22 1275.50 standard error 
Greene 2001 Grey Lit. Review 1990 Other fuel cost per mile reduction -0.70 $/cpm 1552.84 
Greene Duleep 2004 Grey Lit. Review 2002 Other fuel cost per mile reduction smallSUV $/cpm 635.30 
Greene Duleep 2004 Grey Lit. Review 2002 Other fuel cost per mile reduction midsize $/cpm 560.22 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction 50.67 $/cpm -6356.81 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction 87.68 $/cpm -7457.56 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction -14.97 $/cpm 1788.63 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction -19.41 $/cpm 2563.25 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction -41.22 $/cpm 4701.15 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MXL fuel cost per mile reduction 90.83 0.01 90.83 0.01 $/cpm -7471.38 -7472.19 -7473.00 random coef. 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction 0.03 $/cpm -2.04 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL fuel cost per mile reduction 0.02 $/cpm 1188.93 
Helveston Liu 2015 TR-A SP survey 2013 MXL fuel cost per mile reduction -1.63 0.08 $/cpm 1578.37 1654.14 1729.91 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL fuel cost per mile reduction -1.60 0.11 $/cpm 1519.98 1625.65 1731.33 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL fuel cost per mile reduction 0.02 0.00 $/cpm 1054.11 1219.60 1385.08 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL fuel cost per mile reduction -0.13 0.05 $/cpm 5353.82 3918.48 2483.14 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL fuel cost per mile reduction -0.05 0.02 $/cpm 1861.38 1417.13 972.89 varied income 
Hess Train 2006 TR-B SP survey 1999 MXL fuel cost per mile reduction 0.04 0.04 $/cpm 2838.44 5045.82 8969.81 random coef. 
Hidrue Parsons 2011 REE SP survey 2009 Other fuel cost per mile reduction -0.17 0.23 $/cpm 273.03 115.63 -41.76 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other fuel cost per mile reduction -0.35 0.04 $/cpm 1207.40 1097.64 987.88 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL fuel cost per mile reduction age $/cpm 2057.94 2706.64 2147.42 varied interaction 
Kavalec 1999 Energy Journal SP survey 1993 MXL home refueling cost reduction -0.02 0.01 $/cpm 25.56 238.60 451.64 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -0.98 6.68 $/cpm -1435.55 17.98 1471.51 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -12.96 4.32 $/cpm -226.51 76.71 379.94 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -3.29 13.70 $/cpm -1176.11 24.31 1224.73 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 Other fuel cost per mile reduction -14.11 2.59 $/cpm -114.96 97.71 310.37 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -3.95 6.26 $/cpm -781.61 43.93 869.47 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -11.05 8.40 $/cpm -761.73 95.05 951.83 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -12.52 2.63 $/cpm -116.11 77.88 271.87 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -11.05 20.64 $/cpm -2010.18 95.05 2200.27 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction 0.43 7.36 $/cpm -910.97 -4.47 902.04 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -12.44 2.44 $/cpm -110.06 83.01 276.07 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL fuel cost per mile reduction -13.24 9.94 $/cpm -643.55 81.44 806.43 standard error 
Lave Train 1979 TR-A market data 1976 MNL fuel cost per mile reduction -0.35 -0.22 $/cpm 2498.16 3729.28 5676.85 varied income 
Liu 2014 Energy Economics RP survey 2009 MXL fuel cost per mile reduction -0.08 0.01 $/cpm 15912.01 18254.69 20597.38 random coef. 
Liu Tremblay 2014 TR-A RP survey 2009 MNL fuel cost per mile reduction income 0.00 0.01 $/MPG -0.06 0.03 0.11 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL fuel cost per mile reduction income 0.00 0.01 $/MPG -0.18 0.08 0.33 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL fuel cost per mile reduction income 0.00 0.01 $/MPG -1.74 0.77 3.28 standard error 
McCarthy 1996 RE Stat RP survey 1989 MNL fuel cost per mile reduction -0.52 -0.45 $/cpm 2925.20 19415.06 35904.92 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL fuel cost per mile reduction -0.52 0.12 $/cpm 111.31 144.57 177.82 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL fuel cost per mile reduction -0.18 0.45 $/cpm -4274.85 3016.68 10308.20 random coef. 
McManus 2007 Business Economics market data 2002 Hedonic fuel cost per mile reduction -768.00 4.82 $/cpm 1005.58 1011.93 1018.28 standard error 
Nixon Saphores 2011 Grey SP survey 2010 MXL fuel cost per mile reduction 0.18 $/cpm -67.17 -423.28 -2667.27 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP fuel cost per mile reduction -15.79 2.58 $/cpm -27169.79 -23419.68 -19669.56 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP fuel cost per mile reduction -15.79 2.58 $/cpm -28609.77 -24660.90 -20712.03 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP fuel cost per mile reduction -15.79 2.58 $/cpm -69165.26 -59618.71 -50072.17 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP fuel cost per mile reduction -0.54 0.04 $/cpm -3342.58 -3116.36 -2890.13 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP fuel cost per mile reduction -0.54 0.04 $/cpm -822.77 -767.09 -711.40 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP fuel cost per mile reduction -0.54 0.04 $/cpm -2249.18 -2096.96 -1944.73 random coef. 
Sallee West 2015 NBER market data 2008 Other fuel cost per mile reduction 0.69 0.01 $/cpm -403.81 -398.16 -392.50 standard error 
Sallee West 2015 NBER market data 2008 Other fuel cost per mile reduction 0.98 0.04 $/cpm -588.12 -565.50 -542.88 standard error 
Segal 1995 Energy Journal SP survey 1994 MNL fuel cost per mile reduction -0.94 $/cpm 1475.91 
Shiau Michalek 2009 TR-A market data 2007 MXL fuel cost per mile reduction -0.18 0.15 $/cpm 488.07 2270.95 4053.84 random coef. 
Skerlos Raichur 2013 Grey market data 2008 Other fuel cost per mile reduction -17.31 7.83 1.17 1.32 $/cpm 959.25 1028.79 1098.33 random coef. 
Tanaka Ida 2014 TR-A SP survey 2012 MXL charger cost $100 reduction -0.06 0.00 0/1 212.09 218.80 225.51 standard error 
Tanaka Ida 2014 TR-A SP survey 2012 MXL fuel cost % reduction 0.01 0.00 $/% 47.76 51.10 54.43 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MXL fuel cost per mile reduction -0.08 0.01 $/cpm 2374.51 2770.26 3166.01 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL home refueling cost reduction EV -0.13 0.02 $/cpm 3761.08 4554.55 5348.03 standard error 
Train Weeks 2005 Book SP survey 2000 MXL fuel cost per mile reduction -0.49 0.05 $/cpm 57635.18 64498.98 71362.77 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL fuel cost per mile reduction -0.04 0.05 $/cpm -5505.50 9101.08 23707.66 random coef. 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL fuel cost per mile reduction -32.00 -102.00 $/cpm -3859.27 1817.20 7493.67 random coef. 
Whitefoot Fowlie 2011 Grey market data 2006 BLP fuel cost per mile reduction -0.37 0.17 $/cpm 545.26 376.69 208.12 standard error 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL fuel cost per mile reduction -92.98 -92.98 28.08 $/cpm 2003.74 2846.30 3688.86 random coef. 
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Fuel Type 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Axsen Mountain 2009 REE RP & SP 2006 MNL Hybrid -2.79 0.23 0/1 -66335.73 -55816.47 -45297.21 standard error 
Axsen Mountain 2009 REE SP survey 2006 MNL Hybrid 0.22 0.06 0/1 3696.39 4155.70 4615.01 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL Hybrid -2.83 0.23 0/1 -51783.79 -43437.06 -35090.33 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL Hybrid -6.43 1.15 0/1 -211963.47 -180394.44 -148825.41 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL Hybrid -2.37 -0.23 0/1 -147825.23 -125808.72 -103792.19 standard error 
Axsen Mountain 2009 REE SP survey 2006 MNL Hybrid -2.57 0.28 0/1 -16598.21 -14126.14 -11654.06 standard error 
Axsen Mountain 2009 REE SP survey 2006 MNL Hybrid 0.30 0.05 0/1 1959.12 2374.69 2790.26 standard error 
Axsen Mountain 2009 REE SP survey 2006 MNL Hybrid 0.17 0.06 0/1 3314.61 3770.62 4226.62 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL flex fuel 0.11 0.14 0/1 -798.18 3547.46 7893.10 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL flex fuel 0.28 0.21 0/1 2136.93 8681.29 15225.64 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL EV sport 0.51 0.19 0/1 -31927.98 -20378.31 -8828.64 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL EV college -0.19 0.10 0/1 -16227.85 -5442.05 5343.76 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL EV sport -0.41 0.38 0/1 -33619.55 -21246.51 -8873.47 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL EV truck -0.30 0.14 0/1 -29431.94 -19953.45 -10474.97 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL EV truck -0.26 0.23 0/1 -27910.74 -19008.01 -10105.28 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL EV college 0.92 0.35 0/1 -17497.83 -5516.26 6465.30 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL methanol 0.64 0.17 0.84 0.44 0/1 3973.87 12587.18 21200.49 random coef. 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL methanol 1.18 0.32 1.33 0.92 0/1 -1850.62 13962.67 29775.96 random coef. 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL natural gas 0.24 0.15 2.07 0.49 0/1 -5018.84 4619.87 14258.57 random coef. 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL natural gas 0.42 0.26 3.66 0.98 0/1 -38447.77 5006.16 48460.08 random coef. 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL EV short commute 0.36 0.16 0/1 -23513.54 -11391.65 730.23 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL EV college 0.77 0.22 0/1 -16086.01 -2816.62 10452.78 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL methanol 0.48 0.15 0/1 8488.87 12796.83 17104.79 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL methanol college 0.34 0.13 0/1 4318.81 6989.38 9659.95 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL natural gas 0.62 0.15 0.97 0.41 0/1 -7302.34 12956.44 33215.22 random coef. 
Daziano 2013 REE SP survey 1999 MXL EV -0.21 0/1 -16694.51 -2419.02 10766.28 random coef. 
Daziano 2013 REE SP survey 1999 MXL Hybrid 1.05 0/1 -92.68 12143.78 24076.70 random coef. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic diesel 0.00 0.04 0/1 -517.55 -53.08 411.39 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL Hybrid -3.27 0.34 1.22 0.39 0/1 -55137.40 -40155.75 -25174.09 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MXL Hybrid -0.42 0.19 0/1 -612.66 -425.23 -237.81 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL Hybrid -1.18 1.16 0/1 -2353.92 -1196.35 -38.78 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL diesel 0.21 0.13 0/1 2364.35 6304.92 10245.50 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL EV -2.64 0.71 0/1 -98745.38 -77780.33 -56815.28 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL flex fuel 0.31 0.10 0/1 6447.77 9251.15 12054.52 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL Hybrid 0.17 0.10 0/1 2239.13 5038.04 7836.96 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL natural gas -1.90 0.90 0/1 -82634.58 -55978.27 -29321.95 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL PHEV 0.45 0.08 0/1 10722.59 13110.70 15498.80 varied income 
Hess Train 2006 TR-B SP survey 1999 MXL EV -1.98 0.21 1.28 0.13 0/1 -59106.41 -35920.68 -12734.95 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL Hybrid 0.79 0.10 1.14 0.10 0/1 -6345.04 14351.07 35047.18 random coef. 
Hidrue Parsons 2011 REE SP survey 2009 Other EV 0.54 0.13 0/1 -476.33 2538.76 5553.85 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other EV -7.46 -1.52 0/1 -19445.11 -24306.39 -29167.66 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL EV -1.05 0.53 4.02 4.40 0/1 -75577.19 -15628.43 44320.32 random coef. 
Kavalec 1999 Energy Journal SP survey 1993 MXL flex fuel 0.20 0.31 0/1 -1660.89 2952.70 7566.29 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL methanol 0.63 0.36 1.61 3.01 0/1 -14718.76 9335.30 33389.37 random coef. 
Kavalec 1999 Energy Journal SP survey 1993 MXL natural gas 0.22 0.25 2.10 2.88 0/1 -28080.47 3295.69 34671.85 random coef. 
Liu 2014 Energy Economics RP survey 2009 MXL Hybrid income (<25k) 0/1 1020.50 1063.47 1106.45 random coef. 
Liu 2014 Energy Economics RP survey 2009 MXL Hybrid income (>100k) 0/1 1672.82 1897.60 2122.38 random coef. 
Liu 2014 Energy Economics RP survey 2009 MXL Hybrid income (25-50k) 0/1 1452.36 1615.38 1778.39 random coef. 
Liu 2014 Energy Economics RP survey 2009 MXL Hybrid income (76-99k) 0/1 1634.11 1847.08 2060.05 random coef. 
Liu 2014 Energy Economics RP survey 2009 MXL Hybrid income (50-76k) 0/1 1651.61 1869.84 2088.07 random coef. 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL EV -1.57 0.58 0/1 -35812.02 -26284.78 -16757.54 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL EV short commute 0.48 0.22 0/1 4336.81 8007.56 11678.31 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL EV education 1.05 0.31 0/1 12500.48 17598.92 22697.37 standard error 
Musti Kockelman 2011 TR-A SP survey 2009 MNL Hybrid multiple 1.01 0.22 0/1 11969.59 14703.78 17437.96 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL Hybrid multiple 1.01 0.22 0/1 8721.43 11455.61 14189.80 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL PHEV multiple 2.59 0.54 0/1 17072.58 17988.12 18903.65 varied interaction 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Musti Kockelman 2011 TR-A SP survey 2009 MNL PHEV multiple 2.59 0.54 0/1 13824.42 14739.95 15655.49 varied interaction 
Nixon Saphores 2011 Grey SP survey 2010 MXL CGV early adopter 0.23 0/1 17095.11 4685.74 1284.35 varied income 
Nixon Saphores 2011 Grey SP survey 2010 MXL EV early adopter 0.49 0/1 36783.33 10082.25 2763.53 varied income 
Nixon Saphores 2011 Grey SP survey 2010 MXL fuel cell early adopter 0.24 0/1 18271.75 5008.26 1372.76 varied income 
Nixon Saphores 2011 Grey SP survey 2010 MXL Hybrid early adopter 0.16 0/1 11736.49 3216.95 881.76 varied income 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other EV 0/1 6407.65 10351.81 14295.96 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other EV EV-oriented 2.50 0.14 0/1 28743.96 30650.97 32557.98 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other EV GV-oriented -2.07 0.99 0/1 -20568.57 -14164.10 -7759.62 standard error 
Segal 1995 Energy Journal SP survey 1994 MNL CGV 0.81 0/1 6059.34 
Segal 1995 Energy Journal SP survey 1994 MNL EV 0.39 0/1 2883.98 
Shiau Michalek 2009 TR-A market data 2007 MXL Hybrid 0.99 0.01 0/1 12347.45 12421.23 12495.00 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL Hybrid -1.27 0.61 0.23 0.16 0/1 -8914.99 -7548.02 -6181.06 random coef. 
Tanaka Ida 2014 TR-A SP survey 2012 MXL CGV 6.58 3.85 0/1 9642.31 22635.05 35627.80 random coef. 
Tanaka Ida 2014 TR-A SP survey 2012 MXL EV 5.77 1.58 0/1 14526.99 19854.82 25182.65 random coef. 
Tanaka Ida 2014 TR-A SP survey 2012 MXL PHEV 6.92 0.10 0/1 23466.09 23809.76 24153.43 random coef. 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL EV 0.34 0.15 0/1 6515.46 11812.59 17109.71 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL flex fuel 0.32 0.25 0/1 2400.85 10975.31 19549.77 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL flex fuel -0.13 0.27 0/1 -13597.23 -4409.91 4777.41 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL natural gas -0.41 0.13 0/1 -18849.53 -14296.50 -9743.48 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL natural gas 0.15 0.10 0/1 1640.77 5059.04 8477.31 standard error 
Train Weeks 2005 Book SP survey 2000 MXL EV -2.54 1.41 0/1 -53887.19 -34894.48 -15901.77 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL EV -1.95 1.28 0/1 -96054.99 -43983.86 8087.27 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL Hybrid 0.83 1.19 0/1 -18990.48 18860.06 56710.59 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL Hybrid 0.87 1.46 0/1 -7604.20 12026.50 31657.21 random coef. 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL CGV 1.34 1.34 1.57 0/1 -1532.10 10255.29 22042.67 random coef. 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL EV -2.20 -2.20 1.84 0/1 -30646.25 -16837.04 -3027.82 random coef. 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL Hybrid 0.52 0.52 0.93 0/1 -3016.00 3979.66 10975.32 random coef. 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL PHEV -1.04 -1.04 1.78 0/1 -21291.86 -7959.33 5373.20 random coef. 

Incentives 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Axsen Mountain 2009 REE RP survey 2006 MNL purchase subsidy 0.00 0.00 $/$ CAN 0.71 0.83 0.95 standard error 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP purchase subsidy 0.72 0.47 0.00 0.00 0/1 2747.43 7512.34 12277.25 random coef. 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP purchase subsidy 0.52 0.58 0/1 -404.83 4564.98 9534.78 random coef. 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic no gas guzzler tax ($1000) -2526.10 394.09 0/1 2854.00 3381.54 3909.08 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic no gas guzzler tax ($1300) -1488.80 285.21 0/1 1611.17 1992.97 2374.76 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic no gas guzzler tax ($1700) 185.72 309.53 0/1 -662.97 -248.61 165.74 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic no gas guzzler tax ($2100) -3477.60 434.16 0/1 4074.08 4655.26 5236.44 standard error 
Gallagher Muehlegger 2011 JEEM market data 2011 Other HOV access -0.06 0.06 0/1 -333.07 -170.73 -8.38 standard error 
Gallagher Muehlegger 2011 JEEM market data 2011 Other HOV access 0.65 0.23 0/1 9269.72 14114.01 18958.30 standard error 
Gallagher Muehlegger 2011 JEEM market data 2011 Other tax credit 0.02 0.02 $/$1000s 0.00 0.07 0.14 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL free parking 0.03 0.05 0/1 -680.11 901.54 2483.20 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL HOV access 0.05 0.06 0/1 -245.40 1390.62 3026.64 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL purchase subsidy 0.06 0.06 0/1 16.36 1652.83 3289.30 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL tax credit 0.16 0.05 0/1 3108.99 4625.57 6142.15 varied income 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other cashback GV-oriented 0.30 0.05 $/1000s 1.65 1.95 2.24 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other cashback EV-oriented 0.19 0.02 $/1000s 2.37 2.62 2.88 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other cashback $/1000s 2.04 2.32 2.59 standard error 
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Model Availability 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL number of models 0.69 0.08 $/MakeModel 5009.03 5670.91 6332.79 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL number of models 0.72 0.08 $/MakeModel 6113.66 6841.48 7569.29 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 1.38 0.05 $/MakeModel 0.72 0.75 0.78 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 1.38 0.05 $/MakeModel 2.16 2.23 2.31 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 1.38 0.05 $/MakeModel 21.36 22.12 22.89 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 0.80 0.02 $/MakeModel 0.55 0.56 0.58 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 0.80 0.02 $/MakeModel 1.18 1.21 1.24 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 0.80 0.02 $/MakeModel 1.89 1.94 1.98 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 0.82 0.02 $/MakeModel 0.53 0.54 0.55 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 0.82 0.02 $/MakeModel 0.93 0.96 0.98 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 0.82 0.02 $/MakeModel 3.07 3.15 3.23 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 1.18 0.07 $/MakeModel 0.67 7.09 7.52 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 1.18 0.07 $/MakeModel 1.04 11.11 11.78 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL number of models income 1.18 0.07 $/MakeModel 1.81 19.26 20.41 standard error 

Non-fuel Operating Costs 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Dasgupta Siddarth 2007 J. Marketing Research market data 2000 MXL maintenance cost reduction -7.47 2.48 $/($/yr) 4.19 6.27 8.35 standard error 
Greene 2001 Grey Lit. Review 1990 Other battery cost reduction 0.00 $/$ 0.93 
Greene 2001 Grey Lit. Review 1990 Other maintenance cost reduction 0.00 $/($/yr) 1.00 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL battery cost reduction EV 0.00 0.00 $/yr 23.12 28.69 34.26 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL maintenance cost reduction 0.00 0.00 $/($/yr) 12.38 16.21 20.04 standard error 

Performance 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Axsen Mountain 2009 REE RP & SP 2006 MNL horsepower 0.01 0.00 $/s 878.12 938.64 999.16 standard error 
Axsen Mountain 2009 REE SP survey 2006 MNL horsepower -0.03 $/s 934.73 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL horsepower -0.03 0.00 $/s 1596.09 1706.09 1816.09 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL horsepower -0.03 0.00 $/s 998.17 1059.61 1121.06 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL horsepower -0.03 0.01 $/s 412.19 677.94 943.69 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL horsepower 0.00 0.00 $/s 43.31 46.30 49.28 standard error 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP horsepower 0.00 0.00 5.73 0.34 $/hp -58630.89 0.00 58630.89 random coef. 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP horsepower 0.00 0.00 0.00 7.57 $/hp -64778.51 0.00 64778.51 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP acceleration (0-60) s faster 2.88 2.02 2.88 4.63 $/s -9.04 15.77 40.58 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP acceleration (0-60) s faster 2.19 0.90 2.19 1.59 $/s 6.33 21.93 37.53 random coef. 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL acceleration (0-60) s faster -0.04 0.02 $/s 267.44 690.17 1112.90 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL acceleration (0-60) s faster income -0.08 0.02 $/s 1077.34 1513.61 1949.89 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL acceleration (0-60) s faster income 0.08 -0.05 $/s -2494.35 -1546.88 -599.42 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL top speed 0.00 0.00 $/mph -26.51 27.62 81.75 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL top speed 0.00 0.00 $/mph 29.02 74.88 120.75 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL acceleration (0-60) s faster -0.15 0.04 $/s 776.74 1066.25 1355.76 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL acceleration (0-60) s faster -0.33 0.38 $/s -519.61 3287.55 7094.71 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL acceleration (0-60) s faster -0.09 0.02 $/s 772.73 1048.70 1324.67 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL top speed 0.63 0.24 $/mph 46.03 74.97 103.92 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL top speed 1.25 2.63 $/mph -231.67 209.68 651.02 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL top speed 0.39 0.14 $/mph 48.45 75.37 102.28 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL acceleration (0-60) s faster -1.05 0.83 $/s 265.02 1299.02 2333.02 random coef. 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL top speed 0.36 0.83 $/mph -98.39 75.32 249.03 random coef. 
Daziano 2013 REE SP survey 1999 MXL high perf 0.21 0/1 -2722.56 2405.12 7779.57 random coef. 
Daziano 2013 REE SP survey 1999 MXL low perf -0.60 0/1 -11488.04 -6896.77 -1743.60 random coef. 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic acceleration (0-60) s faster 0.27 0.10 $/s 13.59 21.56 29.54 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic acceleration (0-60) s faster -1643.50 90.60 $/s 2078.77 2200.06 2321.34 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic braking distance -115.88 10.90 $/ft -169.71 -155.12 -140.53 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic turning circle -901.00 50.17 $/ft -1273.27 -1206.12 -1138.96 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic acceleration (0-60) s faster van 0.26 0.12 $/s 516.87 961.20 1405.52 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic acceleration (0-60) s faster SUV 0.20 0.13 $/s 766.53 1681.36 2596.20 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic acceleration (0-60) s faster pickup 0.23 0.13 $/s 569.28 1078.82 1588.37 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic acceleration (0-60) s faster 0.61 0.04 $/s 1835.44 1976.24 2117.05 standard error 
Feng Fullerton 2013 J. Regulatory Economics market data 2000 Hedonic cylinders 1993.56 411.23 $/# of cylinders -56.20 1277.26 2610.72 standard error 
Feng Fullerton 2013 J. Regulatory Economics market data 2000 Hedonic cylinders 3150.55 288.44 $/# of cylinders 36.11 1004.75 1973.38 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic displacement 3954.07 406.95 $/in^3 4673.74 5209.94 5746.14 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic horsepower 29.91 6.06 $/hp 31.42 39.41 47.40 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL acceleration (0-60) s faster 0.61 0.13 0.02 0.35 $/s 12.15 12.58 13.02 random coef. 
Greene 2001 Grey Lit. Review 1990 Other acceleration (0-60) s faster -0.35 $/s 460.84 
Greene 2001 Grey Lit. Review 1990 Other acceleration (0-60) s faster -0.24 $/s 532.66 
Greene Duleep 2004 Grey Lit. Review 2002 Other horsepower midsize $/hp 13.84 
Greene Duleep 2004 Grey Lit. Review 2002 Other horsepower smallSUV $/hp 13.81 
Goldberg 1995 Econometrica RP survey 1982 NMNL horsepower/cid 3.58 0.86 hp/cid 1509.64 2651.14 5005.93 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL horsepower/cid -0.02 0.59 hp/cid -529.54 -12.46 497.46 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL horsepower/cid 0.17 1.16 hp/cid -4581.32 587.78 6233.86 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL horsepower/cid young 0.51 2.18 hp/cid -7685.62 1736.31 12567.25 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL horsepower/cid young -0.20 0.90 hp/cid -969.49 -140.50 607.70 standard error 
Goldberg 1995 Econometrica RP survey 1982 NMNL horsepower/cid young 0.28 1.76 hp/cid -1639.50 199.88 2261.46 standard error 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL acceleration (0-60) s faster 9.90 $/s 1760.21 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL acceleration (0-60) s faster 13.60 $/s 651.02 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL acceleration (0-60) s faster 13.70 $/s 2325.13 
Helveston Liu 2015 TR-A SP survey 2013 MXL acceleration (0-60) s faster -1.27 5.77 $/s -4457.51 1290.96 7039.43 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL acceleration (0-60) s faster -1.17 0.26 $/s 938.06 1192.28 1446.51 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL acceleration (0-60) s faster -0.04 0.01 $/s 1241.66 1051.80 861.95 varied income 
Hess Train 2006 TR-B SP survey 1999 MXL high perf 0.18 0.06 0.61 0.09 0/1 -7711.40 3332.01 14375.42 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL low perf -0.49 0.06 0.55 0.10 0/1 -18925.83 -8926.68 1072.46 random coef. 
Hidrue Parsons 2011 REE SP survey 2009 Other acc. (1% faster) 2.20 0.88 $/% 2462.26 4049.78 5637.29 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other acc. (1% faster) 0.59 0.06 $/% 4469.79 4977.96 5486.13 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other acc. (1% faster) 1.97 0.82 $/% 8631.22 14587.98 20544.74 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other acc. (1% faster) 0.33 0.06 $/% 9129.39 11200.41 13271.43 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other acc. (1% faster) 0.15 0.05 $/% -3309.21 -5091.10 -6872.98 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other acc. (1% faster) 1.10 0.79 $/% -2443.67 -8145.57 -13847.47 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL acceleration (0-60) s faster age $/s 674.62 1140.64 1606.66 varied interaction 
Kavalec 1999 Energy Journal SP survey 1993 MXL top speed age $/mph 4.03 68.90 133.77 varied interaction 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 8.25 5.36 $/s -115.39 34.00 183.39 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 38.75 9.51 $/s -130.85 198.40 527.65 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 42.18 11.84 $/s -166.62 185.52 537.67 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 47.20 10.70 $/s -92.09 172.81 437.71 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 38.75 19.41 $/s -473.60 198.40 870.40 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 9.53 9.13 $/s -183.95 33.58 251.10 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL acceleration (0-60) s faster 0.01 0.00 $/s -229.55 5.30 240.14 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL displacement 0.00 0.00 $/in^3 0.00 0.00 0.00 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL displacement 0.00 0.00 $/in^3 -0.01 0.00 0.01 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL horsepower 0.01 0.00 $/hp -967.30 9.18 985.65 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL horsepower 0.00 0.00 $/hp -109.09 1.24 111.58 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL horsepower 0.01 0.00 $/hp -360.17 8.31 376.79 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL horsepower 0.00 0.00 $/hp -117.03 1.33 119.70 standard error 
Lave Train 1979 TR-A market data 1976 MNL acceleration (0-60) s faster age -0.02 -0.01 $/s 157.70 250.93 343.81 varied interaction 
Liu 2014 Energy Economics RP survey 2009 MXL acceleration (0-60) s faster 0.14 0.01 $/s 140.92 156.35 171.78 random coef. 
McCarthy 1996 RE Stat RP survey 1989 MNL horsepower 0.01 0.00 $/hp 297.02 355.01 412.99 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL acceleration (0-60) s faster -0.13 0.03 $/s 1009.62 1261.54 1514.43 standard error 
McManus 2007 Business Economics market data 2002 Hedonic acceleration (0-60) s faster 630.61 23.67 $/s 4760.20 4945.84 5131.49 standard error 
Petrin 2002 J. Political Economy market data 1983 BLP acceleration (0-60) s faster 3.40 0.10 $/s 1032.53 1063.17 1093.82 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP acceleration (0-60) s faster -2.83 4.43 $/s -901.90 -355.91 190.08 random coef. 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Petrin 2002 J. Political Economy market data 1983 BLP acceleration (0-60) s faster 3.40 0.10 $/s 1534.47 1580.01 1625.56 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP acceleration (0-60) s faster 3.40 0.10 $/s 377.71 388.92 400.13 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP acceleration (0-60) s faster -2.83 4.43 $/s -856.51 -338.00 180.51 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP acceleration (0-60) s faster -2.83 4.43 $/s -2180.39 -860.43 459.52 random coef. 
Shiau Michalek 2009 TR-A market data 2007 MXL acceleration (0-60) s faster 0.24 0.00 $/s 1778.05 1807.32 1836.60 random coef. 
Skerlos Raichur 2013 Grey market data 2008 MXL acceleration (0-60) s faster -19.99 11.71 0.41 1.24 $/s 533.97 1289.14 2044.31 random coef. 
Skerlos Raichur 2013 Grey market data 2008 MXL horsepower 2.49 1.00 0.08 0.05 $/hp 143.23 147.99 152.74 random coef. 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL acceleration (0-60) s faster -0.06 0.01 $/s 1025.67 1275.23 1524.78 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL top speed 0.00 0.00 $/mph 58.17 115.19 172.22 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL top speed 0.01 0.00 $/mph 140.00 178.99 217.99 standard error 
Train Weeks 2005 Book SP survey 2000 MXL high perf 0.55 0.96 0/1 -17169.44 12392.61 41954.66 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL high perf 0.60 1.95 0/1 -18035.85 8322.76 34681.37 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL low perf 0.36 0.76 0/1 -5268.29 4932.82 15133.93 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL low perf 0.25 1.18 0/1 -31511.12 5731.10 42973.32 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL low perf 0.36 0.76 0/1 -5268.29 4932.82 15133.93 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL low perf 0.25 1.18 0/1 -31511.12 5731.10 42973.32 random coef. 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL acceleration (0-60) s faster 0.03 0.00 $/s 5542.56 5543.53 5544.51 random coef. 
Walls 1996 RE Stat market data 1990 Hedonic acceleration (0-60) s faster 8.20 5.55 $/s 326.01 1173.02 2020.03 standard error 
Whitefoot Fowlie 2011 Grey market data 2006 BLP acceleration (0-60) s faster 1.13 0.40 $/s 31.18 34.64 38.71 standard error 

Pollution 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL emissions reduction children -0.25 0.22 $/10% 8356.52 76601.44 144846.36 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL emissions reduction children -0.46 0.14 $/10% 103065.41 144802.64 186539.88 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL emissions reduction children -0.54 0.30 $/10% 76777.36 168535.66 260293.97 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL emissions reduction children -0.03 0.26 $/10% -72273.29 8212.87 88699.03 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL emissions reduction -0.69 0.25 $/10% 51603.76 81735.61 111867.46 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL emissions reduction 0.40 0.10 $/10% -83601.63 -66982.03 -50362.43 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL emissions reduction -0.39 0.14 $/10% 47822.73 75953.74 104084.76 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL emissions reduction -0.70 0.83 $/10% -28708.63 145003.63 318715.88 random coef. 
Hidrue Parsons 2011 REE SP survey 2009 Other emissions reduction 0.75 0.47 $/10% 189.38 488.73 788.08 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other emissions reduction 0.12 0.06 $/10% 173.55 358.41 543.28 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other emissions reduction 0.19 0.06 $/10% 262.46 378.32 494.19 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other emissions reduction 0.90 0.36 $/10% 237.72 390.99 544.25 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other emissions reduction 1.20 0.39 $/10% 281.46 411.57 541.67 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other emissions reduction 0.37 0.06 $/10% 489.70 581.64 673.57 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL emissions reduction -0.95 0.27 $/10% 102201.19 141968.19 181735.19 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL emissions reduction -0.79 0.20 $/10% 100047.31 132461.39 164891.88 standard error 
Tanaka Ida 2014 TR-A SP survey 2012 MXL emissions reduction 0.01 0.00 $/10% 266.26 297.28 328.30 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL emissions reduction 0.00 0.00 $/10% 1158.43 1491.32 1824.20 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL emissions reduction 0.00 0.00 $/10% -975.74 -543.99 -112.25 standard error 

Prestige 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL foreign -0.29 0.11 0/1 -7806.36 -5696.53 -3586.70 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL foreign -0.26 0.13 0/1 -6547.12 -4381.53 -2215.95 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL new 1.07 0.25 0/1 13799.31 18012.96 22226.62 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL new 0.77 0.23 0/1 10612.34 15034.14 19455.95 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL used 0.23 0.23 0/1 0.00 4463.26 8926.52 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL used 0.47 0.25 0/1 3626.09 7822.96 12019.83 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic American Motors -0.12 0.09 0/1 -2800.09 -1645.55 -491.01 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic Chrysler 0.06 0.01 0/1 544.09 729.88 915.67 standard error 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic German 0.40 0.03 0/1 4936.64 5308.22 5679.79 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic GM 0.02 0.01 0/1 159.25 291.95 424.66 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic Japanese 0.24 0.01 0/1 3012.41 3198.20 3383.99 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic resale value retained 0.12 0.04 $/% 1141.27 1605.74 2070.21 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic luxury 0.24 0.03 0/1 7519.90 8386.90 9253.90 standard error 
Feng Fullerton 2013 J. Regulatory Economics market data 2000 Hedonic foreign 2371.11 894.32 0/1 -809.84 2219.46 5248.76 standard error 
Feng Fullerton 2013 J. Regulatory Economics market data 2000 Hedonic foreign 1417.36 1584.27 0/1 1289.31 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL Chrysler 0.11 0.04 0/1 810.48 1350.80 1891.13 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL European -0.25 0.06 0/1 -3782.25 -3070.01 -2357.77 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL GM -0.35 0.04 0/1 -4764.66 -4298.02 -3831.37 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL Japanese 0.19 0.04 0/1 1866.57 2333.21 2799.85 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL Korean -0.51 0.06 0/1 -6987.35 -6262.82 -5538.30 standard error 
Gramlich 2008 Grey market data 2007 NMNL Asian -0.06 0.01 0/1 -2424.55 -2078.19 -1731.82 standard error 
Gramlich 2008 Grey market data 2007 NMNL European 0.14 0.03 0/1 3810.01 4849.11 5888.20 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL 1-2 yrs -0.17 0.08 0/1 -7365.05 -5126.43 -2887.81 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL 3+ yrs -0.38 0.06 0/1 -13112.15 -11313.50 -9514.85 varied income 
Sexton Sexton 2014 JEEM market data 2010 Other prius 0/1 199.19 1122.69 2046.19 standard error 
Sexton Sexton 2014 JEEM market data 2010 Other prius 0/1 1759.10 3658.92 5558.74 standard error 
Sexton Sexton 2014 JEEM market data 2010 Other prius 0/1 732.95 1524.54 2316.13 standard error 
Sexton Sexton 2014 JEEM market data 2010 Other prius 0/1 248.99 1403.37 2557.75 standard error 
Sexton Sexton 2014 JEEM market data 2010 Other prius 0/1 2198.86 4573.64 6948.41 standard error 
Sexton Sexton 2014 JEEM market data 2010 Other prius 0/1 83.00 467.79 852.58 standard error 
Shiau Michalek 2009 TR-A market data 2007 MXL foreign -0.83 0.00 0/1 -10426.05 -10413.76 -10401.46 standard error 
Walls 1996 RE Stat market data 1990 Hedonic European 0.26 0.04 0/1 1473.47 5301.73 9129.98 standard error 

Range 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL range 0.01 0.00 $/mi -138.95 60.95 260.85 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL range 0.01 0.00 $/mi -99.08 127.16 353.40 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL range 1.00 0.24 $/mi -7.32 79.09 165.50 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL range 1.78 0.50 $/mi -31.20 84.35 199.89 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL range 2.48 1.61 $/mi -289.92 160.82 611.57 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL range 0.59 0.83 $/mi -51.03 122.68 296.39 random coef. 
Daziano 2013 REE SP survey 1999 MXL range 1.17 $/mi 37.45 104.32 164.91 random coef. 
Greene 2001 Grey Lit. Review 1990 Other range -233.90 $/mi 3.23 
Helveston Liu 2015 TR-A SP survey 2013 MXL range BEV -18.95 1.90 $/mi -211.67 -192.75 -173.83 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL range BEV -19.50 1.98 $/mi -218.11 -198.33 -178.55 standard error 
Helveston Liu 2015 TR-A SP survey 2013 MXL range BEV -12.73 10.49 $/mi -156.01 -86.31 -16.62 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL range BEV -13.69 1.96 $/mi -105.87 -92.85 -79.83 standard error 
Helveston Liu 2015 TR-A SP survey 2013 MXL range BEV -18.45 4.18 $/mi -305.80 -250.30 -194.80 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL range BEV -20.14 1.98 $/mi -299.43 -273.14 -246.85 standard error 
Helveston Liu 2015 TR-A SP survey 2013 MXL range PHEV 0.82 2.20 $/mi -135.41 83.62 302.65 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL range PHEV 0.03 1.78 $/mi -174.91 2.75 180.40 standard error 
Helveston Liu 2015 TR-A SP survey 2013 MXL range PHEV 3.21 8.66 $/mi -268.76 163.12 595.01 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL range PHEV 1.70 1.75 $/mi -1.07 86.22 173.50 standard error 
Helveston Liu 2015 TR-A SP survey 2013 MXL range PHEV 3.30 7.14 $/mi -93.95 84.03 262.01 random coef. 
Helveston Liu 2015 TR-A SP survey 2013 MNL range PHEV 2.65 1.77 $/mi 23.18 67.40 111.61 standard error 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL range 0.24 0.17 $/mi 16.76 53.21 89.65 varied income 
Hess Train 2006 TR-B SP survey 1999 MXL range 0.56 0.07 $/mi 92.98 100.96 109.63 random coef. 
Hidrue Parsons 2011 REE SP survey 2009 Other range 1.32 0.73 $/mi 13.06 28.67 44.28 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other range 0.53 0.06 $/mi 47.02 52.77 58.51 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other range 1.94 0.72 $/mi 20.13 31.60 43.08 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other range 0.92 0.06 $/mi 64.46 68.70 72.93 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other range 1.28 0.07 $/mi 60.47 63.72 66.97 standard error 
Hidrue Parsons 2011 REE SP survey 2009 Other range 2.60 0.70 $/mi 20.76 28.24 35.72 standard error 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Kavalec 1999 Energy Journal SP survey 1993 MXL range age $/mi 124.77 162.05 181.44 varied interaction 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL range 0.01 0.00 $/mi 96.78 113.19 127.95 standard error 
Nixon Saphores 2011 Grey SP survey 2010 MXL range 0.03 $/mi 16.07 62.12 240.19 random coef. 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range GV-oriented 0.26 0.19 $/mi 3.86 13.51 23.17 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range EV-oriented -0.17 0.07 $/mi -26.77 -18.78 -10.79 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range $/mi -12.89 -4.15 4.59 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range EV-oriented -0.79 0.08 $/mi -483.21 -436.29 -389.38 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range $/mi -432.36 -371.69 -311.03 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range GV-oriented -1.13 0.30 $/mi -370.96 -293.68 -216.39 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range GV-oriented -0.37 0.19 $/mi -48.84 -32.05 -15.27 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range EV-oriented -0.44 0.07 $/mi -94.43 -81.00 -67.57 standard error 
Parsons Hidrue 2014 Energy Economics SP survey 2009 Other range $/mi -73.78 -58.83 -43.88 standard error 
Segal 1995 Energy Journal SP survey 1994 MNL range 0.01 $/mi 59.77 
Tanaka Ida 2014 TR-A SP survey 2012 MXL range 0.00 0.00 $/mi 1.93 2.20 2.47 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL range non-large*multifuel 0.00 0.00 $/mi 34.10 54.64 75.18 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL range non-large*onefuel 0.00 0.01 $/mi -411.70 78.42 568.54 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL range large*onefuel 0.00 0.00 $/mi 96.35 123.49 150.63 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL range large*multifuel 0.00 0.00 $/mi 75.64 97.57 119.49 standard error 
Train Weeks 2005 Book SP survey 2000 MXL range 0.57 0.36 $/mi -20.51 128.89 278.30 random coef. 
Train Weeks 2005 Book SP survey 2000 MXL range 0.76 0.43 $/mi 47.68 105.10 162.52 random coef. 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL range 0.01 0.01 0.00 $/mi 78.67 90.31 101.95 random coef. 

Reliability 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic reliability index (>=2) 0.03 0.01 0/1 278.68 451.20 623.72 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic reliability index 103.94 76.99 $/scale [1,5] 36.07 139.14 242.20 standard error 
McCarthy 1996 RE Stat RP survey 1989 MNL reliability index 0.01 0.00 $/scale [1,5] 228.94 317.97 407.01 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL reliability index 0.01 0.00 $/scale [1,5] 108.67 178.27 247.87 standard error 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL reliability index female 0.39 0.06 $/scale [1,5] 4788.26 5606.34 6424.42 standard error 
Walls 1996 RE Stat market data 1990 Hedonic reliability index 0.04 3.56 $/scale [1,5] 195.24 702.49 1209.75 standard error 

Safety 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic crash test rating (front + side) 191.25 70.31 $/scale [1,10] 161.89 256.02 350.14 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic airbags 138.27 447.02 0/1 -406.82 182.18 771.19 standard error 
McCarthy 1996 RE Stat RP survey 1989 MNL safety index 0.24 0.08 0/1 6067.90 9011.73 11955.56 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL airbags 0.22 0.07 0/1 4171.75 6100.20 8028.65 standard error 

Size 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP footprint 3.26 8.77 $/ft^2 4285.86 4411.90 4537.95 random coef. 
Beresteanu Li 2011 Int. Econ. Rev. market data 2006 BLP footprint 2.68 0.00 9.36 $/ft^2 2827.38 3010.67 3193.96 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP footprint 2.60 0.29 2.60 1.51 $/ft^2 27.29 63.22 99.15 random coef. 
Berry Levinsohn 1995 Econometrica market data 1983 BLP footprint 3.46 0.61 3.46 2.06 $/ft^2 19.12 45.79 72.45 random coef. 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL luggage space (%) 0.49 0.35 $/% 4587.65 15292.18 25996.71 standard error 
Brownstone Bunch 1996 Transportation Econ. SP survey 1993 NMNL luggage space (%) 0.62 0.35 $/% 8885.52 19504.79 30124.07 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL luggage space (%) 1.56 0.46 5.38 1.29 $/% -79637.24 32610.17 144857.58 random coef. 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL size (index) 1.54 0.53 6.81 2.07 0 to 0.3 scale -109889.80 32151.16 174192.13 random coef. 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic luggage space -0.04 0.01 $/ft^3 -663.53 -530.82 -398.12 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic weight 18.50 0.61 $/lb 23.95 24.76 25.58 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic weight pickup -0.87 0.34 $/lb 3.66 8.24 12.82 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic weight 1.81 0.11 $/lb 17.25 18.35 19.45 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic weight van 2.05 0.33 $/lb 12.03 14.29 16.56 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic weight SUV -0.58 0.34 $/lb 5.63 10.23 14.82 standard error 
Fifer Bunn 2009 Grey market data 2002 Hedonic weight 7.61 0.51 $/lb 9.35 10.03 10.70 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL footprint $/ft^2 5975.44 6301.47 6627.49 random coef. 
Goldberg 1995 Econometrica RP survey 1982 NMNL footprint -1.34 1.71 $/ft^2 -15537.91 -4247.82 3595.18 standard error 
Greene 2001 Grey Lit. Review 1990 Other luggage space 0.12 $/ft^3 272.08 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL footprint 0.05 $/ft^2 1430.79 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL footprint 0.05 $/ft^2 1554.98 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL footprint 0.05 $/ft^2 390.04 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL footprint 0.05 $/ft^2 1539.68 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL size (index) 0.11 $/100ft 2417.67 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL size (index) 0.10 $/100ft 2985.83 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MXL size (index) 9.62 0.00 0.10 0.00 $/100ft 1978.49 1978.49 1978.49 random coef. 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL width 0.99 $/ft 21050.94 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MNL width 0.72 $/ft 22581.92 
Haaf Michalek 2014 J. Mechanical Design market data 2004 MXL width 0.95 0.19 0.95 0.19 $/ft 15708.63 19538.09 23367.56 random coef. 
Kavalec 1999 Energy Journal SP survey 1993 MXL luggage space (%) 1.26 0.85 $/% 6179.23 18789.91 31400.58 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL length 0.42 0.12 $/ft ? -1.18 0.39 1.95 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL length 0.18 0.01 $/ft ? 0.02 0.06 0.09 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight -0.25 0.27 $/lb -0.57 -0.14 0.29 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.62 0.49 $/lb 0.07 0.48 0.89 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.47 0.29 $/lb 0.22 0.51 0.79 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.28 0.17 $/lb 0.27 0.43 0.59 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.14 1.20 $/lb -0.98 0.49 1.96 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight -0.99 0.33 $/lb -1.77 -0.91 -0.05 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.28 0.18 $/lb 0.24 0.40 0.56 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight -0.18 0.29 $/lb -0.52 -0.09 0.34 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 0.82 0.80 $/lb -0.54 0.30 1.14 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.14 0.53 $/lb -0.16 0.49 1.14 standard error 
Klier Linn 2012 Rand J. Econ. market data 2008 MNL weight 1.47 0.68 $/lb -0.14 0.45 1.05 standard error 
Lave Train 1979 TR-A market data 1976 MNL weight age 0.69 0.42 $/lb 38.90 87.36 129.74 varied income 
Liu 2014 Energy Economics RP survey 2009 MXL volume 0.00 0.00 $/ft^3 1.18 1.18 1.19 random coef. 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.22 0.03 $/ft^3 1.01 1.17 1.33 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.22 0.03 $/ft^3 3.03 3.50 3.97 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.22 0.03 $/ft^3 29.96 34.61 39.26 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.16 0.03 $/ft^3 0.91 1.10 1.29 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.16 0.03 $/ft^3 1.97 2.36 2.76 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.16 0.03 $/ft^3 3.14 3.78 4.42 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.10 0.02 $/ft^3 0.49 0.62 0.75 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.10 0.02 $/ft^3 0.77 0.97 1.17 standard error 
Liu Tremblay 2014 TR-A RP survey 2009 MNL luggage space income 0.10 0.02 $/ft^3 1.33 1.68 2.03 standard error 
McCarthy 1996 RE Stat RP survey 1989 MNL length 0.02 0.00 $/ft 42.36 51.75 61.14 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL length 0.05 0.00 $/ft 93.56 104.92 116.28 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL luggage space 0.04 0.01 $/ft^3 741.89 974.92 1207.95 standard error 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL luggage space (%) 2.26 7.62 $/% -86983.26 37809.32 162601.89 random coef. 
McFadden Train 2000 J. Applied Econometrics SP survey 1993 MXL size (index) 5.78 26.93 0 to 0.3 scale -344278.22 96627.10 537530.81 random coef. 
McManus 2007 Business Economics market data 2002 Hedonic weight 10.50 15.00 $/lb -5.93 13.83 33.60 standard error 
Petrin 2002 J. Political Economy market data 1983 BLP footprint 4.80 0.46 $/ft^2 3490.65 3852.46 4214.27 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP footprint 4.80 0.46 $/ft^2 8886.03 9807.08 10728.13 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP footprint 4.60 0.14 $/ft^2 13936.66 14365.11 14793.57 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP footprint 4.60 0.14 $/ft^2 9377.81 9666.11 9954.42 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP footprint 4.60 0.14 $/ft^2 3430.50 3535.96 3641.43 random coef. 
Petrin 2002 J. Political Economy market data 1983 BLP footprint 4.80 0.46 $/ft^2 3675.65 4056.64 4437.62 random coef. 
Shiau Michalek 2009 TR-A market data 2007 MXL footprint 0.04 0.00 $/ft^2 476.90 477.15 477.40 random coef. 
Skerlos Raichur 2013 Grey market data 2008 MXL footprint 0.79 2.00 0.31 0.21 $/ft^2 410802.69 676112.75 941422.81 random coef. 

B-12 



 

 

                  
                  
                  
                  

                  

 

 
                  

                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  

                  
                  
                  
                  
                  
                   
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  

I I I I I I I I I I I I I I I I I I 

First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL length-WB 0.03 0.01 $/ft 3584.08 4736.07 5888.06 standard error 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL wheelbase 0.05 0.01 $/ft 6670.36 8790.69 10911.02 standard error 
Walls 1996 RE Stat market data 1990 Hedonic volume 0.01 0.00 $/ft^3 33.93 122.09 210.24 standard error 
Whitefoot Fowlie 2011 Grey market data 2006 BLP footprint 2.45 0.75 $/ft^2 633.86 905.08 1176.29 standard erro 

Vehicle Class 
First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Axsen Mountain 2009 REE RP & SP 2006 MNL large 0.00 0.00 0/1 -30755.80 -27322.92 -23890.04 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL large -1.24 0.17 0/1 -39464.71 -34793.76 -30122.82 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL large 0.01 0.00 0/1 -16413.96 -14622.68 -12831.41 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL large 0.02 0.00 0/1 -9924.20 -8749.60 -7574.99 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL large 0.01 0/1 -12516.59 -11017.05 -9517.51 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL SUV -1.38 0.19 0/1 -11023.30 -9778.73 -8534.17 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL SUV -1.12 0.15 0/1 -8011.78 -7192.20 -6372.62 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL SUV -1.45 0.18 0/1 -14361.96 -12937.39 -11512.83 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL SUV -1.13 0.13 0/1 -35414.14 -31791.40 -28168.66 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL SUV -1.33 -0.17 0/1 -27391.92 -24754.98 -22118.04 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL truck -2.18 0.24 0/1 -67623.48 -61113.56 -54603.64 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL truck -2.68 0.77 0/1 -22220.96 -20081.81 -17942.66 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL truck -1.17 0.15 0/1 -30409.66 -28165.57 -25921.48 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL truck -1.04 0.14 0/1 -24466.40 -22633.29 -20800.18 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL truck -0.87 -0.18 0/1 -53388.63 -48708.76 -44028.90 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL van -0.92 0.11 0/1 -26856.72 -20981.81 -15106.91 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL van -0.68 0.20 0/1 -24530.72 -19164.63 -13798.53 standard error 
Axsen Mountain 2009 REE RP survey 2006 MNL van -1.22 0.16 0/1 -9466.87 -8332.69 -7198.52 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL van -1.21 -0.13 0/1 -21521.43 -17934.52 -14347.62 standard error 
Axsen Mountain 2009 REE RP & SP 2006 MNL van -1.28 0.14 0/1 -13284.06 -11766.77 -10249.48 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL luxury -0.28 0.21 0/1 -8175.50 -4700.49 -1225.49 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL luxury -0.24 0.17 0/1 -8121.12 -4737.32 -1353.52 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL small -0.47 0.15 0/1 -12101.46 -9220.16 -6338.86 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL small -0.07 0.07 0/1 -1648.95 -782.95 83.04 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL small -0.45 0.15 0/1 -10173.21 -7621.51 -5069.82 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL sport hhsize>3 0.87 0.30 0/1 11158.15 17030.87 22903.58 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL sport hhsize>3 0.85 0.31 0/1 9048.45 5136.97 19322.38 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL sport -0.73 0.27 0/1 -14773.48 -9042.57 -3311.67 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL sport hhsize>3 -1.07 0.39 0/1 -17331.75 -12717.06 -8102.38 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL station wagon -1.53 0.07 0/1 -18921.38 -18114.70 -17308.02 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL station wagon -0.94 0.25 0/1 -23299.85 -18342.44 -13385.02 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL SUV -1.40 0.64 0/1 -39977.15 -27484.29 -14991.43 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL SUV -1.18 0.79 0/1 -33172.05 -19876.37 -6580.69 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL SUV 0.37 0.42 0/1 -593.15 4353.70 9300.54 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL SUV 0.39 0.39 0/1 0.00 6547.12 13094.23 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL SUV 0.25 0.18 0/1 1415.04 4952.65 8490.26 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL SUV 0.94 0.15 0/1 9395.44 11198.61 13001.78 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL van 0/1 2366.87 3409.37 4451.87 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL van 0/1 2900.37 3227.79 3555.20 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL van hhsize>3 0.88 0.27 0/1 10290.72 14823.34 19355.96 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL van hhsize>3 1.05 0.27 0/1 15298.67 20574.07 25849.47 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL van 0/1 3518.69 4732.04 5945.38 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL van hhsize>3 1.18 0.12 0/1 12610.30 14033.85 15457.40 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL truck -0.39 0.41 0/1 -13396.41 -6580.69 235.02 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL truck -0.38 0.16 0/1 -10538.26 -7438.77 -4339.28 standard error 
Brownstone Bunch 2000 TR-B RP survey 1995 MNL van -0.36 0.44 0/1 -13312.47 -6009.92 1292.64 standard error 
Brownstone Bunch 2000 TR-B RP & SP 1995 MXL van -0.45 0.20 0/1 -12670.82 -8711.19 -4751.56 standard error 
Brownstone Bunch 2000 TR-B SP survey 1993 MXL van -1.21 0.08 0/1 -15243.87 -14342.29 -13440.70 standard error 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL non-compact hh>2 0.25 0.83 0/1 -12238.72 5132.50 22503.73 random coef. 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL sport 0.70 0.16 0/1 11162.15 14562.95 17963.76 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL station wagon -1.51 0.07 0/1 -32860.53 -31462.66 -30064.78 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL SUV 0.90 0.15 0/1 15606.15 18714.86 21823.57 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL truck -1.09 0.06 0/1 -23993.40 -22825.03 -21656.66 standard error 
Brownstone Train 1999 J. Econometrics SP survey 1993 MXL van -0.82 0.06 0/1 -18255.85 -17087.48 -15919.10 standard error 
Daziano 2013 REE SP survey 1999 MXL large -0.48 0/1 -19574.63 -5565.61 7685.73 random coef. 
Daziano 2013 REE SP survey 1999 MXL small -3.65 0/1 -69405.58 -42316.69 -15225.48 random coef. 
Daziano 2013 REE SP survey 1999 MXL small -1.69 0/1 -33585.96 -19565.36 -7086.77 random coef. 
Daziano 2013 REE SP survey 1999 MXL SUV -0.16 0/1 -21256.82 -1862.93 16553.16 random coef. 
Daziano 2013 REE SP survey 1999 MXL SUV 0.46 0/1 -7068.23 5303.78 15651.82 random coef. 
Daziano 2013 REE SP survey 1999 MXL SUV -0.97 0/1 -25124.01 -11182.19 907.13 random coef. 
Daziano 2013 REE SP survey 1999 MXL truck -1.53 0/1 -32976.57 -17707.07 -2631.04 random coef. 
Daziano 2013 REE SP survey 1999 MXL truck -0.84 0/1 -26540.90 -9674.93 5833.23 random coef. 
Daziano 2013 REE SP survey 1999 MXL van -0.56 0/1 -24797.31 -6507.50 11934.08 random coef. 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic convertible 0.35 0.06 0/1 3861.73 4618.15 5374.57 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic luxury 0.21 0.01 0/1 2654.11 2826.63 2999.14 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic station wagon 0.05 0.03 0/1 278.68 703.34 1128.00 standard error 
Dreyfus Viscusi 1995 J. Law and Economics RP survey 1988 Hedonic two-seater -0.07 0.07 0/1 -1924.23 -955.48 13.27 standard error 
Espey Nair 2005 Contemp. Econ. Policy market data 2001 Hedonic luxury 15853.00 593.08 0/1 20427.55 21221.47 22015.39 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic large -0.21 -0.03 0/1 -8145.06 -7087.96 -6030.86 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic midsize -0.11 -0.02 0/1 -4394.39 -3677.12 -2959.84 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic SUV 8.19 3.67 0/1 156041.16 278377.44 400713.69 standard error 
Fan Rubin 2010 TRR RP survey 2007 Hedonic truck 11.45 3.66 0/1 267391.03 389271.59 511152.16 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL small -0.06 0.27 1.32 0.26 0/1 -16983.30 -773.64 15436.02 random coef. 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL SUV children 0.86 0.13 0/1 122.80 3070.01 6017.22 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL truck rural 2.26 0.21 0/1 4052.41 8227.63 12402.84 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL van children 2.08 0.27 0/1 -43102.96 -32664.92 -22226.88 standard error 
Frischknecht Whitefoot 2010 J. Mechanical Design market data 2006 MXL van -4.49 0.50 2.65 0.40 0/1 -87679.52 -55137.40 -22595.28 random coef. 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL large -0.16 0.18 0/1 -10076.09 -4772.88 530.32 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL midsize 0.24 0.11 0/1 3672.96 7012.01 10351.07 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL small -0.11 0.11 0/1 -6540.62 -3270.31 0.00 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL sport 0.00 0.14 0/1 -3937.63 39.77 4017.18 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL SUV 0.39 0.17 0/1 6434.14 11460.81 16487.49 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL SUV 0.36 0.21 0/1 4440.53 10694.80 16949.06 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL SUV 0.26 0.15 0/1 3231.25 7719.11 12206.96 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL SUV 0.10 0.18 0/1 -2381.62 2910.87 8203.36 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL SUV 0.40 0.12 0/1 8194.71 11667.05 15139.39 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL SUV 0.27 0.16 0/1 3351.80 8072.66 12793.51 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL truck 0.03 0.16 0/1 -3905.71 857.35 5620.41 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL truck -0.10 0.18 0/1 -8199.13 -2943.28 2312.58 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL van 0.00 -0.28 0/1 -8421.19 -83.38 8254.44 varied income 
Hess Fowler 2012 Transportmetrica RP & SP 2009 NMNL van -0.55 0.28 0/1 -24391.33 -16233.70 -8076.06 varied income 
Hess Train 2006 TR-B SP survey 1999 MXL large -0.46 0.17 1.18 0.27 0/1 -29862.45 -8399.89 13062.68 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL small -2.98 0.23 1.94 0.31 0/1 -89256.65 -54128.45 -19000.25 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL small -1.33 0.17 1.12 0.29 0/1 -44374.10 -24057.33 -3740.56 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL SUV -0.80 0.16 0.76 0.28 0/1 -28197.03 -14443.62 -690.21 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL SUV -0.16 0.24 1.58 0.41 0/1 -31574.35 -2898.01 25778.32 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL SUV 0.33 0.15 0.78 0.33 0/1 -8102.59 6010.79 20124.18 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL truck -1.29 0.18 1.04 0.28 0/1 -42243.60 -23404.23 -4564.87 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL truck -0.77 0.19 1.59 0.31 0/1 -42823.14 -13995.21 14832.72 random coef. 
Hess Train 2006 TR-B SP survey 1999 MXL van -0.48 0.19 1.50 0.25 0/1 -35915.82 -8688.60 18538.62 random coef. 
Kavalec 1999 Energy Journal SP survey 1993 MXL large 0.35 0.15 0/1 3097.64 5279.07 7460.50 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL midsize 0.31 0.10 0/1 3056.49 4608.00 6159.52 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL small -0.42 0.27 0/1 -10301.49 -6293.13 -2284.77 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL small -0.28 0.16 0/1 -6504.82 -4130.80 -1756.78 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL sport 0.75 0.16 0/1 8680.63 11139.73 13598.83 standard error 
Kavalec 1999 Energy Journal SP survey 1993 MXL station wagon age 0/1 -20594.34 -9465.79 -6725.59 varied interaction 
Kavalec 1999 Energy Journal SP survey 1993 MXL SUV 0.97 0.15 0/1 12197.37 14435.42 16673.47 standard error 
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First Author Second Author Pub Year Journal Data Type Dollar Year Stat Model Attribute Interaction Coeff. SE mu sigma Standard Units Low WTP Central WTP High WTP Range Desc. 
Kavalec 1999 Energy Journal SP survey 1993 MXL truck age 0/1 -21101.37 -13048.55 -10364.27 varied interaction 
Kavalec 1999 Energy Journal SP survey 1993 MXL van age 0/1 -38489.48 -20146.96 -15225.79 varied interaction 
McCarthy 1996 RE Stat RP survey 1989 MNL luxury -0.49 0.13 0/1 -23393.44 -18494.81 -13596.18 standard error 
McCarthy 1996 RE Stat RP survey 1989 MNL sport -1.28 0.27 0/1 -57731.49 -47770.78 -37810.06 standard error 
McCarthy 1996 RE Stat RP survey 1989 MNL truck 1.45 0.30 0/1 43019.11 54055.42 65091.74 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL SUV 2.73 0.33 0/1 66959.95 76099.33 85238.71 standard error 
McCarthy Tay 1998 TR-E RP survey 1989 NMNL truck 1.79 0.32 0/1 41164.92 49915.81 58666.71 standard error 
Musti Kockelman 2011 TR-A SP survey 2009 MNL large multiple 0.00 0.00 0/1 1830.95 2629.16 2852.19 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL large multiple 0.00 0.00 0/1 -1417.22 -619.01 -395.98 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL luxury multiple 2.18 0.44 0/1 12114.57 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL luxury multiple 2.18 0.44 0/1 8866.40 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL small multiple 0.00 0.00 0/1 5039.77 8572.17 11529.38 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL small multiple 0.00 0.00 0/1 1791.60 5324.00 8281.21 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL small multiple -2.14 0.22 0/1 -10121.01 -9322.80 -9099.77 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL small multiple -2.14 0.22 0/1 -6872.84 -6074.63 -5851.60 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL small multiple -1.96 0.22 0/1 -5383.20 -1850.80 1106.41 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL small multiple -1.96 0.22 0/1 -2135.03 1397.37 4354.58 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL SUV multiple -1.38 0.21 0/1 1652.26 4386.44 7120.63 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL SUV multiple -1.38 0.21 0/1 -1595.91 1138.27 3872.46 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL truck multiple 0.00 0.00 0/1 -7242.00 -4634.23 -2026.45 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL truck multiple 0.00 0.00 0/1 -3993.83 -1386.06 1221.71 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL van multiple 0.00 0.00 0/1 5317.16 6005.98 6694.81 varied interaction 
Musti Kockelman 2011 TR-A SP survey 2009 MNL van multiple 0.00 0.00 0/1 2068.99 2757.82 3446.64 varied interaction 
Shiau Michalek 2009 TR-A market data 2007 MXL large 0.10 0.00 0/1 1204.73 1217.03 1229.33 standard error 
Shiau Michalek 2009 TR-A market data 2007 MXL luxury 0.56 0.00 0/1 6963.92 6988.51 7013.10 standard error 
Shiau Michalek 2009 TR-A market data 2007 MXL small 0.03 0.00 0/1 301.37 313.67 325.96 standard error 
Shiau Michalek 2009 TR-A market data 2007 MXL small -0.12 0.00 0/1 -1580.38 -1555.79 -1531.20 standard error 
Shiau Michalek 2009 TR-A market data 2007 MXL sport 0.11 0.00 0/1 1355.80 1392.68 1429.57 standard error 
Shiau Michalek 2009 TR-A market data 2007 MXL two-seater -0.77 0.00 0/1 -9647.40 -9598.22 -9549.04 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL sport -0.30 0.38 0/1 -4041.46 -1783.00 475.47 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL SUV nochildren -0.05 0.34 0/1 -2317.90 -297.17 1723.56 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL SUV children 0.44 0.05 0/1 0.00 2317.90 4635.79 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL truck rural 1.11 0.06 0/1 -4338.63 -416.03 3506.56 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL truck urban -1.18 0.60 0/1 -10579.12 -7013.12 -3447.13 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL van children 0.89 0.14 0/1 -12718.72 -8796.12 -4873.53 standard error 
Skerlos Raichur 2013 Grey market data 2008 MXL van nochildren -2.37 0.52 0/1 -17176.21 -14085.68 -10995.15 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL large 0.38 0.10 0/1 9596.64 13099.06 16601.48 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL large -0.17 0.14 0/1 -10558.57 -5865.87 -1173.17 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL luxury 0.56 0.06 0/1 17344.93 19395.15 21445.38 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL small -0.11 0.06 0/1 -5870.70 -3781.49 -1692.27 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL small -0.64 0.10 0/1 -25454.82 -22123.04 -18791.26 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL SUV 0.12 0.12 0/1 -127.76 4130.97 8389.70 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL SUV 0.44 0.10 0/1 11652.64 15271.48 18890.31 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL SUV 0.33 0.09 0/1 8011.08 11241.36 14471.63 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL SUV 0.74 0.09 0/1 22216.62 25404.08 28591.54 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL van -0.34 0.11 0/1 -15443.37 -11676.69 -7910.02 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL van -0.61 0.13 0/1 -25459.88 -21077.80 -16695.72 standard error 
Tompkins Bunch 1998 UC ITS SP survey 1995 MNL truck -0.64 0.07 0/1 -24691.18 -22202.15 -19713.12 standard error 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL luxury leased 0.61 0.75 0/1 6813.61 7674.82 21900.77 standard error 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL SUV children 2.80 0.90 0/1 40585.50 50384.63 76537.37 standard error 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL truck 0.07 6.85 0/1 -94249.92 1060.50 96370.93 random coef. 
Train Winston 2007 Int. Econ. Rev. RP survey 2000 MXL van children 2.11 0.88 0/1 6965.98 14022.23 37639.06 standard error 
Whitefoot Fowlie 2011 Grey market data 2006 BLP sport -0.47 0.31 0/1 -1977.30 -1191.95 -406.60 varied income 
Whitefoot Fowlie 2011 Grey market data 2006 BLP SUV 1.09 0.25 0/1 1176.92 1708.02 2239.11 varied income 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL sedan 0.55 0.55 0.92 0/1 -2705.52 4209.26 11124.04 random coef. 
Zhang Gensler 2011 J. Product Innov. Mgmt. SP survey 2010 MXL SUV 0.05 0.05 2.14 0/1 -15650.79 382.66 16416.12 random coef. 
Whitefoot Fowlie 2011 Grey market data 2006 BLP truck 0.04 0.31 0/1 -492.70 112.69 718.08 varied income 
Whitefoot Fowlie 2011 Grey market data 2006 BLP van 1.28 0.30 0/1 -9203.53 -14034.57 -13273.56 varied income 
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APPENDIX C: 
DISCUSSION OF THE POTENTIAL BIAS FROM ESTIMATING WTP FROM RATIOS 

OF ATTRIBUTE AND PRICE DERIVATIVES 

Our general method for estimating the willingness to pay for an attribute is to divide the 
derivative of the utility function with respect to the quantity of the attribute by the derivative 
with respect to the price of a vehicle, and reversing the sign. Typically, the derivatives are linear 
functions of the parameter estimates, so that the expected values of the derivative functions are 
functions of the expected values of the estimated coefficients. In the case of mixed logit models 
(MXL), the coefficients are assumed to be random variables with the variance representing 
heterogeneity of preferences across the population. In the case of fixed coefficient models like 
multinomial logit (MNL) or nested multinomial logit (NMNL), the coefficient estimates are 
random variables with the variance representing the uncertainty of estimation from a sample. In 
either case, our method requires calculating the ratio of two random variables or functions of 
random variables. It is important to know whether that ratio is a good or a poor estimate of the 
central tendency of preferences in the population. 

It is also useful to describe the uncertainty associated with WTP estimates. In the case of 
MNL or NMNL models, the standard errors of the coefficient estimates provide a basis for 
characterizing their uncertainty. In the case of MXL models, the standard deviations of random 
parameter estimates are intended to describe the heterogeneity of preferences in the sample 
population. In either case, estimating a confidence interval for a WTP estimate would require 
estimating the variance of a ratio of random variables. In general, published articles do not 
provide sufficient information to calculate valid estimates of the variance of WTP estimates. 
Rather than providing no information on uncertainty or heterogeneity, we provide ranges of 
uncertainty based on the variance of the estimated attribute coefficient conditional on specific 
values of the price derivative. While this method is less than ideal, until authors routinely 
provide the covariances of coefficient estimates or simulated distributions of WTP estimates, we 
believe it is preferable to no description of uncertainty. 

In general, the expected value of the ratio of two random variables, is not equal to the 
ratio of their expected values, E(α/β) ≠ ρ = E(α)/E(β) = μα/μβ. Since α/β is undefined at β = 0, 

E(α/β) is also undefined if there is probability density > 0 at β = 0. Although many methods of 
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estimating price coefficients allow finite probability density at β = 0, it can be neglected for 

practical purposes.17 

The ratio of two random variables is a non-linear function. A widely used approach to 
estimate non-linear functions of random variables is the delta method. The delta method 
approximates a non-linear function of random variables by means of Taylor series expansions. It 
can be shown that the ratio of expected values, ρ, is a first order Taylor Series expansion 
estimate of ρ. However, ρ is a biased estimate of E(α/β) in general even if the covariance of α 

and β is zero. The second order Taylor Series expansion of E(α/β) is usually preferred because it 

includes an estimate of the bias of ρ. 

Define VAR(α) = σα
2, VAR(β) = σβ

2 and Cov(α,β) = σαβ, then 
1𝐸𝐸 �𝛼𝛼�𝛽𝛽� ≈ 𝜌𝜌 +

[𝐸𝐸(𝛽𝛽)]2 �𝜌𝜌𝜎𝜎𝛽𝛽
2 − 𝜎𝜎𝛼𝛼𝛽𝛽� (C-1) 

Unfortunately, in studies basing calculations on the information available in the literature, 
it is rarely possible to use the second order approximation because although almost all journal 
articles provide standard errors for estimated coefficients, hardly any provide estimated 
covariances of parameter estimates. Only one of the studies in our main sample provided 
covariances, and only the variance-covariance matrix of the logarithms of the coefficient 
estimates was provided. 

Because lack of information prevents use of the second order approximation we rely on 
the first order approximation to calculate our WTP values. However, below we incorporate 
reasonable values into a second order approximation for a specific example in this Appendix to 
illustrate the likely magnitude of bias caused by using the first order approximation for 
estimating WTP from discrete choice models. 

We can get a sense of how large the bias of α/β might be by substituting estimated 

coefficient values and standard errors for the population values in Equation C-1. First, consider 
the case of fixed coefficient MNL or NMNL models where the randomness of α and β are a 

result of estimation uncertainty. If the coefficients are statistically significant, then their standard 

17 MXL models sometimes assume a log-normal distribution for the price coefficient to avoid this potential 
problem. In a simple MNL model, the price elasticity of choice of vehicle type i, ηi, is given by the following 
equation: 

𝜂𝜂𝑖𝑖 = 𝛽𝛽𝑊𝑊𝑖𝑖(1 − 𝑠𝑠𝑖𝑖) 
where Pi is vehicle price and si is market share or choice probability. As a general rule, prices are on the order of 104, 
s << 1, and η is on the order of 100 (new vehicle prices in recent decades are tens of thousands of dollars and 
elasticities typically range from about -5 to -2). As a result, typical values for β when price is measured in dollars are 
on the order of -0.0001. 
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errors will be half and more frequently less than half of the value of the coefficient. This implies 
that σα ≤ α/2 and σβ≤ |β|/2. The covariance of two coefficient estimates is a function of their 
correlation, 0 ≤ c ≤ 1. 

𝐶𝐶𝐶𝐶𝐶𝐶(𝛼𝛼, 𝛽𝛽) = 𝑐𝑐𝛼𝛼𝛽𝛽𝜎𝜎𝛼𝛼𝜎𝜎𝛽𝛽 (C-2) 

Substituting these relationships into Equation C-1, we get the following approximation of the 
maximum bias for statistically significant coefficients. 

E �𝛼𝛼�𝛽𝛽� ≈ 
𝜇𝜇
𝜇𝜇

𝛽𝛽

𝛼𝛼 �1 + 1
4 
�1 − 𝑐𝑐𝛼𝛼𝛽𝛽�� (C-3) 

Equation C-3 implies that for uncorrelated coefficient estimates the bias will be smaller than one 
fourth of the ratio of the coefficients and that the bias will disappear as the correlation between 
coefficient estimates increases. For two coefficients with t-statistics of about 3.3, with a 
correlation coefficient of 0.5, the bias would be about 5%. 

For mixed logit models the bias is less easily bounded and could be important. In many 
mixed logit models, the price coefficient is not assumed to be randomly distributed. In such 
models, the uncertainty in the price derivative arises from estimation uncertainty while the 
uncertainty in the attribute derivative arises from preference heterogeneity, as well as estimation 
uncertainty. Assuming that the price coefficient is statistically significant, we again have σβ 

≤ |β|/2. In that case, Equation C-1 becomes approximately the following. 
𝜇𝜇𝛼𝛼𝐸𝐸 �𝛼𝛼�𝛽𝛽� ≈ 

𝜇𝜇𝛼𝛼 + 1 − 𝑐𝑐𝛼𝛼𝛽𝛽 
𝜎𝜎𝛼𝛼 (C-4) 

𝜇𝜇𝛽𝛽 4 𝜇𝜇𝛽𝛽 2|𝛽𝛽| 

As Equation C-4 shows, it is not possible to make meaningful statements about the 
importance of the bias term without knowing the correlation, or covariance, of the attribute and 
price coefficients. Clearly, when the coefficients are uncorrelated, the bias will be approximately 
one fourth or less of the ratio of the expected values. But when the coefficients are correlated one 
cannot even know whether the bias is greater or less than that amount without knowing the 
covariance. A partial correction excluding the term that includes the covariance could increase or 
decrease the bias. When the price coefficient is itself randomly distributed across the population, 
it is even more difficult to make statements about the size of bias. For many MXL models, the 
only way to obtain valid estimates of the expected value of WTP for attributes is via a simulation 
using the data set on which the model was estimated. The lack of availability of variance-
covariance matrices for all models from all the authors make performing such calculations 
infeasible. Because of this, we calculate the ratios of the attribute and price derivatives using 
mean values but caution that the resulting WTP estimates contain an unknown bias. 
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One of the studies in our main sample, Nixon and Saphores, 2011, provided a variance-
covariance matrix for the four random parameters of its mixed logit model of alternative fuel 
vehicle choice. Unfortunately, the variances and covariances are for the logarithms of the 
lognormally distributed coefficients and not for the coefficients themselves. Recovering the 
means, medians and variances of the lognormal coefficients is straightforward but untangling the 
covariances, unfortunately, is not. Fortunately, Nixon and Saphores report the results of a model 
simulation consisting of 500,000 draws repeated 100 times, by which they estimated trade-offs 
between vehicle price and three other vehicle attributes. They state, “We chose to report the 
median trade-off because it is less sensitive than the mean to large values in the tail of a 
lognormal distribution” (Nixon and Saphores, 2011, p. 32). They estimated that a $1,000 
increase in the price difference between an AFV and a conventional vehicle corresponded to a 
$300 increase in annual fuel savings, a 17.5 mile increase in vehicle range, and 7.8 minute 
reduction in refueling time. Converting their reported coefficients to the median of the 
corresponding lognormal distribution (median = exp(coefficient)) and taking simple ratios of the 
resulting values produced estimates of $295 per year in fuel costs, 17.5 miles of range and 7.5 
minutes of refueling time. The implied biases are 1.7%, 0% and 3.8% of the simulated values, 
respectively. While this is only one example, it gives us some confidence that our use of the ratio 
of medians in MXL models with lognormal coefficients may produce useful indicators of the 
central tendency of WTP for vehicle attributes in these models. 

The uncertainty or heterogeneity of WTP estimates depends on the variance of the ratio 
of the derivatives with respect to the attribute in question and vehicle price, both of which are 
random variables. Let a and b be estimates of the population parameters α and β. The second 
order approximation to the variance of a/b is given by Equation C-5. 

2+�𝛼𝛼 2 2−2�𝛼𝛼𝜎𝜎𝛼𝛼 𝛽𝛽� 𝜎𝜎𝛽𝛽 𝛽𝛽�𝜎𝜎𝛼𝛼𝛽𝛽 
𝑉𝑉 �𝑉𝑉� = (C-5) 

𝑏𝑏 𝛽𝛽2 

Unfortunately, in general, Equation C-5 cannot be calculated because the covariance of a 
and b is almost never provided. Omitting the term in the numerator involving the covariance 
would be as likely to increase bias as to decrease it. Instead, we provide an uncertainty or 
heterogeneity interval conditional on the value of the price derivative. This is not a confidence 
interval for WTP. The confidence interval could be larger or smaller, depending in large part on 
whether the coefficient estimates in the cases of MNL or NMNL models, or population 
preference distributions in the case of MXL models, are correlated positively or negatively. We 
acknowledge that such conditional uncertainty intervals are less than ideal, yet we believe they 
are preferable to providing no indication of uncertainty. In the future, we encourage researchers 
to routinely calculate WTP measures for vehicle choice models and to provide accurate 
confidence intervals for the WTP measures. 
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APPENDIX E: 
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APPENDIX F: 
AUTHOR FEEDBACK RECEIVED AND RESPONSE TO COMMENTS 

There are a number of steps required to calculate WTP estimates from many of the papers 
in the literature that do not report those values directly. In many cases, it is necessary to make 
assumptions regarding the details of the calculations made by the authors where they are not 
fully specified in the literature, which is common given limitations on journal paper length. In 
this project, we made an effort to contact authors of each of the papers included in our sample 
via email. We contacted the corresponding author where possible, but contact information on 
some of the publications was out of date. In that case, we attempted to find updated contact 
information for each corresponding author. In cases where we could not find their current contact 
information, we reached out to the other authors of the paper for multi-authored studies. We 
asked each of the authors contacted to review our WTP calculations for their publication(s) 
(some authors were involved in multiple papers included within our main sample). There were 
cases where neither the corresponding author nor coauthors responded to the initial or follow-up 
requests for feedback. Table F-1 summarizes the outcome of our request, comments received, 
and actions that we took in response. 

F-1 



 

 

 

 

      
       

      
        

       

     
   

  
  

 

       
   

       
 

       

 
      

       

      
   

       
        

         

 
 
 

 
    

 
    

  
  

 

 
   

 
  

 
      

      
  

  
  

      
   

        
 

        

     
  

    

   
    

 
    

 

 

Table F-1. Summary of Author Feedback Received and Response to Comments 

F-2 

Paper Contacted Responded 
Provided 

Comments Comments Response 
Allcott and Wozny (2014) Yes Yes Yes No adjustments suggested NA 
Axsen, Mountain, and Jaccard (2009) Yes Yes Yes No adjustments suggested, provided more recent papers with WTP coefficients NA 
Beresteanu and Li (2011) Yes Yes No Indicated they would try to provide feedback, but we did not receive any NA 
Berry, Levinsohn, and Pakes (1995) Yes No No NA NA 

Brownstone and Train (1998) Yes Yes Yes 
Notes that this paper was primarily methodological rather than focused on 
parameter estimation and recommends Brownstone, Bunch and Train as 
preferred source of WTP estimates among their papers 

NA 

Brownstone, Bunch, and Train (2000) Yes Yes Yes No adjustments suggested; identified this paper as preferred source of estimates 
among their papers NA 

Brownstone et al. (1996) Yes Yes Yes No adjustments suggested NA 
Busse, Knittel, and Zettelmeyer 
(2013) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 

Dasgupta, Siddarth, and Silva-Risso 
(2007) Yes No No NA NA 

Daziano (2013) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 

Dreyfus and Viscusi (1995) Yes Yes Yes Verified that the values used from their study were correct, but did not find the 
WTP calculations sufficiently transparent to check NA 

Espey and Nair (2005) Yes Yes Yes No adjustments suggested NA 
Fan and Rubin (2010) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 
Feng, Fullerton, and Gan (2013) Yes Yes No Indicated they did not have time to complete the review NA 

Fifer and Bunn (2009) 
No contact 
information 
identified 

NA No NA NA 

Frischknecht, Whitefoot, and 
Papalambros (2010) Yes Yes Yes 

Provided numerous comments suggesting modifications to our calculations as 
well as suggesting that we use Monte Carlo simulations to generate distributions 
around our WTP estimates 

Adjusted calculations to the extent possible, 
though some were not feasible due to lack of 
data and/or project resources, e.g., conducting 
Monte Carlo simulations for parameter data from 
all papers 

Gallagher and Muehlegger (2011) Yes Yes Yes Provided some caveats to the calculations, but agreed they were correct overall NA 

Goldberg (1995) Yes Yes Yes Suggested that we review units and calculations 
Reviewed calculations and determined that they 
were consistent with the descriptions in the 1995 
paper so we made no adjustments 

Gramlich (2008) Yes Yes Yes Raised questions about the sign of the WTP estimates we were calculating and 
suggested we review units Adjusted calculations 

Greene (2001) Yes Yes NA NA, author is involved in this project NA 
Greene, Duleep, and McManus 
(2004) Yes Yes NA NA, author is involved in this project NA 

Haaf et al. (2014) Yes Yes Yes Provided a corrected supplement to their paper and suggested modifications to 
our spreadsheet calculations Adjusted calculations 

Helveston et al. (2015) Yes Yes Yes 

Noted sign of a parameter was incorrect in their published paper so suggested 
adjustment for that as well as updating our assumption regarding gasoline price 
to align with their assumption; suggested more discussion of uncertainty and 
heterogeneity and more information on our methods and interpretation 

Adjusted calculations; added more discussion in 
the report as suggested 
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Table F-1. Summary of Author Feedback Received and Response to Comments (continued) 

F-3 

Paper Contacted Responded 
Provided 

Comments Comments Response 
Hess, Train, and Polak (2006) Yes Yes Yes Asked about methods for calculating WTP, but no adjustments suggested NA 
Hess et al. (2011) Yes Yes Yes Asked about methods for calculating WTP, but no adjustments suggested NA 
Hidrue et al. (2011) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 

Kavalec (1999) 
No contact 
information 
identified 

NA No NA NA 

Klier and Linn (2012) Yes Yes Yes Suggested that we use delta method for deriving standard errors and asked us to 
focus on their main instrumental variables (IV) estimate 

Added discussion of the rationale and potential 
implications of our using the ratio of random 
variables to estimate WTP in both the main body 
of the report and Appendix C; continued using 
the range of results reported for consistency with 
other papers and to show the importance of 
specification 

Lave and Train (1979) Yes Yes Yes Provided suggested adjustments to our spreadsheet calculations Adjusted calculations 

Liu, Tremblay, and Cirillo (2014) Yes Yes Yes Indicated that WTP should be adjusted because of the income scaling used in 
their model Adjusted calculations 

Liu (2014) 
No contact 
information 
identified 

NA No NA NA 

McFadden and Train (2000) Yes Yes Yes Provided suggested adjustments to our spreadsheet calculations Adjusted calculations 

McCarthy (1996) Yes Yes Yes Requested clarification of spreadsheet calculations; no adjustments suggested Provided clarification; no changes made to 
spreadsheets 

McCarthy and Tay (1998) Yes Yes Yes Requested clarification of spreadsheet calculations; no adjustments suggested Provided clarification; no changes made to 
spreadsheet 

McManus (2007) Yes Yes Yes No adjustments suggested NA 
Musti and Kockelman (2011) Yes Yes No Requested additional clarification regarding the review request NA 
Nixon and Saphores (2011) Yes Yes No Indicated they would try to provide feedback, but we did not receive any NA 
Parsons et al. (2014) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 

Petrin (2002) Yes Yes No Requested additional clarification regarding the review request, which was 
provided but we did not receive review comments NA 

Sallee, West, and Fan (2016) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 

Segal (1995) 
No contact 
information 
identified 

NA No NA NA 

Sexton and Sexton (2014) Yes No No NA NA 

Shiau, Michalek, and Hendrickson 
(2009) Yes Yes Yes Suggested more discussion of uncertainty and heterogeneity, our use of the ratio 

of random variables to estimate WTP, and the interpretation of these values 

Added discussion in the main body of the report 
and Appendix B of the rationale and potential 
implications of our using the ratio of random 
variables to estimate WTP 

Skerlos and Raichur (2013) Yes No No NA NA 
Tanaka et al. (2014) Yes No No NA NA 
Tompkins et al. (1998) Yes Yes Yes Cautioned against using WTP values from SP models in general NA 

Train and Sonnier (1995) Yes Yes Yes Suggested dropping this paper from the analysis because Train and Weeks (2005) 
reports the same information but with the authors’ calculation of WTP NA 
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Table F-1. Summary of Author Feedback Received and Response to Comments (continued) 

Paper Contacted Responded 
Provided 

Comments Comments Response 
Train and Weeks (2005) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 
Train and Winston (2007) Yes Yes Yes Provided suggested modifications to our spreadsheet calculations Adjusted calculations 
Walls (1996) Yes No No NA NA 
Whitefoot, Fowlie, and Skerlos 
(2011) Yes Yes Yes Provided several adjustments and expressed concern regarding the endogeneity 

of the attributes and the effect on WTP Adjusted calculations 

Zhang, Gensler, and Garcia (2011) Yes Yes No Requested additional clarification regarding the review request NA 
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Preface 

i 

Preface 

The Environmental Protection Agency (EPA) is conducting a Midterm Evaluation of light-
duty vehicle greenhouse gas (GHG) emissions standards for model years (MY) 2022-2025, as 
required under its regulations.  EPA is seeking public comment on its proposed adjudicatory 
determination that the GHG standards currently in place for MY2022-2025 remain appropriate 
under the Clean Air Act and thus need not be amended to be either more or less stringent.  This 
Proposed Determination follows a Draft Technical Assessment Report (TAR) issued jointly by 
EPA, the National Highway Traffic Safety Administration (NHTSA), and the California Air 
Resources Board (CARB) in July 2016.  In the Draft TAR, the agencies examined a wide range 
of technical issues relevant to the appropriateness of the GHG emissions standards for MY2022-
2025, based on significant research and consideration of information provided by manufacturers 
and other stakeholders.  The Draft TAR was required by EPA regulations as the first step in the 
Midterm Evaluation process and we shared it with the public for their review and comments.  
For the next step, this Proposed Determination, EPA has considered public comments submitted 
on the Draft TAR as well as other information, and has updated its analyses where appropriate.  
EPA will again consider public comments received on the Proposed Determination as it proceeds 
with the final step in the Midterm Evaluation, a Final Determination regarding the 
appropriateness of the MY2022-2025 standards.   

Comments must be received on or before December 30, 2016.  Submit your comments, 
identified by Docket ID No. EPA-HQ-OAR-2015-0827 to the Federal eRulemaking 
Portal: http://www.regulations.gov.  Follow the online instructions for submitting comments.  
Once submitted, comments cannot be edited or withdrawn.  The EPA may publish any comment 
received to its public docket.  Do not submit electronically any information you consider to be 
Confidential Business Information (CBI) or other information whose disclosure is restricted by 
statute. Multimedia submissions (audio, video, etc.) must be accompanied by a written comment.  
The written comment is considered the official comment and should include discussion of all 
points you wish to make.  The EPA will not consider comments or comment contents located 
outside of the submission to the official dockets (i.e., located elsewhere on the web, cloud, or in 
another file sharing system).  For additional submission methods, the full EPA public comment 
policy, information about CBI or multimedia submissions, and general guidance on making 
effective comments, please visit http://www2.epa.gov/dockets/commenting-epa-dockets. 

Direct your comments to Docket ID No. EPA-HQ-OAR-2015-0827.  EPA’s policy is that all 
comments received will be included in the public docket without change and may be made 
available online at www.regulations.gov, including any personal information provided, unless 
the comment includes information claimed to be Confidential Business Information (CBI) or 
other information whose disclosure is restricted by statute.   

The www.regulations.gov web site is an “anonymous access” system, which means EPA will 
not know your identity or contact information unless you provide it in the body of your 
comment.  If you send an e-mail comment directly to EPA without going through 
www.regulations.gov, your e-mail address will be automatically captured and included as part of 
the comment that is placed in the public docket and made available on the Internet.  If you 
submit an electronic comment, EPA recommends that you include your name and other contact 
information in the body of your comment and with any disk or CD–ROM, you submit.  If EPA 
cannot read your comment due to technical difficulties and cannot contact you for clarification, 

http://www.regulations.gov/
http://www2.epa.gov/dockets/commenting-epa-dockets
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EPA may not be able to consider your comment.  Electronic files should avoid the use of special 
characters, any form of encryption, and be free of any defects or viruses.  For additional 
information about EPA’s public docket, visit the EPA Docket Center homepage at http:// 
www.epa.gov/epahome/dockets.htm.  

Do not submit CBI to EPA through http://www.regulations.gov or e-mail.  Clearly mark the 
part or all of the information that you claim to be CBI.  For CBI information in a disk or CD 
ROM that you mail to EPA, mark the outside of the disk or CD ROM as CBI and then identify 
electronically within the disk or CD ROM the specific information that is claimed as CBI.  In 
addition to one complete version of the comment that includes information claimed as CBI, a 
copy of the comment that does not contain the information claimed as CBI must be submitted for 
inclusion in the public docket.  Information so marked will not be disclosed except in accordance 
with procedures set forth in 40 CFR Part 2.  In addition, you should submit a copy from which 
you have deleted the claimed confidential business information to the Docket by one of the 
methods set forth above. 
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Executive Summary 

The rulemaking establishing the National Program for federal greenhouse gas (GHG) 
emissions and corporate average fuel economy (CAFE) standards for MY2017-2025 light-duty 
vehicles included a regulatory requirement for EPA to conduct a Midterm Evaluation (MTE) of 
the GHG standards established for MY2022-2025.1  The Proposed Determination is the next step 
in EPA's MTE process, and in this document, the Administrator is making a Proposed 
Determination that, based on her evaluation of technical information available to her and 
significant input from the industry and other stakeholders, and in light of the factors listed in the 
2012 final rule establishing the MY2017-2025 standards, those standards remain appropriate 
under section 202 (a) (1) of the Clean Air Act.  EPA is seeking public comment on this proposed 
adjudicatory determination (hereafter "determination") that the GHG standards currently in place 
for MY2022-2025 remain appropriate under the Act and rulemaking to change them is not 
warranted.  The Technical Support Document (TSD) provides additional detailed analyses 
supporting this Proposed Determination.   

This Proposed Determination follows the July 2016 release of a Draft Technical Assessment 
Report (TAR), issued jointly by EPA, the National Highway Traffic Safety Administration 
(NHTSA), and the California Air Resources Board (CARB).  In the Draft TAR, the agencies 
examined a wide range of issues relevant to GHG emissions standards for model years (MY) 
2022-2025, and shared with the public its initial technical analyses of those issues.  The Draft 
TAR was required by EPA’s regulations as the first step in the Midterm Evaluation process.  For 
the next step, this Proposed Determination, EPA has considered public comments on the Draft 
TAR and has updated its analyses where appropriate in response to comments and to reflect the 
latest available data, as discussed throughout this document and the TSD.  

As the final step in the MTE, the Administrator must determine whether the MY2022-2025 
GHG standards, established in 2012, are still appropriate under section 202 (a) (1) of the Clean 
Air Act (Act), in light of the record then before the Administrator, given the latest available data 
and information.  Under the EPA regulations, this Final Determination must be made no later 
than April 1, 2018.  However, the Administrator has discretion to make the Final Determination 
sooner than April 1, 2018, as EPA recognizes that long-term regulatory certainty and stability are 
important for the automotive industry and will contribute to the continued success of the national 
program, which in turn will reduce emissions, improve fuel economy, deliver important fuel 
savings to consumers, and benefit public health and welfare.   

EPA received more than 200,000 public comments on the Draft TAR, with comments from 
about 90 organizations and the rest from individuals.  EPA has considered those comments, as 
well as additional updated data and information, and where appropriate has made updates and 
improvements to our analyses.  This record represents the most current information available, as 
informed by public comment, and provides the basis for the Administrator’s Proposed 
Determination, as called for in the 2012 rule.  Specific updates to our technology costs, 
technology effectiveness, modeling, consumer assessment, and other elements of our analysis are 
described in more detail throughout this document and its Appendix as well as in the 
accompanying TSD.  Key updates and improvements include:   

                                                 
1 40 CFR 86.1818-12(h). 
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• Updates to use the most recent fuel prices, vehicle sales volumes, and car/truck mix, 
from the Energy Information Administration's Annual Energy Outlook (AEO 2016) 

• Updates to use the latest final model year of certified vehicle data (MY2015) in the 
baseline 

• Updates to our vehicle simulation model to include the latest data on technology 
effectiveness, from the EPA vehicle benchmarking testing program and other sources, 
across vehicle types 

• Updates to battery costs for electrified vehicles based on updated data from the 
literature 

• Building in additional quality assurance checks of technology effectiveness estimates 

• Updates to vehicle class definitions for effectiveness modeling and a greater 
resolution of vehicle types to provide more accuracy and precision in representing 
technology cost and effectiveness for the future vehicle fleet 

• Better accounting for tire and aerodynamic improvements in the baseline vehicle fleet 

Importantly, the analyses conducted for this Proposed Determination have corroborated the 
key conclusions reached in the Draft TAR, as we explain further below. 

•  A wider range of technologies exist for manufacturers to use to meet the MY2022-
2025 standards, and at costs that are similar to or lower than, those projected in the 
2012 rule. 

• The auto industry can meet the standards primarily with advanced gasoline vehicle 
technologies and with very low levels of strong hybridization and full electrification 
(plug-in vehicles).  

• The updated 2025 projections of fuel prices, car/truck mix, and the fleet-target 
illustrate that the footprint-based standards will continue to accommodate consumer 
choice and achieve significant GHG reductions and fuel savings across all vehicle 
types. 

The EPA regulations state that in making the required determination, the Administrator shall 
consider the information available on the factors relevant to setting greenhouse gas emission 
standards under section 202(a) of the Clean Air Act for model years 2022 through 2025, 
including but not limited to:   

• The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

• The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

• The feasibility and practicability of the standards;  

• The impact of the standards on reduction of emissions, oil conservation, energy 
security, and fuel savings by consumers;  
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• The impact of the standards on the automobile industry;  

• The impacts of the standards on automobile safety;  

• The impact of the greenhouse gas emission standards on the Corporate Average Fuel 
Economy standards and a national harmonized program; and  

• The impact of the standards on other relevant factors.2  
Consideration of the updated analyses in light of the above factors established in the 2012 rule 

form the basis for this Proposed Determination supporting the Administrator's proposal that the 
MY2022-2025 standards remain appropriate, as summarized below. 

The Standards Are Feasible.  In our technical assessment of the technologies available to 
meet the MY2022-2025 GHG standards, we present a range of feasible, cost-effective 
compliance pathways to meet the MY2022-2025 standards.  EPA analyzed a “central case” low-
cost pathway, as well as multiple sensitivity analyses, including various fuel price scenarios, 
indirect cost markups, and technology penetrations (e.g., different mixes of engine technologies, 
lower mass reductions, alternative transmission effectiveness estimates).  This range of analyses 
demonstrates that compliance can be achieved through a number of different technology 
pathways, as is the intent of the performance-based GHG standards that provide each 
manufacturer with the flexibility to apply technologies in the way it views best to meet the needs 
of its customers.  Given the rapid pace of automotive industry innovation, we believe there are, 
and will continue to be, emerging technologies that will be available in the MY2022-2025 time 
frame that could perform appreciably better at potentially lower cost than the technologies 
modeled in this Proposed Determination.  Such technologies are exemplified by recent advances 
already seen in the marketplace that we did not anticipate when the standards were finalized four 
years ago (e.g., expanded use of continuously variable transmissions and higher compression 
ratio, naturally aspirated gasoline engines (Atkinson)).  Updated information also shows that the 
technologies we did anticipate in 2012 are costing less, and are more effective, than we 
anticipated at that time. 

EPA’s Proposed Determination assessment provides projections for the MY2022-2025 
standards for several key metrics, including a range of modeled “low-cost pathway” technology 
penetrations and per-vehicle average costs (Table ES-1); CO2 target levels (Table ES-2); GHG 
and oil reductions (Table ES-3); industry-wide average costs, consumer fuel savings, and societal 
monetized benefits (Table ES-4); and consumer payback (Table ES-5).  The Proposed 
Determination analysis results are similar to those of the Draft TAR, which are shown in the 
tables for comparison.  

As in the Draft TAR, we project that the MY2022-2025 standards can be met largely through 
advances in gasoline vehicle technologies, such as improvements in engines, transmissions, 
light-weighting, aerodynamics, and accessories.  Table ES-1 shows fleet-wide penetration rates 
for a subset of the technologies EPA projects could be utilized to comply with the MY2025 
standards.  The analyses further indicate that very low levels of strong hybrids and full 
electrification (plug-in hybrid electric vehicles (PHEV) or electric vehicles (EV)) technology 
will be needed to meet the standards.  As noted above, we analyzed multiple sensitivity cases 

                                                 
2 40 CFR 86.1818-12(h)(1). 
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which show that compliance can be achieved through a number of different technology 
pathways.  These sensitivity cases, including various fuel price scenarios, cost markups, and 
technology penetrations (e.g., lower Atkinson penetration, lower mass reduction, alternative 
transmissions), are presented in Table ES-1 as a range of technology penetrations and per-vehicle 
costs.   

Table ES-1  Selected Technology Penetrations (Absolute) and Per-Vehicle Average Costs (2015$) to Meet 
MY2025 GHG Standards (Incremental to the Costs to Meet the MY2021 Standards) 1 

 Draft TAR2 Proposed Determination3 
  Primary Analysis Range of Sensitivities Analyzed 

Turbocharged and downsized 
gasoline engines (%) 33% 34% 31 - 41% 

Higher compression ratio, naturally 
aspirated gasoline engines (%) 44% 27% 5 - 41% 

8 speed and other advanced 
transmissions4 (%) 90% 93% 92 - 94% 

Mass reduction (%)5 7% 9% 2 - 10% 
Off-cycle technology6  not modeled 26% 13 - 51% 

Stop-start (%) 20% 15% 12 - 39% 
Mild Hybrid (%) 18% 18% 16 - 27% 

Strong Hybrid (%) <3% 2% 2 - 3% 
Plug-in hybrid electric vehicle7 (%) <2% 2% 2% 

Electric vehicle7 (%) <3% 3% 2 - 4% 
Per vehicle cost (2015$) $920 $875 $800 - $1,115 

Notes: 
1 Percentages shown are absolute rather than incremental   
2 The Draft TAR values are based on AEO 2015 reference case; the Draft TAR reported average per vehicle costs of 
$894 in 2013$ 

3 The Proposed Determination values are based on AEO 2016 reference case  
4 Including continuously variable transmissions (CVT)  
5 The 9% mass reduction for the Proposed Determination is relative to the ‘null’ package. Using the same approach, 
the Draft TAR 7% mass reduction relative to the MY2014 baseline becomes 9% relative to 'null' 
6 EPA did not model off-cycle technologies in the Draft TAR except for stop-start and active aerodynamics; for the 
Proposed Determination we are now also assessing additional off-cycle technologies as unique technologies that can 
be applied to a vehicle and that reduce CO2 emissions by either 1.5 g/mi or 3 g/mi. 
7 Electric vehicle penetrations include the California Zero Emission Vehicles (ZEV) program  
 

The Standards Will Achieve Significant CO2 and Oil Reductions.  Based on various 
assumptions including the AEO 2016 reference case projections of the car/truck mix out to 2025, 
the footprint-based GHG standards curves for MY2022-2025 are projected to achieve an 
industry-wide fleet average carbon dioxide (CO2) target of 173 grams/mile (g/mi) in MY2025 
(Table ES-2).  The projected fleet average CO2 target represents a GHG emissions level 
equivalent to 51.4 mpg (if all reductions were achieved exclusively through fuel economy 
improvements).3  As shown in Table ES-2, these results are very similar to the Draft TAR 

                                                 
3 The projected MY2025 target of 173 g/mi represents an approximate 50% decrease in GHG emissions relative to 

the fuel economy standards that were in place in 2010. It is clear from current GHG manufacturer performance 
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projections (which were based on AEO 2015 fuel prices and fleet mix).  As a sensitivity, we also 
include target projections based on two AEO 2016 scenarios in addition to the AEO 2016 
reference case:  a low fuel price case and a high fuel price case.  As shown in Table ES-2, these 
fuel price cases translate into different projections for the car/truck fleet mix (e.g., with a higher 
truck share shown in the low fuel price case, and a lower truck share shown in the high fuel price 
case), which in turn leads to varying projections for the GHG CO2 targets and MPG-e levels 
projected for MY2025.  These estimated GHG target levels reflect changes in the latest 
projections about the MY2025 fleet mix compared to the projections in 2012 when the standards 
were first established.  Under the footprint-based standards, the program is designed to ensure 
significant GHG reductions across the fleet, and each automaker's standard automatically adjusts 
based on the mix (size and volume) of vehicles it produces each model year.   

In our analysis for this Proposed Determination, we are proposing to retain unaltered the 
existing MY2022-2025 standards established in the 2012 final rule, and as such are applying 
these same footprint-based standards to the updated fleet projections for MY2025.  It is 
important to keep in mind that the updated MY2025 fleet wide projections reflected in this 
Proposed Determination are still just projections (as were the fleet projections in the 2012 rule 
and the Draft TAR) -- based on the latest available information, which will likely continue to 
change with future projections -- and that the actual GHG emissions/fuel economy level 
achieved in MY2025 will not be determined until the manufacturers have completed their 
MY2025 production.   

Table ES-2  Projections for MY2025:  Car/Truck Mix, CO2 Target Levels, and MPG-equivalent1 

 2012 Final Rule Draft TAR Proposed Determination 

 AEO 2011 
Reference 

AEO 2015 
Reference 

AEO 2016 
Reference 

AEO 2016 
Low  

AEO 2016 
High  

Car/truck mix 67/33% 52/48% 53/47% 44/56% 63/37% 
CO2 (g/mi) 163 175 173 178 167 

MPG-e2 54.5 50.8 51.4 49.9 53.3 
Notes: 
1 The CO2 and MPG-e values shown here are 2-cycle compliance values.  Projected real-world values are detailed in 
Chapter 3 of the TSD; for example, for the Proposed Determination AEO reference fuel price case, real-world CO2 
emissions performance would be 233 g/mi and real-world fuel economy would be about 36 mpg.  
2 Mile per gallon equivalent (MPG-e) is the corresponding fleet average fuel economy value if the entire fleet were 
to meet the CO2 standard compliance level through tailpipe CO2 improvements that also improve fuel economy.  
This is provided for illustrative purposes only, as we do not expect the GHG standards to be met only with fuel 
efficiency technology. 
 
 

In Table ES-3, the reductions presented represent those that are expected to occur over the 
lifetime of MY2021-2025 vehicles.   

                                                 

data that many automakers are earning air conditioner refrigerant GHG credits that reduce GHG emissions, but do 
not improve fuel economy. Accordingly, the projected MY2025 target of 173 g/mi represents slightly less than a 
doubling of fuel economy relative to the standards that were in place in 2010. 



Executive Summary 

ES - 6 

Table ES-3  Cumulative GHG and Oil Reductions for Meeting the MY2022-2025 Standards (Vehicle Lifetime 
Reductions) 

 Draft TAR1 Proposed Determination2 
GHG reduction  

(million metric tons, MMT CO2e) 540 537 

Oil reduction (billion barrels) 1.2 1.2 
Notes: 

1 The Draft TAR values are based on AEO 2015 reference case  
2 The Proposed Determination values are based on AEO 2016 reference case  

 
The Standards Will Provide Significant Benefits to Consumers and the Public.  Tables ES-4 

presents the societal monetized benefits associated with meeting the MY2025 standards.  EPA 
also evaluated the benefit-costs of additional scenarios (AEO 2016 high and low fuel price 
scenarios) as discussed further in Section IV.A.  In all cases, the net benefits far exceed the costs 
of the program.  It is also notable that in all cases, the benefits and the fuel savings independently 
exceed the costs (i.e., the benefits exceed the costs without considering any fuel savings, and 
likewise fuel savings exceed the costs even without considering any other benefits). 

Table ES-4  GHG Analysis of Lifetime Costs & Benefits to Meet the MY2022-2025 GHG Standards (for 
Vehicles Produced in MY2021-2025)1 (Billions of $) 

 Draft TAR2 Proposed Determination3 
 3 Percent Discount Rate     3 Percent Discount Rate     7 Percent Discount Rate 

Vehicle Program - $34  -$33 -$24 

Maintenance -$2 -$3 -$2 

Fuel $89 $92 $52 
Benefits1 $41 $42 $32 

Net Benefits $94 $98 $59 
Notes: 
1All values are discounted back to 2016; see the Appendix Section C for details on discounting social cost of GHG 
and non-GHG benefits.  The costs and benefits also reflect some early compliance with the MY2025 standard in 
MY2021, as discussed in Appendix C.1. 
2 The Draft TAR values are based on AEO 2015 reference case and 2013$ 

3 The Proposed Determination values are based on AEO 2016 reference case and 2015$ 

 

When considering the payback of an average MY2025 vehicle compared to a vehicle meeting 
the MY2021 standards, we believe one of the most meaningful analyses is to look at the payback 
for consumers who finance their vehicle, as the vast majority of consumers (nearly 86 percent) 
purchase new vehicles through financing with average loan periods of over 67 months.   
Consumers who finance their vehicle with a 5-year loan would see payback within the first year.  
Consumers who pay cash for their vehicle would see payback in the 5th year of ownership.  
Consumers would save $1,650 over the lifetime of their new vehicle (i.e., net of increased 
lifetime costs and lifetime fuel savings).  Even with the lowest fuel prices projected by AEO 
(shown in the Appendix Section C), the lifetime fuel savings outweigh increased lifetime costs. 
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Table ES-5  Payback Period and Net Lifetime Consumer Savings for an Average MY2025 Vehicle Compared 
to the MY2021 GHG Standards 

 Draft TAR1 Proposed Determination2 
Payback period – 5-year loan purchase3  
(years) Not calculated <1 

Payback period – Cash purchase  
(years) 5 5 

Net Lifetime Consumer Savings  
($, discounted at 3%) $1,620 $1,650 

Notes: 

1 The Draft TAR values are based on AEO 2015 reference case and 2013$ 

2 The Proposed Determination values are based on AEO 2016 reference case and 2015$ 

3 Using an interest rate of 4.25 percent.  The Appendix Section C also presents payback periods using 4-year and 6-
year loan periods. We did not calculate the payback periods for loan purchases in the Draft TAR. 
 

The Auto Industry is Thriving and Meeting the Standards More Quickly than Required.  While 
the Proposed Determination analysis focuses on the MY2022-2025 standards, we note that the 
auto industry, on average, is over-complying with the first four years of the light-duty GHG 
standards (MY2012-2015).  This has occurred concurrently with a period during which the 
automotive industry successfully rebounded after a period of economic distress.  The recently-
released 2016 Fuel Economy Trends Report and the GHG Manufacturer Performance Report for 
the 2015 Model Year show that the National Program is working even at low fuel prices and 
automakers are over-complying with the biggest annual increase in the standards yet.4,5  The 
industry has now seen six consecutive years of fuel economy increases (with the biggest, most 
recent improvements from large SUVs and pickups) and strong vehicle sales through 2016, 
reflecting positive consumer response to vehicles complying with the standards. 

While the Administrator is making a Proposed Determination in this document that the 
MY2022-2025 standards established in 2012 remain appropriate, she has also considered 
whether it would be appropriate to make the standards more stringent.  In her view, the current 
record, including the current state of technology and the pace of technology development and 
implementation, could support a decision to adopt more stringent standards for 2022-2025.  
However, she also recognizes that supporting long-term planning and engineering by the 
automotive industry is an important consideration and will contribute to the continued success of 
the industry and the GHG standards program, which in turn will benefit consumers and reduce 
emissions.  EPA also believes a decision to maintain the current standards provides support to a 
timely NHTSA rulemaking to adopt 2022-2025 standards, as well as to the California Air 
Resources Board to consider in its review of the California GHG vehicle standards for MY2022-
2025 as part of its Advanced Clean Cars program,6 and a harmonized national program.  Thus, 
the Administrator has preliminarily concluded that it is appropriate to provide the full measure of 

                                                 
4 U.S. EPA, 2016. 2016 Fuel Economy Trends Report: www.epa.gov/fuel-economy/trends-report. 
5 U.S. EPA, 2016. GHG Manufacturer Performance Report for 2015 Model Year: https://www.epa.gov/regulations-

emissions-vehicles-and-engines/ghg-emission-standards-light-duty-vehicles-manufacturer. 
6 California adopted its own GHG standards for MY2017-2025 in 2012 prior to EPA and NHTSA finalizing the 

National Program.  Through direction from its Board in 2012, CARB both adopted a “deemed to comply” 
provision allowing compliance with EPA’s GHG standards in lieu of CARB’s standards, and committed to 
participate in the Midterm Evaluation 
(https://www.arb.ca.gov/msprog/consumer_info/advanced_clean_cars/consumer_acc_mtr.htm). 

http://www.epa.gov/fuel-economy/trends-report
https://www.epa.gov/regulations-emissions-vehicles-and-engines/ghg-emission-standards-light-duty-vehicles-manufacturer
https://www.epa.gov/regulations-emissions-vehicles-and-engines/ghg-emission-standards-light-duty-vehicles-manufacturer
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lead time for the 2022-2025 standards, rather than adopting new, more stringent standards with a 
shorter lead time.     

Continued Reductions in CO2 Emissions Are Essential to Help Address the Threat of Climate 
Change.  In December 2015, the U.S. was one of over 190 signatories to the Paris Climate 
Agreement.  In the Paris agreement, individual countries agreed to commit to putting nationally 
determined contributions (NDCs) for greenhouse gas emissions reductions to the United Nations 
Framework Convention on Climate Change.  Further, the countries agreed to revise their NDCs 
every five years, with the expectation that they will strengthen over time.  The Paris agreement 
reaffirms the goal of limiting global temperature increase to well below 2°Celsius, and for the 
first time urged efforts to limit the temperature increase to 1.5°Celsius.  The U.S. submitted a 
non-binding intended NDC target of reducing economy-wide GHG emissions by 26-28 percent 
below its 2005 level in 2025 and to make best efforts to reduce emissions by 28 percent.  The 
White House recently discussed the importance of near-term emission reductions, including to 
spur technology cost reductions that will facilitate sustained economy-wide emission reductions 
beyond 2025 in the United States Mid-Century Strategy, released in November 2016 at the same 
time that Canada and Mexico released their respective Mid-Century Strategies.7 

EPA recognizes that climate change is a long-term global environmental challenge. Any 
meaningful plan to address the climate challenge must prioritize early GHG emissions reductions 
and make continual progress toward long-term goals.  Transportation is projected to be an 
increasingly significant contributor to U.S. (and global) CO2 emissions well into the future.  
Given that lead time issues are central to the automotive industry, beginning to identify 
appropriate GHG emissions targets for the light-duty vehicle sector beyond 2025 may facilitate 
more efficient investment planning strategies for both the pre-2025 and post-2025 time frames.  
While EPA is not yet prepared to begin a formal light-duty vehicle GHG emissions rulemaking 
process beyond MY2025, the agency believes that it is important to have a dialog with the 
industry and other key stakeholders, including the State of California and non-governmental 
organizations, about future light-duty vehicle GHG emissions reductions.  

 

                                                 
7 United States Mid-Century Strategy for Deep Carbonization, November 2016. 
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I. Overview of EPA's Proposed Determination on the Appropriateness of 
the Model Year 2022-2025 Light-duty Vehicle Greenhouse Gas Standards 
I. Section heading hidden used for figure and table numbering (do not remove this line) 

A. Introduction 

1. Overview of the Midterm Evaluation 

The Environmental Protection Agency (EPA) and the National Highway Traffic Safety 
Administration (NHTSA) have conducted two joint rulemakings to establish a coordinated 
National Program for federal greenhouse gas (GHG) emissions and corporate average fuel 
economy (CAFE) standards for light-duty vehicles.  The agencies finalized the first set of 
National Program standards covering model years (MYs) 2012-2016 in May 20108 and the 
second set of standards, covering MYs 2017-2025, in October 2012.9  The National Program 
established standards that increase in stringency year-over-year from MY2012 through MY2025, 
projected to reach a level by 2025 that nearly doubles fuel economy and cuts GHG emissions in 
half as compared to MY2010.  Through the coordination of the National Program with the 
California Air Resources Board GHG standards, automakers can build one single fleet of 
vehicles across the U.S. that satisfies all GHG/CAFE requirements, and consumers can continue 
to have a full range of vehicle choices that meet their needs.10  Most stakeholders strongly 
supported the National Program, including the auto industry, automotive suppliers, state and 
local governments, labor unions, NGOs, consumer groups, veterans groups, and others.  In the 
agencies' 2012 final rules, the National Program was estimated to save 6 billion metric tons of 
carbon dioxide (CO2) pollution and 12 billion barrels of oil over the lifetime of MY2012-2025 
vehicles.  The final standards are projected to provide significant savings for consumers due to 
reduced fuel use and consequent reduced fuel expenditures. 

The 2012 final rule established standards through MY2025 to provide substantial lead time 
and regulatory certainty to the industry.  Recognizing the rule’s long time frame, EPA’s 
rulemaking establishing GHG standards for model year MY2017-2025 light-duty vehicles 
included a regulatory commitment for the agency to conduct a Midterm Evaluation (MTE) of 
MYs 2022-2025 GHG standards.11  Through the MTE, EPA must determine whether the GHG 
standards for model years 2022-2025, established in 2012, are still appropriate, within the 
meaning of section 202 (a) (1) of the Clean Air Act, in light of the record then before the 
Administrator, given the latest available data and information.  See 40 CFR section 86.1818-
12(h).  This is an evaluation of the factual record in light of the specified factors in the 
regulation.  Should the Administrator make the determination that the standards are not 
appropriate, based upon consideration of the decision factors in the regulation and the factual 
record available to the Administrator at the time of the determination, then EPA must initiate a 
rulemaking to amend the standards.  See 40 CFR section 86.1818-12(h) (second sentence).     

                                                 
8 75 FR 25324, May 7, 2010. 
9 77 FR 62624, October 15, 2012. 
10 Subsequent to the adoption of California-specific GHG standards for MYs 2017-2025 and the adoption of the 

Federal standards for MY2017 and beyond, CARB adopted a "deemed to comply" provision in furtherance of a 
National Program whereby compliance with the Federal GHG standards would be deemed to be compliance with 
California’s GHG program.  

11 See 40 CFR 86.1818-12(h). 
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The MTE is a data-driven and transparent process that is "a holistic assessment of all of the 
factors considered in standards setting," and "the expected impact of those factors on 
manufacturers' ability to comply, without placing decisive weight on any particular factor or 
projection."  See 77 FR 62784 (Oct. 15, 2012).  The MTE analysis is as robust and 
comprehensive as that in the original setting of the MY2017-2025 standards, id., although the 
nature of the decision-making EPA is undertaking based on that analysis is very different.  In the 
2012 rule EPA was faced with establishing the MY2017-2025 standards, while in this Proposed 
Determination EPA must evaluate those standards in light of developments to date.  Id.   

In July 2016, EPA, NHTSA, and CARB jointly issued for public comment a Draft Technical 
Assessment Report (TAR) examining a wide range of issues relevant to the MY2022-2025 
standards.12  For EPA, the Draft TAR was the first formal step in the MTE process as required 
under EPA’s regulations.13  The Draft TAR was a technical report, not a decision document.  It 
was an opportunity for all three agencies to share with the public their technical analyses relating 
to the appropriateness of the MY2022-2025 standards.  The Draft TAR was the required first 
step in the process that will ultimately inform whether the MY2022-2025 GHG standards 
adopted by EPA in 2012 should remain in place or should change.  As noted in the 2012 final 
rule preamble “EPA, NHTSA and CARB will jointly prepare a draft Technical Assessment 
Report (TAR) to inform EPA’s determination on the appropriateness of the GHG standards and 
to inform NHTSA’s rulemaking for the CAFE standards for MY2022–2025.  The TAR will 
examine the same issues and underlying analyses and projections considered in the original 
rulemaking, including technical and other analyses and projections relevant to each agency’s 
authority to set standards as well as any relevant new issues that may present themselves.” See 
77 FR 62784 (Oct. 15, 2012).  A Final TAR was not contemplated in the 2012 final rule and is 
not required by EPA's regulations; nevertheless, the TSD accompanying this document serves 
this purpose for EPA’s GHG determination of whether the MY2022-2025 remain appropriate.  

This document is the next step in the MTE process – the Administrator’s Proposed 
Determination.  In this Proposed Determination, the Administrator is proposing to find that the 
MY2022-2025 standards remain appropriate under the Clean Air Act.  Because the 
Administrator is proposing that there be no change to the MY2022-2025 standards currently in 
the regulations, in other words that there be no change in the standards' stringency (or any other 
aspect), this Proposed Determination does not include a Notice of Proposed Rulemaking.14  See 

                                                 
12 81 FR 49217, July 27, 2016. 
13 See 40 CFR 86.1818-12(h)(2)(i). 
14 An “adjudication” means “an agency process for the formulation of an order.”  5 USC section 551 (7).  An 

“order”, in turn “means the whole or a part of a final disposition… of an agency in a manner other than 
rulemaking but including licensing.”  Id. section 551 (6).  The Supreme Court has explained the “basic distinction 
between rulemaking and adjudication” as a difference between “proceedings for the purpose of promulgating 
policy-type rules or standards, on the one hand, and proceedings designed to adjudicate disputed facts in 
particular cases on the other.”  United States v. Fla. E. Coast Ry. Co., 410 U.S. 224, 244-45 (1973).  Here, the 
Agency is not promulgating a policy-type rule or standard. Nor is the Agency changing a rule, creating a new 
rule, or changing any aspect of the existing  rule. Rather, the Agency is considering and proposing to resolve the 
factual issues arising when considering  the factors set out in section 86.1818 (h)(1) (e.g. practicability, 
feasibility, technology effectiveness, impacts on the automobile industry and on consumers, and safety).  See 
Safari Club Int’l v. Jewell, 2016 U.S. LEXIS, 136235, *31-*36 (generally applicable enhancement findings made 
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section 86.1818-12(h).  The net consequence of a final determination that the standards are 
appropriate would be preservation of the regulatory status quo, and so would be without legal 
effect on the regulated industry.15   

The EPA regulations state that in making the required determination, the Administrator shall 
consider the information available on the factors relevant to setting greenhouse gas emission 
standards under section 202(a) of the Clean Air Act for model years 2022 through 2025, 
including but not limited to:   

• The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

• The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

• The feasibility and practicability of the standards;  
• The impact of the standards on reduction of emissions, oil conservation, energy 

security, and fuel savings by consumers;  
• The impact of the standards on the automobile industry;  
• The impacts of the standards on automobile safety;  
• The impact of the greenhouse gas emission standards on the Corporate Average Fuel 

Economy standards and a national harmonized program; and  
• The impact of the standards on other relevant factors.16 

 

The Preamble to the 2012 final rule further listed ten relevant factors that the agencies will 
consider at a minimum during the MTE, and all of these factors were in fact addressed in the 
Draft TAR.17  These factors are: 

• Development of powertrain improvements to gasoline and diesel powered vehicles  
• Impacts on employment, including the auto sector;  
• Availability and implementation of methods to reduce weight, including any impacts 

on safety;  
• Actual and projected availability of public and private charging infrastructure for 

electric vehicles, and fueling infrastructure for alternative fueled vehicles;  

                                                 

in the context of regulations governing import permits are adjudications).  Moreover, Justice Scalia explained that 
the “central distinction between rulemaking and adjudication” is that “rules have legal consequences only for the 
future.”  Bowen v. Georgetown Univ. Hosp., 488 U.S. 204, 216-17 (Scalia, J., concurring).  The present proposed 
order, if finalized, would not have future legal effect -- it would leave the current regulatory status quo unchanged 
and unaltered.  Consequently, should EPA take final action, the action would be an order embodying the 
adjudicatory determination with respect to the appropriateness of the MY2022-2025 standards in light of the 
resolution of these factual issues.  See also ICORE v. FCC, 985 F.2d 1075, 1082 (D.C. Cir. 1993) (“Not 
modifying a rule is not the same as ‘formulating, amending, or repealing a rule’, the APA definition of ‘rule 
making’. 5 U.S.C. § 551(5)”). 

15 A final order finding the standards to be appropriate would, however, be final agency action for purposes of 
judicial review.  See 77 FR 62784. 

16 40 CFR 86.1818-12(h). 
17 77 FR 62784, October 15, 2012. 
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• Costs, availability, and consumer acceptance of technologies to ensure compliance 
with the standards, such as vehicle batteries and power electronics, mass reduction, 
and anticipated trends in these costs;  

• Payback periods for any incremental vehicle costs associated with meeting the 
standards;  

• Costs for gasoline, diesel fuel, and alternative fuels;  
• Total light-duty vehicle sales and projected fleet mix;  
• Market penetration across the fleet of fuel efficient technologies;  
• Any other factors that may be deemed relevant to the review. 

 

Among the other factors deemed relevant and addressed in the Draft TAR, EPA's analysis 
examined the potential impact of the California Zero Emission Vehicle (ZEV) program, which 
California has revised since the final rule.  EPA also examined the availability and use of credits, 
including credits for emission reductions from air conditioning improvements and from off-cycle 
technologies.  In gathering data and information for the Draft TAR, the agencies drew from a 
wide range of sources, including vehicle certifications data, research projects initiated by the 
agencies, input from stakeholders, and information from technical conferences, published 
literature, and studies published by various organizations.  In the Draft TAR, EPA provided its 
initial technical assessment of the technologies available to meet the MY2022-2025 GHG 
standards and one feasible “low cost” compliance pathway.  EPA also performed multiple 
sensitivity analyses which showed various other possible compliance pathways.  In the Draft 
TAR, the agencies reached the following initial conclusions:   

• A wider range of technologies exist for manufacturers to use to meet the MY2022-
2025 standards, and at costs that are similar or lower, than those projected in the 2012 
rule;  

• The auto industry can meet the standards primarily with advanced gasoline vehicle 
technologies and with very low levels of strong hybridization and full electrification 
(plug-in vehicles);  

• The updated 2025 projections of fuel prices, car/truck mix, and the fleet-target 
illustrate that the footprint-based standards will continue to accommodate consumer 
choice and achieve GHG reductions and fuel savings across all vehicle types. 

Also as noted in the Draft TAR, since the 2012 final rule, vehicle sales have been strong, 
hitting an all-time high of 17.5 million vehicles in 2015, gas prices have dropped significantly, 
and truck share of the fleet has increased.  At the same time, auto manufacturers have over-
complied with the GHG program for each of the first four years of the program (MY2012-2015), 
and the industry as a whole has built a substantial bank of credits from the initial years of the 
program.18  The technologies that reduce GHG emissions are entering the market at rapid rates, 
including more efficient engines and transmissions, aerodynamics, light-weighting, improved 
accessories, low rolling resistance tires, improved air conditioning systems, and others.  
Manufacturers are also using certain technologies that the agencies did not consider in their 

                                                 
18 “Greenhouse Gas Emission Standards for Light-duty Vehicles, Manufacturer Performance Report for the 2015 

Model Year, November 2016, EPA-420-R-16-014. 
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evaluation in the 2012 rule, including higher compression ratio, naturally aspirated gasoline 
engines.  Other technologies are being utilized at greater rates than the agencies postulated, an 
example being the greater-than-predicted penetration of continuously variable transmissions 
(CVTs).  These emerging technologies have resulted in a projected compliance pathway which is 
slightly different than that of the 2012 final rulemaking (FRM) with respect to some of the 
specific technologies expected to be applied to meet the future standards.  However, the 
conclusions of the 2012 FRM, the 2016 TAR, and this Proposed Determination are very similar: 
that advanced gasoline vehicles will be the predominant technologies required to meet the 
MY2025 standards.  This assessment is similar to the conclusion of a 2015 study by the National 
Academy of Sciences which also found that the 2025 standards could be achieved primarily with 
advanced gasoline vehicle technologies.  

The agencies received over 200,000 comments on the Draft TAR, with nearly 90 comments 
from organizations and the rest from individuals.  EPA also has considered the few additional 
comments received after the close of the comment period on the Draft TAR.19  The organization 
commenters included auto manufacturers and suppliers, environmental and other non-
governmental organizations (NGOs), consumer groups, state and local governments and their 
associations, labor unions, fuels and energy providers, auto dealers, academics, national security 
experts, veteran’s groups, and others.  These comments presented a range of views on whether 
the standards should be retained, or made more or less stringent, and, in some cases, provided 
additional factual information that has allowed EPA to improve its analyses in support of the 
Administrator’s Proposed Determination. 

The Alliance of Automobile Manufacturers and Global Automakers commented that their 
members support the goals of the National Program.  Honda supported keeping the existing 
MY2022-2025 standards but believed the costs would be significantly higher than EPA's 
analysis. Volkswagen also supported retaining the MY2022-2025 standards, based on its 
projected compliance strategy.  Electric vehicle manufacturers Tesla and Faraday Future 
commented that the standards are too conservative and that projected growth in electric vehicles 
could allow the standards to be made more stringent.  Other auto industry comments, however, 
generally expressed the view that the standards remain challenging and raised several concerns 
regarding the Draft TAR analysis.  These automaker comments include (1) more advanced 
technology vehicles including strong hybrids and electric vehicles will be needed than projected 
by the agencies, (2) there is still significant uncertainty regarding consumer’s willingness to pay 
for advanced technology vehicles, (3) the regulations need to be further harmonized, and (4) 
further incentive and credit opportunities are needed.   

Some automotive suppliers provided comments on the role that their products can play in 
meeting the standards.  Suppliers of materials such as aluminum, steels, and plastics, commented 
on their product's important role in vehicle lightweighting.  The Manufacturers of Emission 
Controls Association (MECA) praised the technical robustness of the Draft TAR and agreed with 
its conclusions that the 2025 standards are achievable with advanced gasoline vehicle 
technologies.  CALSTART presented the results of a study on Tier 1 suppliers’ views of the 
MY2025 standards showing that: most suppliers believe that the standards should be maintained 

                                                 
19 After the close of the comment period, EPA received in the docket additional comments from Volkswagen, the 

Electric Drive Transportation Association, and the Alliance of Automobile Manufacturers (a non-technical 
comment), all of which EPA has considered. 
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or strengthened; suppliers want regulatory certainty having already made investments planning 
for the 2025 standards; and most suppliers would like the agencies to begin working now on 
standards beyond 2025.  BorgWarner (a Tier 1 automotive supplier) commented that EPA has 
overestimated the ability of manufacturers to meet the standards using conventional technologies 
and the standards will require significantly more electrification than EPA has projected, similar 
to several auto manufacturer comments.   

The National Automobile Dealers Association (NADA) encouraged the agencies to devote 
additional resources that they view as necessary to achieve a better understanding of customer 
behaviors and marketplace realities.  NADA provided comments in several areas including 
harmonization, affordability, consumer demand for fuel economy, tradeoffs between fuel 
economy and other vehicle attributes, and consumer choice modeling.   

Environmental organizations, consumer advocacy groups, state/local governments, and others 
expressed strong support for the standards and for EPA’s Draft TAR analysis, and many 
suggested that the standards should be further strengthened.  These groups pointed to even 
further technology developments expected before the 2025 time frame which have potential to 
improve effectiveness and reduce costs.  They also expressed concern for the market shifts from 
cars to SUVs and trucks as reducing the CO2 fleet average targets initially projected when the 
standards were set, and suggested that the standards should be strengthened to gain back these 
environmental benefits.  Several of these commenters urged EPA to begin considering standards 
for beyond 2025 to ensure additional progress toward the deep reductions needed to address 
climate change. 

    Environmental NGOs supported EPA’s Draft TAR analysis, commenting that the analysis 
demonstrates that the MY2022-2025 standards remain cost-effective and that the standards could 
be made more stringent either in the MY2022-2025 time frame or in MY2026 and later.  The 
International Council on Clean Transportation (ICCT) commented that some of the assessments, 
for example in the areas of engine technology, lightweighting, and transmissions, are perhaps too 
conservative.  UCS provided an analysis of SUVs disparity under the car/truck standard curves 
and argued for more stringent standards.  

Consumer groups provided comments strongly supporting the standards, commenting that 
consumers continue to strongly support fuel efficiency improvements.  Business for Innovative 
Climate and Energy Policy commented that a Ceres study found that the Detroit Three 
automakers will be profitable under the standards and that the standards provide insurance 
against future market losses in the event of a fuel price spike.  The study also found that the 
regulatory certainty provided by long term standards are beneficial to auto suppliers investing in 
research, development, and production capacity for fuel-saving technologies.   

State and local government organizations, and many non-environmental NGOs (including 
veterans’ groups and energy security organizations) also provided comments supporting the 
current or even more stringent standards.  The UAW commented that the standards have spurred 
investments in products that employ tens of thousands of its members and encouraged the 
continuation of the National Program with harmonized credits and flexibilities. 

EPA has fully considered the public comments on the Draft TAR and has made a number of 
updates to its analyses as a result.  Since the Draft TAR, EPA also has continued to gather and 
evaluate the most up-to-date information to inform our analyses for the Proposed Determination.  



Overview of EPA's Proposed Determination 

7 

The public comments on the Draft TAR and other updated information, however, have not 
caused us to alter the fundamental Draft TAR findings noted above. 

The Administrator, of course, has not reached any final conclusions.  The Final Determination 
will be the Administrator’s final determination on whether or not the MY2022-2025 standards 
are appropriate under section 202 (a)(1) of the Clean Air Act, in light of the record then before 
the Administrator.  EPA’s regulations specify that the determination shall be “based upon a 
record that includes the following: 

• A draft Technical Assessment Report addressing issues relevant to the standard for 
the 2022 through 2025 model years; 

• Public comment on the draft Technical Assessment Report; 

• Public comment on whether the standards established for the 2022 through 2025 
model years are appropriate under section 202(a) of the Clean Air Act; and 

• Such other materials the Administrator deems appropriate.”20 

EPA is seeking public comment on this Proposed Determination that the GHG standards 
currently in place for MY2022-2025 remain appropriate under the Act.  If those comments lead 
the Administrator to the determination that the standards are inappropriate, EPA would then 
initiate rulemaking seeking to amend those standards, as specified in the MTE regulation.  If the 
Administrator determines that the standards remain appropriate, then no further action under the 
Midterm Evaluation would occur, the standards would remain unaltered in any manner, and the 
status quo would be maintained. 

2. Background on the Light-duty Vehicle GHG Standards 

Together, light-duty vehicles, which include passenger cars, sport utility vehicles, crossover 
utility vehicles, minivans, and pickup trucks, are presently responsible for approximately 60 
percent of all U.S. transportation-related GHG emissions and fuel consumption.21  The 2012 
final rule projected that the National Program standards would result in MY2025 light-duty 
vehicles with nearly double the fuel economy and halve the GHG emissions compared to 
MY2010 vehicles.  Collectively, these represented some of the most significant federal actions 
ever taken to reduce domestic GHG emissions and improve automotive fuel economy.  In the 
2012 final rule, based on future assumptions including car/truck share, EPA projected that its 
standards would lead to an average industry fleet wide emissions level of 163 grams/mile of 
carbon dioxide (CO2) in model year 2025 (compared to 326 g/mile in MY2011), which is 

                                                 
20 40 CFR 86.1818-12(h)(2). 
21 Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2014, EPA Publication number EPA 430-R-16-

002, April 15, 2016. 



Overview of EPA's Proposed Determination 

8 

equivalent to 54.5 mpg if this level were achieved solely through improvements in fuel 
economy.22,23   

The light-duty GHG/fuel economy National Program is projected to achieve very large 
reductions in GHG emissions and oil consumption, as well as significant fuel savings for 
consumers.  In the 2012 final rule analysis, EPA projected that the cumulative GHG emissions 
reductions over the lifetimes of the new light-duty vehicles sold in model years 2012 through 
2025 would be 6 billion metric tons (these reductions would begin in calendar year 2012 and 
would end in the calendar year when the last model year 2025 vehicles would be retired from the 
fleet).24  EPA projected the oil savings over the lifetime of these vehicles would be 12 billion 
barrels.  

Because EPA GHG emissions standards will remain in effect unless and until they are 
changed, GHG emissions reductions will continue to accrue for vehicles sold after model year 
2025, and these longer-term GHG emissions (CO2e) reductions are not reflected in the 6 billion 
metric ton value above.  In terms of on-the-ground reductions in specific calendar years, EPA 
projected, in the 2012 final rule analysis, that the National Program would yield GHG (CO2e) 
emissions reductions of 180 million metric tons (MMT) in calendar year 2020, 380 MMT in 
2025, 580 MMT in 2030, 860 MMT in 2040, and 1,100 MMT in calendar year 2050.  The 
cumulative GHG emissions savings over calendar years 2012 through 2050 were projected to be 
22 billion metric tons.25 

In the 2012 final rule, the agencies projected that, in meeting the MY2025 standards, a wide 
range of vehicles would continue to be available, preserving consumer choice, and the Proposed 
Determination would leave consumer choice unconstrained.  The agencies projected that the 
MY2025 standards would be met largely through advancements in conventional vehicle 
technologies, including advances in gasoline engines (such as downsized/turbocharged engines) 
and transmissions, vehicle weight reduction, improvements in vehicle aerodynamics, more 
efficient vehicle accessories, and lower rolling resistance tires.  The agencies also projected that 
vehicle air conditioning systems would continue to improve by becoming more efficient and by 
increasing the use of alternative refrigerants and lower leakage systems.  The agencies estimated 
that some increased electrification of the fleet would occur through the expanded use of stop/start 

                                                 
22 163 g/mi would be equivalent to 54.5 mpg, if the entire fleet were to meet this CO2 level through tailpipe CO2 and 

fuel economy improvements. However, the agencies projected in the 2012 rulemaking analysis that a portion of 
these improvements will be made through improvements in air conditioning refrigerant leakage and the use of 
alternative refrigerants, which would contribute to reduced GHG emissions but would not contribute to fuel 
economy improvements. This is one reason why NHTSA's 48.7-49.7 mpg range differs from EPA's projected 
54.5 mpg standard.  See 77 FR 62627, October 15, 2012. 

23 The corresponding CO2 "gap" is 1.24, i.e., multiplying 2-cycle tailpipe CO2 by 1.24 yields projected real world 
CO2 emissions. This 1.24 factor is actually less than the 1.25 factor used in the past because of the lower carbon 
content of ethanol.  

24 Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average 
Fuel Economy Standards, Regulatory Impact Analysis, U.S. Environmental Protection Agency, EPA-420-R-12-
016, August 2012, page 7-32. 

25 Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average 
Fuel Economy Standards, Regulatory Impact Analysis, U.S. Environmental Protection Agency, EPA-420-R-12-
016, August 2012, page 7-35. 
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and mild hybrid technologies, but projected that meeting the MY2025 standards would require 
only about five to nine percent of the fleet to be full hybrid electric vehicles (HEVs) and only 
about two to three percent of the fleet to be electric vehicles (EV) or plug-in hybrid electric 
vehicles (PHEVs).26  All of these technologies were available at the time of the 2012 final rule, 
some on a limited number of vehicles while others were more widespread, and the agencies 
projected that manufacturers would be able to meet the standards through significant efficiency 
improvements in the technologies, as well as through increased usage of these and other 
technologies across the fleet. 

The GHG emissions standards are attribute-based standards, using vehicle footprint as the 
attribute.  Footprint is defined as a vehicle’s wheelbase multiplied by its average track width—in 
other words, the area enclosed by the points at which the wheels meet the ground.  The standards 
are therefore generally based on a vehicle’s size: larger vehicles have numerically higher GHG 
emissions targets and smaller vehicles have numerically lower GHG emissions targets. 
Footprint-based standards help to distribute the burden of compliance across all vehicle 
footprints and across all manufacturers.  Manufacturers are not compelled to build vehicles of 
any particular size or type, and each manufacturer has its own fleetwide standard for its car and 
truck fleets in each year that reflects the light-duty vehicles it chooses to produce.  This approach 
also preserves consumer choice, as the standards do not constrain consumers’ opportunity to 
purchase the size of vehicle with the performance, utility and safety features that meet their 
needs. The Proposed Determination would leave consumer choice unconstrained. 

Under the footprint-based standards, the footprint curve defines a GHG performance target for 
each separate car or truck footprint.  Individual vehicles or models, however, are not required to 
meet the target on the curve.  To determine its compliance obligation, a vehicle manufacturer 
would average the curve targets for a given year for each of its footprints of its vehicle models 
produced in that year, as weighted by the number of vehicles it produced of each model.  Each 
manufacturer thus will have a GHG average standard that is unique to each of its car and truck 
fleets, depending on the footprints and production volumes of the vehicle models produced by 
that manufacturer in a given model year.  A manufacturer will have separate footprint-based 
standards for passenger cars (like sedans, station wagons, and many 2WD sport-utility vehicles 
and crossovers) and for light trucks (like most 4WD and heavier 2WD sport-utility vehicles, 
minivans, and pickup trucks).  The curves are mostly sloped, so that generally, vehicles with 
larger footprints will be subject to higher CO2 grams/mile targets and lower CAFE mpg targets 
than vehicles with smaller footprints.  This is because, other things being equal, smaller vehicles 
are more capable of achieving lower levels of CO2 and higher levels of fuel economy than larger 
vehicles.  Although a manufacturer’s fleet average standards could be estimated throughout the 
model year based on the projected production volume of its vehicle fleet (and are estimated as 
part of the EPA certification process), the final standards with which each manufacturer must 
comply are determined by its final model year production figures.  A manufacturer’s calculation 
of its fleet average standards as well as its fleets’ average performance at the end of the model 
year will thus be based on the production-weighted average target and performance of each 
model in its fleet.  A manufacturer may have some models that exceed their target, and some that 
are below their target.  Compliance with a fleet average standard is determined by comparing the 

                                                 
26 For comparison to vehicles for sale today, an example of a mild HEV is GM's eAssist (Buick Lacrosse), a strong 

HEV is the Toyota Prius, an EV is the Nissan Leaf, and a PHEV is the Chevrolet Volt.  
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fleet average standard (based on the production weighted average of the target levels for each 
model) with fleet average performance (based on the production weighted average of the 
performance for each model). 

The footprint curves for the MY2012-2025 GHG standards are shown below in Figure I.1 and 
Figure I.2.  Although the general model of the target curve equation is the same for each vehicle 
category and each year, the parameters of the curve equation differ for cars and trucks.  Each 
parameter also changes on a model year basis, resulting in the yearly increases in stringency.27    

 

 
Figure I.1  CO2 (g/mile) Passenger Car Standards Curves 

 

 

                                                 
27 See 40 CFR 86.1818-12(c). 
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Figure I.2  CO2 (g/mile) Light Truck Standards Curves 

 

Chapter 3 of the Draft TAR summarized trends in the light-duty vehicle market in the four 
years since the 2012 final rule, including changes in fuel economy/GHG emissions, vehicle sales, 
gasoline prices, car/truck mix, technology penetrations, and vehicle power, weight and footprint.  
Since the 2012 final rule, vehicle sales have been strong, hitting an all-time high of 17.5 million 
vehicles in 2015, gas prices have dropped significantly, and truck share has grown.  At the same 
time, fuel economy technologies are entering the market at rapid rates.  The chapter also 
highlighted compliance to date with the GHG and CAFE standards.  Since the Draft TAR, the 
MY2015 GHG Manufacturer Performance Report recently released by EPA shows that over-
compliance continued for the first four years of the program, MY2012-2015.28 

B. Climate Change as a Policy Driver  

The primary policy driver for the greenhouse gas emission standards and their legal basis is 
the need to reduce the U.S. contribution to those emissions and global climate change.  This 
section discusses EPA's current assessment of climate change science and its implications for 
EPA motor vehicle emissions policy.  

1. Overview of Climate Change Science and Global Impacts 

According to the National Research Council, “Emissions of CO2 from the burning of fossil 
fuels have ushered in a new epoch where human activities will largely determine the evolution of 

                                                 
28 "Greenhouse Gas Emission Standards for Light-duty Vehicles, Manufacturer Performance Report for the 2015 

Model Year," Environmental Protection Agency, November 2016, EPA-420-R-16-014. 
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Earth’s climate.  Because CO2 in the atmosphere is long lived, it can effectively lock Earth and 
future generations into a range of impacts, some of which could become very severe.  Therefore, 
emission reduction choices made today matter in determining impacts experienced not just over 
the next few decades, but in the coming centuries and millennia.”29  

In 2009, based on a large body of robust and compelling scientific evidence, the EPA 
Administrator issued the Endangerment Finding under CAA section 202(a)(1).30  In the 
Endangerment Finding, the Administrator found that the current, elevated concentrations of 
GHGs in the atmosphere—already at levels unprecedented in human history—may reasonably 
be anticipated to endanger public health and welfare of current and future generations in the U.S.  
The D.C. Circuit later upheld the Endangerment Finding from all challenges.  Coalition for 
Responsible Regulation v. EPA, 684 F. 3d 102, 116-26 (D.C. Cir. 2012). 

Since the administrative record concerning the Endangerment Finding closed following the 
EPA’s 2010 Reconsideration Denial, the climate has continued to change, with new records 
being set for a number of climate indicators such as global average surface temperatures, Arctic 
sea ice retreat, CO2 concentrations, and sea level rise.  Additionally, a number of major scientific 
assessments have been released that improve understanding of the climate system and further 
strengthen the case that GHGs endanger public health and welfare both for current and future 
generations.  These assessments, from the Intergovernmental Panel on Climate Change (IPCC), 
the U.S. Global Change Research Program (USGCRP), and the National Research Council 
(NRC), include: IPCC’s 2012 Special Report on Managing the Risks of Extreme Events and 
Disasters to Advance Climate Change Adaptation (SREX) and the 2013-2014 Fifth Assessment 
Report (AR5), the USGCRP’s 2014 National Climate Assessment, Climate Change Impacts in 
the United States (NCA3), and the NRC’s 2010 Ocean Acidification:  A National Strategy to 
Meet the Challenges of a Changing Ocean (Ocean Acidification), 2011 Report on Climate 
Stabilization Targets: Emissions, Concentrations, and Impacts over Decades to Millennia 
(Climate Stabilization Targets), 2011 National Security Implications for U.S. Naval Forces 
(National Security Implications), 2011 Understanding Earth’s Deep Past: Lessons for Our 
Climate Future (Understanding Earth’s Deep Past), 2012 Sea Level Rise for the Coasts of 
California, Oregon, and Washington: Past, Present, and Future, 2012 Climate and Social Stress: 
Implications for Security Analysis (Climate and Social Stress), and 2013 Abrupt Impacts of 
Climate Change (Abrupt Impacts) assessments. 

The findings of the recent scientific assessments confirm and further expand the science that 
supported the 2009 Endangerment Finding.  The NCA3 indicates that climate change "threatens 
human health and well-being in many ways, including impacts from increased extreme weather 
events, wildfire, decreased air quality, threats to mental health, and illnesses transmitted by food, 
water, and disease-carriers such as mosquitoes and ticks.”31  Most recently, the USGCRP 
released a new assessment, “The Impacts of Climate Change on Human Health in the United 
States: A Scientific Assessment” (also known as the USGCRP Climate and Health Assessment).  
This assessment finds that "climate change impacts endanger our health" and that in the United 
States we have "observed climate-related increases in our exposure to elevated temperatures; 

                                                 
29 National Research Council (NRC), Climate Stabilization Targets, p.3.   
30 “Endangerment and Cause or Contribute Findings for Greenhouse Gases under section 202(a) of the Clean Air 

Act,” 74 FR 66496 (Dec. 15, 2009) (“Endangerment Finding”).   
31 USGCRP, Third National Climate Assessment, p. 221.   
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more frequent, severe, or longer lasting extreme events; diseases transmitted through food, water, 
or disease vectors such as ticks and mosquitoes; and stresses to mental health and well-being."  
The assessment determines that "[e]very American is vulnerable to the health impacts associated 
with climate change."  Climate warming will also likely "make it harder for any given regulatory 
approach to reduce ground-level ozone pollution," and, unless offset by reductions of ozone 
precursors, it is likely that "climate-driven increases in ozone will cause premature deaths, 
hospital visits, lost school days, and acute respiratory symptoms."32  

Assessments find that certain populations are particularly vulnerable to climate change.  The 
USGCRP Climate and Health Assessment identifies several disproportionately vulnerable 
populations, including those with low income, some communities of color, immigrant groups, 
indigenous peoples, pregnant women, vulnerable occupational groups, persons with disabilities, 
and persons with preexisting or chronic medical conditions.  The Climate and Health Assessment 
also concludes that children’s unique physiology and developing bodies contribute to making 
them particularly vulnerable to climate change.  Children also have unique behaviors and 
exposure pathways that could increase their exposure to environmental stressors, like 
contaminants in dust or extreme heat events.  Impacts from climate change on children are likely 
expected from heat waves, air pollution, infectious and waterborne illnesses, disruptions in food 
safety and security, and mental health effects resulting from extreme weather events.  For 
example, climate change can disrupt food safety and security by significantly reducing food 
quality, availability and access.  Children are more susceptible to this disruption because 
nutrition is important during critical windows of development and growth.  Older people with 
pre-existing chronic heart or lung disease are at higher risk of mortality and morbidity both as a 
result of climate warming and during extreme heat events.  Pre-existing chronic disease also 
increases susceptibility to adverse cardiac and respiratory impacts of air pollution and to more 
severe consequences from infectious and waterborne diseases.  Limited mobility among older 
adults can also increase health risks associated with extreme weather and floods. 

The new assessments also confirm and further expand the science that supported the 2009 
Endangerment Finding.  The NRC assessment Understanding Earth’s Deep Past stated that "[b]y 
the end of this century, without a reduction in emissions, atmospheric CO2 is projected to 
increase to levels that Earth has not experienced for more than 30 million years."  In fact, that 
assessment stated that “the magnitude and rate of the present GHG increase place the climate 
system in what could be one of the most severe increases in radiative forcing of the global 
climate system in Earth history.”33  Because of these unprecedented changes in atmospheric 
concentrations, several assessments state that we may be approaching critical, poorly understood 
thresholds.  The NRC Abrupt Impacts report analyzed the potential for abrupt climate change in 
the physical climate system and abrupt impacts of ongoing changes that, when thresholds are 
crossed, could cause abrupt impacts for society and ecosystems.  The report categorized a 
decrease in ocean oxygen content (with attendant threats to aerobic marine life); increase in 
intensity, frequency, and duration of heat waves; and increase in frequency and intensity of 
extreme precipitation events (droughts, floods, hurricanes, and major storms) as climate impacts 
with moderate risk of an abrupt change within this century.  The NRC Abrupt Impacts report 
also analyzed the threat of rapid state changes in ecosystems and species extinctions as examples 

                                                 
32 USGCRP, The Impacts of Climate Change on Human Health in the United States, 2016.  
33 National Research Council, Understanding Earth’s Deep Past, p. 138.   
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of an irreversible impact that is expected to be exacerbated by climate change.  Species at most 
risk include those whose migration potential is limited, whether because they live on 
mountaintops or fragmented habitats with barriers to movement, or because climatic conditions 
are changing more rapidly than the species can move or adapt.  While some of these abrupt 
impacts may be of low or moderate probability in this century, the probability for a significant 
change in many of these processes after 2100 was judged to be higher, with severe impacts likely 
should the abrupt change occur.  Future temperature changes will be influenced by what 
emissions path the world follows.  In its high emission scenario, the IPCC AR5 projects that 
global temperatures by the end of the century will likely be 2.6°C to 4.8°C (4.7 to 8.6°F) warmer 
than today.  There is very high confidence that temperatures on land and in the Arctic will warm 
even faster than the global average.  However, according to the NCA3, significant reductions in 
emissions would lead to noticeably less future warming beyond mid-century, and therefore less 
impact to public health and welfare.  According to the NCA3, regions closer to the poles are 
projected to receive more precipitation, while the dry subtropics expand (colloquially, this has 
been summarized as wet areas getting wet and dry regions getting drier), while "[t]he widespread 
trend of increasing heavy downpours is expected to continue, with precipitation becoming less 
frequent but more intense."  Meanwhile, the NRC Climate Stabilization Targets assessment 
found that the area burned by wildfire in parts of western North America is expected to grow by 
2 to 4 times for 1°C (1.8°F) of warming.  The NCA also found that "[e]xtrapolation of the 
present observed trend suggests an essentially ice-free Arctic in summer before mid-century." 
Retreating snow and ice, and emissions of carbon dioxide and methane released from thawing 
permafrost, are very likely to amplify future warming. 

Since the 2009 Endangerment Finding, the IPCC AR5, the USGCRP NCA3, and three of the 
new NRC assessments provide estimates of projected global average sea level rise.  These 
estimates, while not always directly comparable as they assume different emissions scenarios 
and baselines, are at least 40 percent larger than, and in some cases more than twice as large as, 
the projected rise estimated in the IPCC AR4 assessment, which was referred to in the 2009 
Endangerment Finding.  The NRC Sea Level Rise assessment projects a global average sea level 
rise of 0.5 to 1.4 meters by 2100.  The NRC National Security Implications assessment indicates 
that “the Department of the Navy should expect roughly 0.4 to 2 meters global average sea-level 
rise by 2100.”  The NRC Climate Stabilization Targets assessment states that a global average 
temperature increase of 3°C will lead to a global average sea level rise of 0.5 to 1 meter by 2100. 
These NRC and IPCC assessments continue to recognize and characterize the uncertainty 
inherent in accounting for melting ice sheets in sea level rise projections. For example, the NRC 
Abrupt Impacts report considered destabilization of the West Antarctic Ice Sheet (which could 
cause 3-4 m of potential sea level rise) “within this century to be plausible, with an unknown 
although probably low probability.” 

Carbon dioxide in particular has unique impacts on ocean ecosystems.  The NRC Climate 
Stabilization Targets assessment found that coral bleaching will likely increase due both to 
warming and ocean acidification.  Ocean surface waters have already become 30 percent more 
acidic over the past 250 years due to absorption of CO2 from the atmosphere.  According to the 
NCA3, this "ocean acidification makes water more corrosive, reducing the capacity of marine 
organisms with shells or skeletons made of calcium carbonate (such as corals, krill, oysters, 
clams, and crabs) to survive, grow, and reproduce, which in turn will affect the marine food 
chain."  The NRC Understanding Earth’s Deep Past assessment notes four of the five major coral 
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reef crises of the past 500 million years appear to have been driven by acidification and warming 
that followed GHG increases of similar magnitude to the emissions increases expected over the 
next hundred years.  The NRC Abrupt Impacts assessment specifically highlighted similarities 
between the projections for future acidification and warming and the extinction at the end of the 
Permian which resulted in the loss of an estimated 90 percent of known species. 

In addition to future impacts, the NCA3 emphasizes that climate change driven by human 
emissions of GHGs is already happening now and it is happening in the U.S.  According to the 
IPCC AR5 and the NCA3, there are a number of climate-related changes that have been 
observed recently, and these changes are projected to accelerate in the future:  

• The planet warmed about 0.85°C (1.5°F) from 1880 to 2012.  It is extremely likely 
(>95 percent probability) that human influence was the dominant cause of the 
observed warming since the mid-20th century, and likely (>66 percent probability) 
that human influence has more than doubled the probability of occurrence of heat 
waves in some locations.  In the Northern Hemisphere, the last 30 years were likely 
the warmest 30-year period of the last 1400 years.  

• Global sea levels rose 0.19 m (7.5 inches) from 1901 to 2010.  Contributing to this rise 
was the warming of the oceans and melting of land ice.  It is likely that 275 gigatons 
per year of ice melted from land glaciers (not including ice sheets) since 1993, and 
that the rate of loss of ice from the Greenland and Antarctic ice sheets increased 
substantially in recent years, to 215 gigatons per year and 147 gigatons per year 
respectively since 2002.  For context, 360 gigatons of ice melt is sufficient to cause 
global sea levels to rise 1 mm.   

• Annual mean Arctic sea ice has been declining at 3.5 to 4.1 percent per decade, and 
Northern Hemisphere snow cover extent has decreased at about 1.6 percent per decade 
for March and 11.7 percent per decade for June.   

• Permafrost temperatures have increased in most regions since the 1980s, by up to 3°C 
(5.4°F) in parts of Northern Alaska.  

• Winter storm frequency and intensity have both increased in the Northern 
Hemisphere.  The NCA3 states that the increases in the severity or frequency of some 
types of extreme weather and climate events in recent decades can affect energy 
production and delivery, causing supply disruptions, and compromise other essential 
infrastructure such as water and transportation systems. 

In addition to the changes documented in the assessment literature, there have been other 
climate milestones of note.  In 2009, the year of the Endangerment Finding, the average 
concentration of CO2 as measured on top of Mauna Loa was 387 parts per million, far above 
preindustrial concentrations of about 280 parts per million.34  The average concentration in 2015 
was 401 parts per million, the first time an annual average concentration has exceeded 400 parts 
per million since record keeping began at Mauna Loa in 1958, and likely for at least the past 

                                                 
34 ftp://aftp.cmdl.noaa.gov/products/trends/co2/co2_annmean_mlo.txt.   
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800,000 years.35  Arctic sea ice has continued to decline, with September of 2012 marking the 
record low in terms of Arctic sea ice extent, 40 percent below the 1979-2000 median.  Sea level 
has continued to rise at a rate of 3.3 mm per year (1.3 inches/decade) since satellite observations 
started in 1993, more than twice the average rate of rise in the 20th century prior to 1993.36  In 
addition, 2015 was the warmest year globally in the modern global surface temperature record, 
going back to 1880, breaking the record previously held by 2014; this now means that the last 15 
years have been 15 of the 16 warmest years on record.37  

These assessments and observed changes raise concerns that reducing emissions of GHGs 
across the globe is necessary in order to avoid the worst impacts of climate change, and 
underscore the urgency of reducing emissions now.  The NRC Committee on America’s Climate 
Choices listed a number of reasons “why it is imprudent to delay actions that at least begin the 
process of substantially reducing emissions.”38  For example: 

• “The faster emissions are reduced, the lower the risks posed by climate change.  
Delays in reducing emissions could commit the planet to a wide range of adverse 
impacts, especially if the sensitivity of the climate to GHGs is on the higher end of 
the estimated range. 

• Waiting for unacceptable impacts to occur before taking action is imprudent because 
the effects of GHG emissions do not fully manifest themselves for decades and, once 
manifested, many of these changes will persist for hundreds or even thousands of 
years.  

• In the committee’s judgment, the risks associated with doing business as usual are a 
much greater concern than the risks associated with engaging in strong response 
efforts.” 

Several commenters submitted statements discussing the urgency of reducing greenhouse gas 
emissions.  The comments cited recent record global temperatures and atmospheric 
concentrations of carbon dioxide, estimates from the National Climatic Data Center of damages 
from extreme weather events, the recent USGCRP Climate and Health Assessment, the NCA3, 
and estimates of how much emission reductions are necessary in order to stay below 2 degrees 
Celsius above preindustrial temperatures.  EPA has considered these comments, which are 
consistent with the scientific information discussed in this section and reinforce our conclusion 
that rising concentrations of greenhouse gases endanger human health and welfare.  EPA 
continues to rely on the best technical and scientific information, primarily the recent, major 
assessments by the USGCRP, the IPCC, and the National Academies, and these assessments 
continue to demonstrate the urgent need to address emissions of greenhouse gases.   

2. Overview of Climate Change Impacts in the United States 

The NCA3 assessed the climate impacts in eight regions of the U.S., noting that changes in 
physical climate parameters such as temperatures, precipitation, and sea ice retreat were already 

                                                 
35 http://www.esrl.noaa.gov/gmd/ccgg/trends/.   
36 Blunden, J., and D. S. Arndt, Eds., 2016: State of the Climate in 2015. Bull. Amer. Meteor. Soc., 97 (8), S1-S275.   
37 http://www.ncdc.noaa.gov/sotc/global/201513.   
38 NRC, 2011: America’s Climate Choices, The National Academies Press, p. 2.   
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having impacts on forests, water supplies, ecosystems, flooding, heat waves, and air quality.  The 
U.S. average temperatures have similarly increased by 1.3 to 1.9°F since 1895, with most of that 
increase occurring since 1970, and the most recent decade was the U.S.'s hottest as well as the 
world's hottest.  Moreover, the NCA3 found that future warming is projected to be much larger 
than recent observed variations in temperature, with 2 to 4°F warming expected in most areas of 
the U.S. over the next few decades, and up to 10°F possible by the end of the century assuming 
continued increases in emissions.  Extreme heat events will continue to become more common, 
and extreme cold less common.  Additionally, precipitation is considered likely to increase in the 
northern states, decrease in the southern states, and with the heaviest precipitation events 
projected to increase everywhere.   

In the Northeast, temperatures increased almost 2°F from 1895 to 2011, precipitation 
increased by about 5 inches (10 percent), and sea level rise of about a foot has led to an increase 
in coastal flooding.  In the future, if emissions continue to increase, the Northeast is projected to 
experience 4.5 to 10°F of warming by the 2080s.  This is expected to lead to more heat waves, 
coastal and river flooding, and intense precipitation events.  Sea levels in the Northeast are 
expected to increase faster than the global average because of subsidence, and changing ocean 
currents may further increase the rate of sea level rise. 

In the Southeast, average annual temperature during the last century cycled between warm 
and cool periods.  A warm peak occurred during the 1930s and 1940s followed by a cool period 
and temperatures then increased again from 1970 to the present by an average of 2°F.  Louisiana 
has already lost 1,880 square miles of land in the last 80 years due to sea level rise and other 
contributing factors.  The Southeast is exceptionally vulnerable to sea level rise, extreme heat 
events, hurricanes, and decreased water availability.  Major risks of further warming include 
significant increases in the number of hot days (95°F or above) and decreases in freezing events, 
as well as exacerbated ground level ozone in urban areas. Projections suggest that there may be 
fewer hurricanes in the Atlantic in the future, but they will be more intense, with more Category 
4 and 5 storms.  The NCA identified New Orleans, Miami, Tampa, Charleston, and Virginia 
Beach as cities at particular risk of flooding. 

In the Northwest, temperatures increased by about 1.3°F between 1895 and 2011.  Snowpack 
in the Northwest is an important freshwater source for the region.  More precipitation falling as 
rain instead of snow has reduced the snowpack, and warmer springs have corresponded to earlier 
snowpack melting and reduced stream flows during summer months.  Drier conditions have 
increased the extent of wildfires in the region.  Average annual temperatures are projected to 
increase by 3.3°F to 9.7°F by the end of the century (depending on future global GHG 
emissions), with the greatest warming is expected during the summer.  Continued increases in 
global GHG emissions are projected to result in up to a 30 percent decrease in summer 
precipitation.  Warmer waters are expected to increase disease and mortality in important fish 
species, including Chinook and sockeye salmon.  Ocean acidification also threatens species such 
as oysters, with the Northwest coastal waters already being some of the most acidified 
worldwide due to coastal upwelling and other local factors. 

In Alaska, temperatures have changed faster than anywhere else in the U.S. Annual 
temperatures increased by about 3°F in the past 60 years.  Warming in the winter has been even 
greater, rising by an average of 6°F.  Glaciers in Alaska are melting at some of the fastest rates 
on Earth. Permafrost soils are also warming and beginning to thaw.  Drier conditions had already 
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contributed to larger wildfires in the 10 years prior to the NCA3 than in any previous decade 
since the 1940s, when recordkeeping began, and subsequent years have seen even more 
wildfires.  By the end of this century, continued increases in GHG emissions are expected to 
increase temperatures by 10 to 12°F in the northernmost parts of Alaska, by 8 to 10°F in the 
interior, and by 6 to 8°F across the rest of the state.  These increases will exacerbate ongoing 
arctic sea ice loss, glacial melt, permafrost thaw and increased wildfire, and threaten humans, 
ecosystems, and infrastructure. 

In the Southwest, temperatures are now about 2°F higher than the past century, and are 
already the warmest that region has experienced in at least 600 years.  The NCA notes that there 
is evidence that climate-change induced warming on top of recent drought has influenced tree 
mortality, wildfire frequency and area, and forest insect outbreaks.  At the time of publication of 
the NCA, even before the last 2 years of extreme drought in California, tree ring data was 
already indicating that the region might be experiencing its driest period in 800 years.  The 
Southwest is projected to warm an additional 5.5 to 9.5°F over the next century if emissions 
continue to increase.  Winter snowpack in the Southwest is projected to decline (consistent with 
recent record lows), reducing the reliability of surface water supplies for cities, agriculture, 
cooling for power plants, and ecosystems.  Sea level rise along the California coast is projected 
to worsen coastal erosion, increase flooding risk for coastal highways, bridges, and low-lying 
airports, and pose a threat to groundwater supplies in coastal cities.  In addition, “The 
combination of a longer frost-free season, less frequent cold air outbreaks, and more frequent 
heat waves accelerates crop ripening and maturity, reduces yields of corn, tree fruit, and wine 
grapes, stresses livestock, and increases agricultural water consumption.”  Increased drought, 
higher temperatures, and bark beetle outbreaks are likely to contribute to continued increases in 
wildfires. 

The rate of warming in the Midwest has markedly accelerated over the past few decades. 
Temperatures rose by more than 1.5°F from 1900 to 2010, but between 1980 and 2010 the rate of 
warming was three times faster than from 1900 through 2010.  Precipitation generally increased 
over the last century, with much of the increase driven by intensification of the heaviest rainfalls.  
Several types of extreme weather events in the Midwest (e.g., heat waves and flooding) have 
already increased in frequency and/or intensity due to climate change.  In the future, if emissions 
continue increasing, the Midwest is expected to experience 5.6 to 8.5°F of warming by the 
2080s, leading to more heat waves.  Specific vulnerabilities highlighted by the NCA include 
long-term decreases in agricultural productivity, changes in the composition of the region’s 
forests, increased public health threats from heat waves and degraded air and water quality, 
negative impacts on transportation and other infrastructure associated with extreme rainfall 
events and flooding, and risks to the Great Lakes including shifts in invasive species, increases in 
harmful algal blooms, and declining beach health. 

High temperatures (more than 100°F in the Southern Plains and more than 95°F in the 
Northern Plains) are projected to occur much more frequently by mid-century.  Increases in 
extreme heat will increase heat stress for residents, energy demand for air conditioning, and 
water losses.  In Hawaii, other Pacific islands, and the Caribbean, rising air and ocean 
temperatures, shifting rainfall patterns, changing frequencies and intensities of storms and 
drought, decreasing base flow in streams, rising sea levels, and changing ocean chemistry will 
affect ecosystems on land and in the oceans, as well as local communities, livelihoods, and 
cultures.  Low islands are particularly at risk. 
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Low-lying islands are particularly at risk.  Moreover, “warmer oceans are leading to increased 
coral bleaching events and disease outbreaks in coral reefs, as well as changed distribution 
patterns of tuna fisheries.  Ocean acidification will reduce coral growth and health.  Warming 
and acidification, combined with existing stresses, will strongly affect coral reef fish 
communities.”  For Hawaii and the Pacific islands, future sea surface temperatures are projected 
to increase 2.3°F by 2055 and 4.7°F by 2090 under a scenario that assumes continued increases 
in emissions. 

3. Importance of the Transportation Sector in Greenhouse Gas Emissions Inventories 

The most recent U.S. GHG emission inventory39 includes seven greenhouse gases: carbon 
dioxide (CO2), methane (CH4), nitrous oxide (N2O), perfluorocarbons (PFCs), 
hydrofluorocarbons (HFCs), sulfur hexafluoride (SF6), and nitrogen trifluoride (NF3).  Mobile 
sources, which include cars, light trucks and medium-duty passenger vehicles (the largest sport 
utility vehicles and full-size passenger vans), heavy-duty trucks and buses, airplanes, railroads, 
marine vessels, and a variety of smaller sources, are significant contributors of four of the seven 
GHGs listed above. CO2, CH4, and N2O emissions are present in vehicle tailpipe emissions, and 
HFCs are used in automotive air conditioning systems. In recent years, the annual GHG 
emissions inventory due to light-duty vehicles has been slightly more than 1 billion metric tons 
per year.   

In October of 2016, nearly 200 countries reached an agreement to phase down HFCs.  At the 
28th Meeting of the Parties to the Montreal Protocol in Kigali, Rwanda, these countries 
committed to cut the production and consumption of HFCs by more than 80 percent over the 
next 30 years.  EPA is assessing the degree to which this new agreement will moderate the 
growth rate of HFC emissions in the U.S.40 

In 2014, mobile sources emitted 29 percent of all U.S. GHG emissions, the second largest 
contribution after power plants in that year.  Transportation sources, which are largely 
synonymous with mobile sources but which exclude certain off-highway sources such as farm 
and construction equipment, account for 26 percent of U.S. GHG emissions.  Motor vehicles 
alone, which include cars, light trucks and medium-duty passenger vehicles, heavy-duty trucks 
and buses, and motorcycles, are responsible for 22 percent of U.S. GHG emissions.  CO2 
emissions represent 96 percent of total mobile source GHG emissions.41  The motor vehicles 
covered by the light-duty GHG standards (cars, light trucks, and medium-duty passenger 
vehicles) account for 16 percent of all U.S. GHG emissions. 

EPA recognizes that climate change is a long-term global environmental challenge.  Any 
meaningful plan to address the climate challenge must prioritize early GHG emissions reductions 
and make continual progress toward long-term goals.  And transportation is projected to be an 

                                                 
39 Inventory of U.S. Greenhouse Gas Emissions and Sinks, 1990-2014, U.S. Environmental Protection Agency, 

2016, available at https://www.epa.gov/ghgreporting/greenhouse-gas-reporting-program-and-us-inventory-
greenhouse-gas-emissions-and-sinks. 

40 See https://www.whitehouse.gov/the-press-office/2016/10/15/fact-sheet-nearly-200-countries-reach-global-deal-
phase-down-potent. 

41 Inventory of U.S. Greenhouse Gas Emissions and Sinks, 1990-2014, U.S. Environmental Protection Agency, 
2016, available at https://www.epa.gov/ghgreporting/greenhouse-gas-reporting-program-and-us-inventory-
greenhouse-gas-emissions-and-sinks. 
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increasingly significant contributor to U.S. (and global) CO2 emissions well into the future. In its 
nationally determined contribution to the Paris Agreement, the U.S. committed to a 26-28 
percent GHG emissions reduction below 2005 levels by 2025.  The White House recently 
reiterated the commitment to these reductions in the United States Mid-Century Strategy, 
released in November 2016, which also discussed the need for further emission reductions 
beyond 2025.  At the end of this document, EPA discusses the need and opportunities for 
substantial GHG emissions reductions from light-duty vehicles beyond 2025. 
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II. Assessment of Technology Costs, Effectiveness, and Lead Time 
II. Section heading hidden used for figure and table numbering (do not remove this line) 

A. Introduction 

Technology assessment was a critical element of the development of the 2017-2025 GHG 
standards in the 2012 final rulemaking (FRM).  The standards were ultimately guided by a 
detailed assessment of GHG-reducing technologies that were available as of the 2012 calendar 
year time frame.  This assessment included technologies that were currently in production at the 
time, or pending near term release, as well as consideration of further developments in 
technologies where there was reliable evidence that those technologies could be feasibly 
deployed by 2025.   

The MTE is making a determination as to whether the information analyzed since the 
standards were established calls into question the appropriateness of the MY2022-2025 
standards, initially established in the 2012 rule.  With respect to technology, a primary aspect of 
the MTE is to examine the technology assumptions that guided development of the MY2022-
2025 standards, and update the assumptions accordingly based on developments in the industry 
that have occurred since 2012, as well as expected future developments by the 2025 time frame.  
As the first step in the MTE process, the 2016 Draft TAR summarized the current state of 
technology through the mid-2016-time frame, technology developments since the FRM, and the 
likely future developments through MY2025.  The Draft TAR found that the fleet penetration of 
many of the GHG-reducing technologies identified in the FRM has proceeded steadily, 
accompanied by new technologies not anticipated at the time.  Technology assumptions for cost, 
effectiveness, and availability were then revised and incorporated into the Draft TAR GHG 
Assessment, a substantial and comprehensive update to the assessment performed for the 2012 
FRM. 

As the next step in the MTE process, for this Proposed Determination, a Technical Support 
Document (TSD) builds on the Draft TAR by detailing the updates and refinements EPA has 
made to the technology assessment since the completion of the Draft TAR, based on updated 
information and public comments received on the Draft TAR.  It also provides a full explanation 
of all of the underlying technical work that supports this Proposed Determination.  This includes 
a detailed accounting of the technology assumptions and inputs used in the Proposed 
Determination technology assessment.  Beyond the technologies assessed for this Proposed 
Determination, there are other technologies, such as electric turbo-charging, variable 
compression ratio, dynamic cylinder deactivation, and P2-configuration mild-hybridization, that 
are under active development and have the potential to provide further cost-effective GHG 
reductions by the 2025 time frame.   

B. Rationale for How this Technology Assessment Supports the Proposed Determination 

Since the 2012 FRM, EPA has continuously evaluated the state of GHG-reducing 
technologies based on many sources including new vehicle certifications, technology 
benchmarking, full vehicle simulation modeling, technical literature reviews and technical 
conference information, vehicle manufacturer and supplier meetings, and the 2015 National 
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Academy of Sciences (NAS) report.42  This effort produced a technology assessment for the 
Draft TAR that built upon what was considered for the 2012 Final Rule.  Subsequently, updated 
information and public comments have informed this technology assessment which supports the 
Proposed Determination that the MY2022-2025 standards remain appropriate.     

Some auto industry commenters raised concerns regarding the Draft TAR analyses, 
commenting that the EPA models are overly optimistic.  Other public comments supported 
EPA's conclusions in the Draft TAR and made recommendations that would result in higher 
effectiveness than EPA estimated in the Draft TAR.  Upon considering all the public comments, 
EPA has made updates for this Proposed Determination where appropriate.  These key comments 
and updates are summarized below and in Appendix Section A, and detailed in Chapter 2 of the 
TSD.   

In some cases, the commenters either did not provide any supporting evidence or provided 
evidence that was incomplete or not applicable or relevant to an assessment of the cost, 
effectiveness, and implementation feasibility in MYs 2022-2025.  In particular, the conclusion 
drawn by the Alliance of Automobile Manufacturers that "MY2021 and MY2025 targets cannot 
be met with the suite of technologies at the deployment rates projected by the Agencies in the 
2012 FRM" is based on the premise that the only possible technology available in MY2025 will 
be represented by technology already contained in the Draft TAR's MY2014 baseline fleet and 
that technology will not improve in efficiency.  EPA disagrees.  It is not plausible that the best 
gasoline powertrain efficiencies of today represent the limit of achievable efficiencies in the 
future.  Even setting aside the assumption that the best available technologies today will undergo 
no improvement in future years (a premise the auto industry has disproved time and again), the 
methodology used in the Alliance-contracted study (which was not peer reviewed) does not even 
allow for the recombination of existing technologies, and thus severely and unduly limits 
potential effectiveness increases obtainable by MY2025.  EPA disagrees with this assumption 
that the only technology combinations available in MY2025 are those that are present in the 
MY2014 fleet.  Indeed, events have already disproven this assumption.  To provide one specific 
example, Ford has introduced a 10-speed automatic transmission on the MY2017 F150, paired 
with a turbocharged downsized engine, which is a technology combination that was not 
previously available and was therefore not considered in the Alliance-contracted study.  In 
contrast, EPA's projections of effectiveness through MY2025 include technology packages that 
are achievable and cost-effective, but do not exist in the fleet in MY2014; for example, a 24 bar 
turbocharged downsized engine with cooled EGR, or a high compression ratio Atkinson cycle 
engine with cylinder deactivation and cooled EGR paired with an efficient high speed, high 
efficiency, high ratio spread transmission.  EPA's approach for evaluating technology 
effectiveness is based on detailed data for individual technologies and physics-based vehicle 
modeling of combinations of technologies.  We believe that these particular comments by the 
Alliance with respect to future technology effectiveness are drawn from an approach that is 
overly simplistic, lacks rigor, and therefore does not call into question EPA's determination that 
this technology assessment supports the Proposed Determination that the MY2022-2025 
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standards remain appropriate.  A more detailed response to the Alliance-contracted study is 
provided in the TSD (Chapter 2.3.3 and Appendix A). 

Several commenters, including many NGOs, state and local government organizations, and 
consumer groups, supported EPA's assessment in the Draft TAR as a robust assessment of 
technology availability showing multiple cost-effective paths to comply with the 2025 standards.  
Some groups even believed our assessment to be conservative; for example, the International 
Council on Clean Transportation (ICCT) expressed the view that there are some key areas where 
the Draft TAR analysis "is still somewhat behind what is already happening in the market."  
ICCT and ACEEE cite examples of technologies that EPA did not model, like e-boost, variable 
compression ratio, and dynamic cylinder deactivation,  

EPA's modeling methodology includes use of a "lumped parameter model" (LPM), which 
models incremental effectiveness differences between vehicle technology packages.  In 
comments addressing EPA's modeling methodology, Global Automakers contended that the 
LPM tended to "over-predict the GHG reductions and fuel savings that various fuel economy 
technologies could provide."  EPA disagrees that the LPM, when utilized as intended, makes 
inaccurate predictions.43  The LPM is calibrated to the results of the full vehicle physics-based 
ALPHA model, and enables the efficient estimation of effectiveness values for hundreds of 
thousands of technology packages that would be neither feasible nor necessary from a 
computational resources standpoint to model individually in ALPHA.  The LPM's effectiveness 
estimates are reliable due both to their basis in fully simulated vehicle packages, as well as to the 
physical principles applied to interpolate between simulated packages.  Specifically, the use of 
energy loss categories within the LPM ensures that the combined benefits of multiple 
technologies in a package are not double counted when two technologies are competing to 
reduce the same loss.  When used as intended within the bounds of the calibration, the LPM is an 
appropriate tool for assessing the effectiveness of advanced technology packages. EPA's 
assessment is also supported by both the 2010 and the 2015 studies published by the National 
Academy of Sciences – for example, in the 2015 report the NAS stated, “The committee notes 
that the use of full vehicle simulation modeling in combination with lumped parameter modeling 
and teardown studies contributed substantially to the value of the Agencies’ estimates of fuel 
consumption and costs, and it therefore recommends they continue to increase the use of these 
methods to improve their analysis."44  Note that both the 2010 and the 2015 NAS Committees 
specifically evaluated earlier versions of the EPA-developed LPM that informed the 
Committee’s findings and recommendations.  

For this Proposed Determination, EPA has adopted one of the quality assurance tests 
recommended in the Alliance-contracted report.  As described in Chapter 2.3.3.5 and Appendix 
B of the TSD, EPA has determined the powertrain efficiency value for each of the non-electrified 
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technology packages applied by the OMEGA model, and confirmed that the emissions 
reductions estimated by the LPM are consistent with those produced by the physics-based 
ALPHA model across a broad range of vehicles and technologies.  

 The belief that estimates of technology effectiveness in the Draft TAR were overly optimistic 
led the Alliance, Global Automakers, and several individual automakers to conclude that more 
strong hybrids and electric vehicles will be needed to achieve the standards (MY2025 in 
particular) than projected by the agencies.  Other criticisms were aimed at the differences in the 
Draft TAR projected penetrations of some individual technologies from those projected in the 
2012 FRM.  For example, the Global Automakers and its members commented that "the 
agencies should investigate and document why their previous predictions (from the FRM) were 
inaccurate."  In fact, this "inaccuracy" is the failure to anticipate the extent of innovation and 
increased efficiencies in the intervening years between the FRM and Draft TAR, the very sorts of 
improvements that the Alliance contractor report assumes will not occur between now and 2025.  
EPA does not agree that some variation in modeled technology penetrations from the FRM to the 
Draft TAR to this Proposed Determination is an indication that the basic analysis and analytic 
approach were unsound.  On the contrary, EPA expects that incorporating new technologies and 
unforeseen applications that have emerged since the 2012 FRM would have an impact on the 
penetrations of technologies in the cost-effective pathway modeled by OMEGA.  For example, 
the application of direct injection Atkinson cycle engines in non-hybrids, greater penetration of 
continuously variable transmissions (CVT), and 48-volt mild hybridization would all tend to 
influence projected technology penetrations.  In addition, the development of several 
technologies has proceeded differently than was assumed in the FRM, including development of 
downsized turbo-charged engines, cylinder deactivation, and electrification.  What is more 
notable than the variations in projections of conventional technologies is the consistently low 
level of strong electrification that has been projected by EPA in the 2010 TAR, the 2011 NPRM, 
the 2012 FRM, the 2016 TAR and this Proposed Determination, and further confirmed by the 
2015 National Academy of Sciences (NAS) study.45  The 2015 NAS study on fuel economy 
technologies also found that the 2025 standards would be achieved largely through 
improvements to a range of technologies that can be applied to a gasoline vehicle without the use 
of strong hybrids, PHEV, or EV technology.  Despite the many updates and improved precision 
of EPA's technology assessment and compliance analysis over the past six years, the modeled 
compliance costs and penetrations of strong electrification have remained highly consistent, thus 
further supporting EPA's determination that this technology assessment supports the Proposed 
Determination that the MY2022-2025 standards remain appropriate.   

It should also be noted that the technology penetrations EPA projects in all of these analyses 
each represent only one potential pathway for compliance with future standards, and are based 
on the premise that technologies are applied in a way that minimizes the cost of compliance with 
MY2025 standards.  In practice, vehicle manufacturers are free to choose to apply technology 
based on many factors including not only cost, but also other factors such as familiarity and 
experience with technology, vehicle functional and marketing objectives, supplier capacity and 
experience, manufacturing capacity, global technology availability and technology innovations.  
Therefore, a manufacturer's actual MY2025 compliance pathway may be different from the 
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pathways presented in this Proposed Determination.  Put another way, because the standards are 
performance-based, they can be met in any way a manufacturer chooses.  Although EPA models 
one potential compliance path (or, with sensitivity analyses, several paths), this modeling is not 
meant to (and does not purport to) chart the only such path, or to otherwise dictate or constrain 
manufacturer choice.  The burst of innovation and concurrent advancements in competing engine 
and transmission technologies, spurred at least in part by the advent of the MY2012 and later 
standards, is an indication that the standards do not constrain compliance options.  In addition, as 
discussed throughout this Proposed Determination, EPA believes that the main prediction in the 
2012 rulemaking and the Draft TAR (as well as corroborated by the 2015 NAS Report) -- that 
the standards are achievable largely through improvements to gasoline vehicle technologies at 
reasonable cost -- appears to remain valid with respect to available technology. 

The Appendix Section B of this document and Chapter 2 of the TSD contain details of our 
technology assessment, including summaries of public comments received on EPA's technology 
assessment, how EPA has updated its analysis in response to the comments and other 
information, and the key technology developments and assumptions that distinguish EPA’s 
assessment for this Proposed Determination from that of the Draft TAR.  
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III. Assessment of Consumer Impacts, Employment and Other Factors 
III. Section heading hidden used for figure and table numbering (do not remove this line) 

A. Consumer Issues 

As part of the midterm evaluation, EPA must consider "the cost on the … purchasers of new 
motor vehicles" and "the practicability of the standards," as well as "the impact of the standards 
on … fuel savings by consumers."46  Consistent with this requirement, EPA committed that it 
would examine "Costs, availability, and consumer acceptance of technologies to ensure 
compliance with the standards, such as vehicle batteries and power electronics, mass reduction, 
and anticipated trends in these costs."47  This section reviews issues affecting consumer 
acceptance of the technologies that can be used to meet the standards.  With the program in 
effect since MY2012, the evidence focuses on experience to date on broader consumer impacts 
of vehicles subject to the standards.  Appendix Section B.1 and TSD Chapter 4 provide the 
details underlying this assessment. 

Since the National Program standards went into effect in MY2012, vehicle sales have 
increased every year, achieving record levels.  At the same time that GHG emissions have fallen 
to record low levels, vehicle footprint has dropped since its peak in 2014, horsepower has 
increased or stayed constant, and weight has been roughly constant.  The standards are likely to 
have had some effect on vehicle sales.  On the one hand, the vehicles designed to meet the 
standards will become more expensive, which would, by itself, discourage sales.  On the other 
hand, the vehicles will have improved fuel economy and thus lower operating costs due to 
significant fuel savings, which could encourage sales.  Which of these effects dominates for 
potential vehicle buyers when they are considering a purchase will determine the effect on sales.  
We have not identified a scientifically sound way to provide a quantitative estimate of the effect 
that the existing standards have had on sales.  But it is clear from empirical evidence that the 
standards have not prevented the automobile market from recovering to pre-recession sales 
levels--indeed, to record sales levels. 

Some comments have raised concern that the standards will have adverse effects on other 
vehicle characteristics, such as performance or handling.  As discussed in Appendix Sections 
B.1.4, and B.1.5 and TSD Chapters 4.1 and 4.2, EPA has not found evidence to date of these 
effects.  An analysis of evaluations of fuel-saving technologies in professional auto reviews 
found more positive assessments of each technology than negative assessments in MY2014 and 
MY2015 vehicles.  Though some automakers may receive negative evaluations for a specific 
technology, other automakers receive positive evaluations for that technology.  This finding 
suggests that the quality of implementation of the technologies may vary, but some 
manufacturers are already able to deliver improved customer experience using these technologies 
today, and quality of implementation will likely improve over time for all manufacturers.  
Moreover, some of these technologies appear to have ancillary benefits to consumers in terms of 
performance and handling.  For instance, mass reduction both reduces fuel consumption and 
increases handling and performance.   
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As discussed in Section II, despite some auto manufacturers' comments that high penetration 
rates of both full hybrids and electric vehicles will be needed to meet the MY2025 standards, 
EPA continues to find that the standards can be met predominantly with advanced conventional 
gasoline vehicle.  If so, then consumer acceptance issues hinge primarily on the acceptability of 
the technologies for advanced conventional gasoline vehicles; as noted above, the data to date 
confirm that consumers generally do not have concerns with these technologies.  In the Draft 
TAR and this Proposed Determination, we nevertheless assess consumer response to plug-in 
electric vehicles (PEVs), which are one option for compliance with the standards.  Concerns over 
range and cost are often cited as primary obstacles to PEV adoption; as discussed in Appendix 
Section A.3.7, technological advances are reducing those barriers.  Research suggests that lack of 
awareness and understanding of PEVs, perhaps including misunderstanding, itself creates 
another barrier to adoption.  Some studies suggest that experience with the technology increases 
acceptance.  Thus, consumer acceptance of PEVs may depend, not only on technological 
advances, but also on the feedback loop associated with other consumers purchasing PEVs.  
California and the nine other states that have adopted the ZEV program have underway 
significant efforts to increase consumer awareness about PEVs as well as available charging 
infrastructure.  With the very low proportion of PEVs projected to be needed for compliance, 
EPA expects that compliance will mostly depend on advanced conventional vehicles.  We 
believe the evidence to date indicates that we would not expect to see significant issues with 
consumer acceptance of the 2022-2025 standards. 

We also examine the effects of the standards on vehicle affordability.  Because low-income 
households are much more likely to buy used vehicles than new ones, the effects of the standards 
on low-income households will come via the used vehicle market.  There, current evidence 
indicates fairly flat prices in recent years, suggesting that used vehicle buyers are benefiting from 
reduced fuel costs without having to pay any notable up-front cost premium for more efficient 
vehicles.  We have not found evidence that consumers have had problems getting loans for new 
vehicles.  In addition, as discussed in Proposed Determination Appendix Section C.2.4, the fuel 
savings exceed the increased loan payments and other costs in the first year of loans with 
duration of 5 or more years.  We also examined the availability of low-priced new vehicles, an 
entry point for the new vehicle market, and find that low-priced vehicles continue to be offered, 
and appear to be gaining additional features.  In the MY2022-2025 time frame, the primary 
effects on affordability of vehicle sales are still likely to be due to broader macroeconomic 
factors, such as economic activity and overall employment; any impacts of the standards are 
likely to be secondary to those broader economic factors.  More detail on affordability is 
provided in Appendix B.1.6 and TSD Chapter 4.3. 

Overall, therefore, EPA's assessments indicate that consumers have clearly benefited from 
reduced fuel costs from the standards and, to date, there is little, if any, evidence that consumers 
have experienced adverse effects from any other implications of the standards.  Information 
provided by commenters either supports this conclusion or does not rely on current information 
or reasonable predictions of future impacts.  Vehicle sales continue to be strong.  Most likely 
these sales levels are not due to the standards, but rather to economic recovery from the 2008-
2009 recession.  Nevertheless, there is no evidence to suggest that the standards have impeded 
sales, and some evidence that the technologies being used to meet the standards provide ancillary 
benefits that may enhance consumers’ acceptance of the vehicles.  We have not found any 
evidence that the technologies used to meet the standards have imposed unavoidable "hidden 



Assessment of Consumer Impacts, Employment and Other Factors 

28 

costs" in the form of adverse effects on other vehicle attributes.  Similarly, we have not identified 
significant effects on vehicle affordability to date.  Given the lead times provided to automakers 
to achieve the MY2022-25 standards, and the evidence to date of consumer acceptance of 
technologies being used to meet the standards, EPA expects that any effects of the standards on 
the vehicle market will be small relative to market responses to broader macroeconomic 
conditions. 

B. Employment Impacts 

The Presidential Memorandum that requested development of the National Program sought a 
program that would “strengthen the [auto] industry and enhance job creation in the United 
States.”48  Executive Order 13563, “Improving Regulation and Regulatory Review” (January 18, 
2011), states, “Our regulatory system must protect public health, welfare, safety, and our 
environment while promoting economic growth, innovation, competitiveness, and job 
creation.”49  In addition, the 2017-25 final rule lists "Impacts on employment, including the auto 
sector" as one of the factors to be considered in the Midterm Evaluation, and the regulations cite 
"the impact of the standards on the automobile industry" as one of the factors the Administrator 
must consider in making her determination on the appropriateness of the standards.50  EPA is 
accordingly providing this discussion of the potential employment effects of the standards.  
Section B.2. of the Appendix to this document contains additional assessment of employment 
impacts, including an overview of employment in the auto industry in recent years, and an 
analysis estimating the employment effects of the standards.  EPA’s assessment finds that, while 
the 2022-2025 standards may have some effect on employment in the auto sector, this effect is 
likely to be small enough that it cannot be distinguished from macroeconomic and other factors 
affecting auto sector employment.  

The primary employment effects of these standards are expected to be found in several key 
sectors: auto manufacturers, auto parts manufacturing, auto dealers, fuel production and supply, 
and consumers (via the employment effects of their fuel savings).  In an economy with full 
employment, the primary employment effect of standards is likely to be to shift employment 
from one sector to another, rather than to increase or decrease employment.  For that reason, we 
focus our partial quantitative analysis on employment in the regulated sector, to examine the 
impacts on that sector directly.  We discuss the likely direction of other impacts in the regulated 
sector as well as in other directly related sectors, but we do not quantify those impacts, because 
they are more difficult to quantify with reasonable accuracy, particularly so far into the future. 

For the regulated industry, the partial employment impact due to the increased employment 
needs associated with increased vehicle costs is expected to be positive.  The total effect of the 
standards on motor vehicle employment depends in addition on the effect of the standards on 
changes in vehicle sales, which are not quantified; thus, we do not estimate the total effects of 
the standards in the regulated industry. 
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Effects in other sectors that are affected by vehicle sales are also ambiguous.  Reduced 
petroleum fuel production implies less employment in the petroleum sectors, although there 
could be increases in employment related to providing infrastructure for alternative fuels if 
manufacturers choose to comply with the standard through increased production of vehicles that 
use those fuels.  Finally, consumer spending is expected to affect employment through changes 
in expenditures in general retail sectors; net fuel savings by consumers are expected to increase 
demand (and therefore employment) in other sectors.  Thus, while the standards are likely to 
have some effect on employment, this effect is likely to be small enough that it cannot be 
distinguished from other factors affecting employment, especially macroeconomic conditions.  
As has been noted, under conditions of full employment, any changes in employment levels in 
the regulated sector due to this program are mostly expected to be offset by changes in 
employment in other sectors. 

C. Other Relevant Factors 

1. Vehicle Safety Effects  

In setting emissions standards for mobile source air pollutants, EPA considers factors relevant 
to public health and welfare, including safety.  See, e.g. 74 FR at 49464/3 (Sept. 28, 2009).  As 
part of this Proposed Determination, EPA has assessed the potential of the MY2022-2025 
standards to affect vehicle safety.  (EPA, of course, also considered the issue of safety in initially 
promulgating the standards.  See 77 FR 62740-768).   

In the Draft TAR (Chapter 8), EPA, NHTSA and CARB reviewed the relationships between 
mass, size, and fatality risk based on the statistical analysis of historical crash data, which 
included an updated analysis led by NHTSA using the most recent available crash data.  Upon 
review of the limited public comments on this issue as discussed in Appendix Section B.3.1, 
EPA continues to believe that the Draft TAR analysis represents the most up-to-date safety 
analysis.  For this Proposed Determination, EPA used the results from this updated analysis to 
calculate the estimated safety impacts of the modeled mass reductions over the lifetimes of new 
vehicles in response to MY2022-2025 standards.  As described further in Appendix Section 
B.3.1, on net, the EPA analysis shows small net fatality decreases over the lifetimes of MY2021 
through 2025 vehicles.    

2. Alternative Fuel Infrastructure  

Although the Draft TAR projected that only a very small fraction of the fleet will need to be 
PEVs to meet the MY2025 standards, alternative fuel vehicles such as battery electric vehicles 
(BEVs), plug-in hybrid electric vehicles (PHEVs) (collectively called plug-in electric vehicles, 
or PEVs), and fuel cell electric vehicles (FCEVs) are an essential part of any future vehicle fleet 
intended to meet long term climate and air quality goals, as discussed in Section V.  In addition, 
other alternative fuels such as ethanol (E85) and compressed natural gas (CNG) have the 
potential to contribute to GHG emission reductions.  Chapter 9 of the Draft TAR provided an 
overview of alternative fuel vehicle infrastructure, including the status, costs, and trends in PEV 
charging infrastructure and hydrogen infrastructure, and examined the challenges being 
addressed to scale up the infrastructure as advanced vehicle sales grow in response to market 
demand and for compliance with the federal standards.  Chapter 9 of the Draft TAR concluded 
that infrastructure does not present a barrier for alternative fuel vehicles to be used in meeting the 
2022-2025 national program GHG and fuel economy standards.  As we discuss in Appendix 
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Section B.3.2, overall, we continue to conclude that infrastructure will not present a barrier for 
the small numbers of alternative fuel vehicles that we expect manufacturers to choose to produce 
as a part of their compliance with the MY2022-2025 GHG standards.  

In public comments on the Draft TAR, several stakeholders discussed the conclusions of the 
Draft TAR about the sufficiency of existing and expected infrastructure development.  A number 
of these comments, generally from the automotive manufacturing industry, focused on the 
commenters' belief that a greater degree of infrastructure development would be needed because 
they expect that more of these vehicles will be needed to meet the standards.  However, as we 
discuss in Section IV below and in Appendix Section C.1, we continue to conclude that only a 
few percent of PEVs will be needed to meet the standards based on evaluation of potential least 
cost compliance pathways.  Other comments from the Alliance of Automobile Manufacturers 
raised issues that we believe were adequately addressed in Chapter 9 of the Draft TAR, as 
discussed further in Appendix Section B.3.2.  Therefore, we also continue to conclude that 
current and expected expansion of electric charging and hydrogen fueling infrastructure, as 
discussed in Chapter 9 of the Draft TAR, will be sufficient to supply that segment of the 
automotive fleet.   

3. Standards Design Elements 

In the design of the MY2012 – 2025 GHG standards, EPA carefully considered the impact the 
standards can have on vehicle utility and consumer choice such that the automotive companies 
have the ability to maintain vehicle utility and consumer choice while complying with the 
standards.  EPA decided to use vehicle “footprint” as the attribute to determine the GHG 
standards for a given automotive manufacturer’s fleet (the standard being the production-
weighted average of the footprint-based targets for each vehicle produced).  The light-duty 
vehicle GHG standards are curves based on the footprint attribute (Section I shows a graphical 
depiction of the footprint curves).  There are separate passenger car footprint-based standards 
and light-truck footprint-based standards.  Under this approach, the larger the vehicle footprint 
the less numerically stringent (i.e., higher) the corresponding CO2 target level.  The curves 
become more stringent year-over-year as the standards are phased-in through MY2025.  These 
footprint based standards were designed to promote GHG emissions improvements in vehicles of 
all sizes, and are not expected to create incentives for manufacturers to change the size of their 
vehicles in order to comply with the standards.  (The large increase in the number of large SUVs 
in the fleet from MY2012 to 2015, as shown in the recent Trends report,51 illustrates this point, 
since more of these larger-footprint vehicles were produced as the standards increased in 
stringency, yet this segment also showed the most improvement in GHG reductions over the 
same time period).  Moreover, since the standards are based on the unique, sales-weighted fleet 
average for each manufacturer, no specific vehicle must meet a given footprint target.  

EPA received a variety of comments regarding the footprint approach, discussed below and in 
more detail in Appendix Section B.3.3.  Several commenters stressed the importance of the 
footprint-based standards in ensuring consumer choice and encouraging emissions reductions 
across vehicles of all sizes.  Several commenters expressed concern regarding the footprint 
standards, asserting that vehicle footprints are increasing over time.  Related to the comments 
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regarding footprint, EPA received comments supporting a backstop standard. EPA also received 
comment on the current light truck definition.   

These commenters suggest various changes to the form of the standards, the footprint curves, 
or vehicle definitions to address concerns regarding the projected overall less stringent projected 
2025 fleetwide CO2 target level of the program compared to the projections made in the 2012 
final rule.  The commenters’ recommendations would suggest changing the program to address 
the issue that the standards are now projected to reach a slightly lower fleetwide CO2 target level 
by 2025, due primarily to shifts in consumer preferences toward larger footprint vehicles.  In 
many cases, these suggested changes would have the effect of making the standards more 
stringent.  This Proposed Determination that the MY2022-2025 standards remain appropriate is 
based on the footprint curves and vehicle definitions currently in the regulations.  EPA believes 
that the program is operating as it was designed and as discussed in Section IV below, EPA is 
proposing that the existing MY2022-2025 standards remain appropriate.  EPA recognized in the 
MY2012-2016 rule that footprints could be larger (or smaller) in the future based in part on 
consumer demands that are external to the rule.52  While average footprint has remained 
relatively flat since the standards were first established,53 the market shift toward higher truck 
share in recent years has the same effect of increasing the fleetwide GHG emissions level 
necessary to meet the GHG standards.  This is because, for the same footprint level, the truck 
curve has a higher GHG emissions target than does the car curve. EPA is not aware of any 
evidence that the standards structure itself is motivating the shift from cars to trucks, beyond the 
market forces such as lower gasoline prices.  EPA also notes that the program has only been 
implemented for a relatively short period (we have final data for four model years, MY2012-
2015) and the shifts in consumer preferences may not indicate a long-term trend (truck share, 
including those vehicles that must meet the truck GHG standards, was 43 percent in MY2015 
and has ranged from 33 percent to 48 percent since MY2004).   

4. Credits, Incentives, and Flexibilities 

The National Program was designed with a wide range of optional flexibilities to allow 
manufacturers to maintain consumer choice, spur technology development, and reduce 
compliance costs, while achieving significant GHG reductions.  Chapter 11 of the Draft TAR 
provided an overview of these provisions which include averaging, banking, and trading of 
credits, air conditioning system credits, off-cycle technology credits, and advanced technology 
vehicle incentives including incentives for large pickups using advanced technologies.     

EPA received several comments on various aspects of the credit program, which we discuss 
further in Appendix Section B.3.4.  For example, some auto industry commenters encouraged the 
agency to broaden the off-cycle credits program and to consider credits for 
connected/autonomous vehicle technology.  Other commenters, including NGOs, cautioned 
against expanding the off-cycle credits program without further data to support that credit levels 
reflect actual real-world emissions reductions.  Auto manufacturers and their trade associations 
also generally commented in support of extending or expanding incentives for advanced 
technology vehicles, including the vehicle “multipliers” for EVs, PHEV, and fuel cell vehicles 
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(which currently end after MY2021), and the provision to not count upstream electricity 
emissions in a manufacturer’s compliance calculations (which currently begins to phase-out after 
MY2021). 

EPA believes that the MY2022-2025 standards remain appropriate with the credit and 
incentive provisions currently in place and EPA is not proposing any changes to these provisions 
as part of this Proposed Determination.  Nevertheless, several of these provisions were 
developed in the 2012 rulemaking to incentivize very advanced technologies that will likely be 
needed for long-term GHG reductions beyond the 2025 time frame, such as plug-in hybrid 
electric vehicles, all electric vehicles, and fuel cell vehicles (see Section V of this document for 
additional detail).  EPA requests comment below, in addition to the request for comment on this 
Proposed Determination, regarding the need for continued incentives for these technologies, 
including for the 2022-2025 model years.   

5. Program Harmonization 

EPA received several comments regarding harmonization of the EPA and NHTSA programs.  
The Alliance commented that the National Program has not resulted in harmonization across the 
EPA, NHTSA, and CARB programs.  Global Automakers commented that they believe areas 
that need greater harmonization include regulatory process, modeling methodology, standards 
and credits programs, and federal and state programs.  These comments and others are further 
described in Section B.3.5 of the Appendix.  

The Alliance and Global Automakers have characterized many of the above items as 
significant harmonization issues.  While some of their suggestions may provide opportunity for 
future regulatory streamlining, the current program delivers on the original intent of 
harmonization as envisioned by the National Program.  In the 2009 Notice of Intent (NOI) 
preceding the MY2012-2016 rulemaking, EPA and NHTSA provided a clear view of the 
National Program, stating “Both agencies seek to propose a coordinated program that can 
achieve important reductions in GHG emissions and improvements in fuel economy…based on 
technology that will be commercially available and that can be incorporated at a reasonable 
cost.”54  The 2009 NOI states that the National Program “will reflect a carefully coordinated and 
harmonized approach to implementing these two statutes and will be in accordance with all 
substantive and procedural requirements imposed by law” and “Key elements of a harmonized 
and coordinated National Program the agencies intend to propose are the level and form of the 
standard, the available compliance mechanisms, and general implementation elements.”  At the 
outset, the National Program was predicated on “two separate sets of standards” and that “most 
companies would also apply some air conditioning improvements to reduce GHG emissions” and 
that those “would not translate into fuel economy improvements.”  It was clear that there would 
be differences, as the 2009 NOI states “Given differences in their respective statutory authorities, 
however, the agencies anticipate there will be some important differences in the development of 
their proposals.”  The NOI anticipated that the CAFE standards would be somewhat lower than 
the mile per gallon equivalent of the corresponding GHG standards due to some of these items 
but that the agencies would generally attempt to harmonize its standards “in a way that allows 
them to achieve their respective statutory and regulatory goals.”  The NOI further states that the 
goal of the National Program is to provide “regulatory compatibility that allows manufacturers to 

                                                 
54 74 FR 24008, May 22, 2009. 



Assessment of Consumer Impacts, Employment and Other Factors 

33 

build a single national light-duty fleet that would comply with both the GHG and CAFE 
standards.”   

EPA believes that the National Program has been implemented consistent with the vision the 
agencies have communicated from the earliest stages of the program.  The National Program was 
possible because of the close relationship between reducing CO2 tailpipe emissions and 
improving fuel economy.  The more fuel efficient a vehicle is, the less fuel it burns to travel a 
given distance; the less fuel it burns, the less CO2 is emitted in traveling that distance.  
Therefore, the same sets of technologies that improve fuel efficiency also at the same time 
reduce CO2 emissions (note there are some technologies that reduce GHG emissions but do not 
improve fuel efficiency, for example, reduction of air conditioning refrigerant emissions).  In this 
way, the National Program allows auto manufacturers to use a common set of technologies to 
simultaneously address both issues of reducing CO2 emissions and improving fuel efficiency. 
(See 75 FR 25327, May 7, 2010). 

Going back to the first time the agencies established standards for the 2012-2016 model years, 
EPA and NHTSA were clear that there were some important differences in the statutory 
authorities (see 75 FR 25330, May 7, 2010; see also 77 FR 62674), and that the stringency of the 
respective standards was in fact established to account for differences in air conditioning 
improvements.  The agencies have worked to establish a National Program subject to the 
differences in statutory authorities.  The differences in certain aspects of the GHG and CAFE 
programs existed when the MY2022-2025 were first established and do not lead EPA to find that 
the GHG standards for MYs 2022-2025 are no longer appropriate. 

In the MY2017-2025 rulemaking, the agencies took steps to maintain equivalent stringency 
and ensure that a single fleet of vehicles may be produced by a manufacturer that meets both the 
CAFE and GHG standards.  Statutory differences between the CAA and EPCA/EISA result in 
restrictions for credit transfers and trading and domestic and import car fleets under CAFE that 
don’t exist for the GHG standards.  Also, under CAFE, manufacturers are not able to generate 
and use credits based on air conditioning refrigerant leakage reductions.  These factors were 
appropriately considered in establishing MY2022-2025 GHG standards and in EPA’s Draft TAR 
evaluation of those standards. 

EPA and NHTSA have also pledged and taken many steps to enhance one-stop compliance 
procedures and testing provisions with the program.  Thus, compliance is based on a single test 
procedure.  Little to no additional data is required to demonstrate compliance with either the 
CAA GHG standards or the CAFE fuel economy standards.  Certification, testing, reporting, and 
associated compliance activities are essentially identical under both programs.  EPA 
accommodated the EPCA-EISA provisions whereby manufacturers can pay fines in lieu of 
compliance by adopting the Temporary Lead Time Allowance Alternative Standards, which 
allows OEMs which had paid fines under CAFE additional lead time to come into compliance 
with the full complement of the GHG standards.  The agencies have adopted the same credit and 
incentive provisions to the extent authorized by law.   

In their comments on the Draft TAR, the Alliance and Global Automakers refer to issues 
raised in their June 2016 petition that they believe are relevant for the MTE.  Several of the 
issues involve changes sought for the CAFE program rather than EPA’s GHG program and 
therefore are not relevant to whether the GHG standards themselves remain appropriate and are 
not within EPA’s statutory authority to address.  There were three issues raised in the June 20, 



Assessment of Consumer Impacts, Employment and Other Factors 

34 

2016 petition that are relevant to the GHG program.  These were not direct harmonization issues.  
This petition is a separate action, and EPA would need to address it separately, on its own merits.  
Nevertheless, none of the issues raised in the petition would change EPA's assessment of the 
appropriateness of the MY2022-2025 standards.  EPA is making a proposed determination that 
the MY2022-2025 standards are still appropriate, based on the existing regulations, including the 
credit provisions raised in the auto petition.  EPA intends to work with the Petitioners and other 
stakeholders in the future as we carefully consider the requests made in the June 2016 petition.  
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IV. EPA's Proposed Assessment of the Appropriateness of the MY2022-2025 
GHG Standards 

IV. Section heading hidden used for figure and table numbering (do not remove this line) 

In our technical assessment of the technologies available to meet the MY2022-2025 GHG 
standards, we present a range of feasible, cost-effective compliance pathways to meet the 
MY2022-2025 standards.  EPA analyzed a “central case” low-cost pathway, as well as multiple 
sensitivity analyses, including various fuel price scenarios, indirect cost markups, and technology 
penetrations (e.g., lower Atkinson engine penetration, lower mass reductions, alternative 
transmission effectiveness estimates).  This range of analyses demonstrates that compliance can 
be achieved through a number of different technology pathways, as is the intent of the 
performance-based GHG standards that provide each manufacturer with the flexibility to apply 
technologies in the way it views best to meet the needs of its customers.   

Since the Draft TAR, EPA has updated its modeling assessment and methodology based on 
consideration of public comments and other information.  Details of these updates and the 
resulting analyses are provided in Section C of the Appendix and in the accompanying Technical 
Support Document.   

In this Section IV, we present summaries of the results of the analyses we have conducted as 
part of this Midterm Evaluation on the various factors and considerations laid out in the 2012 
rule (Section IV.A) and discussion of our assessment of each of those factors, in light of those 
analyses (Section IV.B).  Section IV.C contains the Administrator’s Proposed Determination. 

A. Summary of the Results of EPA’s Proposed Determination Analysis  

As in the analysis of the MYs 2017-2025 rulemaking (the 2012 FRM) and the Draft TAR, our 
evaluation includes identifying potentially available technologies and assessing their 
effectiveness, cost, and impacts.  The wide number of technologies that are available, and likely 
to be used in combination, requires a method to account for their combined cost and 
effectiveness, as well as estimates of their availability to be applied to vehicles.  The basic 
methodologies and modeling tools used in this Proposed Determination (and for the Draft TAR) 
are similar in many ways to those EPA has used since first setting light-duty GHG standards for 
the MY2012-2016 standards in 2010, and again for the MY2017-2025 standards in 2012.  
However, EPA has continued to refine these modeling tools and to update the inputs based on 
the best available data as well as in response to public comments.   

As was done in establishing the GHG standards for MY2012-2016 and 2017-2025, EPA is 
using a computerized program called the Optimization Model for reducing Emissions of 
Greenhouse gases from Automobiles (OMEGA).  The OMEGA model optimizes to achieve the 
greatest level of GHG emissions reduction at the lowest cost technology options while 
considering technology and safety-related penetration caps.  The result is a description of which 
technologies could be added to each vehicle and vehicle platform to meet a certain CO2 target, 
along with the resulting costs and achieved CO2 levels.   

EPA’s Proposed Determination assessment provides projections for the MY2022-2025 
standards for several key metrics, including a range of modeled “low-cost pathway” technology 
penetrations and per-vehicle average costs; GHG and oil reductions; consumer payback; and 
industry-wide average costs, consumer fuel savings, and societal monetized benefits.  Our 



EPA's Proposed Assessment of the Appropriateness of the MY2022-2025 GHG Standards 

36 

analysis results are summarized below with additional details and results presented in Appendix 
Section C. 

1. CO2 Target and Achieved Levels 

The footprint-based GHG standards (i.e., the standard curves as shown in Section I, Figures I-
1 and I-2) apply to individual vehicles.  Depending on the footprint and model year of that 
individual vehicle, its target value can be determined by selecting the appropriate point on the 
standard curve.  A fleet of vehicles—whether a car or truck fleet, a given manufacturer’s fleet, or 
the entire fleet—complying with its individual targets (determined by the standard curves) while 
giving consideration to the sales, or sales weighting, of each would result in a target value for 
that given fleet.   

As shown in Table IV.1, the overall fleet performance in MY2025 is predicted to achieve 173 
g/mi using AEO2016 reference projections.  This increase in CO2 emissions relative to the 2012 
FRM can be largely attributed to the increased market share of trucks relative to the fleet 
projected in the 2012 FRM.  Relative to the Draft TAR, the slight decrease in the 2025 CO2 
target (from 175 g/mi to 173 g/mi) can be attributed to a small increase in car share relative to 
the AEO 2015 projections used in the Draft TAR.  Table IV.1 shows the car/truck shares in the 
2012 FRM, the Draft TAR, and this analysis to help illustrate how the car/truck mix impacts the 
target values.  The different AEO 2016 fuel price cases (see Chapter 3 of the TSD for more 
details on these fuel prices) result in unique fleet projections since higher fuel prices are 
projected to result in fewer truck and more car sales, while lower fuel prices are projected to 
result in fewer car sales and more truck sales.  As a result of these fleet mix differences, the 
manufacturer-specific footprint based standards would result in different fleet-wide CO2 target 
values for each AEO 2016 fuel price case and projected fleet.  While we have conducted 
additional sensitivity runs beyond varying the fuel price projections, only these two fuel price 
sensitivities (high and low) result in unique CO2 target values.  Additional details are discussed 
in the Appendix Section C.1.  

Table IV.1  Projections for MY2025:  Car/Truck Mix, CO2 Target Levels, and MPG-equivalent1 

 2012 Final Rule Draft TAR Proposed Determination 

 AEO 2011 
Reference 

AEO 2015 
Reference 

AEO 2016 
Reference 

AEO 2016 
Low  

AEO 2016 
High  

Car/truck mix 67/33% 52/48% 53/47% 44/56% 63/37% 
CO2 (g/mi) 163 175 173 178 167 

MPG-e2 54.5 50.8 51.4 49.9 53.3 
Notes: 
1 The CO2 and MPG-e values shown here are 2-cycle compliance values.  Projected real-world values are detailed in 
Chapter 3 of the TSD; for example, for the Proposed Determination AEO reference fuel price case, real-world CO2 
emissions performance would be 233 g/mi and real-world fuel economy would be about 36 mpg.  
2 Mile per gallon equivalent (MPG-e) is the corresponding fleet average fuel economy value if the entire fleet were 
to meet the CO2 standard compliance level through tailpipe CO2 improvements that also improve fuel economy.  
This is provided for illustrative purposes only, as we do not expect the GHG standards to be met only with fuel 
efficiency technology. 
 

 

We present the projected CO2 targets and CO2 achieved levels in MY2025 in Table IV.2 and 
Table IV.3.  The CO2 targets represent the footprint-based standards that each manufacturer is 
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projected to meet in MY2025, based on its projected fleet mix.  The CO2 achieved levels 
represent EPA's estimate of the actual CO2 levels each manufacturer will attain.  As shown, the 
target and achieved levels for the fleet as a whole are the same except for Tesla, which is the 
only manufacturer of solely electric vehicles, so its projected achieved CO2 emissions (which 
account for upstream CO2 emissions as discussed in Appendix C.1) are far less than its target 
levels.  However, because EPA's model allows for full transfers of credits across the car and 
truck fleets, the CO2 achieved for cars vs. trucks may be quite different from those of the 
footprint targets, which is a function of the model optimizing the least-cost pathway to achieving 
the targets.  The central analysis results, which uses the AEO 2016 reference fuel price case, 
represent the fleet meeting the MY2022 through MY2025 standards in their respective model 
years, and the fleet meeting the MY2025 standards indefinitely thereafter.   

Table IV.2  CO2 Targets in MY2025 – Central Case (gCO2/mi) 

 Car Truck Combined 
BMW 148 194 159 
FCA 153 202 187 

FORD 150 220 191 
GM 149 222 185 

HONDA 143 189 165 
HYUNDAI/KIA 148 185 154 

JLR 157 190 183 
MAZDA 145 182 159 

MERCEDES 151 193 168 
MITSUBISHI 134 170 148 

NISSAN 144 198 165 
SUBARU 142 173 166 

TESLA 172  172 
TOYOTA 145 202 170 

VOLKSWAGEN 144 189 158 
VOLVO 152 184 168 
Fleet 147 202 173 

 

Table IV.3  CO2 Achieved in MY2025 -- Control Case (gCO2/mi) 

 Car Truck Combined 
BMW 155 175 159 
FCA 172 194 187 

FORD 162 213 191 
GM 163 209 185 

HONDA 152 181 165 
HYUNDAI/KIA 152 164 154 

JLR 187 184 183 
MAZDA 149 175 159 

MERCEDES 161 181 168 
MITSUBISHI 146 154 148 

NISSAN 149 189 165 
SUBARU 179 164 166 

TESLA 111  111 
TOYOTA 146 200 170 
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VOLKSWAGEN 148 181 158 
VOLVO 166 172 168 
Fleet 155 193 173 

 

2. Cost Per Vehicle 

As shown in Table IV.4, EPA’s current, updated analysis shows that the average per vehicle 
cost to meet the MY2025 standards in MY2025 (compared to meeting the MY2021 standards in 
MY2025) is $875.  This is the estimated cost of meeting the MY2025 standards incremental to 
the cost to meet the MY2021 standards (reference case).  These costs are less than those 
estimated in the 2012 FRM (about $1,100) and in the Draft TAR.  In the Draft TAR, EPA 
estimated average per-vehicle costs of $894 in 2013$ ($920 in 2015$).  Additional details are 
presented in the Appendix Section C.1. 

Table IV.4  Incremental Per-Vehicle Average Costs to Comply with the MY2025 Standards in the Central 
Analysis (2015$) 

 Car Truck Fleet 
Manufacturer 2025 2025 2025 

BMW $1,189 $1,651 $1,296 
FCA $1,068 $1,379 $1,284 
Ford $729 $795 $768 
GM $774 $898 $835 

Honda $647 $746 $695 
Hyundai/Kia $674 $829 $699 

JLR $739 $1,573 $1,401 
Mazda $314 $914 $539 

Mercedes $1,403 $1,321 $1,369 
Mitsubishi $918 $885 $905 

Nissan $775 $1,016 $867 
Subaru $526 $671 $640 
Tesla $0 $0 $0 

Toyota $499 $949 $698 
Volkswagen $1,074 $2,218 $1,425 

Volvo $467 $1,345 $910 
Fleet $749 $1,018 $875 

 

3. Technology Penetration 

Table IV.5 shows fleet-wide penetration rates for a subset of the technologies EPA projects 
could be utilized to comply with the MY2025 standards.  As with the 2012 FRM, the 2015 NAS 
report, and the Draft TAR, EPA projects that the MY2022-2025 standards can be met largely 
through advancements in gasoline vehicle technologies, such as improvements in engines, 
transmissions, light-weighting, aerodynamics, and accessories, including moderate levels of mild 
hybridization (i.e., 48 volt systems which improve the efficiency of gasoline vehicles at much 
less cost than strong hybrids).  While we project that some manufacturers will utilize some level 
of strong electrification as a compliance path, EPA projects that across the fleet only very low 
levels of strong hybrids and full electrification (plug-in hybrid electric vehicles (PHEV) or 
electric vehicles (EV)) technology will be needed to meet the standards.   
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Regarding the technology penetration for higher compression ratio, naturally aspirated 
gasoline engines (Atkinson 2), in their comments on the Draft TAR, AAM stated that they did 
not believe that the market penetration of Atkinson 2 technology, projected in the Draft TAR of 
over 40 percent, is likely or feasible.  For this Proposed Determination, the penetration of 
Atkinson 2 is expected be 27 percent in 2025 MY, as shown below.  This reduction in Atkinson 
penetration is not in direct response to this AAM comment, but rather the result of refinements in 
EPA’s effectiveness modeling that more appropriately reflect the relative improvements 
allocated to advanced engines and transmissions in powertrain packages. 

EPA also analyzed multiple sensitivity cases which show that compliance can be achieved 
through a number of different technology pathways.  These sensitivity cases, including various 
fuel price scenarios, cost markups, and technology penetrations are presented in Table IV.5 as a 
range of technology penetrations and per-vehicle costs.  For example, in order to acknowledge 
that manufacturers may choose to focus on turbo-downsized engines over Atkinson technology 
(notwithstanding EPA’s assessment that there is ample lead time to adopt the Atkinson 
technology should manufacturers choose to do so, see the TSD Chapter 2.3.4.1.8), EPA 
conducted a sensitivity restricting Atkinson application.  Other sensitivities included different 
fuel price cases, varying indirect costs, restricting application of mass reduction, alternative 
transmission paths, and various assumptions about the use of credit mechanisms.  Details of the 
technology penetration cases are shown in the Appendix Section C.1. 

Table IV.5  Selected Technology Penetrations (Absolute) and Per-Vehicle Average Costs to Meet MY2025 
GHG Standards (Incremental to the Costs to Meet the MY2021 Standards, 2015$) 1 

 Draft TAR2 Proposed Determination3 
  Primary Analysis Range of Sensitivities Analyzed 

Turbocharged and downsized 
gasoline engines (%) 33% 34% 31-41% 

Higher compression ratio, naturally 
aspirated gasoline engines (%) 44% 27% 5-41% 

8 speed and other advanced 
transmissions4 (%) 90% 93% 92-94% 

Mass reduction (%)5 7% 9% 2-10% 
Off-cycle technology6  not modeled 26% 13 - 51% 

Stop-start (%) 20% 15% 12-39% 
Mild Hybrid (%) 18% 18% 16-27% 

Strong Hybrid (%) <3% 2% 2-3% 
Plug-in hybrid electric vehicle7 (%) <2% 2% 2% 

Electric vehicle7 (%) <3% 3% 2-4% 
    

Per vehicle cost ($) $920 $875 $800 - $1,115 
Notes: 
1 Percentages shown are absolute rather than incremental   
2 The Draft TAR values are based on AEO 2015 reference case; the Draft TAR reported average per vehicle costs of 
$894 in 2013$ 

3 The Proposed Determination values are based on AEO 2016 reference case  
4 Including continuously variable transmissions (CVT)  
5 The 9% mass reduction for the Proposed Determination is relative to the ‘null’ package. Using the same approach, 
the Draft TAR 7% mass reduction relative to the MY2014 baseline becomes 9% relative to 'null' 
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6 EPA did not model off-cycle technologies in the Draft TAR except for stop-start and active aerodynamics; for the 
Proposed Determination we are now also assessing additional off-cycle technologies as unique technologies that can 
be applied to a vehicle and that reduce CO2 emissions either 1.5 g/mi and 3 g/mi. 
7 Electric vehicle penetrations include the California Zero Emission Vehicles (ZEV) program  
 

4. Reductions in GHG Emissions and Fuel Consumption 

As in the 2012 final rule establishing MY2017-2025 standards and the Draft TAR, EPA used 
its OMEGA Inventory Costs and Benefits Tool (ICBT) to project the emissions and fuel 
consumption impacts of the MY2022-2025 standards.  EPA has analyzed the emissions 
inventory impacts, fuel, and electricity consumption results in several ways: for a given set of 
calendar years (not cumulative), by a given model year cohort of vehicles, and by cumulative 
sums of impacts due to vehicle model years included in the MY2022-2025 standards (over the 
vehicle lifetimes, as discussed in the TSD Chapter 3).  Details of these analysis are shown in the 
Appendix Section C.2. 

EPA estimates that GHG emission decreases will total nearly 540 million metric tons (MMT) 
over the lifetimes of MY2022-2025 vehicles (Table IV.6). On a calendar year basis, we estimate 
GHG reductions of more than 40 MMT in 2025, growing to more than 230 MMT by 2050 (Table 
IV.7). 

Table IV.6  MY Lifetime Emission Reductions of the MY2022-2025 Standards on GHGs (MMT CO2e) 

Model Year Downstream 
(including A/C) 

Fuel Production 
& Distribution 

Electricity Total 

2021 26.6 8.5 -1.2 34 
2022 55.2 17.6 -1.8 71 
2023 84.0 26.7 -2.5 108 
2024 112 35.5 -3.2 144 
2025 139 44.3 -3.9 180 
Sum 417 133 -12.6 537 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
 

Table IV.7  Annual Emissions Reductions of the MY2022-2025 Standards on GHGs in Select Calendar Years 
(MMT CO2e) 

Calendar Year 2025 2030 2040 2050 
Net GHG 40.6 102 185 234 
Net CO2 39.7 99.5 181 228 
Net other GHG 0.89 2.23 4.07 5.12 
Downstream GHG 32.4 81.3 148 186 
Fuel Production and 
Distribution GHG 9.08 22.8 41.5 52.2 
Electricity Upstream GHG -0.95 -2.28 -4.10 -5.14 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
 

EPA estimates significant reductions in fuel consumption of more than 50 billion gallons (or 
1.2 billion barrels) of retail gasoline over the lifetime of MY2022-2025 vehicles, as presented in 
Table IV.8.  On an annual impacts basis, we estimate the MY2022-2025 standards will reduce 
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fuel consumption by 21 billion gallons (or 0.5 billion barrels) by 2050, as presented in Table 
IV.9. 

Table IV.8  MY Lifetime Impacts of the MY2022-2025 Standards on Retail Gasoline 

Model Year Retail Gasoline 
(billion gallons) 

Retail Gasoline 
(billion barrels) 

2021 -3.22 -0.08 
2022 -6.69 -0.16 
2023 -10.2 -0.24 
2024 -13.5 -0.32 
2025 -16.9 -0.40 
Sum -50.5 -1.20 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 

 

Table IV.9  Annual Impacts of the MY2022-2025 Standards on Petroleum Fuel Consumption 

Calendar Year Petroleum 
Gasoline 

(billion gallons) 

Petroleum 
Gasoline 

(billion barrels) 
2025 -3.65 -0.09 
2030 -9.15 -0.22 
2040 -16.7 -0.40 
2050 -21.0 -0.50 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 
 
 

5. Consumer Benefits: Payback Period and Lifetime Fuel Savings 

EPA has assessed two metrics important to consumers who purchase a MY2025 vehicle with 
lower GHG emissions and improved fuel efficiency – the fuel savings expected over the life of 
that vehicle, and the “payback period” or the point at which consumer savings from reduced 
gasoline expenditures exceed the upfront costs of the vehicle.  For example, relative to the 
MY2021 standards, a new MY2025 vehicle is estimated to cost on average about $875 more due 
to the addition of new GHG reducing/fuel economy improving technology (see Table IV.5).  
This new technology will result in lower fuel consumption and, therefore, savings in fuel 
expenditures.  An important question is how many months or years would pass before the fuel 
savings exceed the cumulative costs.   

Table IV.10 and Table IV.11 present EPA’s estimates of net costs associated with owning a 
new MY2025 vehicle (using AEO 2016 reference fuel prices; 3 percent discount rate).  For 
purposes of this analysis, we are using a “sales weighted average vehicle” which means the 
combined car/truck fleet, weighted by sales on the cost side and usage on the fuel savings side, to 
arrive at a single weighted vehicle analysis.  To estimate the cumulative vehicle costs, we have 
included the sales tax on the new car purchase and the increased insurance premiums that would 
result from the more valuable vehicle (see Chapter 3 of the TSD).  Additional payback period 
scenarios, including using a 7 percent discount rate and AEO high and low fuel prices, are 
presented in the Appendix Section C.2.4.  As shown in Table IV.10, payback when the vehicle is 
purchased with cash occurs in the 5th year of ownership.   
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Table IV.10  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO 2016 Reference Fuel Price Case, Cash Purchase (3% discounting, 2015$) 

Year of  
Ownership 

Delta 
Cost per 
Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance1 
per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta Operating 

Costs per 
Vehicle 

1st  $8632 $47 $16 $926 $6 -$238 $693 
2nd  $0 $0 $15 $15 $6 -$232 $483 
3rd  $0 $0 $14 $14 $5 -$223 $279 
4th  $0 $0 $13 $13 $5 -$213 $85 
5th  $0 $0 $12 $12 $5 -$202 -$100 
6th  $0 $0 $11 $11 $5 -$189 -$274 
7th  $0 $0 $10 $10 $4 -$178 -$437 
8th  $0 $0 $9 $9 $4 -$166 -$589 

Note:  
1 Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate 
factors.   
2 The $863 delta cost per vehicle was calculated from the average per-vehicle cost of $875 discounted at 3 
percent to the mid-year point of the first year of ownership.  

 
Since the Draft TAR, based on comments from the auto industry, we have expanded our 

assessment of payback period to calculate the payback periods for loan purchases.  Fiat Chrysler 
Automobiles (FCA) pointed out that most (nearly 86 percent) new vehicles are purchased via 
financing instead of cash.55  FCA and the Alliance of Automobile Manufacturers commented 
that the average new car loan is over 67 months, and more than 60 percent of loans are for 61 or 
more months.  Further, 29 percent of loans are for 73-84 months.56  Therefore, we believe it is 
important to illustrate the payback associated with loan terms of 5-6 years.  Table IV.11 shows 
the payback using a 5-year (60-month) loan, using a loan rate of 4.25 percent (as further 
discussed in Chapter 3 of the TSD).  Consumers who buy a MY2025 vehicle with a 5-year loan 
would see a payback during their first year of ownership.  We also evaluate the payback period 
for 4-year and 6-year loan periods in the Appendix Section C.2.4.   

                                                 
55 Experian, 2015: “Majority of Consumers Rely on Financing as Loan Amounts for New Vehicles Skyrocket to 

Reach Another All-Time High.” https://www.experianplc.com/media/news/2015/q4-2014-safm-part-2/. 
56 Zabritski, Melinda (2015). "State of the Automotive Finance Market Second Quarter 2015." Experian 

Automotive, http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-
q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF , accessed 9/25/2015; Gardner, Greg (2015). "New-car loans 
keep getting longer." USA Today June 1, 2015, http://www.usatoday.com/story/money/cars/2015/06/01/new-car-
loans-term-length/28303991/ , downloaded 9/25/2015. 

https://www.experianplc.com/media/news/2015/q4-2014-safm-part-2/
http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF
http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF
http://www.usatoday.com/story/money/cars/2015/06/01/new-car-loans-term-length/28303991/
http://www.usatoday.com/story/money/cars/2015/06/01/new-car-loans-term-length/28303991/
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Table IV.11  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO 2016 Reference Fuel Price Case, 5-year (60 Month) Loan Purchase (3% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance2 
per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $8631 $47 $16 $217 $6 -$238 -$16 
2nd  $0 $0 $15 $209 $6 -$232 -$32 
3rd  $0 $0 $14 $201 $5 -$223 -$49 
4th  $0 $0 $13 $193 $5 -$213 -$64 
5th  $0 $0 $12 $184 $5 -$202 -$78 
6th $0 $0 $11 $11 $5 -$189 -$251 
7th  $0 $0 $10 $10 $4 -$178 -$414 
8th  $0 $0 $9 $9 $4 -$166 -$567 

Note:  
1 Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate 
factors.   
2 The $863 delta cost per vehicle was calculated from the average per-vehicle cost of $875 discounted at 3 
percent to the mid-year point of the first year of ownership.  

 

Table IV.12 shows the lifetime fuel savings and the lifetime net savings (fuel savings less 
increased vehicle costs) associated with the MY2025 standards (using AEO reference/high/low 
fuel prices at both the 3 percent and 7 percent discount rates).  These analyses compare the 
lifetime savings associated with a vehicle meeting the MY2025 standards to a vehicle meeting 
the MY2021 standards in MY2025 (the reference case).  These values include added costs 
associated with maintenance, insurance, and taxes, and the fuel savings resulting from less fuel 
usage.   

Table IV.12  Lifetime Fuel Savings and Net Savings for the Sales-Weighted Average MY2025 Vehicle 
Purchased with Cash under Each of the AEO 2016 Fuel Price Cases (2015$) 

Case 3 Percent Discount Rate 7 Percent Discount Rate 
 Lifetime Fuel 

Savings 
Lifetime Net 

Savings 
Lifetime Fuel 

Savings 
Lifetime Net 

Savings 
AEO High Fuel Prices $4,209 $3,054 $3,223 $2,145 

AEO Reference Fuel Prices $2,804 $1,648 $2,128 $1,051 
AEO Low Fuel Prices $1,899 $723 $1,439 $345 
 

6. Benefits and Costs of the MY2022-2025 Standards 

In this section, EPA presents results of its model year analysis, which looks at the lifetimes of 
MY2021-2025 vehicles.  In our model year analysis, we look at the impacts over the lifetimes of 
MY2021-2025 vehicles.  We present the results of its calendar year analysis, which looks at 
annual impacts through the year 2050, in Appendix Section C.3.  The inventory inputs and 
monetary inputs used to generate the tables presented here are discussed in Appendix C and 
Chapter 3 of the TSD, where we present $/ton, $/gallon and $/mile premiums, as applicable, that 
are applied to the inventory inputs to generate the benefit cost analysis results.  

Table IV.13 summarizes EPA’s model year lifetime BCA results.  In the central analysis 
presented in the table, we use AEO 2016 reference fuel prices and fleet projections, and, as 
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noted, we include our estimate of EV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  The values in this table are discounted at 3 percent and 7 
percent back with the exception of the social costs of greenhouse gases which are discounted at 
the discount rate used in their generation. All values are discounted to CY 2016.  Importantly, 
Table IV.13 shows that our central analysis technology and maintenance costs are estimated at 
roughly $36 billion ($32.6 billion vehicle program + $2.9 billion maintenance) and benefits 
excluding fuel savings are estimated at roughly $42 billion (using the 3 percent average SC-GHG 
value).  In other words, even without fuel savings, benefits outweigh costs.   

We present the detailed central case results and sensitivity case results using AEO high and 
low cases in Appendix Section C.3.  The differences in all categories when comparing across 
fuel price cases are the result of the different fleet makeups across fuel prices, different ZEV 
program sales projections across fuel prices cases, and the different fuel prices themselves and 
their impact on fuel savings.  Importantly, Table IV.13 shows that, in all cases, the net benefits 
and the fuel savings independently exceed the costs (i.e., the net benefits exceed the costs 
without considering any fuel savings, and likewise fuel savings exceed the costs even without 
considering any other benefits). 

Table IV.13  MY Lifetime Costs & Benefits in Each AEO Fuel Price Case (Billions of 2015$) 

 3 Percent Discount Rate 7 Percent Discount Rate 
 AEO Low AEO Ref AEO High AEO Low AEO Ref AEO High 

Vehicle Program -$34.7 -$32.6 -$31.6 -$25.4 -$23.9 -$23.1 
Maintenance -$3.1 -$2.9 -$2.4 -$1.8 -$1.7 -$1.4 

Fuel $61.3 $91.6 $138.7 $34.9 $52.2 $80.0 
Benefits $42.9 $41.9 $42.2 $33.2 $31.9 $31.3 

Net Benefits $66.4 $98.0 $147.0 $40.9 $58.5 $86.7 
Note:  Benefits and Net Benefits values presented here use the mid-point value of the non-GHG range for the 
applicable discount rate and the central SC-GHG values (average SC-CO2, average SC-CH4, and average SC-N2O, 
each at 3 percent) discounted at 3 percent in all cases. 

 

B. Summary of EPA's Assessment of the Appropriateness of the MY2022-2025 Standards 

As discussed in Section I, through the Midterm Evaluation, the Administrator must determine 
whether the GHG standards for model years 2022-2025, established in 2012, are still appropriate, 
within the meaning of section 202 (a) (1) of the Clean Air Act, , given the latest available data 
and information in the record then before the Administrator.57  In this Proposed Determination, 
the Administrator is proposing to determine that the GHG standards currently in place for MYs 
2022-2025 remain appropriate under the Clean Air Act.  The consequence of this determination, 
if made final, would be unchanged standards, no other alteration in the rules, and thus a 
continuation of the current regulatory status quo.  EPA has fully considered public comments 
submitted on the Draft TAR, as well as other updated information.  EPA has updated its analyses 
where appropriate in response to comments and to reflect the latest available data, as discussed 
throughout this Proposed Determination and the TSD.   

                                                 
57 See 40 CFR section 86.1818-12(h). 
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The EPA regulations state that in making the required determination, the Administrator shall 
consider the information available on the factors relevant to setting greenhouse gas emission 
standards under section 202(a) of the Clean Air Act for model years 2022 through 2025, 
including but not limited to:   

• The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

• The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

• The feasibility and practicability of the standards;  

• The impact of the standards on reduction of emissions, oil conservation, energy 
security, and fuel savings by consumers;  

• The impact of the standards on the automobile industry;  

• The impacts of the standards on automobile safety;  

• The impact of the greenhouse gas emission standards on the Corporate Average Fuel 
Economy standards and a national harmonized program; and  

• The impact of the standards on other relevant factors.58  
In the following paragraphs, we present a discussion of each of these factors in light of the 

analyses conducted in the Draft TAR, the updated information in the TSD, and this document. 

The first several factors address technology availability and effectiveness, lead time for 
implementing technologies, and the costs, feasibility and practicability of the standards.  As 
discussed in Section II, auto industry commenters raised concerns that the effectiveness of 
gasoline technologies was not sufficient to reach the 2025 standards, and believed that higher 
penetrations of electrified vehicles would be needed and at higher costs.  Underlying these 
concerns, the auto industry commenters pointed to what they viewed as overly optimistic 
assumptions in the EPA modeling – that is, they believed EPA’s estimated technology 
effectiveness was too high, and costs were too low.  Specifically, these commenters asserted that 
some of the gasoline engine technologies, mainly the Atkinson cycle engine technology, 
considered in EPA’s analysis would not be available to many manufacturers in the MY2022-
2025 time frame. 

In contrast, comments from environmental NGOs, non-environmental NGOs, state/local 
governments, and consumer groups expressed strong support for the MY2022-2025 standards 
and believed they should be made more stringent.  These groups viewed EPA’s technical 
analysis in the Draft TAR as providing a robust and transparent technical foundation that 
supports the finding that the standards can be met with cost-effective technologies.  Several 
organizations, such as ICCT, pointed to additional technologies they believe have the potential to 
enter the market by the 2025 time frame, affording automakers with even more technology 
options and at potentially lower costs.   

                                                 
58 40 CFR 86.1818-12(h)(1). 
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As discussed in Section II and further in Section B of the Appendix to this Proposed 
Determination, upon full evaluation of the public comments, EPA has updated our analysis in 
response to the technically relevant auto industry comments as explained throughout this 
document and the TSD (e.g., quality checks on effectiveness modeling, analysis of powertrain 
efficiency metrics, updating baseline to use the now-available 2015 final certification data).  On 
the basis of this analysis, which is fully laid out in the Draft TAR, and the TSD and Appendices 
to this Proposed Determination, EPA does not agree with the auto industry comments that 
advanced gasoline technologies are insufficient to meet the 2025 standards cost-effectively.  
First, the industry commenters provided little actual data to substantiate their comments that 
effectiveness of specific technologies should be lower.  For the data we did receive, we fully 
evaluated it and provide responses.  For example, Ford submitted data on transmission 
effectiveness, which we assessed and concluded these data in fact corroborate EPA’s estimates 
(see TSD Chapter 2.3.4.10).  Second, the auto industry associations’ claim that advanced 
gasoline technologies cannot reach the MY2025 standards is based on a study that has significant 
flaws and makes some extremely conservative and unrealistic assumptions, including that over 
the next nine years until 2025, the efficiency of today’s technologies will not improve and 
technologies will not advance beyond those in the fleet today.  EPA's review of the literature, 
including but not limited to the 2015 NAS study, makes it clear that advanced gasoline vehicle 
technologies will improve over the next nine years.  In addition, the significant technology 
advances that have already occurred in just the four years between 2012-2016 are a strong 
indication that technology will continue to advance beyond that existing at any given moment in 
time, with clear potential for substantial gains over the next nine years to 2025.  EPA fully 
responds further to this study in Section B of the Appendix to this Proposed Determination 
document and in Appendix A of the TSD.  Third, in regard to concerns about the feasibility and 
lead time of Atkinson engine technology, we show in Chapter 2 of the TSD (including in 
comment responses in Section 2.3.4.10), and discuss further below, that the Atkinson technology 
is presently feasible and can be incorporated further into the light duty fleet with ample lead time 
before the 2022 MY (for example, most of the base technology is already in place, and the 
technology does not involve a major powertrain shift).  Moreover, as shown in the sensitivity 
case where use of Atkinson cycle engines was constrained to 10 percent, other cost effective 
engine technologies were available to meet the MY2022-2025 without needing substantial 
penetrations of strong hybrids, PHEVs and EVs.  Thus, it is our initial conclusion that the use of 
Atkinson cycle engines is just one technology among the many potential advanced engine 
technology options for compliance, as we discuss further below.   

As shown in the discussion of EPA’s technology penetrations (Table IV.5 above and the 
Appendix Section C), EPA has projected a range of potential compliance pathways for each 
manufacturer and the industry as a whole to meet the MY2022-2025 standards.  In those tables, 
we show a “central case” and eight sensitivity cases, three of which show different technology 
approaches that could be taken (compliance without additional mass reduction, without use of 
advanced high gear spread transmissions and without use of high compression ratio naturally 
aspirated engines beyond what is already in the market.  The other sensitivity cases show 
potential paths should fuel prices be lower or higher than the fuel prices used in the central case, 
should trading of credits across manufacturers occur more broadly than they already are and 
should technology indirect costs (and total costs) be higher than we have estimated.  All of these 
sensitivity analyses, as well as the central case, indicate that the standards can be met largely 
through utilization of a suite of advanced gasoline vehicle technologies, with modest penetration 
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of stop-start and mild hybrids and relatively low penetrations of strong hybrids, PHEVs and EVs.  
This does not mean that other potential pathways are not possible or desirable; in fact, the 
standards are performance-based and thus allow each auto manufacturer to choose its own future 
path to compliance, depending on what technologies it views best to meet the needs of its 
customers, while still complying with the standards.  For example, while our analysis (both the 
central case and the multiple sensitivity analyses) indicates that very few strong hybrids, plug-in 
electric vehicles, or electric vehicles will be needed to meet the 2025 GHG standards (in other 
words, EPA projects that the use of advanced gasoline technologies is sufficient to meet the 2025 
standards, and is potentially a lowest cost compliance path), several firms have announced plans 
to pursue EV and PHEV technologies.  Thus, the actual penetration of those technologies may 
turn out to be higher than the EPA’s projected pathways, driven by goals and interests beyond 
compliance with the MY2022-2025 GHG standards.   

EPA is projecting average per vehicle costs of about $875 across the fleet (in our central case) 
and from about $800 to $1,115 across our eight sensitivity cases, as shown in Table IV.5.  These 
costs are similar to, in fact lower than (in all but one sensitivity case), those projected in the 2012 
rule, which EPA estimated at about $1,100 (see Table 12.44 of the Draft TAR).  This decrease is 
not surprising—technology to achieve environmental improvements has often proved to be less 
costly than EPA’s initial estimates.59  Captured in these costs, we see significant increases in 
advanced engine technologies, comprising more than 60 percent of the fleet across a range of 
engines including turbo-downsized 18 bar and 24 bar, naturally-aspirated Atkinson cycle, and 
Miller cycle engines.  We also see significant increases of advanced transmission technology 
projected to be implemented on more than 90 percent of the fleet, which includes continuously 
variable transmissions (CVTs) and eight-speed automatic transmissions.  Stop-start technology 
and mild hybrid electrification are projected to be used on nearly 15 percent and 18 percent, 
respectively, of the fleet.  EPA is projecting very low levels of strong or full hybrids (2 percent) 
and EV/PHEVs (5 percent) as absolute levels in the fleet, though note that a portion of the 
EV/PHEV penetration is attributed to the ZEV program; the incremental penetration of 
EV/PHEVs needed to meet the EPA GHG standards is projected to be less than one percent.   

These technology pathway initial findings are similar to the types of technologies that EPA 
projected in establishing the standards in the 2012 rule, although the specific technologies within 
the advanced engine, advanced transmission, and mild hybrid categories have been updated from 
the 2012 rule to reflect the current state of technological development (hence the lower estimated 
per vehicle cost than in the 2012 rule).  For example, additional engine technologies, such as the 
naturally aspirated Atkinson cycle and Miller cycle, were not even considered in the 2012 rule.  
Similarly, transmission technology has developed such that CVTs are now emerging as a more 
popular choice for manufacturers than the dual-clutch transmissions we had mainly considered in 
2012.60  Mild hybrid technology has developed with more sophisticated 48-volt systems now 
offering a more cost-effective option than the 110-volt systems we had considered in the 2012 
rule.  The fact that these technologies have developed and improved so rapidly in the past four 
years since the MY2022-2025 standards were established provides a strong indication that the 

                                                 
59 U.S. EPA, National Center for Environmental Economics (2014). “Retrospective Study of the Costs of EPA 

Regulations: A Report of Four Case Studies.” EPA 240-F-14-001, 
https://yosemite.epa.gov/ee/epa/eerm.nsf/vwAN/EE-0575.pdf/$file/EE-0575.pdf including its literature review, 
Chapter 1.1. 

60 77 FR 62852-62883; October 15, 2012. 

https://yosemite.epa.gov/ee/epa/eerm.nsf/vwAN/EE-0575.pdf/$file/EE-0575.pdf
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pace of innovation is likely to continue (contrary to the central premise of the technical analysis 
supporting the auto industry comments).  We expect that this trend will continue, likely affording 
manufacturers even more technology options, and at potentially lower cost, than the 
Administrator was able to consider at this time for the Proposed Determination.   

Lead time is a significant component of technical feasibility, and in their comments on the 
Draft TAR, several organizations expressed differing views on lead time.  Global Automakers 
asserted that the Draft TAR “does not give sufficient consideration to the lead time necessary to 
integrate the required technologies over the many models in a manufacturer’s product line.”  
Global Automakers’ concern was with adoption of entirely new powertrains, and pointed to the 
specific example of EPA’s estimated projection of naturally aspirated, Atkinson cycle engines.  
The Alliance of Auto Manufacturers submitted similar comments.  If additional manufacturers 
choose to utilize Atkinson cycle engines, EPA believes that there would be ample lead time to do 
so.  As discussed in the TSD61, the steps required to implement an Atkinson cycle engine are 
relatively modest compared to implementing other engine technologies.  The technology requires 
changing the intake valve cam phaser to one with a higher range of control authority; increasing 
the geometric compression ratio, generally through revisions to the piston crown and cylinder 
head combustion chamber surfaces; and minor revisions to the intake port geometry in order to 
improve turbulence generation (see the TSD, Chapter 2, which describes the technology, 
provides examples of current implementations, and discusses the lead times needed to implement 
this technology).  The requisite cam phaser hardware is readily available to any manufacturer, 
and the technology is not restricted by patent protections.  No major alterations of the powertrain 
are necessary.  EPA’s assessment is that it is feasible for this technology to be incorporated by 
any manufacturer and that there is sufficient lead time between now and MY2022-2025 that this 
technology could represent a high penetration rate of a company’s products.  It also is not 
plausible that manufacturers would ignore a higher-efficiency lower cost technology that a 
number of their competitors are already adopting or announced plans to adopt.  In fact, several 
manufacturers, including Hyundai, Mazda, FCA, and Toyota, are implementing forms of 
Atkinson cycle engine technology today,62 and other automakers have told EPA confidentially 
that they are planning to follow this path for some of their engines by the MY2022-2025 time 
frame. 

It is also important to underscore that EPA’s projected technology penetrations are meant to 
illustrate one of many possible technology pathways to achieve compliance with the MY2022-
2025 GHG standards.  The rules do not mandate the use of any particular form of technology; the 
standards are performance-based and thus manufacturers are free to select among the suite of 
technologies they best believe is right for their vehicles to achieve compliance.  As we have seen 
in recent years with the rapid advances in a wide range of GHG-reduction technologies, we 

                                                 
61 See Chapter 2.3.4.1.8 of the TSD. 
62 As an example of product implementation time line, Mazda introduced a line of Atkinson-cycle engines over a 5-

year period, concurrent with the introduction of the engines across Mazda’s U.S. line-up of passenger cars and 
cross-overs, as well as other Mazda vehicles sold outside the U.S.  Specifically, Mazda introduced a 2.0 liter (L) 
in 2012, a 2.5 L in 2013, a 1.5 L in 2014, and a 2.5 L turbocharged version with cooled EGR in 2016.  In the U.S., 
Mazda integrated the Atkinson-cycle engines into their vehicle line up as follows:  MY2012 Mazda3, MY2013 
Mazda6 and CX-5, MY2015 CX-3, MY2016 CX-9 and MX-5.  This time line demonstrates that provided 
sufficient lead time, OEMs can develop next-generation gasoline engines and introduce them across many vehicle 
models in a 5-year time period. 
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expect that ongoing innovation will result in further improvements to existing technologies and 
the emergence of others.  As discussed in Section IV.A.3 above and further in Appendix Section 
C.1, the use of Atkinson cycle engines is just one technology among the many potential 
technology pathways to compliance.  In this Proposed Determination, as in the Draft TAR, EPA 
analyzed multiple additional potential technology pathways by which the industry could comply 
with the MY2022-2025 standards, including a pathway that limited the application of Atkinson 
engines to a maximum of 10 percent (see Appendix Section C.1.2, the "Non-ATK2 Path" 
sensitivity case) and Chapter 12.1.2 of the Draft TAR) and concluded that there are other cost-
effective pathways to meet the MY2022-2025 standards not requiring substantial penetration of 
strong hybrid, PHEV, or EVs, and that there is ample lead time to do so.   

Toyota commented that it believes lead time was not properly accounted for in the Draft TAR 
for the levels of hybridization and electrification it asserts will be needed to meet the MY2022-
2025 standards.  In this Proposed Determination, as in the Draft TAR, EPA’s projections to date 
indicate that only very low levels of strong hybrids (2 percent) and plug-in vehicles (5 percent) 
will be needed by 2025, and we believe that there will be adequate lead time for manufacturers to 
achieve these low levels over the next nine years.  We also recognize that manufacturers have 
other considerations beyond the U.S. GHG vehicle standards for contemplating more vehicle 
electrification options for their customers.  For example, in October 2015, Toyota announced a 
global environmental sustainability goal of reducing new vehicle CO2 emissions by 90 percent 
by 2050 (from 2010 levels), which included specific targets for achieving significant sales of 
hybrids and fuel cell vehicles.63  EPA applauds corporate goals for achieving even greater GHG 
reductions to address climate change, because, as discussed in Section V, much deeper GHG 
reductions will be needed beyond the 2025 standards to meet the U.S. commitments to address 
climate change.  

Several NGOs recognized the value and adequacy of the lead time already provided by the 
standards.  The International Council on Clean Transportation (ICCT) highlighted “a key 
advantage of setting regulatory standards with such a long lead time – that there is time for 
widespread diffusion of emerging technologies across companies.”  ICCT recommended that 
EPA not assume restrictive constraints on automaker technology paths based on past and near-
term automaker technology decisions, since they believe in the 2022-2025 time frame innovative 
technologies are emerging that can be deployed more widely than the agencies estimate.  

In considering whether lead time for the 2022-2025 standards is adequate, EPA recognizes 
that the standards for MY2022-2025 were first established in October 2012, providing the auto 
manufacturers with up to 13 years of lead time for product planning to meet these standards. In 
the 2012 rule, EPA concluded that, “EPA agrees that the long lead time in this rulemaking 
should provide additional certainty to manufacturers in their product planning.  EPA believes 
that there are several factors that have quickened the pace with which new technologies are being 
brought to market, and this will also facilitate regulatory compliance.”64  As noted, in setting the 
standards in 2012, EPA was beginning to see that technologies were being brought to market at a 
quickened pace, and this trend has clearly continued over the past four years, as EPA discusses in 
depth in Section II of this Proposed Determination.  EPA’s 2016 CO2 and Fuel Economy Trends 

                                                 
63 “Toyota Unveils Bold New Environmental Targets,” http://newsroom.toyota.co.jp/en/detail/9889509 (last 

accessed on November 2, 2016). 
64 77 FR 62880; October 15, 2012. 

http://newsroom.toyota.co.jp/en/detail/9889509
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report provides even further evidence of the rapid pace at which manufacturers are bringing 
advanced technologies into the fleet.  For example, GM, Honda and Hyundai have implemented 
advanced transmissions on 80-90 percent of their fleets within the past five years.  Over that 
same time period, GM and Ford have implemented turbocharged engines on 29 percent and 46 
percent, respectively.  Given that EPA projects that the fleet as a whole could reach the 2025 
standards with penetrations of 27 percent turbo-downsized 18 bar engines, and 7 percent turbo-
downsized 24 bar engines, these penetration rates are achievable given the pace with which some 
manufacturers have already implemented similar technologies.65  Gasoline direct injection (GDI) 
engines were used in less than 3 percent of the fleet in 2008, and are now projected to be on 
almost 50 percent of vehicles in MY2016, with Mazda and other manufacturers employing GDI 
across almost their entire fleets. Technology adoption rates and the pace of innovation have 
accelerated even beyond what EPA expected when initially setting these standards, which will 
further aid in addressing any potential for lead time concerns.  By the time manufacturers must 
meet the MY2025 standards, since the standards were set in 2012, they will have had up to 13 
years of lead time for product planning and at least 2-3 product redesign cycles, and at present 
manufacturers still have 6 to 9 years of lead time until the MY2022-2025 standards, with at least 
1-2 redesign cycles.66  

EPA has also evaluated the progress of the existing fleet in meeting standards in future model 
years.  See the TSD Appendix C.  This assessment shows that more than 100 individual MY2016 
vehicle versions, or about 17 percent of the fleet, already meet future footprint-based CO2 targets 
for MY2020 with current powertrains and air conditioning improvements.  When we include an 
estimate of 5 g/mi of off-cycle credits,67 then 21 percent of the MY2016 fleet can already meet 
the MY2020 footprint-based CO2 targets -- four years ahead of schedule.  Notably, the majority 
of these vehicles are gasoline powertrains, and the vehicles include nearly every vehicle type, 
including midsize cars, SUVs, and pickup trucks, and span nearly every major manufacturer. It is 
important to note that not all vehicles are required to be below their individual targets, and in fact 
EPA expects that manufacturers will be able to comply with the standards with roughly 50 
percent of their production meeting or falling below the footprint based targets.  This analysis is 
another positive indication that the fleet is on track to meet future standards, especially given the 
6 to 9 years of lead time remaining to MY2022-2025. 

Consequently, evaluating the factors EPA is required to consider under factors (i), (ii), and 
(iii) of the mid-term evaluation rules, based on the current record before the Administrator (and 
subject to further consideration of public comment), there is available technology to meet the 
2022-2025 standards, it is available at reasonable cost, there is adequate lead time to meet those 
standards, and the standards are thus feasible and practicable.   

EPA also has considered the impact of the standards on reduction of emissions, oil 
conservation, energy security, and fuel savings by consumers, again as required by the Midterm 
Evaluation rules.  As shown in Table IV.6 and Table IV.7 above, EPA projects that the MY2022-

                                                 
65 EPA 2016 CO2 and Fuel Economy Trends Report, Figures 6.2, 6.3 and 6.5. 
66 Redesign cycles are summarized in the Appendix Section A and are discussed in greater detail in the 2012 FRM 

final Joint Technical Support Document, EPA-420-R-12-901, at Section 3.5.1 
67 This is a conservative assumption given that manufacturers on average are already reporting in MY2015 the use 

of 3 g/mi of off-cycle credits across the fleet, with some manufacturers reporting more than 4 g/mi off-cycle 
credits. 
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2025 standards will reduce GHG emissions annually by more than 230 million metric tons 
(MMT) by 2050, and nearly 540 MMT over the lifetime of MY2022-2025 vehicles (see  

Table IV.6).  These standards are projected to reduce oil consumption by 50 billion gallons 
(Table IV.8), and to save U.S. consumers nearly $92 billion over the lifetime of MY2022-2025 
vehicles (Table IV.13).  On average for a MY2025 vehicle (compared to a vehicle meeting the 
MY2021 standards), consumers will save more than $2,800 in total fuel costs over that vehicles’ 
lifetime, with a net savings of $1,650 after taking into consideration the upfront increased vehicle 
costs (see Table IV.12, at 3 percent discount rate).  EPA considers a range of societal benefits of 
the standards, including the social costs of carbon and other GHGs, health benefits, energy 
security, the value of time saved for refueling, and others.  Benefits are expected to far outweigh 
the costs, with net benefits totaling $98 billion over the lifetime of MY2022-2025 vehicles (3 
percent discount rate), as shown in Table IV.13.  This analysis would also support a conclusion 
that the current standards remain appropriate from the standpoint of impacts of the standards on 
emissions, oil conservation, energy security, and fuel savings 

EPA has assessed the impacts of the standards on the automobile industry per section 
86.1818-12(h)(v).  We have estimated the costs required to meet the MY2022-2025 standards at 
about $33 billion (Table IV.13), with an average per-vehicle cost of about $875 (Table IV.4 
and Table IV.5).  These costs are less than those originally projected when EPA first established 
these standards in the 2012 rule; at that time, we had projected an average per vehicle cost of 
approximately $1,100 (see Table 12.44 of the Draft TAR).  We found those (higher) projected 
costs to be reasonable in the 2012 FRM, and the lower projected costs projected here thus 
continue to support the appropriateness of the standards. 

In addition to costs, EPA has assessed impacts on the auto industry in terms of potential 
impacts on vehicle sales and employment, as discussed in Section III above and further described 
in Appendix Section B and the TSD Chapter 4.  As part of these assessments, EPA has also 
evaluated a range of issues affecting consumers, addressing the factor, “the cost on the producers 
or purchasers of new motor vehicles or new motor vehicle engines,” section 86.1818-12 (h) (ii), 
also discussed at length in Appendix Section B and the TSD Chapter 4.  As discussed in those 
sections, auto industry and automobile dealer commenters expressed concerns that EPA had 
failed to adequately assess consumer impacts as part of the Draft TAR, and expressed concerns 
about impacts on consumers from higher vehicle prices, and the potential for losses in vehicle 
sales and resulting job losses, if consumers either could not afford, or were not willing to pay the 
increased vehicle prices.  Consumer groups and NGOs, on the other hand, indicated that 
consumer interest in fuel economy is strong, that fuel economy is the number one attribute 
consumers want to see improved, that consumer satisfaction is strongly tied to improved fuel 
economy, and that consumers highly value the fuel savings that comes from strong GHG vehicle 
standards.  EPA’s responses to these comments are fully discussed in Appendix Sections B.1 and 
B.2, and Chapter 4 of the TSD. 

EPA's assessments indicate that, to date, there is little, if any, evidence that consumers have 
experienced adverse effects from the standards. Vehicle sales continue to be strong, likely due 
not to the standards, but rather to economic recovery from the 2008-2009 recession. 
Nevertheless, the standards do not appear to have impeded sales.  We also have not found any 
evidence that the technologies used to meet the standards have imposed "hidden costs" in the 
form of adverse effects on other vehicle attributes.  Similarly, we have not identified significant 
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effects on vehicle affordability to date.  We recognize that the standards will have some impact 
on the price of new vehicles, but we do not believe that the standards have significantly reduced 
the availability of model choices for consumers at any particular price point, including the lowest 
price vehicle segment.  Given the lead time provided since the 2012 rule for automakers to 
achieve the MY2022-25 standards, and the evidence to date of consumer acceptance of 
technologies being used to meet the standards, EPA expects that any effects of the standards on 
the vehicle market will be small relative to market responses to broader macroeconomic 
conditions.  See Appendix Section B.1 and Chapter 4 of the TSD for a full discussion of 
consumer issues. 

In assessing potential impacts on auto industry employment, see section 86.1818-12 (h)(v), 
EPA’s assessment is that there is a positive effect of the partial employment impact of increased 
expenditures on vehicle technology.  That is, we project job growth in the automotive 
manufacturing sector and automotive parts manufacturing sector, due to the need to increase 
expenditures for vehicle technologies needed to meet the standards.  We do not attempt to 
quantitatively estimate the total effects of the standards on the automobile industry, due to the 
significant uncertainties underlying any estimate of the impacts on vehicle sales. Nor do we 
quantitatively estimate the total effects on employment at the national level, because such effects 
depend heavily on the state of overall employment in the economy (see Appendix Section B.2).  
Nevertheless, EPA’s assessment is that, while the standards are likely to have some effect on 
employment, this effect (whether positive or negative) is likely to be small enough that it cannot 
be distinguished from other factors affecting employment, especially macroeconomic conditions 
and their effect on vehicle sales.  We further note that, under conditions of full employment, any 
changes in employment levels in the regulated sector due to these standards are mostly expected 
to be offset by changes in employment in other sectors.  See Appendix Section B.2. 

EPA has assessed the potential impacts of the standards on automobile safety, as discussed in 
Section III.C.1 above and further described in Appendix Section B.3.1.  Consistent with the 
Draft TAR’s safety assessment, EPA has again assessed the potential of the MY2022-2025 
standards to affect vehicle safety.  In the Draft TAR (Chapter 8), the agencies reviewed the 
relationships between mass, size, and fatality risk based on the statistical analysis of historical 
crash data, which included a new analysis performed by using the most recent available crash 
data.  EPA used this updated analysis68 to calculate the estimated safety impacts of the modeled 
mass reductions over the lifetimes of new vehicles in response to MY2022-2025 standards.  As 
in initially promulgating these standards and in our Draft TAR assessment, EPA’s assessment for 
this Proposed Determination is that the fleet can achieve modest levels of mass reduction as one 
technology among many to meet the MY2022-2025 standards without any net increase in 
fatalities. 

Finally, EPA has assessed the impacts of the standards on the CAFE standards and a national 
harmonized program.  See section 86.1818-12 (h)(vii).  EPA notes that NHTSA has established 
augural standards for MY2022-2025 and must by statute undertake a de novo notice and 

                                                 
68 Puckett, S.M. and Kindelberger, J.C. (2016, June). Relationships between Fatality Risk, Mass, and Footprint in 

Model Year 2003-2010 Passenger Cars and LTVs – Preliminary Report. Washington, DC: National Highway 
Traffic Safety Administration. 
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comment rulemaking to establish final standards for these model years.  Under the Energy Policy 
and Conservation Act (EPCA) statute, as amended by the Energy Independence and Security Act 
(EISA), NHTSA must establish final standards at least 18 months before the beginning of each 
model year.69  The statute requires the Secretary of Transportation to consult with the EPA 
Administrator in establishing fuel economy standards.70   The EPCA/EISA statute includes a 
number of factors that NHTSA must consider in deciding maximum feasible average fuel 
economy, including “the effect of other motor vehicle standards of the Government on fuel 
economy.”71  Thus, in determining the CAFE standards for MY2022-2025, NHTSA can take 
into consideration the light-duty GHG standards, and indeed did so in initially establishing the 
MY2017-2021 CAFE standards and the augural MY2022-2025 standards.  See 77 FR 62669, 
62720, 62803-804.  EPA believes that by providing information on our evaluation of the current 
record and our proposal to retain the current GHG standards for MY2022-2025, we are enabling, 
to the greatest degree possible, NHTSA to take this analysis and the GHG standards into account 
in considering the appropriate CAFE standards for MY2022-2025. 

In comments on the Draft TAR, as well as in a separate petition, auto industry commenters 
raised concerns about lack of harmonization across the EPA, NHTSA, and California programs.  
However, as we discuss in detail in Section III.C.5 and further in Appendix Section B.3.5, EPA 
and NHTSA have harmonized many elements of the National Program, including test 
procedures, testing and data collection, reporting, and other compliance activities.  In developing 
the National Program, EPA’s national GHG standards also addressed the concern about unique 
state-level GHG standards, in that California allows manufacturers to demonstrate compliance 
with the California standards by showing compliance with the EPA GHG standards (referred to 
as the “deemed to comply” provision).   

Going back to the first time the agencies established standards for the 2012-2016 model years, 
EPA and NHTSA were clear that there were some important differences in the statutory 
authorities,72 and that the stringency of the respective standards was in fact established to 
account for differences in air conditioning improvements, which reduce GHG emissions but do 
not affect fuel economy.  The MY2022-2025 GHG standards were established in recognition of 
the differences in certain aspects of the GHG and CAFE programs,73 such as certain aspects of 
the credit programs which are limited by statute under the CAFE program.  Thus, the fact that 
such differences continue to exist, as fully recognized in setting the standards initially, does not 
lead EPA to find that the GHG standards for MYs 2022-2025 are no longer appropriate.  Other 
aspects of the auto manufacturers' harmonization comments, as detailed in Section III.C.5 and 
Appendix Section B.3.5, raise issues that are not unique to the 2022-2025 model years and are 
not material to our assessment of the appropriateness of the standards for those years (e.g., 
suggestions for streamlining the off-cycle credit approval process), and thus are outside the scope 
of EPA’s decision on the appropriateness of the MY2022-2025 standards.  EPA is making a 
proposed determination that the MY2022-2025 standards are still appropriate, based on the 

                                                 
69 42 U.S.C. 32902(a). 
70 42 U.S.C. 32902(b)(1). 
71 42 U.S.C. 32902(f). 
72 See 75 FR 25330, May 7, 2010; see also 77 FR 62674. 
73 77 FR 62674, October 15, 2012. 
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existing regulations, including the credit provisions raised in the auto industry comments on 
harmonization. 

C. Proposed Determination 

Having considered available information on each of the above factors required by the 
regulations, under 40 CFR 86.1818-12(h), the Administrator is proposing to determine that the 
GHG standards currently in place for MYs 2022-2025 remain appropriate under section 
202(a)(1) and (2) of the Clean Air Act.  EPA has fully considered public comments submitted on 
the Draft TAR, as well as other updated information.  EPA has updated its analyses where 
appropriate in response to comments and to reflect the latest available data.  The consequence of 
this determination, if finalized, would be a continuation of the current status quo.  The 
regulations themselves would be unaltered as a result of the determination.     

In the Administrator's view, the record clearly establishes that, in light of technologies 
available today and improvements we project will occur between now and MY2022-2025, it will 
be practical and feasible for automakers to meet the 2022-2025 standards with cost-effective 
strategies that will achieve the significant GHG emissions reduction goals of the program, while 
delivering significant reductions in oil consumption and fuel savings for consumers, and without 
having material adverse impact on the industry, safety, or consumers.  The 2015 National 
Academy of Sciences study on fuel economy technologies also found that the 2025 standards 
would be achieved largely through improvements to a range of technologies that can be applied 
to a gasoline vehicle without the use of strong hybrids, PHEV, or EV technology.  The study 
further found that the footprint-based standards are likely to have little effect on vehicle and 
overall highway safety.  EPA has considered the feasibility of the standards under several 
different scenarios of future fuel prices and fleet mix (see Section IV.A and Appendix Section 
C), which showed only very small variations in average per-vehicle cost or technology 
penetration mix, and thus, our conclusion that the 2022-2025 standards can be met with cost-
effective technologies holds across all these scenarios.  EPA recognizes that not all of these 
technologies have been implemented in a widespread manner, but it also recognizes that the 
purpose of the Midterm Evaluation is to assess whether the standards remain appropriate in light 
of the pace of compliance and technological development in the industry.  As discussed above, 
the technological development of advanced gasoline vehicle technologies has surpassed EPA’s 
expectations when we initially adopted the standards.  Although we anticipated in 2012 that the 
standards could be met primarily using advanced gasoline engine and transmission technologies, 
the range of technology development has been more extensive and effective than anticipated.  
EPA concludes that the 2022-2025 standards could be largely met simply by implementation of 
these technologies, but we recognize that we are at the mid-point of these standards and it would 
be unreasonable, in light of past developments, ongoing investment by the industry, and EPA's 
extensive review of the literature on future technologies and improvements to existing 
technologies, to expect that no further technology development would occur that could be 
implemented for model year 2022-2025 vehicles.  Even the Draft TAR was not able to consider 
or model all of the technologies being developed because of the rapid pace of development.  As 
discussed in Section II and Appendix Section B, EPA did not consider for this Proposed 
Determination several technologies that we know are under active development and may 
potentially provide additional cost-effective technology pathway options for meeting the 2025 
standards; examples of such technologies include electric boosting, dynamic cylinder 



EPA's Proposed Assessment of the Appropriateness of the MY2022-2025 GHG Standards 

55 

deactivation, and variable compression ratio.  Thus, in light of the pace of progress in reducing 
GHG emissions since the 2022-2025 standards were adopted, the success of automakers in 
achieving the standards to date while vehicle sales are strong, the projected costs of the 
standards, the impact of the standards on reducing emissions and fuel costs for consumers, and 
the other factors identified in 40 CFR 86.1818-12(h) and discussed above, the Administrator 
concludes that it would be inappropriate to revise the 2022-2025 standards to make them less 
stringent.   

The Administrator has also considered whether, in light of these factors and the record 
(including public comments urging more stringent standards), it would be appropriate to make 
the standards more stringent.  She recognizes that the current record, including the current state 
of technology and the pace of technology development and implementation, could support a 
decision to adopt more stringent standards for 2022-2025 (or, put more precisely, could support a 
decision to initiate rulemaking proposing to amend the standards to increase their stringency).  
However, given the overall need to significantly reduce greenhouse gases in the transportation 
sector, especially given expected growth in vehicle travel, the Administrator also recognizes that 
regulatory certainty is an important consideration.  Regulatory certainty gives the automakers the 
time they need to conduct long-term planning and engineering that could lead to major 
advancements in technology while contributing to the continued success of the industry and the 
GHG standards program, which in turn will benefit consumers and reduce emissions.  She also 
believes a decision to maintain the current standards provides support to a timely NHTSA 
rulemaking to adopt 2022-2025 standards and a harmonized national program.  Thus, the 
Administrator has preliminarily concluded that it is appropriate to provide the full measure of 
lead time for the 2022-2025 standards, rather than initiating rulemaking to adopt new, more 
stringent standards with a shorter lead time.   

Accordingly, the Administrator is proposing to conclude that in light of all the prescribed 
factors, and considering the entire record, the current 2022-2025 standards are appropriate and 
should be retained.  EPA is seeking public comment on this proposed determination that the 
GHG standards currently in place for MY2022-2025 remain appropriate under the Clean Air Act.   
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V. The Need and Opportunity for Substantial GHG Emissions Reductions 
from Light-Duty Vehicles Beyond 2025 

V. Section heading hidden used for figure and table numbering (do not remove this line) 

A. Introduction 

The previous sections of this document present the Administrator’s Proposed Determination 
under the Midterm Evaluation of the MY2022-2025 light-duty vehicle greenhouse gas (GHG) 
emissions standards, as required by regulations.  Her preliminary conclusion, as set out above, is 
that the standards remain appropriate under the Clean Air Act and EPA's regulatory criteria.  She 
also notes that the present record could potentially support making those standards more 
stringent.  One of the "other factors" EPA may consider under the MTE regulations is potential 
future developments in succeeding model years and how the MY2022-2025 standards might 
relate to those developments.  This final section considers those issues.  Specifically, this section 
discusses the MY2026 and later time frame. 

The long-term trajectory of the automobile industry has been one of improved fuel economy 
and reduced emissions of air pollution, with very positive results for consumers, the auto 
industry, labor, energy independence, and public health and the environment.  These innovations 
have also been positive for American technology developers and manufacturers, providing 
opportunities to market American technology around the world.  There is every reason to expect 
these trends to continue.  Given the particular threat that climate change poses to the United 
States and countries around the world, the agency believes it is important to share with the public 
an initial EPA estimate of the GHG emissions reductions that will likely be necessary from the 
light-duty vehicle sector if it is to continue to make meaningful contributions to reducing long-
term GHG emissions.  In addition, EPA wants to begin the process of engaging a wide range of 
stakeholders on how ongoing automotive technology innovation can help achieve light-duty 
vehicle sector GHG emissions reductions.  Finally, the agency received several comments on the 
Draft Technical Assessment Report (TAR) urging EPA to consider long-term climate issues.74 

Climate change is a long-term global environmental challenge. GHG emissions accumulate in 
the atmosphere over time, atmospheric concentrations have been growing for decades, and the 
average atmospheric CO2 concentration of 401 ppm in 2015 is likely the highest level for at least 
the last 800,000 years.75  As discussed in more detail in Section I, the Earth has warmed by more 
than 0.8 C (1.5 F) over the past century, with U.S. impacts that have already been documented.  
The last 15 years have been 15 of the 16 warmest years on record.76  Left unaddressed, global 
average temperatures could rise as much as 4.8 C (8.6 F) by the end of this century, relative to 
today, with a projected range of sea level rise of 1-4 feet by 2100.  Extreme temperatures and 
other events in the U.S. could lead to thousands of deaths and trillions of dollars in economic 

                                                 
74 EPA received relevant comments from Consumers Union, The International Council on Clean Transportation, 

University of Illinois Applied Environmental Law Program et al, Northeast States for Coordinated Air Use 
Management, National Association of Clean Air Agencies, American Lung Association et al, and Fuel Freedom 
Foundation, among others. 

75 IPCC, 2013. Summary for Policymakers. In: Climate Change 2013: The Physical Science Basis. Contribution of 
Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. 

76 http://www.ncdc.noaa.gov/sotc/global/201513. 
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damages.77  While some excess carbon dioxide (the primary greenhouse gas) in the atmosphere 
is absorbed (for example, by the ocean), other excess carbon dioxide remains in the atmosphere 
for thousands of years, due in part to the very slow process by which carbon is transferred to 
ocean sediments.  It would take a very long time for atmospheric GHG levels to reach an 
equilibrium, let alone begin to decrease, even if annual GHG emissions loadings were reduced 
significantly.  Accordingly, any meaningful plan to address the climate challenge must prioritize 
early GHG emissions reductions and make continual progress over the long-term.  

Lead time issues are central to the automotive industry.  Conventional vehicle design cycles 
are typically about 5 years, while transformational technologies can take much longer to develop, 
commercialize, and achieve mainstream consumer acceptance.  Technological innovation is 
opening major new opportunities for transformational changes, some driven by climate concerns 
and some independent of climate.  Beginning a dialog on potential GHG emissions reductions 
for the automotive sector for the post-2025 time frame may facilitate more efficient investment 
planning strategies for both the pre-2025 and post-2025 time frames. 

Individual states are also beginning to address the long-term nature of the climate challenge.  
For example, while the State of California's light-duty vehicle GHG emissions standards 
currently mirror the National Program through MY2025, the state has already laid the foundation 
for longer term actions.  In 2015, the Governor issued an Executive Order that established new 
2030 GHG emissions targets with the goal of reducing statewide GHG emissions by 40 percent 
below 1990 levels in 2030, and in 2016 the legislature passed a law codifying the 2030 GHG 
targets. 

EPA is not prepared to begin a formal light-duty vehicle GHG emissions rulemaking process 
beyond MY2025. Nevertheless, the agency believes that it is important to have a dialog with the 
industry and other key stakeholders about future light-duty vehicle GHG emissions reductions, 
as well as possible regulatory incentives and flexibilities.  This section is a first step in that 
process, and EPA looks forward to working with a wide range of stakeholders on this important 
topic in the future. 

B. The Need to Go Beyond MY2025 Standards 

The U.S. National Program light-duty vehicle GHG emissions standards through MY2025, 
currently in place and initially determined to be maintained under the Proposed Determination, 
are considered to be one of the most important steps taken by any country to address long-term 
GHG emissions.  The projected fleetwide MY2025 GHG standard of 173 grams/mile, as 
discussed in Section IV, represents an approximate 50 percent reduction from the baseline GHG 
emissions level in MY2011 prior to the beginning of the National Program.78   EPA projects that 

                                                 
77 Melillo, Richmond, and Yohe, 2014. Climate Change Impacts in the United States: The Third National Climate 

Assessment. U.S. Global Change Research Program, 841 pp. doi: 10.7930/J0Z31WJ2. 
78 For more details on the values discussed in this paragraph, as well as the derivation of the curves in Figure V.1, 

see Memorandum to the Docket, Analysis Supporting Statements in Proposed Determination Section V.B, 
November 23, 2016. 
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the cumulative GHG emissions savings for the lifetimes of the vehicles sold in MY2012-2025 to 
be on the order of 6 billion metric tons.79 80 

But, the substantial GHG savings from the National Program are only a critical step toward 
achieving the continuing, and larger, GHG reductions that will be necessary for the light-duty 
vehicle sector in the longer term. 

Figure V.1 illustrates this important point with three curves that address light-duty vehicle 
plus upstream fuel GHG emissions (including vehicle GHG emissions from the tailpipe and air 
conditioner operation, and upstream GHG emissions from transportation fuel production and 
distribution) over the 2005-2050 time frame. 

The three curves are the same for 2005 through 2025 and show that light-duty sector GHG 
emissions are currently declining and will decrease at a faster rate beginning around 2020 as 
vehicles meeting increasingly stringent standards continue to propagate throughout the fleet. 

The three curves in Figure V.1 begin to diverge beginning in 2026 based on different 
assumptions about the post-2025 time frame.81 

The upper "Business-As-Usual" curve assumes that there are no major regulatory or other 
changes in the light-duty sector after 2025 (that is, that the MY2025 GHG standards remain in 
place indefinitely thereafter).  This curve leads to overall GHG emissions reductions through 
about 2035, and then the curve flattens and GHG emissions begin to grow again around 2040 
and would continue to grow in the post-2050 time frame. 

The middle "4.5 percent per year reduction" curve assumes that the average annual stringency 
increase reflected in the National Program GHG standards for MY2012-2025 is reflected in new 
standards for MY2026-2050 as well.  This curve shows that maintaining the annual stringency 
rate trajectory of the current National Program out to 2050 would yield significant light-duty 
vehicle GHG emissions reductions. 

The bottom curve reflects a trajectory fitted to achieve a 72 percent reduction in light-duty 
vehicle GHG emissions from 2010 levels in 2050.  This is the upper bound projection of a range 
for global GHG emissions reductions in 2050 provided by the Intergovernmental Panel on 
Climate Change (IPCC) to stabilize atmospheric GHG concentrations around 450 ppm and as 
"likely" to limit global temperature rise to below 2 C.82  The 450 ppm atmospheric GHG 
concentration goal has also been adopted by some automotive companies as well.83  

 

                                                 
79 Regulatory Impact Analysis: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission 

Standards and Corporate Average Fuel Economy Standards, EPA-420-R-12-016, August 2012, Table 7.4-2, page 
7-32. 

80 Memorandum to the Docket, Analysis Supporting Statements in Proposed Determination Section V.B, November 
23, 2016. 

81 Ibid. 
82 Climate Change 2014, Synthesis Report, Summary for Policymakers, Intergovernmental Panel on Climate Change 

Fifth Assessment Report. 
83 Ford Motor Company Sustainability Report 2015/2016 at http://corporate.ford.com/microsites/sustainability-

report-2015-16/doc/sr15-sustainability.pdf. 
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Figure V.1  Light-Duty Vehicle Plus Upstream Fuel GHG Emissions to 2050 

 

Figure V.1 shows that the business-as-usual scenario will not provide long-term GHG 
emissions reductions.  On the other hand, maintaining the 4.5 percent annual stringency rate of 
improvement reflected in the current National Program will yield long-term GHG emissions 
reductions close to the upper bound IPCC projection of what is necessary to maintain the global 
temperature rise to 2 C. 

C. The Potential for Transformational Change in the Light-Duty Sector to Reduce 
           Long-Term GHG Emissions 

Transformational change in personal transportation seems imminent, driven by a convergence 
of demographic, technology, and economic factors.  The CEO of one major domestic automaker 
recently stated, “The automotive industry will see more changes in the next five years than in the 
previous 50 years.”84  A second automaker CEO said "[t]he next 20 years will see a radical 
transformation of our industry."85  While it is impossible to predict the relative impacts of these 

                                                 
84 Mary Barra, CEO, General Motors, 

http://media.gm.com/media/intl/en/opel/news.detail.html/content/Pages/news/intl/en/2016/opel/02-08-mary-
barra-16-car-symposium-bochum.html. 

85 Bill Ford, CEO, Ford Motor Company, http://www.wsj.com/articles/bill-ford-on-the-future-of-transportation-we-
cant-simply-sell-more-cars-1404763769. 
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various factors, it seems highly likely that we are indeed on the cusp of transformational change 
in the light-duty vehicle sector. 

There are numerous demographic factors which have the potential to contribute to 
transformational changes in personal transportation including: 

• A possible shift in the paradigm of personal vehicle ownership that has been a given 
for previous generations;86 for example, in dense urban regions, issues such as 
congestion and availability of convenient parking can decrease the attractiveness of 
vehicle ownership compared to other transportation options. 

• A greater emphasis on accessibility and connectivity as opposed to individual 
mobility.87 
 

• Increasing interest in urban lifestyles designed around the needs of people relative to 
suburban lifestyles designed in part around cars.88 

 

For a century, U.S. light-duty vehicles have been powered by internal combustion engines 
almost exclusively fueled with gasoline.  The current rate of automotive technological innovation 
is unprecedented.  There are now a number of alternative technologies that could lead to major 
technological changes in the marketplace:  

• There are now about 25 plug-in electric vehicles (dedicated battery-powered electric 
vehicles and plug-in hybrid electric vehicles) in the U.S. market, with market share 
recently reaching 1 percent of total light-duty sales.89  The California Air Resources 
Board's Zero Emission Vehicle program has been a key driver in promoting the 
commercialization of electric vehicles.  Of the 13 largest manufacturers representing 
over 99 percent of the market, 9 companies currently market a plug-in electric 
vehicle, and more new models have been announced by individual automakers.  
Vehicle cost and range have been the primary barriers to greater consumer 
acceptance, but battery costs have been declining and electric vehicle range has been 
increasing.  Most notably, at least two manufacturers are commercializing 
mainstream electric vehicles with ranges in excess of 200 miles, a significant increase 
over the sub-100 miles’ ranges that had been the norm for mainstream offerings in the 
last few years.  Electric vehicles are increasing market share in other countries as 
well, most notably in China. 

• The electric grid has become cleaner over the last several years due to market forces 
associated with lower prices of natural gas, wind, and solar and declining market 
share of coal.  EPA's Clean Power Plan, currently under judicial review, would 

                                                 
86 Ibid. 
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continue to reduce GHG emissions from the electric grid.  The combination of high-
efficiency electric propulsion and a low-GHG electric grid makes plug-in electric 
vehicles a leading potential game changer for personal transportation.  

• Fuel cell electric vehicle technology continues to advance.  A limited number of fuel 
cell vehicles are now available for lease and sale in select regions of the country, most 
notably in California which is supporting the development of a network of hydrogen 
fueling stations.  Fuel cells may be particularly attractive for larger high-range vehicle 
applications.  A fuel cell vehicle fueled with hydrogen produced from renewable 
processes is another potential light-duty sector game changer.  The biggest barrier to 
fuel cell vehicle commercialization is generally considered to be hydrogen 
availability and cost. Japan has adopted various measures to promote fuel cell 
vehicles and hydrogen fuel availability. 

• Biofuels can play an important role by replacing fossil-fuel consumption in the 
transportation sector, in particular for end-uses that are difficult to electrify.  
Furthermore, biofuels have the potential to reduce GHG emissions across the existing 
fleet, which will be especially important as plug-in electric and fuel cell vehicles 
market penetration increases.  Greatly expanding the supply of biofuels will require 
further technological advances to increase feedstock yields and reduce production 
costs, particularly for "drop-in" cellulosic and non-food based fuels that have the 
greatest potential to reduce GHG emissions.  Furthermore, safeguards will be needed 
to ensure that as bioenergy expands it does not diminish the land carbon sink or cause 
other adverse environmental impacts. 

• Connected and automated (or autonomous) vehicles (CAVs) are considered to be the 
technology with the greatest potential to transform multiple facets of personal 
transportation.  The literature suggests that CAVs could decrease or increase overall 
light-duty sector GHG emission.90  CAVs could significantly improve on-road 
efficiency and GHG emissions if they were optimized for moderate speeds, 
accelerations, and decelerations; minimal braking and idle; platooning; and better 
matching vehicle movement with maximum vehicle powertrain efficiency.  CAVs 
could also improve efficiency and GHG emissions by optimizing route planning, i.e., 
minimizing vehicle miles traveled and congestion.  Even more compelling, if 
combined with new mobility approaches such as shared vehicle ownership and shared 
vehicle occupancy, CAVs could facilitate large GHG emissions reductions by "right 
sizing" where vehicle design is better matched to the utility needed for individual 
trips, higher occupancy, achieving higher vehicle miles traveled per vehicle which 
facilitates faster fleet turnover, etc.  CAVs are an emerging technology and there are 
risks of higher GHG emissions as well.  For example, CAVs could lead to higher 
vehicle miles traveled due to new user groups or due to the reduced monetary and/or 
time cost associated with travel.  CAVs could also be programmed to operate at very 
high highway cruising speeds to save time, but which could increase GHG emissions.  
GHG emissions impacts need to be taken into consideration early on in CAV 
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commercialization in order to ensure that CAVs are part of a long-term climate 
solution. 

Finally, there are economic factors that could promote transformational changes as well: 

• Given that 99 percent of vehicles used for personal transport are privately owned, that 
such vehicles sit idle for 96 percent of the time, that 60 percent of trips are single 
occupancy, and that most seats are empty for most trips, provides a business case for 
alternatives to the private vehicle ownership model.  For example, total annual 
ownership costs of a relatively new light-duty vehicle are about $8,500 for a midsize 
sedan and over $10,000 for an SUV, representing the second highest expense for 
most households, yet the vehicle sits unused most of the time.91 

• In densely populated urban areas, expenses associated with parking and insurance can 
be much higher than in suburban or rural areas, which changes the basic economics 
associated with personal vehicle ownership.  Accordingly, relatively new business 
concepts such as transportation network companies (ride sourcing) and car sharing 
now exist in nearly all large U.S. cities, complementing traditional transit programs. 

• The evolution of the world automotive market means that, in order to succeed and 
prosper in the long run, it appears that automakers must compete not only in one or 
two regional markets, but in all of the major global automotive markets. 

• Economic opportunities for a much wider universe of private sector actors related to 
personal transportation services, evidenced by the large number of business start-ups, 
automakers buying stakes in emerging companies, and interest by non-automotive 
companies in the automotive market. 

 

With respect to long-term GHG emissions reductions, Table V.1 shows that while many of 
the potential transformational forces could provide positive “tailwinds” to help move towards 
lower light-duty sector GHG emissions, some of the same transformational forces could provide 
negative “headwinds” with respect to GHG emissions as well.  

                                                 
91 http://newsroom.aaa.com/auto/your-driving-costs/. 



The Need and Opportunity for Substantial GHG Emissions Reductions 

63 

Table V.1  Qualitative Impacts of Possible Transformational Forces on Light-Duty GHG Emissions 

Transformational Technology/Strategy Likely Impact on GHG Emissions 

Electric vehicles w/low-GHG electricity Lower 

Fuel cell vehicles w/low-GHG hydrogen Lower 

Biofuels w/low-GHG emissions      Lower 

Vehicle automation/connectivity 

• Eco driving/platooning 
• Route planning 
• Greater highway cruising speeds 
• More travel due to reduced dollars/time 
• More travel from new user groups 

 

Lower 
Lower 
Higher 
Higher 
Higher 

New mobility approaches 

• Higher occupancy 
• Right sizing of vehicle 
• System optimization 
• Faster fleet turnover 

 

Lower 
Lower 
Lower 
Lower 

Smart growth, urban planning, transit Lower 

 

D. Stakeholder Dialogue 

Framed by the discussion above, EPA believes that it is important to have a dialogue with a 
wide range of stakeholders, such as automakers, the State of California and other States, non-
governmental organizations and others, on the wide range of potential mechanisms and issues 
associated with achieving light-duty vehicle GHG emissions reductions in the post-2025 time 
frame.   
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Appendix A    Updates to Assessment of Technology Costs, Effectiveness, and 
Lead Time 

A. Section heading hidden used for figure and table numbering (do not remove this line) 

A.1  Introduction 

The Proposed Determination document outlined how the technology assessment EPA has 
conducted for this Proposed Determination has corroborated the key conclusions reached in the 
Draft Technical Assessment Report (TAR), and described the rationale for how this assessment 
supports the Administrator's proposed determination that the MY2022-2025 standards remain 
appropriate.  

This Appendix A to the Proposed Determination document serves to provide further detail on 
the technology assessment conducted for the Proposed Determination.  It describes how EPA has 
updated the assessment based on the latest available data, and reviews the key public comments 
and updated information that led to these updates.  It also provides as background a brief 
overview of the key methodologies and approaches used in conducting the assessment, and key 
updates applicable to them.  While this Appendix A provides a high level overview of these 
topics, more complete discussion of each topic, and discussion of additional public comments 
received, can be found in the corresponding chapters of the Technical Support Document (TSD). 

A.2  Key Updates to Technology Assessment 

Like the technology assessment conducted for the Draft TAR, the Proposed Determination 
technology assessment includes a wide array of fundamental assumptions, modeling constructs, 
and general methodologies, as well as assumptions for cost and effectiveness of specific fuel-
saving and GHG-reducing technologies.  Key updates found in this Proposed Determination 
assessment, and detailed in the following subsections, include:   

• Updated baseline fleet, based on MY2015 GHG compliance data, the latest complete 
data set available 

• Updated projections of future fuel prices and vehicle sales to AEO 2016, the latest 
available  

• Updated all monetized values to 2015 dollars 
• Better accounting for tire and aerodynamic improvements in the baseline fleet  
• Updated accounting for light duty truck mass reduction in the baseline fleet  
• Updated ZEV program sales using data from the California Air Resources Board 
• Updated vehicle class definitions for modeling effectiveness to improve 

representativeness of power-to-weight and road load characteristics  
• Expanded vehicle classification structure from 19 to 29 vehicle types to improve the 

resolution of cost-effectiveness estimates as applied in the OMEGA model 
• Updated characterization and modeling of certain advanced engine technologies, 

including Atkinson cycle 
• Updated effectiveness estimates for certain advanced transmission technologies  
• Updated battery costs for plug-in vehicles, resulting from several battery modeling 

improvements such as an improved battery sizing method, updated data from 
electrified vehicles released or certified since the Draft TAR, and an improved 
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accounting for energy consumption and the potential for road load technology 
improvements 

• Added accounting in the compliance modeling for upstream emissions of plug-in 
vehicles phasing in from MYs 2022 to 2025 

• Incorporating additional off-cycle technology options into OMEGA to better account 
for manufacturers' expected use of off-cycle credit opportunities. 

• Conducting additional sensitivity analyses to show the cost and technology 
penetration impacts of alternative technology pathways  

• Updated vehicle simulation model, ALPHA, to include the latest data on technology 
effectiveness from the EPA vehicle benchmarking testing program and other sources, 
across vehicle types 

• Added quality assurance checks of technology effectiveness estimates into ALPHA 
and LPM 

 

The following sections provide additional detail on many of these updates.  Complete 
descriptions of these updates, as well as further discussion of additional public comments 
received on the Draft TAR and updated information considered for the Proposed Determination 
assessment, can be found in the corresponding chapters of the TSD.  For specific technology cost 
and effectiveness values used in the Proposed Determination assessment, please refer to Chapter 
2 of the TSD.  

A.2.1  Baseline Fleet 

As a starting point in the assessment, EPA creates a baseline fleet, or "baseline," which is a 
representation of the existing vehicle fleet prior to the addition of fuel economy-improving and 
GHG-reducing technologies that manufacturers might introduce for compliance with the 
standards.  Together with a "reference" fleet, the baseline allows for tracking the volumes and 
types of technologies present in the fleet and how they may change under various scenarios.  The 
baseline fleet is described in more detail in Chapter 1 of the TSD.  

In comments on the Draft TAR, EPA received a number of comments regarding the creation 
of the baseline fleet.  The commenters almost universally agreed that the baseline is vitally 
important, although opinions varied on the information sources that should go into its creation.  

The Alliance of Automobile Manufacturers (AAM) made several comments pointing to what 
it characterized as "significant errors" in the development of the baseline fleet used in the 
development of the Draft TAR.  Many of their comments focused on the accuracy of the 
technologies identified and the assessment of the amount of mass reduction, lower rolling 
resistance tires and aerodynamic technologies that have already been implemented in the current 
fleet.  The Union of Concerned Scientists (UCS) and Natural Resources Defense Council 
(NRDC) also recommended using an updated MY2014 fleet, as some technology has been used 
to improve vehicle performance in lieu of improving efficiency.  There were also several 
comments, both for and against, EPA's inclusion of the California ZEV program vehicles in the 
baseline fleet. Chapters 1 and 2 of the TSD provide additional detail on these and other 
comments. 

EPA has reviewed and considered these comments and in response has made several updates 
to its development and assessment of the baseline fleet.  EPA has updated the baseline using 
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MY2015 GHG compliance data, which is the latest complete set of data available.  EPA has also 
made adjustments to better represent the degree to which low rolling resistance tires, 
aerodynamic technologies, and mass reduction have been implemented in the fleet.  These 
updates are outlined in the sections below, and more detail can be found in Chapters 1 and 2 of 
the TSD. 

EPA continues to include the California ZEV program vehicles in the construction of the 
baseline and reference fleets.  More discussion of comments received on this topic is found in 
Chapter 1.2.1.1 (The ZEV Regulation in OMEGA) of the TSD.  EPA has included an updated 
ZEV forecast provided by the California Air Resources Board (CARB).  Complete details 
regarding the updated ZEV forecast and how the ZEV mandate is reflected in EPA's fleet 
forecast can be found in Chapter 1.2 of the TSD. 

A.2.1.1  MY2015 Basis 

The MY2015 GHG compliance data is the most recent complete set currently available of 
U.S. vehicle data that includes actual manufacturer vehicle volumes and CO2 values.  The 
MY2015 volumes and CO2 values come from the EPA Verify Database.  The data contained in 
the Verify system are quite robust since they undergo a significant number of quality checks by 
the manufacturer, the Verify database software, and EPA's certification staff.  The finalized 2015 
GHG certification data are thus the most accurate representation of vehicle and technology mix 
for the 2015 model year.1  EPA supplemented this data with valve train information from 
WardsAuto, and curb weights and power steering information from NHTSA's 2015 Volpe 
Baseline Fleet file created for the Draft TAR. 

A.2.1.2  Representation of Tire Rolling Resistance and Aerodynamic Drag 
Reduction Technologies 

Some public comments pointed out that, in the Draft TAR, EPA had acknowledged that "low 
rolling resistance tires are increasingly specified by OEMs in new vehicles," yet had not 
apparently accounted for this existing penetration of this technology in the baseline fleet. 
Similarly, some OEM commenters pointed out that aerodynamic improvements have been 
implemented in new vehicle designs over the past four years, and felt that these improvements 
were not adequately reflected in the Draft TAR aerodynamic technology baseline.  These 
commenters expressed concern that EPA's Draft TAR technology assessment may have 
overestimated the rolling resistance and aerodynamic drag reductions that could be achieved at 
the estimated cost levels.  

In response, for this Proposed Determination assessment, EPA has updated its assessment of 
tire rolling resistance and aerodynamic drag reduction technologies by accounting for their 
estimated presence in the baseline fleet and modifying the permissible application of these 
technologies accordingly.  To account for aerodynamic drag reduction technology, EPA used 
coast down coefficients from 2015 certification test data to estimate the aerodynamic 
performance of each vehicle in relation to the other vehicles in the same market class.  The 
vehicles were then binned into one of three aerodynamic technology levels according to the 

                                                 
1 We note that this 2015 MY baseline fleet is not identical to that established by NHTSA in the Draft TAR, since 

that fleet reflected mid-year manufacturer reports rather than the final certified data used here.  See Draft TAR 
Chapter 13.1.1.   
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potential for future improvement.  A similar approach was applied to tire rolling resistance 
technology.  Complete detail on these updates is provided in Chapters 1 and 2 of the TSD.  Even 
after this updated accounting for technology present in the fleet, our analysis indicates that low 
rolling resistance and aerodynamic drag reducing technologies continue to play an important role 
in the fleet compliance analysis. 

A.2.1.3  Mass Reduction for Light-Duty Trucks 

In the Draft TAR, EPA's analysis assigned levels of mass reduction specific to each vehicle in 
the baseline fleet in order to account for variation between current vehicles in the cost and 
feasibility of achieving additional mass reduction.  This was achieved by comparing the 2008 
and 2014 versions of each model according to the sales weighted average curb weights of the 
various trim levels after adjusting for changes in size, additional safety requirements, and drive 
type.  This same methodology was again used for this Proposed Determination assessment, 
applied to the updated MY2015 baseline fleet.  Although EPA did not receive specific comments 
on the characterization of mass reduction for pickup trucks in the baseline fleet, EPA has refined 
the tracking of the pickup truck lineages over time for this Proposed Determination assessment in 
order to better characterize the cost and feasibility of additional mass reduction for these 
vehicles.   

Unlike passenger cars, light-duty pickup trucks are produced with a variety of cabin and bed 
configurations, and the mix of the configurations produced often varies from year to year.  The 
model-level approach used in the Draft TAR did not distinguish the change in mass that occurred 
due to shifts in the production shares of the various pickup truck configurations from the changes 
in mass that occurred within a given configuration.  For example, using the Draft TAR approach, 
a greater proportion of crew cab configurations in MY2015 would be reflected as an increase in 
curb weight from MY2008, even if the MY2015 vehicle was lighter than the corresponding 
configuration in MY2008.  For this Proposed Determination assessment, EPA has estimated the 
amount of mass reduction for pickup trucks in the baseline fleet by comparing curb weights 
(with adjustments for size, safety equipment, and drive type) for corresponding cab 
configurations in MYs 2008 and 2015, thereby minimizing the influence of shifts in production 
shares of the various configurations over that period.   

A.2.2  Vehicle Classification in LPM and ALPHA 

The determination of appropriate values for technology effectiveness and cost depends on the 
characteristics of the particular vehicle to which the technology is applied.  For the purposes of 
the EPA technology assessment, grouping of vehicles into distinct classes is an important factor 
in representing the baseline and modeled fleets in various components of the analysis, such as the 
LPM and the ALPHA model.  

In the FRM and Draft TAR, six vehicle classes were defined for the purpose of characterizing 
technology effectiveness.  These classes were derived from the vehicle size classifications used 
for fuel economy labeling defined in 40 CFR §600.315-08 and were based on vehicle interior 
volume and gross vehicle weight rating attributes.  The classes were similar to commonly 
recognized market segments.  The classification of vehicles for estimation of technology costs in 
the FRM and Draft TAR accounted for the various engine and valvetrain configurations most 
prevalent in the baseline fleet, and together with the six effectiveness classes produced a total of 
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19 vehicle types.  At the time, EPA considered the basis and number of these vehicle groupings 
to provide adequate resolution for an assessment of cost and effectiveness across the entire fleet. 

A public comment received from FCA stated that "vehicle classes in the LPM require greater 
resolution," citing as an example, "...the Fiat 500 Turbo and the V6 Chrysler 300 AWD are 
assigned the same benefits for every technology.  This is inappropriate given the vehicle size, 
engine size, and drivetrain difference between them." (p. 35, FCA comments).  

In response to the FCA comment and similar comments from other stakeholders, for this 
Proposed Determination, EPA has refined the vehicle classification approach in several ways.   

First, for the purpose of assigning the most representative estimates for technology 
effectiveness, EPA has classified vehicles according to the attributes of vehicle road load power 
and the ratio of engine power to vehicle weight.  Unlike the Draft TAR's size-based effectiveness 
classifications, the ALPHA model effectiveness estimates are now developed according to low, 
medium, and high vehicle power-to-weight levels, abbreviated as 'LPW', 'MPW', and 'HPW', 
respectively.  The first two of these are divided further into low and high vehicle road load 
categories, abbreviated as 'LRL' and 'HRL'.  An additional class dedicated to trucks with heavy 
towing and hauling capability results in a total of six ALPHA classes for technology 
effectiveness, as shown in Table A.1.  

Table A.1  ALPHA Classes for Characterizing Technology Effectiveness 

ALPHA Class Power-to-Weight Ratio Vehicle Road Load 

LPW_LRL Low Low 
LPW_HRL Low High 
MPW_LRL Medium Low 
MPW_RHL Medium High 

HPW High - 
Truck - - 

 

Second, as described in more detail in TSD Chapter 2.3.1.4 (Vehicle Classification), EPA has 
incorporated curb weight values directly into the vehicle classification criteria for assigning 
technology costs, while still considering engine configuration as in the FRM and Draft TAR.  
For this updated analysis, technology costs are applied to vehicles within a narrower range of 
curb weights, thus improving the representativeness of the costs applied.  This is particularly 
relevant for electrification and mass reduction; two technologies for which the costs are directly 
related to vehicle curb weight. 

Third, for this Proposed Determination EPA has expanded the number of vehicle types to 29 
from the 19 vehicle types used in the FRM and Draft TAR analyses.  Increasing the number of 
vehicle types was done in part to accommodate the additional curb weight criteria described 
above, and also to add additional resolution within a vehicle type to better reflect the vehicle 
attributes which impact estimates for technology effectiveness and cost and also responds to the 
Draft TAR’s stakeholder comments.  The vehicle type definitions are derived from the 
combination of cost and effectiveness classifications, and are shown in Table A.2 along with 
examples of some of the higher volume vehicle models in the MY2015 fleet. 
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Compared to the Draft TAR, these 29 vehicle types each contain a narrower range of values 
of the vehicle characteristics that have the greatest influence on technology effectiveness and 
cost; specifically power-to-weight ratio, road load power, curb weight, and original engine 
configuration.  The overall result of the updated vehicle classification approach used in this 
Proposed Determination is a set of ALPHA classes and vehicle types that provide greater 
resolution than the 19 vehicle types used in the Draft TAR, and advance the goal of applying the 
most representative cost and effectiveness estimates for technologies applied to the MY2015 
fleet.  A result is that the median power-to-weight ratio within each class has increased, 
reflecting the change in the 2015 fleet relative to the lower-powered 2007-2010 exemplar 
vehicles used in the FRM and Draft TAR.  See also Chapter 2.3.3.2.3 of the TSD, "Comparison 
to Draft TAR Classification Approach and Exemplar Vehicles." 

Table A.2  Expanded Classification of Vehicle Types 

Veh 
Type 

ALPHA 
Class 

Curb 
Wgt 
Class 

Engine 
Config 

Example Veh 
Type 

ALPHA 
Class 

Curb 
Wgt 
Class 

Engine 
Config 

Example 

1 LPW_LRL 1 I4 DOHC Sentra, Corolla 16 MPW_LRL 3 V6 DOHC IS250 
2 MPW_LRL 1 I4 DOHC Dart, Focus 17 LPW_HRL 3 V6 DOHC Transit 
3 MPW_LRL 2 I4 DOHC Altima, Camry 18 HPW 4 V6 DOHC Charger 
4 LPW_HRL 2 I4 DOHC Rogue, Patriot 19 MPW_HRL 4 V6 DOHC Pathfinder, 

Journey 
5 MPW_LRL 3 I4 DOHC Malibu, 200 20 HPW 5 V6 DOHC Camaro 
6 LPW_HRL 3 I4 DOHC Forester, Cherokee 21 MPW_HRL 5 V6 DOHC Grand Cherokee 
7 LPW_HRL 4 I4 DOHC Outback, Equinox 22 Truck 6 V6 DOHC Tacoma, Frontier 
8 Truck 6 I4 DOHC Colorado, Tacoma 23 HPW 5 V8 OHV Charger 
9 Truck 6 V6 OHV Silverado, Sierra 24 MPW_HRL 5 V8 OHV Taho, Suburban 

10 HPW 3 V6 SOHC RDX, TLX 25 Truck 6 V8 OHV Silverado, Sierra 
11 MPW_HRL 4 V6 SOHC Odyssey 26 HPW 4 V8 DOHC Mustang, SL550 
12 LPW_LRL 1 V6 DOHC Cruze,Focus turbos 27 HPW 5 V8 DOHC QX80, GL550 
13 MPW_LRL 2 V6 DOHC Fiesta turbo 28 MPW_HRL 5 V8 DOHC GX460, Sequoia 
14 LPW_LRL 2 V6 DOHC Passat 29 Truck 6 V8 DOHC Tundra, F150 
15 HPW 3 V6 DOHC ES350, Impala, Q50      

 

A.2.3  Engine Technologies 

A.2.3.1  Atkinson Cycle 

EPA considered two primary types of Atkinson-cycle engine technologies in the Draft TAR.  
The first Atkinson technology is referred to as "ATK1."  This technology designation reflects the 
application of Atkinson cycle operation on engines that are primarily equipped in hybrid electric 
vehicles such as the Toyota Prius and the Ford Fusion.  The second Atkinson technology is 
referred to as "ATK2."  This technology designation reflects the application of Atkinson cycle 
engine operation in a conventional powertrain architecture, where the sole source of power to the 
vehicle is provided by an internal combustion engine, such as in the Mazda SKYACTIV-G 
architecture and the Toyota Tacoma pickup truck.  EPA's assessment of Atkinson technology 
effectiveness is based on high fidelity engine maps obtained through engine benchmarking of the 
Mazda SKYACTIV-G engines performed at EPA's National Vehicle and Fuel Emissions 
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Laboratory.  The methodology for benchmarking the engines and the results are detailed in 
several peer reviewed papers. 

In addition to the commercially available ATK2 architecture, EPA has also researched and 
developed further enhancements that improve the effectiveness ATK2 technology.  These 
enhancements to ATK2 include the application of Cooled Exhaust Gas Recirculation (cEGR), 
higher geometric compression ratio (CR), and cylinder deactivation (DEAC).  The ATK2 
technology has been available currently with cEGR and higher CR in Japan and Europe, 
respectively, and the application of DEAC on future applications of the SKYACTIV-G engine 
has been publicly announced by Mazda.   

In public comments on the Draft TAR, the Alliance of Automobile Manufacturers (AAM) and 
some of its members commented on the application of Atkinson-cycle engine technologies in the 
future fleet.  The comments stated that EPA had been "overly optimistic" in its assessment of the 
technology, and that: "The advanced Atkinson technology package with cEGR and cylinder 
deactivation should not be utilized in the MTE analysis until the technology can be demonstrated 
to operate across all modeled operating points."  EPA does not agree with these comments.  The 
Atkinson engine technology is already demonstrated in the light-duty fleet in non-hybrid 
applications. 

In addition, AAM maintained that the penetration rate projected by EPA for Atkinson engine 
technologies in 2025 MY are not feasible and may not reflect individual vehicle manufacturers' 
selected "technology pathway" for future compliance, suggesting that there would be insufficient 
lead time to implement this technology.  However, for all manufacturers, EPA believes that there 
is sufficient lead-time to adopt the ATK2 technology.  Many of the building blocks required to 
operate an engine in an Atkinson-mode, similar to the Mazda SKYACTIV-G engine are already 
available in the 2016 MY fleet.  These include gasoline direct injection and a high level of 
control authority over the valve train. More discussion of this topic is found in Chapter 2.3.4.1.8 
of the TSD.  

The commenter also stated that EPA's analysis had not adequately accounted for limitations 
reflecting effects such as knock, cooled EGR rejection, and effective compression ratio.  AAM 
also commented on EPA's use of Tier 2 fuel to establish engine effectiveness and suggested that 
the use of lower octane, 91 RON fuel would be more appropriate for determining the 
effectiveness of engine technologies. 

 It should be noted that use of a higher geometric CR does not necessarily result in operation 
at a higher effective CR.  Atkinson Cycle and Miller Cycle engines derive efficiency 
improvements from the increased expansion ratio available at higher geometric CR but also have 
the capability to vary effective CR continuously during engine operation by changing valve 
event timing (e.g., either late or early intake valve opening) by varying camshaft phaser 
positioning.  Thus the actual effective CR of Atkinson Cycle and Miller Cycle is often 
comparable, or even in some cases reduced, relative to the CR of other GDI engines due to 
knock limitations.   

EPA continues to believe that ATK2 engine technologies offer an additional cost effective 
alternative in a broad assortment of advanced gasoline engine technologies expected to be 
applied by vehicle manufacturers to meet future GHG standards.  This palette builds upon some 
of the foundational technology that already has wide application across the entire light-duty fleet 
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including gasoline direct-injection (GDI), increased valve phasing authority, and higher 
geometric CR.  These foundational technologies allow vehicle manufacturers to operate engines 
in some vehicles in both conventional and Atkinson cycle modes as demonstrated by the 
Chrysler Pacifica plug-in hybrid in which the 3.6L Pentastar engine is operated in Atkinson 
mode, and the Toyota Tacoma pick-up truck.  Hyundai has introduced a 2.0L Atkinson Cycle 
engine as the base engine for the 2017 Elantra.  In addition, these foundational technologies 
allow vehicle manufacturers the ability to operate turbocharged engines in Miller-cycle modes, 
which is Atkinson-cycle applied to boosted engines. 

We also received comments that the relatively low cost of ATK2 has the impact of lowering 
the OMEGA-estimated cost per vehicle. In response, it is important to note that EPA's projection 
of ATK2 penetration in the light-duty fleet is only one of several cost-effective engine 
technology alternatives available to manufacturers to meet the 2025 MY GHG standards.  In 
both the Draft TAR and this Proposed Determination, we have run sensitivities showing the 
impacts on costs per vehicle under a scenario where very little ATK2 technology is used for 
compliance. In these sensitivities, we have capped the ATK2 technology at a 10 percent level 
(note that Mazda uses this technology extensively today, as well as other manufacturers, and 
roughly 7 percent of today's fleet already uses the technology).  The results show minor increases 
in costs per vehicle, but clearly show that pathways to compliance exist at reasonable costs and 
without extensive utilization of strong hybrid and electrified vehicles (see Draft TAR Table 
12.48 and Section C.1.2 of this Appendix).   

AAM comments also suggested that a discrepancy existed between the torque curves used in 
the ALPHA model and an EPA-authored SAE paper on this topic, and that this error carried over 
into ALPHA and the LPM. EPA disagrees with this conclusion.  A detailed analysis of this claim 
and the use of torque curves in modeling of Atkinson engines is found in Chapter 2.3.4.1.8 of the 
Draft TSD. In considering this and other comments on ATK2, for this Proposed Determination 
analysis, EPA revisited its modeling of ATK2 and chose to implement further improvements to 
the torque curve used for ATK2 modeling, as discussed in that chapter. 

For more discussion of comments received on EPA's analysis and modeling of Atkinson cycle 
engines in the Draft TAR, see Chapter 2.3.4.1.8 of the TSD (Atkinson Cycle Engines in Non-
HEV Applications). 

A.2.3.2  Turbocharged, Downsized Engines 

Turbocharged, downsized engines continue to be a prominent technology applied by vehicle 
manufacturers to improve vehicle powertrain efficiency. The 2016 Trends Report shows the 
penetration rate of turbo-downsized engines into the light-duty fleet has increased from 3 percent 
in 2008 to approximately 22 percent in MY2016.2 Turbocharged, downsized engines are 
adopting head-integrated exhaust manifolds or separate, water-cooled exhaust manifolds.  These 
systems also use separate coolant loops for the head/manifold and for the engine block.  The 
changes allow faster warmup, improved temperature control of critical engine components, 
further engine downspeeding, and reduce the necessity for commanded enrichment for 
component protection.  The net result is improved efficiency over the regulatory cycles and 

                                                 
2 Light-duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends Report, EPA-420-R-

16-010, November 2016. 
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during real world driving. Engine downspeeding also has synergies with recently developed, 
high-gear-ratio spread transmissions that may result in further drive cycle efficiency 
improvements.  

In public comments on the Draft TAR, the Alliance of Auto Manufacturers (AAM) made 
several observations regarding turbocharged downsized engines.  Among them, AAM requested 
that "EPA outline its rationale for using an experimental single cylinder engine map as the basis 
of their analysis of turbocharged downsizing technology rather than using actual production 
engines that were benchmarked by EPA (Ford 1.6 L Ecoboost and Ford 2.7 L Ecoboost)."   

EPA notes that technology has advanced past these two Ford engines, making these engines 
inappropriate for evaluating potential technologies for meeting the 2025 standards.  Thus, the 
engine EPA analyzed was a multi-cylinder engine at an advanced stage of development, as 
described in the papers cited within the Draft TAR and as described within Draft TAR Table 
5.63. A number of technologies were used in Ricardo's development of this engine that go 
significantly beyond the technology of the Ford 1.6L Ecoboost (introduced in 2010) or the Ford 
2.7L Ecoboost (introduced in 2015).  The technologies used by Ricardo during the Ethanol Boost 
Direct Injection (EBDI) development program better reflect the state of technology that EPA 
expects to see in 2025, which is 10-15 years after the initial introduction of the engines 
referenced by AAM. More discussion is found in Chapter 2.3.4.1.9 of the TSD. 

Additional detail in response to this and other public comments on turbocharged downsized 
engines is provided in TSD Chapter 2.3.4.1 (Engines: Data and Assumptions) and other parts of 
the TSD that relate to engine technology modeling.  

A.2.4  Transmission Technologies 

Several different transmission architectures are available for use in light duty vehicles.  
Conventional automatic transmissions (ATs) are the most popular type, and still dominate the 
light-duty fleet.  Manual transmissions (MTs), although less popular than in the past, are also still 
part of the fleet.  Both ATs and MTs have, among other improvements, seen an increase in the 
number of gears employed. These older technologies are increasingly being displaced by two 
advanced technologies: dual-clutch transmissions (DCTs), which have significantly lower 
parasitic losses than ATs, and continuously variable transmissions (CVTs), which can vary their 
ratio to target any place within their overall spread.  

As EPA stated in the Draft TAR, in the analysis conducted for the 2012 rule, EPA estimated 
that DCT transmissions would be very effective in reducing fuel consumption and CO2 
emissions, less expensive than current automatic transmissions, and thus a highly likely pathway 
used by manufacturers to comply with the standards.  This expectation was supported by 
comments from many OEMs at the time of the 2012 rule indicating that DCTs were part of their 
future compliance strategies.  EPA also discussed in the Draft TAR that the 2017-2025MY FRM 
analysis also predicted a low effectiveness associated with CVTs (due to the high internal losses 
and small ratio spans of CVTs in the fleet at that time), and thus CVTs were not included in the 
FRM fleet modeling.  However, internal losses in current CVTs have been much reduced and 
ratio spans have increased from their predecessors, leading to increased effectiveness and further 
adoption rates in the fleet, particularly in the smaller car segments.  The new CVTs also tend to 
give the best effectiveness for their cost.   
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In public comments on the Draft TAR, the Alliance of Automobile Manufacturers (AAM) 
raised a number of concerns on transmission effectiveness.  One of the comments was related to 
EPA's estimated effectiveness differences between current six- and eight-speed transmissions.  
The Alliance provided an attachment entitled, "EPA ALPHA Samples Transmission Walk," 
authored by Ford, in support.  The transmission walk attachment suggests that a 6-speed to 8-
speed high efficiency gearbox 1 (HEG1) transmission upgrade would result in a 4.4 percent - 5.0 
percent effectiveness increase, rather than the 8.6 percent to 9.0 percent calculated by Ford using 
ALPHA simulation runs.   

However, the Ford document acknowledges a number of differences between their simulation 
methodology and EPA's simulation methodology: 

• The Ford simulation engine used a 2.0L EcoBoost engine, compared to EPA's 
naturally aspirated GDI engines 

• The Ford simulation assumed the same lockup strategy between transmissions; EPA's 
did not 

• The Ford simulation used transmission efficiency maps from a Ford 8F24/8F35; EPA 
used benchmarked 845RE (ZF 8HP45) transmission as detailed in the Draft TAR 

•  The Ford simulation assumed no engine displacement reduction when the 
transmission is upgraded; EPA applied a "performance neutral" engine downsizing 
strategy. 

As described in the Draft TAR (Table 5.77), EPA expects that effectiveness percentages 
reported for transmissions paired with unimproved engines would be reduced when the same 
transmission is paired with a more advanced engine.  Thus, Ford's technology walk using an 
EcoBoost engine would be expected to deliver a lower effectiveness than a comparable tech walk 
using the naturally aspirated engines modeled in ALPHA. 

EPA also believes that, generally, eight-speed transmissions within the fleet are of a later 
vintage than six-speed transmissions within the fleet, and it is appropriate, when assigning 
effectiveness, to account for the entire package of transmission technology changes between a 
typical six- and eight- speed transmission.  Thus, EPA uses representative transmissions, such as 
the six-speed 6T40 and the eight-speed 8HP45, in modeling, with the understanding that 
transmission efficiency, torque converter (TC) efficiency, and TC lockup strategy are different 
between the two.  This assumption is reflected by the fact that the additional incremental 
effectiveness incorporated into HEG2 is reduced when applied to eight-speed transmissions, 
which are already assumed to contain some efficiency improvements in addition to the added 
gear ratios and spread. 

In the EPA analysis, engine displacement was appropriately reduced to maintain a consistent 
acceleration performance across different technology packages.  The Ford transmission walk 
explicitly maintained engine size, with no allowance for maintaining performance, arguing that 
engine displacement reduction results in "significant gradeability degradation."  EPA disagrees 
with this assessment.  Both Ford and the Alliance define a "gradeability" metric of maintaining 
top gear at 75 mph while climbing a given grade.  While this may have been an appropriate 
gradeability metric for vehicles containing vintage four-speed transmissions, EPA does not 
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believe this metric is appropriate for advanced eight-speed transmissions, where downshifts are 
less noticeable to the driver.  

When applying the effect of these differences to the Ford simulation, the results are consistent 
with the EPA effectiveness measurements taken from ALPHA sample runs and cited by Ford in 
their transmission walk.  EPA thus views the information in Ford's transmission walk appendix 
as corroborative.   

The Alliance also commented that "manufacturers expect that moving from TRX11 to TRX22 
will deliver effectiveness improvements in that range of 1 percent-2 percent."  Although the 
Alliance provided no data to support this comment, they did provide the Ford transmission walk 
referenced above, which provided an industry estimate that moving from TRX11 to TRX21 
would deliver an effectiveness improvement of 4.4 percent to 5.0 percent.  This is inconsistent 
with the Alliance's statement that advancing farther to TRX22 will provide a total benefit of at 
most 2 percent (and, as just explained, the transmission walk calculation is inappropriately 
constrained as well). 

The Alliance also commented on what they consider to be marginal improvements due to 
HEG2, offering in support of their comment that FCA realized a CO2 benefit of approximately 
0.8 percent unadjusted combined FE when implementing friction reduction and hydraulic system 
upgrades to their eight-speed transmission. 

EPA estimates of HEG2 effectiveness in eight-speed transmissions are based on modeling 
studies conducted by EPA and published in a 2016 paper referenced in the Draft TAR.3  This 
paper outlines potential steps to improve transmission effectiveness, including increasing gear 
spread, reducing drag torque, reducing oil pump losses, reducing creep torque, implementing 
earlier torque converter lockup, and reducing engine size to maintain performance neutrality. 

These specific advanced transmission technologies were assessed and reported on by 
transmission supplier ZF, who applied some of the technologies to their new 8-speed 
transmission (the 8HP50) and modeled the effect of others.4  Results from the EPA simulations 
of these technologies (reported in the 2016 paper referenced above) were close to, but somewhat 
lower than, the ZF estimates.  The actual effectiveness values used in the Lumped Parameter 
Model (LPM), quoted by the Alliance in their comments, are more conservative yet, so that the 
effectiveness numbers used by EPA for HEG2 in the Draft TAR analysis represent a 
conservative analysis compared to what transmission manufacturer ZF estimates can be 
achieved. 

The Alliance acknowledges that the modifications completed by FCA constituted only a 
portion of the HEG2 benefits expected by EPA given that certain additional improvements 
(notably a change in gear ratios) was not undertaken.  In fact, HEG2 does include a basket of 
technologies that can be implemented individually or in combination by manufacturers.  EPA 
does not expect all HEG2 technologies to be implemented simultaneously.  FCA chose to 

                                                 
3 Moskalik, A., Hula, A., Barba, D., and Kargul, J., "Investigating the Effect of Advanced Automatic Transmissions 

on Fuel Consumption Using Vehicle Testing and Modeling," SAE Int. J. Engines 9(3):1916-1928, 2016, 
doi:10.4271/2016-01-1142. 

4 Greiner, J., Grumbach, M., Dick, A., and Sasse, C., "Advancement in NVH- and Fuel-Saving Transmission and 
Driveline Technologies," SAE Technical Paper 2015-01-1087, 2015, doi:10.4271/2015-01-1087. 
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implement a portion of the HEG2 technologies, and the benefit of approximately 0.8 percent is a 
representative proportion of the 2.7 percent effectiveness projected by EPA when moving from 
transmission level TRX21 to TRX22.  The 0.8 percent effectiveness realized by FCA for the 
technologies implemented is slightly lower than the values estimated by transmission supplier ZF 
in their published work, but are consistent with EPA's implementation of HEG2 in the LPM. 

In the Draft TAR and in this Proposed Determination, EPA used a system of "bins" to classify 
transmissions, rather than evaluating each individual technology.  See Draft TAR Chapter 
5.3.4.2.1 and TSD Chapter 2.3.  These bins are TRX11 (Baseline 6-speed), TRX12 (Improved 6-
speed), TRX 21 (Baseline 8-speed and baseline CVT), and TRX22 (Improved 8-speed and 
improved CVT).  The Alliance commented on the "binning" of different types of transmissions 
(i.e., conventional ATs, CVTs, and DCTs) into the TRX designations.  EPA believes that the 
potential effectiveness gains between TRX levels, while arising from different technology 
packages within each transmission type, will be very similar among transmission types as noted 
in both the Draft TAR and TSD.  Furthermore, using the general TRX designation maintains a 
transmission type within a specific vehicle throughout the analysis maintaining an appropriate 
mix of transmission types.  Thus, EPA believes maintaining a TRX transmission designation is 
the best methodology for assessing technology cost and effectiveness while maintaining 
manufacturer transmission type selections.  

The Alliance also disagreed with EPA's estimates for efficiency increases in CVTs.  Toyota 
also commented, "Toyota believes that the transmission effectiveness becomes less due to the 
practical challenges."  However, the Union of Concerned Scientists commented in support of 
EPA's assumptions for CVTs, pointing to the clear benefits to CVTs as an enabling technology.  

EPA has updated its estimate of CVT effectiveness within the TRX transmission structure for 
this Proposed Determination, and believes that it is conservative given the current and future 
efficiency and gear spread of CVTs.  More detail on these is found in updates Chapter 2.3.4.2 of 
the TSD. 

A.2.5  Battery Costs 

Battery electric vehicles (BEVs) are vehicles with all-electric drive powered by batteries 
charged from an outside source of electricity (usually the electric grid).  The Draft TAR analysis 
modeled three BEV configurations, designated BEV75, BEV100 and BEV200 (having 75, 100, 
and 200 miles range, respectively). 

A number of comments received on the Draft TAR related to EPA's projection of battery 
costs for BEVs, most of them suggesting that projected battery costs and battery sizes were 
conservative compared to recent trends and industry forecasts.  

For example, two BEV manufacturers, Tesla Motors and Faraday Future, specifically 
critiqued the battery costs and sizing in the Draft TAR.  Tesla Motors commented, 
"Improvements in battery cell design and scale manufacturing at the Gigafactory will enable 
Tesla to achieve cell-level and pack-level costs by 2020 that are far below the 2025 Draft TAR 
assumptions."  Faraday Future cited a 2016 report by the International Energy Agency (IEA) that 
described current battery costs as under $250 per kWh, pointing out that this estimate was "in the 
lower range of costs" in the Draft TAR, and that the same report suggested $125 per kWh was a 
realistic target for 2022.  While the IEA estimate is reasonably consistent with the Draft TAR 
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battery cost projection for longer-range BEVs in this time frames, it serves as an additional 
example of a growing trend of independent estimates that support and, in some cases, suggest 
lower costs than the projections in the Draft TAR. 

In developing the battery cost estimates for the Draft TAR, EPA recognized the uncertainty 
inherent to projecting battery costs several years into the future, and accordingly sought to 
develop reasonably conservative estimates for both battery cost per kWh and battery capacity for 
a given range.  For the Draft TAR, EPA compared the 2012 FRM projected cost per kWh for 
BEV200 to other references, such as the Nykvist & Nilsson survey5 and the General Motors 
announcement of battery cell costs for the Chevy Bolt.6  Somewhat unexpectedly, the 2012 FRM 
cost projections appeared very conservative with respect to the GM costs (converted to an 
estimated pack-level basis).7  The Draft TAR cost projections were found to be in better 
agreement, while remaining conservative.  The Draft TAR capacity projections, although 
improved as well, also remained conservative as compared to the battery capacities of some 
existing vehicles.  At the time, EPA felt that this was acceptable given the uncertainties 
associated with technology forecasting, and uncertainties regarding industry best practices for 
battery design and specification, given the relatively early stage of the industry. 

Through continued monitoring of the industry after completion of the Draft TAR, EPA has 
become increasingly aware of examples of formal and informal industry battery cost projections 
that parallel or even undercut the projected cost per kWh for BEV batteries projected in the Draft 
TAR for the 2020 time frame and beyond.  In light of this trend, EPA became concerned that the 
Draft TAR pack cost estimates, which are the primary component of BEV costing, may be at risk 
of becoming overly conservative, since they are the product of an already conservative battery 
sizing and a cost per kWh that was possibly more conservative than intended.  

This information also reinforced the conclusion that battery costs are continuing to change 
rapidly, and that EPA should therefore update its battery cost projections for the Proposed 
Determination analysis.  Based on these and similar comments as well as updated information 
that became available or verified since the Draft TAR, EPA has updated the battery analysis by 
which electrified vehicle battery costs are projected for the 2022 to 2025 time frame.  Complete 
detail is provided in Chapter 2.3.4.3.7 of the TSD (Cost of Batteries for xEVs).  Some key 
updates include: 

• Improvements to the method by which PEV energy consumption is estimated 
• Re-optimization of pack topologies to better assign cell and module sizes  
• Increased maximum cell size for some BEV and PHEV packs based on recent 

industry examples 
• Adjustments to improvements in mass reduction, aerodynamic drag, and rolling 

resistance to account for technology already present in the fleet 
• Inclusion of updated information on several BEV and PHEV models that were 

released or certified after completion of the Draft TAR analysis 

                                                 
5 Nykvist, B. and Nilsson, M.; "Rapidly Falling Costs of Battery Packs for Electric Vehicles," Nature Climate 

Change, March 2015; doi: 10.1038/NCLIMATE2564.    
6 General Motors, "General Motors 2015 Global Business Conference," Presentation, October 1, 2015, slide 52 in 

2015_GBC_Combined_PDF_v3.pdf.   
7 GM pack-level costs were estimated from cell-level costs. See Draft TAR p. 5-123.  
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• Inclusion of information regarding PHEV full useful life certification that influences 
how PHEV battery capacity is specified 

• Revision of the derating factor (a factor in calculating the EPA label range) for 
BEV200 based on recent certification examples 

• Changes in curb weights and power targets resulting from increased resolution of 
LPM vehicle classes  

 

Combined, the updates have two primary effects on the battery cost projections for the 
Proposed Determination analysis:  

• Projected battery capacities now more closely parallel the capacities seen in recent 
production PEVs of similar curb weight and range  

• Projected pack costs for some modeled PEVs are reduced as a result of the changes to 
projected pack capacities and, in some cases, slight reduction in projected cost per 
kWh.  

 

A.2.6  Upstream Emissions Accounting in Compliance Modeling 

The 2012 FRM established a temporary incentive for plug-in vehicles (PEVs) by setting the 
tailpipe compliance value for the electricity usage of PEVs to 0 g/mi for certain years of the rule. 
For MYs 2017-2021, all PEVs are eligible for 0 g/mi tailpipe emissions accounting.  For MYs 
2022-2025, 0 g/mi is allowed up to a per-company cumulative sales cap: 1) 600,000 vehicles for 
companies that sell 300,000 BEV/PHEV/FCVs in MYs 2019-2021; 2) 200,000 vehicles for all 
other manufacturers.  For sales above these thresholds, manufacturers will be required to account 
for the net upstream GHG emissions for the electric portion of operation in their compliance 
calculation, using accounting methodologies set out in the FRM.8  

Our Draft TAR analyses did not consider upstream emissions of PEVs in compliance 
modeling. Given the growing rate of PEV sales, it now appears that some manufacturers are 
likely to exceed the sales levels beyond which net upstream emissions would have to be 
considered in their compliance determination, while other manufacturers likely will not.  For this 
Proposed Determination analysis, we now include upstream emissions for BEV operation and 
the electricity portion of PHEV operation in the compliance determinations for all manufacturers 
by MY2025.  Because we wish to be conservative in our estimates, we have chosen to model all 
MY2025 PEVs as including upstream emissions in their compliance determinations even though 
it is not expected that all manufacturers will exceed the sale thresholds by then. 

A.2.7  Off-Cycle in OMEGA 

In past analyses, EPA has included technology costs and additional off-cycle credits for active 
aerodynamics (Aero2) and stop-start.  While the off-cycle credits of these technologies were 
never considered when determining the feasibility of the standards, as air conditioning credits 
were, they have been considered to be relatively cost effective and expected to be widely used to 

                                                 
8 See 40 CFR 86.1866-12(a)(3) 



Appendix to Proposed Determination - Updates to Technology Assessment 

A-15 

meet the standards.  As a result, past analyses have shown considerable penetration of these 
technologies in our control case OMEGA runs. 

Beyond off-cycle credits provided for active aero and stop-start, there are other technologies 
for which EPA provides off-cycle credits.  Those technologies are included in what EPA calls 
the “off-cycle menu” and were codified in the 2012 FRM which specifies the level of credit 
available to those technologies.9 Manufacturers also have additional opportunities to seek off-
cycle technology credits.10 

Until now, we have not included the use of these menu off-cycle technologies in our OMEGA 
modeling since we did not have estimates of their costs.  In comments on the Draft TAR, several 
auto industry commenters suggested that they plan to expand their use of off-cycle credits, 
including the menu technologies, in the coming years, and some went on to suggest that EPA 
remove the current 10 gram/mile cap on use of menu technologies.  Although EPA is not 
proposing to remove the cap (as explained in Section B.3.4 of this Proposed Determination 
Appendix), these comments strongly suggest that manufacturers appear to be planning to 
maximize their use of these technologies throughout their fleets.  In EPA’s latest GHG 
Manufacturer Performance Report for MY2015, auto manufacturers used a fleetwide average 3.0 
gCO2/mi of off-cycle menu credits.  This makes clear that these credits are important to 
manufacturers and are, evidently, cost effective approaches to controlling GHGs. 

For this Proposed Determination analysis, we are incorporating as technology options into 
OMEGA the use of off-cycle credit opportunities in addition to A/C, Aero2 and stop-start.  The 
approach being used in this Proposed Determination is not to focus on particular off-cycle 
technologies or their costs and credits, but rather to estimate the additional costs and credits 
based on the costs estimated by OMEGA.  Specifically, we used the "single OEM" or “Perfect 
Trading” OMEGA run presented in the Draft TAR as a sensitivity (see Draft TAR Chapter 
12.1.2).  That run estimated impacts of perfect trading amongst OEMs since the fleet was run as 
a single OEM.  This is a "best case" or least-cost scenario.  Using the results of that run, for the 
control case in 2025, the costs associated with achieving the reference case targets of roughly 
237 gCO2/mi were $442, and the costs of the control case targets of roughly 199 gCO2/mi were 
$1,307.  Note that both of these costs and the CO2 values noted are OMEGA-core values and, as 
such, do not consider A/C credits, which is what we want for this analysis.  Using the results of 
this “perfect trading” run further, we were able to generate the cost per gCO2/mi from which we 
used the $34 value and applied a 30 percent premium resulting in a $45 (2013$) cost for each 
gram of CO2 reduced.  This cost was applied to an “off-cycle technology level 1” credit of 1.5 
gCO2/mi. For an off-cycle level 2 credit of 3 g/mi, we applied a 60 percent premium to the $34 
value to arrive at a $55/gCO2/mi value (2013$).  Table A.3 shows the credit values and costs 
now added to the OMEGA model’s technology packages.  

Table A.3  Cost and Credit Values for Off-cycle (OC1 and OC2) Technologies 

Off-cycle 
“Technology” 

Valued at 
(in 2013$) 

Credit Value DMC (in 2015$) 

OC1 $45/gCO2/mi 1.5 gCO2/mi $69 
OC2 $55/gCO2/mi 3.0 gCO2/mi $170 

                                                 
9 See 40 CFR 86.1869-12(b). 
10 See 40 CFR 86.1869-12. 
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A.2.8  Additional OMEGA Sensitivities 

The OMEGA model evaluates the relative cost and effectiveness of available technologies 
and applies them to a defined vehicle fleet in order to meet a specified GHG emission target.  
Once the regulatory target (whether the target adopted in the rule, or an alternative target) has 
been met, OMEGA reports out the cost and societal benefits of doing so, as well as the projected 
penetrations of technologies within the fleet.  OMEGA is designed to apply technology in a 
manner similar to the way that a vehicle manufacturer might make such decisions.  In general, 
the model considers three factors which EPA believes are important to the manufacturer: 1) the 
cost of the technology, 2) the value which the consumer is likely to place on improved fuel 
economy and 3) the degree to which the technology moves the manufacturer towards achieving 
its fleet wide CO2 emission target. 

The technology penetrations and potential compliance paths that OMEGA projects are 
sensitive to many input variables. OMEGA thus provides an opportunity to conduct sensitivity 
analyses to determine the effect of various alternative scenarios, such as the availability or 
unavailability of certain technologies, the presence or elimination of incentives or credits, 
different baseline assumptions, and many other hypotheticals.  

For this Proposed Determination assessment, EPA ran an extensive suite of sensitivity cases 
examining the impact of a number of variables, including: 

• Using RPEs instead of ICMs to estimate indirect costs 
• Using AEO 2016 high and low fuel price cases, which varies both fuel prices and 

projected fleet characteristics 
• “Perfect” credit trading across all manufacturers, which should represent the most 

cost effective case  
• No Car/Truck transfers across a single manufacturer's fleet, which forces cars to meet 

the car curve standards and trucks to meet the truck curve standards (a more 
restrictive scenario) 

• No additional mass reduction beyond that included in the projected baseline fleet 
• A non-Atkinson engine technology path which sets a penetration cap on Atkinson-2 

technology at 10 percent in both the reference and control cases 
• A pathway which doesn't allow for transmission efficiency improvements beyond 

today's levels  
 

Many of these sensitivity cases were added to the Proposed Determination assessment in 
response to concerns expressed by industry commenters, for example, with regard to Atkinson 
cycle engines, potential for mass reduction, and transmission efficiency improvements. EPA 
notes some key observations on each of these sensitivity analyses: 

• Fuel prices have little impact on the cost per vehicle outcomes or the technology 
penetration outcomes 

• Higher fuel prices do not result in substantially different fleet electrification 
• Using RPEs instead of ICMs increases cost per vehicle on the order of $163 
• The incremental cost per vehicle result is not heavily dependent on mass reduction 

and, therefore, the mass reduction cost curves 
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• Limiting estimated penetration of the Atkinson-2 engine technology would increase 
estimated cost per vehicle by roughly $45 

• The case where car/truck transfers are not allowed has little impact on overall cost per 
vehicle, but affects cars and trucks differently 

• The overall cost per vehicle impact the perfect trading sensitivity is not large 
 

These sensitivity analyses and the implications they suggest are described in greater detail in 
Section C.1.2 of this Appendix.  

A.3  Cost and Effectiveness Methodologies 

A.3.1  Cost Methodology 

The following section reviews the primary sources and approaches to estimating direct and 
indirect manufacturing costs, and public comments relating to them.  For more detailed 
information on the comments as well as the overall cost methodology that EPA uses, please refer 
to the Technical Support Document (TSD). 

A.3.1.1  Approach to Estimating Direct Manufacturing Costs 

EPA's methodology for estimating both direct manufacturing (DMC) costs and indirect costs 
has continued to develop from both of the light-duty GHG FRMs and from the Draft TAR.  
Estimates of DMC come from many sources: detailed paper studies and analyses, published 
reports, supplier- and OEM-provided data (which would generally be considered confidential 
business information (CBI)), and teardown studies. 

The 2015 NAS Report agreed with EPA's assessment that teardown studies are the most 
reliable source of DMC estimates. NAS encouraged the agencies to continue to make use of tear-
down studies (NAS Recommendation 8.3), and this advice was reflected in EPA's continued use 
of teardown studies to develop many of the technology cost assumptions in the Draft TAR. 
Public comments on the Draft TAR received from the American Council for an Energy-Efficient 
Economy (ACEEE) and the Union of Concerned Scientists (UCS) additionally were supportive 
of EPA's use of teardown studies.  Accordingly, EPA has continued to rely on teardown studies 
for cost information for this Proposed Determination. 

A “tear-down” involves breaking down a technology into its fundamental parts and 
manufacturing processes by completely disassembling actual vehicles and vehicle subsystems 
and precisely determining what is required for its production.  The result of the tear-down is a 
“bill of materials” for each and every part of the vehicle or vehicle subsystem.  This tear-down 
method of costing technologies is often used by manufacturers to benchmark their products 
against competitive products.  Historically, vehicle and component tear-down has not been done 
on a large scale by researchers and regulators due to the expense required for such studies.  Many 
technology cost studies in the literature are instead based on information collected from OEMs, 
suppliers, or "experts" in the industry and are thus non-reproducible and non-transparent.   

EPA therefore sponsored a number of teardown studies that are completely transparent and 
include a tremendous amount of data and analyses to improve accuracy.  While tear-down 
studies are highly accurate at costing technologies for the year in which the study is intended, 
their accuracy, like that of all cost projections, may diminish over time as costs are extrapolated 
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further into the future because of uncertainties in predicting commodity (and raw material) 
prices, labor rates, and manufacturing practices.  The projected costs may be higher or lower than 
predicted. 

Since the early development of the MY2012-2016 rule, EPA has contracted with FEV, Inc. to 
conduct tear-down cost studies.  For use in an EPA cost analysis, the teardown costs thus derived 
from a subject vehicle are scaled to smaller and larger vehicles, and also to different technology 
configurations.  FEV’s methodology was documented in a report published as part of the 
MY2012-2016 rulemaking process.11 Over the course of the contract between EPA and FEV, 
FEV performed teardown-based studies on many technologies. A complete list may be found in 
TSD Chapter 2.3.2.1.1 (Costs from Tear-down Studies). 

As in the 2012 FRM and Draft TAR, there are a number of technologies in this analysis for 
which costs were determined using the rigorous tear-down method described in this section.  
Where applicable, these costs have been carried over to the Proposed Determination analysis 
after adjustment for dollar years.   

Several cost studies were completed and used in support of the 2017-2025 FRM.  These 
include vehicle tear downs of a Ford Fusion power-split hybrid and a conventional Ford Fusion 
(the latter served as a baseline vehicle for comparison).  In addition to providing power-split 
HEV costs, the results for individual components in these vehicles were subsequently used to 
develop costs for the P2 hybrid used in the following MY2017-2025 FRM.12  An additional cost 
study in support of the Draft TAR included an I4 mild hybrid system (2013 Malibu with eAssist, 
a 130V system) replacing a conventional I4 engine.   

EPA has relied on the findings of FEV for estimating the cost of the technologies covered by 
the tear-down studies.  However, it should be noted that FEV based their costs on the assumption 
that these technologies would be mature when produced in large volumes (450,000 units or more 
for each component or subsystem).  If manufacturers are not able to employ the technology at the 
volumes assumed in the FEV analysis with fully learned costs, then the costs for each of these 
technologies would be expected to be higher.  There is also the potential for stranded capital if 
technologies are introduced too rapidly for some indirect costs to be fully recovered.  While EPA 
considers the FEV tear-down analysis results to be generally valid for the 2022-2025 timeframe 
for fully mature, high sales volumes, FEV performed supplemental analysis for the 2012 FRM to 
consider potential stranded capital costs, and we have included these in our primary analyses of 
program costs.  

This Proposed Determination analysis, like the Draft TAR, uses technology costs from 
teardown studies conducted since the FRM.  For this Proposed Determination assessment, EPA 
has retained the new technologies added for the Draft TAR, specifically a 48-Volt mild hybrid 
(costs for mild hybrids are based in large part on the 130V mild hybrid teardown), a more 
capable naturally aspirated Atkinson cycle engine with a high compression ratio, a Miller cycle 
engine, and a BEV with increased range.  Cost assumptions relating to these technologies are 

                                                 
11 https://www.epa.gov/air-pollution-transportation#epa-publications. 
12 P2 hybrid technology uses a transmission-integrated electric motor placed between the engine and a gearbox or 

CVT, with a wet or dry separation clutch that is used to decouple the motor/transmission from the engine. 
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described further in the corresponding technology sections of the TSD. All technology costs have 
been updated to 2015 dollars.   

A.3.1.2  Approach to Cost Reduction Through Manufacturer Learning 

For some of the technologies considered in this analysis, manufacturer learning effects would 
be expected to play a role in the actual end costs.  The “learning curve” or “experience curve” 
describes the reduction in unit production costs as a function of accumulated production volume.  
In theory, the cost behavior it describes applies to cumulative production volume measured at the 
level of an individual manufacturer, although it is often assumed—as EPA has done in past 
regulatory analyses—to apply at the industry-wide level, particularly in industries that utilize 
many common technologies and component supply sources.  EPA believes there are indeed 
many factors that cause costs to decrease over time.  Research in the costs of manufacturing has 
consistently shown that, as manufacturers gain experience in production, they are able to apply 
innovations to simplify machining and assembly operations, use lower cost materials, and reduce 
the number or complexity of component parts.  All of these factors allow manufacturers to lower 
the per-unit cost of production (i.e., the manufacturing learning curve).  

NAS recommended that the agencies “continue to conduct and review empirical evidence for 
the cost reductions that occur in the automobile industry with volume, especially for large-
volume technologies that will be relied on to meet the CAFE/GHG standards.”  (NAS pp. 7-23) 
EPA has conducted such a review under contract to ICF looking at learning in mobile source 
industries.  The goal of the effort was to provide an updated assessment on learning and its 
existence in manufacturing industries.  An extensive literature review was conducted and the 
most applicable and appropriate studies were chosen with the help of a subject matter expert 
(SME) that is one of the leading experts in this area.13  EPA's intention was that the study would 
provide clear learning rates that could be applied in various mobile source manufacturing 
industries rather than the more general learning rates used in the past.  That study was completed 
in September of 2015.  In the Draft TAR, we noted that a peer review had been initiated and 
completed, but the subsequent final report was not completed in time for inclusion in the docket 
supporting the Draft TAR.  That final report, which includes responses to the peer review is now 
completed and is contained in the docket supporting this Proposed Determination.14  We discuss 
the report's findings in more detail in Chapter 2 of the TSD, and we continue to use the same 
approach to applying learning effects as we used in the Draft TAR. 

A.3.1.3  Approach to Estimating Battery Costs 

Battery cost is a large component of electrified vehicle cost.  As in the 2012 FRM and the 
Draft TAR, EPA has used the BatPaC model15 to estimate battery costs for electrified vehicles.  
Developed by Argonne National Laboratory (ANL) for the Vehicle Technologies Program of the 
U.S. Department of Energy (DOE) Office of Energy Efficiency and Renewable Energy, the 
BatPaC model allows users to estimate the manufacturing cost of battery packs for various types 

                                                 
13 The SME was Dr. Linda Argote of Carnegie Mellon University. 
14 "Cost Reduction through Learning in Manufacturing Industries and in the Manufacture of Mobile Sources," Final 

Report and Peer Review Report, EPA-420-R-16-018, November 2016. 
15 Nelson, P.A. Gallagher, K.G., Bloom, I., and Dees, D.W., "Modeling the Performance and Cost of Lithium-Ion 

Batteries for Electric Drive Vehicles," Second Edition, Argonne National Laboratory, ANL-12/55 (December 
2012). 
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of electrified powertrains given battery power and energy requirements as well as other design 
parameters.  

In the 2015 NAS report (p. 4-25), the NAS committee endorsed the importance of the use of a 
bottom-up battery cost model such as BatPaC, further finding that "the battery cost estimates 
used by the agencies are broadly accurate" (Finding 4.4, p. 4-43).  Since the publication of the 
2012 FRM, BatPaC has been further refined and updated with new costs for some cathode 
chemistries and cell components, improved thermal management calculations, and improved 
accounting for plant overhead costs.  Further changes were released in late 2015 and include 
additional chemistries, updated material costs, improved calculation of electrode thickness limits, 
and improved estimation of cost and energy requirements of certain manufacturing steps and 
material production processes.16  

EPA received no public comments questioning the use of BatPaC as a component of the 
battery costing analysis.  For this Proposed Determination assessment, EPA continues to use 
BatPaC in the same release version and in the same supporting role that it served in the Draft 
TAR.  This has allowed us to update battery costs for electrified vehicles based on of the latest 
available input metrics to the BatPaC model and refinements to the method by which battery 
sizes are determined for a given driving range and performance targets.  Key battery pack design 
parameters such as usable capacity and cell sizes have been reviewed and revised where 
appropriate to reflect trends in industry practice.  These updates are detailed in the TSD. 

A.3.1.4  Approach to Estimating Indirect Costs  

To produce a unit of output, vehicle manufacturers incur direct and indirect costs.  Direct 
costs include cost of materials and labor costs. Indirect costs are all the costs associated with 
producing the unit of output that are not direct costs – for example, they may be related to 
production (such as research and development [R&D]), corporate operations (such as salaries, 
pensions, and health care costs for corporate staff), or selling (such as transportation, dealer 
support, and marketing).  Indirect costs are generally recovered by allocating a share of the costs 
to each unit of good sold.  Although it is possible to account for direct costs allocated to each 
unit of good sold, it is more challenging to account for indirect costs allocated to a unit of goods 
sold.  To make a cost analysis process more feasible, markup factors, which relate total indirect 
costs to total direct costs, have been developed.  These factors are often referred to as retail price 
equivalent (RPE) multipliers. 

Cost analysts and regulatory agencies (including both EPA and NHTSA) have frequently used 
these multipliers to predict the resultant impact on costs associated with manufacturers’ 
responses to regulatory requirements.  The best approach, if it were possible, to determining the 
impact of changes in direct manufacturing costs on a manufacturer’s indirect costs would be to 
actually estimate the cost impact on each indirect cost element.  However, doing this within the 

                                                 
16 Gallagher, K., Shabbir, A., Nelson, P., and Dees, D., "PHEV and EV Battery Performance and Cost Assessment," 

Argonne National Laboratory, presented at the 2015 U.S. DOE Vehicle Technologies Office Annual Merit 
Review and Peer Evaluation, June 9, 2015. 
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constraints of an agency’s time or budget is not always feasible, or the technical, financial, and 
accounting information to carry out such an analysis may simply be unavailable.  

To address this concern, EPA has worked with a contractor to develop modified multipliers 
for use in rulemakings.17  These multipliers are referred to as indirect cost multipliers (or ICMs).  
In contrast to RPE multipliers, ICMs assign unique incremental changes to each indirect cost 
contributor as well as net income. 

 ICM = (direct cost + adjusted indirect cost) / (direct cost) 

Developing the ICMs from the RPE multipliers requires developing adjustment factors based 
on the complexity of the technology and the time frame under consideration: the less complex a 
technology, the lower its ICM, and the longer the time frame for applying the technology, the 
lower the ICM.  This methodology was used in the cost estimation for the recent light-duty MYs 
2012-2016 and MYs 2017-2025 rulemaking and for the heavy-duty MYs 2014-2018 rulemaking.  
There was no serious disagreement with this approach in the public comments to any of these 
rulemakings.  The ICMs for the light-duty context were developed in a peer-reviewed report 
from RTI International and were subsequently discussed in a peer-reviewed journal article.18  
Importantly, since publication of that peer-reviewed journal article, the agencies have revised the 
methodology to include a return on capital (i.e., profits) based on the assumption implicit in 
ICMs (and RPEs) that capital costs are proportional to direct costs, and businesses need to be 
able to earn returns on their investments.  

Since their original development in February 2009, EPA and NHTSA made changes to both 
the ICM factors and to the method of applying those factors relative to the factors developed by 
RTI and presented in their reports.  These changes have been described and explained in several 
rulemakings over the years, most notably the 2017-2025 FRM and the more recent Heavy-duty 
GHG Phase 2 rule (81 FR 73478 (Oct. 25, 2016)).   

Although the Draft TAR analysis assessed indirect costs using both the ICM and RPE 
approaches, EPA has focused on the ICM approach for the Proposed Determination analysis, 
considering ICMs to be the better means of estimating indirect cost impacts resulting from 
regulatory changes. EPA believes that this stance is consistent with the support expressed by 
NAS in their 2015 report,19 as well as several commenters on the Draft TAR.  Comments from 
the American Council for an Energy-Efficient Economy (ACEEE), the Union of Concerned 
Scientists (UCS), and Environmental Defense Fund (EDF) all supported the use of ICMs. EPA 
has also performed a sensitivity analysis using RPEs instead of ICMs, as discussed in Section 
C.1.2   of this Appendix.   

                                                 
17 RTI International, “Automobile Industry Retail Price Equivalent and Indirect Cost Multipliers,” February 2009; 

EPA-420-R-09-003; http://www.epa.gov/otaq/ld-hwy/420r09003.pdf. 
18 Rogozhin, A., et al., “Using indirect cost multipliers to estimate the total cost of adding new technology in the 

automobile industry,” International Journal of Production Economics (2009), doi:10.1016/j.ijpe.2009.11.031. 
19 In the 2015 NAS study, the committee stated: “The committee conceptually agrees with the agencies’ method of 

using an indirect cost multiplier instead of a retail price equivalent to estimate the costs of each technology since 
ICM takes into account design challenges and the activities required to implement each technology.” (NAS 
Finding 7.1). 
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For this Proposed Determination, EPA is assessing indirect costs using the same ICMs as 
used in the Draft TAR, as shown in Table A.4.  Near term values account for differences in the 
levels of R&D, tooling, and other indirect costs that will be incurred.  Once the program has been 
fully implemented, some of the indirect costs will no longer be attributable to the standards and, 
as such, a lower ICM factor is applied to direct costs.  

Table A.4  Indirect Cost Multipliers Used in this Analysis20 

 2017-2025 FRM and this Draft TAR 
Complexity Near term Long term 
Low 1.24 1.19 
Medium 1.39 1.29 
High1 1.56 1.35 
High2 1.77 1.50 

 

There are two important aspects to the ICM method employed by EPA.  First, the ICM 
consists of two portions: a small warranty-related term and a second, larger term to cover all 
other indirect costs elements.  The breakout of warranty versus non-warranty portions to the 
ICMs are presented in TSD 2.3.2.2.2.  The latter of these terms does not decrease with learning 
and, instead, remains constant year-over-year despite learning effects which serve to decrease 
direct manufacturing costs.  Learning effects were described in the previous section.  The second 
important note is that all indirect costs are forced to be positive, even for those technologies 
estimated to have negative direct manufacturing costs.  

Additional cost considerations were given to ICMs applied to mass reduction.  The treatment 
of these costs is detailed in the TSD. 

A.3.2  Effectiveness Methodology 

In the Draft TAR, EPA reevaluated the effectiveness values for all technologies discussed in 
the MYs 2017-2025 light duty GHG Final Rulemaking (FRM), as well as prominent 
technologies that have emerged since then.  Along with the vehicle benchmarking and full 
vehicle simulation process, EPA reviewed available data including the 2015 National Academy 
of Sciences report, confidential manufacturer estimates, automaker and supplier meetings, 
technical conferences, literature reviews, and press announcements regarding technology 
effectiveness.  For this Proposed Determination, EPA has again reevaluated all the effectiveness 
values used in the Draft TAR to consider and incorporate where applicable updated information 
obtained since then.  In most cases, multiple sources of information were considered in the 
process of determining the effectiveness values used in this Proposed Determination.  This does 
not mean that every technology effectiveness has changed for the Proposed Determination.  Only 
that effectiveness values were reevaluated and modified as deemed appropriate. 

                                                 
20 Rogozhin, A., et. al., “Using indirect cost multipliers to estimate the total cost of adding new technology in the 

automobile industry,” International Journal of Production Economics (2009); “Documentation of the 
Development of Indirect Cost Multipliers for Three Automotive Technologies,” Helfand, G., and Sherwood, T., 
Memorandum dated August 2009; “Heavy Duty Truck Retail Price Equivalent and Indirect Cost Multipliers,” 
Draft Report prepared by RTI International and Transportation Research Institute, University of Michigan, July 
2010. 
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Full vehicle simulation modeling has been used in previous light-duty rules and in the Draft 
TAR to establish the effectiveness of technologies, and is regularly applied by vehicle 
manufacturers, suppliers, and academia to evaluate and choose alternative technologies to 
improve vehicle efficiency.  EPAs continued use of this modeling approach assessment is also 
supported by both a 2010 and the 2015 studies published by the National Academy of Science – 
for example, in the 2015 report the NAS stated “The committee notes that the use of full vehicle 
simulation modeling in combination with lumped parameter modeling and teardown studies 
contributed substantially to the value of the agencies’ estimates of fuel consumption and costs, 
and it therefore recommends they continue to increase the use of these methods to improve their 
analysis".21    

EPA created the Advanced Light-Duty Powertrain and Hybrid Analysis (ALPHA) tool to 
evaluate the Greenhouse Gas (GHG) emissions of Light-Duty (LD) vehicles.  ALPHA is a 
physics-based, forward-looking, full vehicle computer simulation capable of analyzing various 
vehicle types with different powertrain technologies, showing realistic vehicle behavior.  Having 
this tool available in-house allows EPA to make modifications as data are updated.  

For this Proposed Determination, as in the Draft TAR, the ALPHA Model continues to play 
an important role in modeling of technologies.  The ALPHA model has been developed and 
refined over several years and used in multiple rulemakings to evaluate the effectiveness of 
vehicle technology packages.  Using ALPHA improves the transparency of the process and 
provides additional flexibility to allow consideration of the most recent technological 
developments and vehicle implementations of technologies.  Input data for the ALPHA model 
has been created largely through benchmarking activities.  Benchmarking is a commonly used 
technique that is intended to create a detailed characterization of a vehicle's operation and 
performance.  For the purposes of developing ALPHA, and for establishing overall technology 
effectiveness, EPA has performed many benchmarking activities including measuring vehicle 
performance over the standard emission cycles and measuring system and component 
performance on various test stands. 

Public comments on the Draft TAR included praise of EPA's development and use of the 
ALPHA model. The International Council on Clean Transportation (ICCT) noted, "EPA’s new 
physics-based ALPHA model offers a nice enhancement in modeling multiple technologies."  
The Union of Concerned Scientists also noted, "EPA extensively employed its own, freely 
accessible ALPHA full-vehicle modeling tool, which was extensively peer-reviewed and 
benchmarked against its work at its laboratory, which also resulted in numerous peer-reviewed 
publications.  This laboratory analysis allowed for combinations of technologies not available on 
the road today to be analyzed, including both combinations of turbocharged engines with 
advanced transmissions and future high-compression ratio engines." 

                                                 
21 See Finding 8.7 and 10.12 and Recommendation 8.3 of “Cost, Effectiveness and Deployment of Fuel Economy 

Technologies for Light-Duty Vehicles published by the Committee on the Assessment of Technologies for 
Improving Fuel Economy of Light-duty Vehicles”; Phase 2; Board on Energy and Environmental Systems; 
Division on Engineering and Physical Sciences; National Research Council, ISBN 978-0-309-37388-3, 2015.   
See also Chapter 8 (page 118) of “Assessment of Fuel Economy Technologies for Light-Duty Vehicles”; 
Committee on the Assessment of Technologies for Improving Light-Duty Vehicle Fuel Economy; National 
Research Council; ISBN 978-0-309-15607-3, 2010. 



Appendix to Proposed Determination - Updates to Technology Assessment 

A-24 

The Alliance of Automotive Manufacturers, Global Automakers, and other stakeholders 
provided additional comment regarding inputs and assumptions used in the ALPHA Model, and 
the agencies' modeling approach in general.  A full discussion of these comments is found in 
Chapter 2.3.3.3 of the TSD and other relevant chapters. Some key details are outlined below. 

Comments related to the engine maps used in ALPHA, which stated that the maps were 
optimistic in nature, are addressed in TSD Chapter 2.3.4.1 (Engines: Data and Assumptions). 
Some comments also referred to "technical flaws" that were said to bias the results 
optimistically.  One specific criticism in this respect expressed concern that the impact of other 
emissions regulations was not accounted for in the analyses.  For example, the Alliance stated, 
"CO2 and FE degradation associated with Tier 3 emissions control systems and the impact of 
more stringent evaporative emissions regulations" were not accounted for in the analyses.  The 
Alliance also referred to the impact of CARB particulate matter (1 mg/mi) regulations on CO2 
and FE performance.  EPA’s discussion of this comment regarding CO2 emissions is found in 
Chapter 2.3.1.3 (Fuels) of the TSD, and discussion of the comment regarding evaporative and 
particulate emissions is found in Chapter 2.3.3.3 (ALPHA Vehicle Simulation Model).  

The Alliance also made recommendations relating to the representation of accessory loads, 
and use of regular grade Tier 3 test fuel for future analysis.  These comments are addressed in 
TSD Chapters 2.3.3.3.6 (Vehicle Component Vintage) and 2.3.1.3 (Fuels). 

Another comment stated, "When adjusting engine size to maintain performance, EPA 
assumes that any resulting engine displacement will be available, maximizing the modeled 
benefits of various technologies.  In practice, manufacturers have a limited number of engine 
displacements to choose from and will likely select the size of engine that maintains or improves 
performance."  

Engine resizing for performance neutrality is a modeling approach that allows an overall fleet-
wide estimation of CO2 reduction while accounting for the effects of performance, as 
recommended by the 2015 NAS Report.  EPA does not expect manufacturers to rigidly maintain 
performance, footprint, or any other characteristics of a specific vehicle for the duration of the 
rule.  Rather, EPA anticipates that manufacturers will use the flexibility of the rule to balance a 
range of requirements, including the manufacturer’s estimation of the availability of engine 
displacements, when designing vehicles.  A more detailed discussion of this topic is found in 
TSD Chapter 2.3.1.2 (Performance Assumptions). 

The Alliance comments also criticized the use of 0 to 60 mile per hour acceleration time as 
the main metric EPA used to represent performance neutrality, and stated that top gear 
gradeability is another key metric that was omitted in the analysis.  EPA’s discussion of this 
comment is found in TSD Chapter 2.3.4.2.2 (Effectiveness Values for TRX11 and TRX21), 
where we indicate that maintaining top gear at 75 mph up a grade, as AAM and Ford comments 
suggest, may not be appropriate for advanced eight-speed transmissions, where EPA testing has 
indicated downshifts regularly occur and are less noticeable to the driver. 

The Alliance also recommended that EPA "incorporate and make readily available quality 
control parameters that can be used to verify the validity of model results in all output files."  In 
response, the version of ALPHA used for this Proposed Determination generates .csv output files 
that contains over 150 columns of data and quality control parameters. In addition, since EPA is 
providing a runnable version of ALPHA on its website, any user can add additional quality 
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control data as desired.  TSD Chapter 2.3.3.3.3 (Energy Auditing) also contains a description of 
the energy flow auditing that describes another useful quality control component in ALPHA. 



Appendix to Proposed Determination - Consumer Impacts, Employment and Other Factors 

A-26 

Appendix B  Assessment of Consumer Impacts, Employment and Other 
Factors 

B. Section heading hidden used for figure and table numbering (do not remove this line) 

B.1  Consumer Issues 

B.1.1  Introduction 

As part of the midterm evaluation, EPA must consider "the cost on the … purchasers of new 
motor vehicles" and "the practicability of the standards," as well as "the impact of the standards 
on … fuel savings by consumers."22  Consistent with this requirement, EPA committed that it 
would examine "Costs, availability, and consumer acceptance of technologies to ensure 
compliance with the standards, such as vehicle batteries and power electronics, mass reduction, 
and anticipated trends in these costs."23  Technologies and costs are examined in Sections A and 
C of this Proposed Determination Appendix; this section reviews issues affecting consumer 
acceptance of the technologies that can be used to meet the standards. With the program in effect 
since MY2012, this section focuses on the evidence to date on broader consumer impacts of 
vehicles subject to the standards.  

In the Draft TAR, EPA found that the MY2025 standards may be met predominantly with 
advanced conventional gasoline vehicles; the combined penetration of strong hybrid electric 
vehicles (HEVs) and plug-in electric vehicles (PEVs) needed to meet the standards was projected 
to be only about 7 percent of expected fleet sales. A number of OEM commenters, as well as the 
Alliance of Automobile Manufacturers and Global Automakers, expressed concern that 
significantly higher levels of electrification will be needed to meet the standards.  They point out 
that vehicle buyers have backed away from HEVs and PEVs as gasoline prices dropped, and 
raise questions about whether it will be possible to sell the numbers of HEVs and PEVs needed 
to be produced to meet the standards.  Tesla, International Council on Clean Transportation, 
Nextgen Climate America, and Faraday Future, on the other hand, argue that the Draft TAR 
underestimates the likely sale of battery electric vehicles (BEVs) and consumer interest in them. 
As discussed in Section C, EPA continues to find that the standards can be met predominantly 
with advanced conventional gasoline vehicles.  If so, then consumer acceptance issues hinge 
primarily on the acceptability of the technologies for advanced conventional gasoline vehicles.  
As we discuss below, technologies currently being used to meet the standards do not appear at 
this time to inhibit consumer acceptance.  The types of technologies that we expect to be used to 
meet the MY2022-2025 standards are very similar to those being used today, such as advanced 
gasoline engines, higher speed transmissions, vehicle lightweighting, improved aerodynamics, 
stop-start, and low rolling resistance tires, all of which are penetrating very quickly into the fleet.  
Thus, we believe the evidence to date that these technologies do not appear to inhibit consumer 
acceptance would indicate that we would not expect to see significant issues with consumer 
acceptance of the 2022-2025 standards. 

This section discusses a wide range of issues affecting consumers.  Section B.1.2  provides a 
conceptual framework for assessing consumer impacts.  Section B.1.3  discusses one potential 
measure of consumer acceptance, the effects of the standards on vehicle sales; as discussed there, 

                                                 
22 40 CFR section 86.1818 (h) (1) (ii), (iii), and (iv). 
23 77 Federal Register 62784. 
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it is difficult, if not impossible, to disentangle the effects of the standards on vehicle sales from 
the effects of macroeconomic or other conditions on sales.  Section B.1.4  examines the 
relationship between fuel economy and other vehicle attributes.  Section B.1.5  discusses 
consumer response to vehicles subject to the standards, both the existing fleet, and vehicles 
subject to the MY2022-25 standards.  Finally, Section B.1.6  reviews evidence related to the 
effects of the standards on the affordability of new and used vehicles. 

Overall, EPA's assessments indicate that, to date, there is little, if any, evidence that 
consumers have experienced adverse effects from the standards. Information provided by 
commenters either supports this conclusion or does not rely on current information or reasonable 
predictions of future impacts.  Vehicle sales continue to be strong.  Most likely these sales levels 
are not due to the standards, but rather to economic recovery from the 2008-2009 recession.  
Nevertheless, there is no evidence to suggest that the standards have impeded sales, and some 
evidence that the technologies being used to meet the standards provide ancillary benefits that 
may enhance consumers’ acceptance of the vehicles.  We have not found any evidence that the 
technologies used to meet the standards have imposed unavoidable "hidden costs" in the form of 
adverse effects on other vehicle attributes. Similarly, we have not identified significant effects on 
vehicle affordability to date.  Given the lead times provided to automakers to achieve the 
MY2022-25 standards, and the evidence to date of consumer acceptance of technologies being 
used to meet the standards, EPA expects that any effects of the standards on the vehicle market 
will be small relative to market responses to broader macroeconomic conditions. 

B.1.2  Conceptual Framework for Evaluating Consumer Impacts 

In Appendix Section C, EPA estimates that fuel-saving technologies, in addition to reducing 
GHG emissions and improving energy security, will pay for themselves within a relatively short 
time period, and thus, in aggregate, ultimately save consumers money.  It is important to 
emphasize that the purpose of the standards is to reduce GHG emissions.  Any fuel savings that 
accrue to consumers are an ancillary benefit of the standards and are included in the benefit-cost 
analysis, to the extent that they would not occur in the absence of the standards.  

 Despite the expected net aggregate savings to consumers, development and uptake of energy 
efficiency technologies lag behind adoption that might be expected absent the standards based on 
a payback calculation.  The implication is that private markets do not provide all the cost-
effective energy-saving technologies identified by engineering analysis.  The phenomenon is 
documented in many analyses of energy efficiency, and is termed the “energy paradox” or 
“energy efficiency gap.”24 

The observation of an energy efficiency gap in this context poses an economic conundrum. 
On the one hand, vehicle buyers are expected to gain significantly from the standards, as the 
increased cost of fuel-efficient cars is smaller than the fuel savings.  Yet many of these 
technologies have been in some use for many years; financially savvy consumers could have 
sought vehicles with improved fuel efficiency, and automakers seeking those customers could 
have offered them.  Assuming full information, perfect foresight, perfect competition, and 
financially rational consumers and producers, standard economic theory suggests that normal 

                                                 
24 Jaffe, A.B., and Stavins, R.N. (1994). "The Energy Paradox and the Diffusion of Conservation Technology." 

Resource and Energy Economics 16(2): 91–122. 
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market operations should have provided the private net gains to consumers, and the only benefits 
of the standards would be due to external benefits.  If our analysis projects net private benefits 
that consumers have not realized in this perfectly functioning market, then, with the above 
assumptions, there must be additional costs of these private net benefits that are not addressed.  
This calculation assumes that consumers accurately predict and act on all the fuel-saving benefits 
they will get from a new vehicle, and that producers market products providing those benefits.  
The estimate of large private net benefits from the standards, then, suggests either that the 
assumptions noted above do not hold, or that EPA’s analysis has missed some factor(s) tied to 
improved fuel economy that reduce(s) consumer welfare.  This subsection discusses the 
economic principles underlying the assessment of impacts on consumer well-being due to the 
standards.  

Some commenters dispute the finding that the standards provide net benefits.  The Alliance of 
Automobile Manufacturers cites several studies, including by the Defour Group, which find 
significant welfare losses associated with the standards.  The Defour Group cited these same 
studies in its comments on the MY2017-25 FRM.25  We consider the same response to apply 
here in the (essentially identical) context of the MY2022-2025 standards.  As we pointed out in 
the Response to Comments document for the 2017-25 FRM,26  "These studies all use older 
estimates of technology and fuel costs than those used in this rule.”  Several of them focus on the 
use of a gasoline tax compared to fuel economy standards.  EPA does not tax gasoline. In 
economic theory, a gasoline tax may have a number of advantages relative to standards, as these 
papers discuss.  Because EPA does not tax gasoline, though, the relative merits of GHG 
standards versus a tax are not relevant to the MYs 2017-2025 standards.  We note, though, that 
the studies cited note reasons that increased fuel economy standards may be desirable policies in 
the absence of gasoline taxes."  

A number of hypotheses have been raised for the existence of the energy efficiency gap.27  
Unfortunately, the literature has not reached consensus on the underlying reasons for such a gap 
in the context of light-duty vehicles and what the role of government might be in addressing it. 
Some arise from market failures, such as lack of perfect information.  Others point to behaviors 
on the part of consumers and/or firms that appear not to be in their own best interest (behavioral 
anomalies).  Still others point to potential costs of the standards that are not reflected in EPA 
analyses, some of which are difficult to quantify.  The Environmental Defense Fund and 
Consumer Federation of America (CFA) point to an efficiency gap for fuel-saving technologies; 
indeed, CFA discusses many potential failings affecting the market for fuel-saving technologies. 
Comments from Toyota (discussed more below, in the context of how consumer use future fuel 
savings in their purchase decisions) both implicitly support and deny the existence of the gap. 
Global Automakers says that EPA must be assuming that consumers' lack of demand for fuel 

                                                 
25 U.S. EPA (2012). "2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate 

Average Fuel Economy Standards: EPA Response to Comments." EPA-420-R-12-017, pp. 18-20 to 18-29. 
26 U.S. EPA (2012). "2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate 

Average Fuel Economy Standards: EPA Response to Comments." EPA-420-R-12-017, p. 18-74. 
27 Helfand, G., & Wolverton, A. (2011). "Evaluating the consumer response to fuel economy: A review of the 

literature." International Review of Environmental and Resource Economics 5(2), 103-146; Allcott, H., & 
Greenstone, M. (2012). "Is there an energy efficiency gap?" Journal of Economic Perspectives 26(1), 3-28; 
Gillingham, K., and K. Palmer (2014). “Bridging the Energy Efficiency Gap: Policy Insights from Economic 
Theory and Empirical Evidence.” Review of Environmental Economics and Policy 8(1): 18-38. 
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economy "is of no concern because the standards are good for customers."  EPA, of course, does 
not have this assumption. How consumers account for fuel savings in their purchase decisions 
will affect their vehicle purchase decisions.  As discussed in the following, EPA has reviewed 
the evidence on this issue, and, like the National Academy of Sciences, has not identified a clear 
finding on this accounting.  Nevertheless, when consumers buy more efficient vehicles, they will 
experience fuel savings, even if they did not consider those savings in their purchase decisions. 

On the consumer side, hypotheses for the efficiency gap include: 

• Consumers might lack the information necessary to estimate the value of future fuel 
savings, not have a full understanding of this information even when it is presented, 
or not trust the presented information 

• Consumers might be “myopic” and hence undervalue future fuel savings in their 
purchasing decisions 

• Consumers may be accounting for uncertainty in future fuel savings when comparing 
upfront cost to future returns  

• Consumers may consider fuel economy after other vehicle attributes and, as such, not 
optimize the level of this attribute (instead “satisficing” – that is, selecting a vehicle 
that is acceptable rather than optimal -- or selecting vehicles that have some sufficient 
amount of fuel economy) 

• Consumers might be especially averse to the short-term losses associated with the 
higher prices of energy efficient products relative to the long-term gains of future fuel 
savings (the behavioral phenomenon of “loss aversion”)  

• Consumers might associate higher fuel economy with inexpensive, less well designed 
vehicles 

• When buying vehicles, consumers may focus on visible attributes that convey status 
or other benefits, such as size, and pay less attention to attributes such as fuel 
economy that typically do not visibly convey status.  Toyota refers to this as the 
"good enough" approach, and argues for this as a source of the efficiency gap. 

• Even if consumers have relevant knowledge, selecting a vehicle is a highly complex 
undertaking, involving many vehicle characteristics.  In the face of such a 
complicated choice, consumers may use simplified decision rules 

• Because consumers differ in how much they drive, they may already sort themselves 
into vehicles with different, but individually appropriate, levels of fuel economy in 
ways that an analysis based on an average driver does not identify 

• Fuel-saving technologies may impose hidden costs -- adverse effects on other vehicle 
attributes  

 

If vehicle buyers are doing a good job of getting their efficient amount of fuel economy, their 
willingness to pay for additional fuel savings, revealed in their purchase decisions, should 
approximately equal expected additional future fuel savings over the lifetimes of the vehicles--
that is, a payback period of the full vehicle lifetime.  A review of the literature sponsored by EPA 
looked at the range of estimates of the value of fuel economy in consumer purchase decisions in 
models of consumer vehicle purchase decisions; it found as many studies with undervaluation of 
fuel economy (that is, payback periods less than full vehicle lifetime) as there were studies with 
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about-right or overvaluation (that is, payback periods equal to or exceeding vehicle lifetime).28 
The studies used in that review tended to emphasize modeling of vehicle purchase decisions 
rather than the role of fuel economy in those decisions.  Some recent academic research has 
looked specifically at the question of the value of fuel economy.29  Busse et al. (2013) and Sallee 
et al. (2016) find that consumers appear to buy fuel economy that does approximate fuel savings 
over the vehicle lifetime; Allcott and Wozny (2014) find in contrast that the willingness to pay 
for fuel economy is about 3/4 of the expected future fuel savings.  Thus, consumers appear to 
take fuel economy into account when buying vehicles, but how precisely they do it is not yet 
clear. 

In comments on the Draft TAR, Consumers Union provides results of a nationally 
representative survey in which 60 percent of respondents agreed with the statement, "I am 
willing to pay extra for a more fuel-efficient vehicle if I can recover the additional cost through 
lower fuel costs within 5 years."  Consumer Federation of America claims that consumers are 
willing to accept a five-year payback on fuel savings, while also pointing out that that payback 
period does not account for various market failures.  The Alliance of Automobile Manufacturers, 
Global Automakers, Toyota, Ford, and the National Automobile Dealers Association (NADA) 
argue instead for the assumption that consumers consider only 2-3 years of fuel savings in their 
purchase decisions.  At the same time, NADA comments that "Customers appear to fairly 
accurately value fuel economy technologies and strategies relative to other vehicle attributes."  
As discussed above, an efficient evaluation would have consumers consider their expected 
lifetime fuel savings; they should in principle balance those savings with the costs of fuel-saving 
technologies, holding other vehicle attributes constant.  (In the 2017-25 FRM, NADA 
commented that "at most, buyers value any fuel savings associated with the purchase of a new 
motor vehicle over a five-year period.")30  NADA also cites survey data that 68 percent of 
respondents were willing to pay only $30 or less per month, or $360 per year, for a 17 mpg 
increase in fuel economy.  Over five years, with a 5 percent interest rate, that $360/year 
willingness to pay has a present-value equivalent of $1,558, much more than EPA's current 
estimated technology costs of the MY2022-25 standards.  Toyota argues that assessment of the 
paradox should use the highest incremental debt that a consumer faces, which is commonly that 
on credit cards.  This assertion is puzzling, because most people who finance vehicle purchases 
use auto loans with much lower rates.  Consumers using implicit interest rates higher than those 
they use to finance their vehicles is typically taken as implicit evidence of the existence of the 
efficiency gap. 

                                                 
28 Greene, David L. (2010). "How Consumers Value Fuel Economy: A Literature Review." EPA-420-R-10-008. 

Docket EPA-HQ-OAR-2010-0799-0711. 
29 Allcott, Hunt, and Nathan Wozny (2014). "Gasoline Prices, Fuel Economy, and the Energy Paradox." Review of 

Economics and Statistics 96: 779-795; Busse, Meghan R., Christopher R. Knittel, and Florian Zettelmeyer (2013). 
"Are Consumers Myopic? Evidence from New and Used Car Purchases." American Economic Review 103: 220-
256; Sallee, James, Sarah West, and Wei Fan (2016). "Do Consumers Recognize the Value of Fuel Economy? 
Evidence from Used Car Prices and Gasoline Price Fluctuations." Journal of Public Economics 135: 61-73. 

30 National Automobile Dealers Association (2012). "Re: 2017 and Later Model Year Light-Duty Vehicle 
Greenhouse Gas (GHG) Emissions and Corporate Average Fuel Economy (CAFE)." Docket EPA-HQ-OAR-
2010-0799-9575, p. 10. Docket EPA-HQ-OAR-2010-0799-9575. 
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Some of these commenters also assert that the 2015 National Academies of Sciences report on 
fuel economy technologies supports their assertion.31  This is an incorrect claim; the NAS does 
not endorse any particular payback period. It concluded:  

“How markets actually value increases in new vehicle fuel economy is critical to evaluating 
the costs and benefits of fuel economy and GHG standards.  Unfortunately, the scientific 
literature does not provide a definitive answer at present.  Academic studies that have analyzed 
the evidence on consumer willingness to pay for increased fuel economy are mixed, with some 
studies finding little evidence of undervaluation and others finding evidence of significant 
undervaluation.  A range of theories and explanations is put forward for why consumers may 
undervalue fuel economy, and some have argued that what appears to be undervaluation may in 
some cases be differences in preferences and circumstances among consumers.  Automobile 
manufacturers’ statements and survey evidence tend to support the view that consumers expect a 
quick payback for a vehicle with higher fuel economy, all else being equal. Survey evidence also 
indicates broad and consistent public support for raising fuel economy standards over the past 30 
years." 

"In the committee’s judgment, there is a good deal of evidence that the market appears to 
undervalue fuel economy relative to its expected present value, but recent work suggests that 
there could be many reasons underlying this, and that it may not be true for all consumers.  
Given the importance of this question to the rationale for regulatory standards and their costs and 
benefits, an improved understanding of consumer behavior about this issue would be of great 
value.” (p. 9-16) 

Further, the NAS, in Finding 9.3, states that “The results of recent studies find that consumers' 
responses vary from requiring payback in only 2 to 3 years to almost full lifetime valuation of 
fuel savings” (p. 9-36).  Thus, the 2-3 year payback period recommended by automakers in their 
comments appears to be the low end of a very wide range, and is not a consensus estimate of the 
payback period that consumers use in their vehicle purchase decisions. 

After reviewing the same literature as the NAS, as discussed here, EPA agrees with the NAS 
that the role of fuel economy in consumer purchase decisions is not well understood, with 
estimates ranging from 2 years to the lifetimes of the vehicles.  

Consumers cannot buy technologies that are not produced; some of the gap in energy 
efficiency may be explained from the producer's side.  Two major themes arise on the producer 
side: the role of market structure and business strategy, and the nature of technological invention 
and innovation.  

Light-duty vehicle production involves significant fixed costs, and automakers strive to 
differentiate their products from each other.  These observations suggest that automakers, rather 
than meeting the stylized economic model of perfect competition, can act strategically in how 
they design and market products. In this context, the fuel economy of a vehicle can become a 
factor in product differentiation rather than a decision based solely on cost-effectiveness of a 

                                                 
31 National Research Council (2015). Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-

Duty Vehicles. Washington, D.C.: The National Academies Press. 
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fuel-saving technology.32  Product differentiation carves out corners of the market for different 
automobile brands. For instance, automakers may emphasize luxury characteristics in some 
vehicles to attract people with preferences for those characteristics, and they may emphasize cost 
and fuel economy for cost-conscious new entrants in the vehicle market.  By separating products 
into different market segments, producers both provide consumers with goods targeted for their 
tastes, and may reduce competition among vehicle models, creating the possibility of greater 
profits.  From the producer perspective, fuel economy is not necessarily closely related to the 
cost-effectiveness of the technologies to consumers, but rather is one of many attributes that 
manufacturers use to market their models to different consumer groups.  As Fischer (2005) 
points out, this strategy can lead to inefficiencies in the market: an under-supply of fuel economy 
relative to what is cost-effective to consumers in some segments, and an over-supply of fuel 
economy in other sectors.  The structure of the automobile industry thus may inefficiently 
allocate vehicle attributes--fuel economy among them--and help to explain the existence of an 
energy efficiency gap. 

Chapter 4.1 of the TSD discusses the relationship between technological innovation and the 
standards, but a shortened discussion is relevant here.  In particular, in the absence of standards, 
automakers are likely to invest in small improvements upon existing technologies (“incremental” 
technologies) that can be used to improve fuel economy or other vehicle attributes.  On the other 
hand, they may be more hesitant to invest in “major” innovations in the absence of standards, for 
several reasons:  

1) There may be first-mover disadvantages to investing in new technologies.  Many 
manufacturers prefer to observe the market and follow other manufacturers rather 
than be the first to market with a specific technology.  The “first-mover disadvantage” 
has been recognized in other research where the “first-mover” pays a higher 
proportion of the costs of developing technology, but loses the long-term advantage 
when other businesses follow quickly.33  Toyota in its comments points out that there 
can be advantages to being a first mover, including "name recognition/improved 
public image, customer loyalty, halo effect for other products, and sometimes the 
opportunity to establish an entirely new market."  EPA agrees that being a first mover 
can provide advantages as well as disadvantages.  Our main point is that the 
disadvantages, if significant, may delay investment in new technologies. 

2) There could be “dynamic increasing returns” to adopting new technologies, wherein 
the value of a new technology may depend on how many other companies have 
adopted the technology--for instance, creating multiple suppliers for a technology 

                                                 
32 Fischer, Carolyn (2005). “On the Importance of the Supply Side in Demand-Side Management.” Energy 

Economics 27: 165-180; Blumstein, Carl, and Margaret Taylor (2013). “Rethinking the Energy-Efficiency Gap: 
Producers, Intermediaries, and Innovation.” Energy Institute at Haas Working Paper WP 243; Houde, Sebastien, 
and C. Anna Spurlock (2015). “Do Energy Efficiency Standards Improve Quality? Evidence from a Revealed 
Preference Approach.” Ernest Orlando Lawrence Berkeley National Laboratory Working Paper LBNL-182701. 

33 Blumstein, Carl and Margaret Taylor (2013). “Rethinking the Energy-Efficiency Gap: Producers, Intermediaries, 
and Innovation,” Energy Institute at Haas Working Paper 243, University of California at Berkeley; Tirole, Jean 
(1998). The Theory of Industrial Organization. Cambridge, MA: MIT Press, pp. 400, 402. Docket EPA-HQ-
OAR-2014-0827-0089. 
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should increase competition, improve quality, and reduce price.  This could be due to 
network effects or learning-by-doing.  In a network effects situation, the usefulness of 
the technology depends on others' adoption of the technology: e.g., a telephone is 
only useful if other people also have telephones.  Learning by doing is the concept 
that the costs (benefits) of using a particular technology decrease (increase) with use.  
Both of these incentivize firms to pursue a “wait and see” strategy when it comes to 
adopting new technologies.34 

3) There can be synergies when companies work on the same technologies at the same 
time.35  Research among multiple parties can be a synergistic process: ideas by one 
researcher may stimulate new ideas by others, and more and better results occur than 
if the one researcher operated in isolation.36  Collaboration between automotive 
companies or automotive suppliers does occur.  For example, Ford and General 
Motors collaborated on a 10-speed transmission.37  In 2013, Daimler, Ford, and 
Nissan teamed up to work on fuel cell vehicles.38  In 2015 Toyota and Mazda “agreed 
to form a ‘long-term partnership’” to collaborate on numerous advanced technologies, 
including plug-in hybrid and fuel cell systems and SKYACTIV gasoline and diesel 
technology.39  Standards can promote research into low-CO2 technologies that would 
not take place in the absence of the standards.  Because all companies (both auto 
firms and auto suppliers) have incentives to find better, less expensive ways of 
meeting the standards, the possibilities for synergistic interactions may increase.  
Thus, the standards, by focusing all companies on finding more efficient ways of 
achieving the standards, may lead to better outcomes than if any one company 
operated on its own. 

Thus, on both the producer and the consumer side, it is possible that various market and 
behavioral factors may impede the penetration of fuel-saving technology even when the 

                                                 
34 Popp, D., Newell, R.G., and Jaffe, A.B. (2010). “Energy, the environment and technological change.” In 

Handbook of the Economics of Innovation 2nd ed. B.H. Hall, and N. Rosenberg, Elsevier; Vollebergh, Herman 
R.J., and Edwin van der Werf (2014). “The Role of Standards in Eco-Innovation: Lessons for Policymakers.” 
Review of Environmental Economics and Policy 8(2): 230-248. 

35 Powell, Walter W., and Eric Giannella (2010). “Collective Invention and Inventor Networks,” Chapter 13 in 
Handbook of the Economics of Innovation, Volume 1, ed. B. Hall and N. Rosenberg, Elsevier. 

36 Powell, Walter W., and Eric Giannella (2010). “Collective Invention and Inventor Networks,” Chapter 13 in 
Handbook of the Economics of Innovation, Volume 1, edited by B. Hall and N. Rosenberg (Elsevier) discuss how 
a “collective momentum” has led uncoordinated research efforts among a diverse set of players to develop 
advances in a number of technologies (such as electricity and telephones). They contrast this view of 
technological innovation with that of proprietary research in corporate laboratories, where the research is part of a 
corporate strategy. Such momentum may result in part from alignment of economic, social, political, and other 
goals. 

37 Martinez, Michael. "2017 F-150 to feature new 10-speed transmission, engine." Detroit News, May 3, 2016, 
http://www.detroitnews.com/story/business/autos/ford/2016/05/03/powertrain-ten-speed-transmission/83882916/ 
, accessed 10/13/2016. 

38 Hetzner, Christiaan. "UPDATE 3-Daimler, Ford and Nissan team up on fuel cell cars." Reuters, January 28, 2013. 
http://www.reuters.com/article/2013/01/28/daimer-ford-nissan-idUSL5N0AX5QU20130128. 

39 Greimel, Hans. "Toyota, Mazda form partnership to share technologies, control cost challenges." Automotive 
News, May 13, 2015. http://www.autonews.com/article/20150513/OEM01/150519954?templa , accessed 
10/13/2016. 

http://www.detroitnews.com/story/business/autos/ford/2016/05/03/powertrain-ten-speed-transmission/83882916/
http://www.reuters.com/article/2013/01/28/daimer-ford-nissan-idUSL5N0AX5QU20130128
http://www.autonews.com/article/20150513/OEM01/150519954?templa
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technologies have short payback periods.  If these factors are affecting the market for fuel 
economy, then it is possible that the standards may improve market conditions in ways that 
provide net benefits to consumers that would not happen in their absence.  On the other hand, if 
the market for fuel-saving technology is operating efficiently--that is, buyers purchase as much 
fuel economy as will pay for itself over the vehicles' lifetimes, and producers offer that amount 
of fuel-saving technology--then neither manufacturers nor buyers will gain from providing more 
fuel-saving technologies.  In the following sections, we discuss some of the evidence on how 
vehicle GHG standards have affected vehicle markets.  

B.1.3  Effects of the Standards on Overall Vehicle Sales 

B.1.3.1  Overview of the Vehicle Market 

The annual Fuel Economy Trends Report monitors trends in the light-duty vehicle market.40 
As that report shows, and as several commenters point out, since MY2012, vehicle sales have 
increased every year, achieving record levels.  At the same time that GHG emissions have 
achieved record low levels, vehicle footprint has dropped since its peak in 2014, horsepower has 
increased or stayed constant, and weight has been roughly constant.  The car/truck mix in 
MY2015 is 43 percent, slightly higher than in MY2014 (41 percent) but below the MY2014 peak 
of 48 percent (p. 15).  

It is difficult, if not impossible, to distinguish empirically the effects of the standards on 
vehicle sales and other characteristics from the impacts of macroeconomic or other forces on the 
auto market that occurred over the same timeframe.  Figure B.1 graphs light-duty vehicle 
production41 and gross domestic product (GDP) per capita from 2005-2015.42  As this figure 
shows, production in the auto industry has had a pattern similar to GDP per capita: production 
fell with the reduction in economic activity in the 2009 recession, and has increased as the 
economy has recovered.  The American Automotive Policy Council, in citing this recovery, 
notes that "U.S. auto sales increased by double digits from 2010 to 2014, even though GDP has 
grown by less than 3 percent each year;"43 it projects sales to reach or exceed 17 million vehicles 
each year through 2016.  A number of other factors are also likely to affect new vehicle 
production and sales, including fuel prices, demographic factors, and vehicle characteristics 
including but not limited to fuel economy. 

                                                 
40 U.S. EPA 2016. "Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 

1975 through 2016." EPA-420-R-16-010, https://www.epa.gov/sites/production/files/2016-
11/documents/420r16010.pdf . Note that California’s GHG standards began with MY2009 and includes a 
“deemed to comply” provision with the National Program for MY2012 and subsequent years. 

41 Vehicle production data represent production volumes delivered for sale in the U.S. market, rather than actual 
sales data. They include vehicles built overseas imported for sale in the U.S., and exclude vehicles built in the 
U.S. for export.  

42 Bureau of Economic Analysis. "Real gross domestic product per capita." BEA Account Code A939RXO, 
downloaded 2/10/2016; U.S. Environmental Protection Agency 2015. Light-Duty Automotive Technology, 
Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 through 2016. U.S. EPA-420-R-16-010, Office of 
Transportation and Air Quality. See "Sales Employment series 20161027.xlsx," Docket EPA-HQ-OAR-2016-
0827. 

43 American Automotive Policy Council (2015). “State of the U.S. Automotive Industry: Investment, Innovation, 
Jobs, Exports, and America’s Economic Competitiveness.” 
http://americanautocouncil.org/sites/default/files/2015-AAPC-Economic-Contribution-
Report%28FINAL%29.pdf.  

https://www.epa.gov/sites/production/files/2016-11/documents/420r16010.pdf
https://www.epa.gov/sites/production/files/2016-11/documents/420r16010.pdf
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Figure B.1  Gross Domestic Product Per Capita and Vehicle Production, 2005-2015 

Note:  Gross Domestic Product per Capita data are from U.S. Bureau of Economic Analysis, Account Code 
A939RX (Real gross domestic product per capita); LDV production from U.S. EPA 2016. (See footnote 42).  
 

B.1.3.2  Factors Affecting How the Standards Affect Total Sales 

Predicting the effects of the standards on overall vehicle sales entails comparing two effects. 
On the one hand, the vehicles designed to meet the standards will become more expensive, 
which would, by itself, discourage sales.  On the other hand, the vehicles will have improved fuel 
economy and thus lower operating costs due to significant fuel savings, which could encourage 
sales.  Which of these effects dominates for potential vehicle buyers when they are considering a 
purchase will determine the effect on sales.  Assessing the net effect of these two competing 
effects is uncertain, as it rests on how consumers consider fuel savings at the time of purchase 
and the extent to which manufacturers and dealers reflect technology costs in the purchase price.  
The empirical literature does not provide clear evidence on how much of the value of fuel 
savings consumers consider at the time of purchase (see further discussion in Section B.1.2  ), 
nor on how manufacturer costs are transmitted to prices.  For these reasons, we did not quantify 
the impacts of the standards on vehicle sales when we developed the MY2022-25 standards in 
the 2012 FRM.  Because the standards were not initially based on a quantified estimate of 
vehicle sales changes, we consider it appropriate to use the same qualitative approach for this 
Proposed Determination.   

An additional source of uncertainty in the analysis is understanding what would happen in the 
absence of the standards.  As discussed in Section B.1.2  , standard economic theory would 
suggest that, if automakers could profitably increase sales by adding more fuel-saving 
technologies to their vehicles, then manufacturers’ profit motives would lead them to voluntarily 
add those technologies in the absence of the standards.  If so, then the standards cannot provide 
improvements for the market for fuel efficiency; both automakers and vehicle buyers should be 
worse off (ignoring the external effects of the standards).  As discussed in TSD Chapters 1 and 
4.1, we assume, based on historical patterns, which automakers will not go beyond the MY2021 
standards in the absence of the MY2022-25 standards.  Overall vehicle sales would be expected 
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to fall in this case.  On the other hand, under the assumption that consumers consider around 5-6 
years’ worth of fuel savings in their vehicle purchase decisions and using our estimates of 
technology costs and future gas prices, the payback period analysis in Appendix Section C.2.4   
suggests that aggregate vehicle sales could increase with more GHG-reducing technologies.  
Current estimates of the payback periods that consumers expect for fuel savings range from 2 
years to essentially the lifetime of the vehicles (see Section B.1.2  ), so the 5-6 years’ actual 
payback indicated by EPA's analysis is indeed well within this range. 

Section B.1.2   discusses various hypotheses for why private markets have not led to the 
adoption of more fuel-saving technology with relatively short payback periods.  This section 
discusses some of the mechanisms that may provide the potential for increases in vehicle sales 
due to the standards, arising from some of those hypotheses.  These explanations focus on 
conditions where the standards stimulate investments that would not happen in their absence.  
The explanations posed below raise possibilities that the standards, by requiring all automakers 
to meet the standards, may lead to mutually beneficial outcomes that might not happen in their 
absence.  Consumers would then have the opportunity to purchase vehicles that would not be 
available in the absence of the standards; if consumers consider at least as many years of fuel 
savings when buying new vehicles as the payback period for the new technologies, and if 
manufacturers would not have produced these vehicles in the absence of the standards, positive 
sales impacts could occur.  The three possibilities we suggest for such outcomes are promotion 
of social learning, reduction of risk and uncertainty for manufacturers, and promotion of 
innovation.   

B.1.3.2.1  Social Learning 

For many years, fuel economy standards did not change (see the FRM Preamble III.D.1, 77 
FR 62842).44  Section B.1.2   raises the possibility that consumers historically therefore may not 
have focused on fuel economy, or may have found it difficult to do calculations involving the 
tradeoffs between fuel economy and increased vehicle costs, or may not have found vehicles 
with their preferred combination of fuel economy and other features.  In recent years, though, 
increases in fuel economy standards and (temporarily) high fuel prices may have helped to focus 
consumer attention toward vehicle fuel economy.  In addition, the fuel economy label, revised 
for MY2013, now has prominent information on fuel savings.  These factors may contribute to 
consumers gaining experience with the benefits that accrue to them from owning and operating 
vehicles with greater fuel efficiency.  Consumer households that include vehicles with a fairly 
wide range of fuel economy have an opportunity to learn about the value of fuel economy on 
their own.  Consumer demand may be shifting towards such vehicles, not only because of 
increased availability, but also, possibly, because many consumers are learning about the value 
of purchases based not only on initial costs but also on the total cost of owning and operating a 
vehicle over its lifetime.  

Comments from Consumers Union provide some suggestive support for this possibility.  In a 
nationally representative telephone survey from June 2016,45 respondents were asked what class 

                                                 
44 Car CAFE standards did not change from MYs 1990 through 2010.  Truck CAFE standards did not change from 

MYs 1996 through 2004, and changed only 0.5 mpg cumulatively from MYs 1991 through 2004. 
45 Consumer Reports National Research Center (2016). "2016 Vehicle Fuel Economy Poll, Nationally 

Representative Telephone Survey. Docket EPA-HQ-OAR-0827-3997, p. 2. 
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of vehicle each currently owned, what class of vehicle each expected to buy next, and whether 
the respondent expected the next purchased vehicle to have better, about the same, or worse fuel 
economy.  Although the proportion of people expecting to buy SUVs and pickups increased to 
45 percent from the current ownership level of 37 percent, most--53 percent--expected better fuel 
economy in their next vehicle, and another 30 percent expected about the same fuel economy.  
When asked which attribute in their current vehicle has the most room for improvement, the 
largest number (32 percent) cited fuel economy, followed by purchase price, connectivity, and 
range.  These findings imply that people are coming to expect better fuel economy in their next 
vehicles, even if they may shift from cars to SUVs and trucks. 

The standards may increase sales by hastening this very type of consumer learning.  Section 
B.1.5.2  discusses this phenomenon in the context of plug-in electric vehicles.  As more 
consumers experience savings in time and expense from owning more fuel efficient vehicles, 
demand may shift further in the direction of vehicles with improved fuel economy and reduced 
GHG emissions mandated under the standards.  This social learning can take place both within 
and across households, as consumers learn from one another.  First and most directly, the time 
and savings associated with operating more fuel efficient vehicles may be more salient to 
individuals who own them, which might cause their subsequent purchase decisions to shift closer 
to minimizing the total cost of ownership over the lifetime of the vehicle.  Second, this 
appreciation may spread across households through word of mouth, marketing and advertising, 
and other forms of communications.  Third, as more motorists experience the time and fuel 
savings associated with greater fuel efficiency, the price of used cars may better reflect such 
efficiency, further reducing the cost of owning more efficient vehicles for the buyers of new 
vehicles (since the resale price may increase).  If these induced learning effects are strong, the 
standards could potentially increase new vehicle sales over time.  

The possibility that the standards could (after a lag for consumer learning) increase sales need 
not rest on the assumption that automobile manufacturers are failing to pursue profitable 
opportunities to supply the vehicles that consumers demand.  In the absence of the standards, any 
individual auto manufacturer may not find it profitable to move toward more efficient vehicles to 
increase consumer learning because no individual company can fully internalize the potential 
future boost to demand.  If one company were to make more efficient vehicles, counting on 
consumer learning to enhance demand in the future, that company would capture only a fraction 
of the extra sales so generated, because the learning at issue is not specific to any one company's 
fleet.  Many of the extra sales could accrue to that company's competitors.  

In other words, consumer learning about the benefits of fuel efficient vehicles may involve 
positive externalities (spillovers) from one company to the others.46  These positive externalities 
may lead to benefits for manufacturers as a whole if they increase the demand for vehicles.  

 

 

                                                 
46 Industrywide positive spillovers of this type are hardly unique to this situation. In many industries, companies 

form trade associations to promote industry-wide public goods. For example, merchants in a given locale may 
band together to promote tourism in that locale. Antitrust law recognizes that this type of coordination can 
increase output. 
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B.1.3.2.2  Reduction in Risk and Uncertainty for Manufacturers 

As discussed in Section B.1.2  , there appears to be a great deal of uncertainty about how 
consumers will respond to increases in fuel economy.  Automakers may be cautious about 
adding more fuel-saving technology to vehicles if they are uncertain how buyers will respond.  
Even if they believe that buyers will respond positively, if a company is risk-averse, it may 
nevertheless hesitate to make the substantial major investments in new technologies and in 
research that would lead to increases in fuel economy across its fleet.47  If a manufacturer invests 
substantially in fuel efficient technologies expecting higher consumer demand than realized, then 
the manufacturer has incurred the costs of investment but not reaped the benefits of those 
investments.  On the other hand, if a manufacturer does not invest in fuel-efficient technologies, 
then the manufacturers may lose some sales in the short run if demand for fuel economy is 
higher than expected, but it still retains the option of investing in fuel-efficient technologies in 
the longer run.  If its investments proved unsuccessful, the company might face substantial 
losses.  Even if the probability of being unsuccessful is low, the manufacturer may nevertheless 
perceive the losses in that scenario as a substantial risk. If the investment proved successful, the 
company would, of course, take market share from other companies – but, if there are not brand-
loyalty or other advantages to being first in the market with new fuel-saving technologies, only 
until the other auto companies caught up. In other words, for a risk-averse company, being a first 
mover may appear to have a greater downside risk than upside risk, even if the investment, on an 
expected-value basis, would pay off.  If all companies are risk-averse, then they may all seek a 
strategy of waiting for some other company to be the first mover.  In this case, caution about 
these major investments may lead to a lack of adoption of new technologies, in the absence of 
standards, consistent with the flat baseline assumption.  The standards, by requiring that all 
companies act at the same time, remove the scenario of one company bearing all the risk.   

In addition, there may be risk aversion on the consumer side.  The simultaneous investment 
by all companies may also encourage consumer confidence in the new technologies.  If only one 
company adopted new technologies, early adopters might gravitate toward that company, but 
early adopters tend to be a relatively small portion of the public.  More cautious buyers, who are 
likely to be more numerous, might wait for greater information before moving away from well-
known technologies.  If all companies adopt advanced technologies at the same time, though, 
potential buyers may perceive the new technologies as the new norm rather than as a risky 
innovation.  They may then be more willing to move to the new technologies.  Simultaneous 
action required by the standards may change buyers’ expectations (their reference points) for fuel 
economy, and investing in more fuel economy may seem less risky than in the absence of the 
standards. 

As discussed more in Section B.1.2  , the standards, then, may reduce manufacturers’ risk of 
making significant investments in fuel-saving technologies by requiring that all companies 

                                                 
47 Sunding, David, and David Zilberman, “The Agricultural Innovation Process:  Research and Technology 

Adoption in a Changing Agricultural Sector,” Chapter 4 in Handbook of Agricultural Economics, Volume 1, 
edited by B. Gardner and G. Rausser (Elsevier, 2001) (Docket EPA-HQ-OAR-2010-0799-12271) show how 
delaying adoption of a new technology in order to gain more information may be a more profitable activity than 
adopting a technology, even if it has positive net benefits, when a potential adopter is risk-averse. 
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produce more fuel-efficient vehicles.  Under this outcome, it is possible for the standards to 
facilitate investment that would not happen in the absence of the standards, and vehicle sales 
could increase as a result of the standards. 

B.1.3.2.3  Promotion of Innovation 

Research among multiple parties can be a synergistic process:  ideas by one researcher may 
stimulate new ideas by others, and more and better results occur than if the one researcher 
operated in isolation.48  As noted above, collaboration between automotive companies or 
automotive suppliers does occur; for example, Ford and General Motors collaborated on a 10-
speed transmission.49  Toyota and Mazda announced a "long-term partnership" to collaborate on 
products and technologies, in which they might supply each other with advanced technologies.50  
One function that standards can serve is to promote research into low-CO2 technologies that 
would not take place in the absence of the standards.  Because all companies (both auto firms 
and auto suppliers) will have incentives to find better, less expensive ways of meeting the 
standards, the possibilities for synergistic interactions may increase.  Thus, the standards, by 
focusing all companies on finding more efficient ways of achieving them, may lead to better 
outcomes than if any one company operated on its own. Section B.1.4   and Chapter 4.1.3 of the 
TSD further discuss the role of the standards in promoting innovation. 

An additional aspect of the standards is the possibility of greater standardization.51  As more 
companies adopt new technologies, the incentives increase for additional suppliers and more 
availability of after-market replacement parts; these suppliers would be likely to find ways to 
increase compatibility across vehicle types.  For example, although battery electric vehicles 
(BEVs, which are popularly known simply as electric vehicles, or EVs) are not projected to be 
more than a few percent of the vehicles produced in response to the standards, their adoption 
depends on such factors as batteries and charging methods that are compatible across different 
companies.  These are examples of “network externalities,” where use of a technology by one 
party has greater benefits if more people are also using the technology.  In this case, just as the 
ability to buy gasoline from any station facilitates owning a gasoline-based vehicle, the ability to 
recharge an EV or get replacement parts easily facilitates ownership of an EV.  In the absence of 
the standards, fewer companies would be pursuing this technology, and it would be considered a 
specialty product; the incentives to coordinate might be low.  If EVs become more common, 
though, compatible infrastructure and batteries may become more desirable, as potential buyers 

                                                 
48 Powell, Walter W., and Eric Giannella, “Collective Invention and Inventor Networks,” Chapter 13 in Handbook 

of the Economics of Innovation, Volume 1, edited by B. Hall and N. Rosenberg (Elsevier, 2010) (EPA Docket 
EPA-HQ-OAR-2010-0799) discuss how a “collective momentum” has led uncoordinated research efforts among 
a diverse set of players to develop advances in a number of technologies (such as electricity and telephones).  
They contrast this view of technological innovation with that of proprietary research in corporate laboratories, 
where the research is part of a corporate strategy.  Such momentum may result in part from alignment of 
economic, social, political, and other goals. 

49 Martinez, Michael. "2017 F-150 to feature new 10-speed transmission, engine." Detroit News, May 3, 2016, 
http://www.detroitnews.com/story/business/autos/ford/2016/05/03/powertrain-ten-speed-transmission/83882916/ 
, accessed 10/13/2016. 

50 Greimel, Hans. "Toyota, Mazda form partnership to share technologies, control cost challenges." Automotive 
News, May 13, 2015. http://www.autonews.com/article/20150513/OEM01/150519954?templa , accessed 
10/13/2016. 

51 Vollebergh, Herman, and Edwin van der Werf (2014). "The Role of Standards in Eco-Innovation: Lessons for 
Policymakers." Review of Environmental Economics and Policy 8(2): 230-248. 

http://www.detroitnews.com/story/business/autos/ford/2016/05/03/powertrain-ten-speed-transmission/83882916/
http://www.autonews.com/article/20150513/OEM01/150519954?templa
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are likely to be encouraged toward this technology if they can easily find places to charge 
batteries.   

Thus, the standards may direct and promote innovation and standardization that would not 
happen in their absence. Such changes could reduce the cost increases associated with the 
standards and improve the qualities of the technologies, which could result in an increase in 
vehicle sales.  Further, the certainty of the regulations reduces the costs of meeting them, because 
there will be more economies of scale and more learning curve benefits due to greater 
cumulative production of fuel-efficient technologies. 

B.1.3.3  Assessing Impacts on Vehicle Sales  

In the Draft TAR, EPA did not conduct a quantitative analysis of the effects of the standards 
on vehicle sales.  As was discussed in Section B.1.3.1  , sales have increased to record levels 
during the same time period that the MY2012-16 standards came into effect.  This increase is 
almost certainly due more to recovery from the Great Recession of 2008-2009 than to the effects 
of the standards.  This trend suggests some of the challenges with modeling the effects of the 
standards.  Conducting such an analysis requires some way to estimate the effects of the 
standards separately from all other changes happening in the auto market.  In the analysis for the 
MY2012-16 standards, EPA conducted vehicle sales analyses by comparing the up-front costs of 
the vehicles with the present value of five years' worth of fuel savings; the direction of aggregate 
vehicle sales depended on whether up-front costs exceeded fuel savings (in which case sales 
would be expected to decline), or vice versa (in which case sales would be expected to 
increase).52  Such an analysis depends heavily on the payback period that consumers consider in 
their vehicle purchases; as discussed in Section B.1.2   above, the evidence on this factor ranges 
widely, from 2 years to the lifetime of the vehicles.  In part because of significant uncertainty 
over this factor, in the MY2017-25 FRM and in the Draft TAR, EPA presented a qualitative 
assessment of the effects of the standards on total sales, discussed in Section B.1.3.2  .  Here, we 
continue with the qualitative approach. 

In comments on the Draft TAR, the Alliance of Automobile Manufacturers (Alliance), Global 
Automakers, and several auto manufacturers criticize the agencies for not conducting a 
quantitative vehicle sales analysis for MYs 2022-25.  Global Automakers points out that 
macroeconomic conditions are likely to be different in that time frame than from the present; 
EPA agrees, and expects that those effects are likely to influence vehicle sales more than the 
standards will.  EPA has chosen for this Proposed Determination to continue with the qualitative 
approach that it used for setting the standards in the 2012 FRM, and in the Draft TAR, due to the 
significant uncertainties involved in conducting a quantitative analysis, as discussed in Section 
B.1.2  .  In particular, there are two empirical challenges for which there is a paucity of literature. 
First, the literature generally does not speak to how manufacturer and dealer pricing decisions 
are made.  Second, while EPA and NHTSA have used an elasticity of around -1 in past 
rulemakings to estimate sales impacts, this assumption is old (stemming from studies conducted 
two or more decades ago) and is a short run elasticity estimate, which may not be appropriate for 
standards that apply several years into the future. Because vehicles are a durable good, the long-

                                                 
52 U.S. Environmental Protection Agency (April 2010).  “Final Rulemaking to Establish Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards:  Regulatory Impact 
Analysis.” EPA-420-R-10-009, Chapter 8.1.1, pp. 8-1 to 8-4. 
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run response of vehicles sales to a change in price may be lower than the short-run response.  If 
so, any changes in sales would likely be overestimated, particularly in later years, if the short-run 
elasticity were used.  In addition, large increases in sales of new vehicles likely imply an increase 
in scrappage or sales into the used vehicle market, which would change relative prices of new 
and used vehicles in ways that could influence sales but are difficult to estimate. 

The Alliance, Fiat Chrysler Automobiles, Ford Motor Company, and the National Automobile 
Dealers Association (NADA) cite a recent report from the Center for Automotive Research 
(CAR) that estimates sales impacts of the standards ranging from an increase of 410,000 to a 
decrease of 3.7 million in MY2025.53  TSD Chapter 4.2.1 provides a detailed review of the CAR 
report.  As is discussed further in the TSD, this CAR report does not provide a sound basis for 
assessing vehicle sales or employment impacts due to serious flaws in its underlying assumptions 
and modeling methodology, as Isenstadt (2016) and Cooke (2016) point out.54  Among the 
significant shortcomings of the modeling in the study are the following:   

• As Isenstadt (2016) points out, the analysis uses cost estimates for the standards that 
are based not in technology cost estimates, but rather in a 25-year-old study of how to 
achieve CAFE standards by adjusting prices to affect sales.55  EPA does not expect 
the auto industry to meet the standards through changing sales mix while holding 
technologies constant, as the CAR study's cost estimates do.  

• The CAR report selectively reviews the literature for its claim of a 3-year payback 
period for fuel savings in consumer vehicle purchase decisions (Cooke 2016).  As 
discussed in Section B.1.2  , the assumption that consumers consider only three years 
of fuel savings in their purchase decisions is close to the low end of a range of 
payback periods that, on the upper end, extends to the lifetimes of vehicles.  If 
consumers put more weight on fuel savings than assumed in the CAR report, sales 
reported in its analysis would increase in more scenarios.  

• The models that it uses to project future expenditures on vehicles do not address some 
potentially serious econometric concerns, such as the assumption that the average 
price of vehicles is based only on historic trends and not on market forces.  

• The report provides two econometric models that estimate the effects of vehicle 
prices on total vehicle expenditures.  One model finds that prices increase 
expenditures, while the other contradicts it, finding that prices decrease expenditures.  
The study uses both models for different purposes.  If it reversed where the models 
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Mandates on the U.S. Economy." Center for Automotive Research 
http://www.cargroup.org/?module=Publications&event=View&pubID=143 , accessed 10/11/2016. 

54 Isenstadt, Aaron (2016). "The latest paper by the Center for Automotive Research is not what it thinks it is." 
International Council on Clean Transportation, http://www.theicct.org/blogs/staff/latest-paper-by-CAR-is-not-
what-it-thinks-it-is , accessed 10/13/2016; Cooke, Dave (2016). "Déjà vu: Shoddy Economic Study Touted by 
Automakers Flaunts Facts." Union of Concerned Scientists, http://blog.ucsusa.org/dave-cooke/deja-vu-shoddy-
economic-study-touted-by-automakers-flaunts-facts , accessed 10/19/2016. 

55 Greene, David (1991). "Short-Run Pricing Strategies to Increase Corporate Average Fuel Economy." Economic 
Inquiry 29(1): 101-114. 
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were used, the results would most likely show the standards increasing vehicle sales 
and employment.  

• The report does not control consistently for inflation; it mixes nominal dollar values 
from a number of different years, and compares fuel savings in 2015 dollars with 
vehicle prices in 2025 dollars projected with inflation included.  

• Its analysis of employment impacts is based only on the overstated impact on sales; it 
does not consider the positive employment impacts associated with producing and 
installing GHG-reducing technologies. In addition, the "multiplier" approach to 
employment analysis that it uses does not allow for the possibility that employment 
may shift from one sector to another rather than simply decrease. 

For these and other reasons detailed in the TSD Chapter 4.2.1, EPA finds that the CAR 
analysis is unlikely to provide a sound estimate of the impacts of the MY2025 standards on 
vehicle sales.  

Other commenters went so far as to maintain that EPA should not make a Proposed 
Determination until it could reliably quantitate the effects of the standards on vehicle sales.  
Neither the rules on the Midterm Evaluation, nor anything in Section 202(a)(1) of the Clean Air 
Act, requires such a quantitative determination.  Nor is one needed as a matter of policy, any 
more than needed in promulgating the MY2017-2025 standards.56  A reasonable qualitative 
assessment is preferable to a quantitative estimate lacking sufficient basis, or (due to 
uncertainties like those here) having such an enormous range as to be without substantial value.  
Thus, making quantitative estimates based on the entire range (from 2 years to the lifetime of the 
vehicle, as discussed in Section B.1.2  ) of estimates of the role of fuel economy in consumers’ 
vehicle purchases would not produce reliable information about the impacts of the standards on 
vehicle sales. For that reason, we continue to assess this issue qualitatively as done in the 2017-
2025 FRM and the Draft TAR.   

The above discussion focuses on the effects of the standards on new vehicle sales.  As already 
observed, the standards may also have an effect on the market for used vehicles, because people 
may switch between the new and used vehicle markets.  As several commenters point out, the 
effect of the standards on the use and scrappage of older vehicles will be related to their effects 
on new vehicle prices, the fuel efficiency of new vehicle models, the fuel efficiency of used 
vehicles, and the total sales of new vehicles.  If the value of fuel savings resulting from improved 
fuel efficiency to the typical potential buyer of a new vehicle outweighs the average increase in 
new models’ prices, sales of new vehicles could rise, the used vehicle market may increase in 
volume as new vehicle buyers sell their older vehicles, and scrappage rates of used vehicles may 
increase slightly.  This will cause both an influx of more efficient vehicles into the used vehicle 
market and an increase in the turnover of the vehicle fleet (i.e., the retirement of used vehicles 
and their replacement by new models), thus accentuating the anticipated effect of the standards 
on fleet-wide fuel consumption and CO2 emissions.  However, if potential buyers value future 
fuel savings resulting from the increased fuel efficiency of new models at less than the increase 
in their average selling price, sales of new vehicles will decline, the used vehicle market may 
decrease in volume as people hold onto their vehicles longer, and there will be a reduction in the 
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rate at which used vehicles are retired from service.  These effects will partly reduce the 
anticipated effects of the standards on fuel use and emissions.  

Jacobsen and van Bentham (2013), using data on new and used vehicles from 1999-2009, 
provide one of the few studies of the used vehicle market.  They find that more efficient vehicles 
were scrapped more quickly than less efficient vehicles, perhaps (especially during that time of 
the flat fuel economy standard) due to their being less valuable and thus less worth repairing.57  
It estimates leakage--that is, emissions reductions that do not occur due to the demand for used 
vehicles--of 13-16 percent as people hold onto used vehicles longer.  We note that it relies on an 
estimated model of consumer vehicle choices that, as with most other models, has not been 
tested for out-of-sample validity or comparability with other models (see the discussion in 
Section B.1.3.4  ).  Because the model is untested, and the substitution patterns among vehicles 
are likely to be different under the footprint-based standard, it is unclear how applicable the 
results of this paper are to this analysis.  

Consumer, environmental, and investor organizations suggest that the standards can provide 
benefits to the auto industry as well as to vehicle buyers.  Business for Innovative Climate and 
Energy Policy (BICEP) cites a study commissioned by Ceres that finds the domestic OEMs will 
be profitable even when gasoline is less than $2 per gallon.58  That calculation assumes that 
OEMs can barely break even, which is unrealistic in the long run.  It also estimates that those 
OEMs will be able to pass along the full estimate of $1353 compliance costs in going from 
MY2015 to MY2025 standards (2013$) for gasoline prices of $3 per gallon.  The paper does not 
provide sufficient information to fully evaluate the analysis.  It also points out that the standards 
provide long-term certainty that reduces the risk of major investments, and that the standards 
provide some insurance for the auto industry as well as vehicle buyers in case of higher fuel 
prices; EPA agrees with both these points.  

The International Union, United Automobile, Aerospace & Agricultural Implement Workers 
of America (UAW) urge that the standards not provide incentives to move production overseas.  
Because both domestically produced vehicles and imported vehicles are subject to the same 
standards, EPA does not consider its standards to provide incentives related to location of 
production.  The UAW also argues for flexibility of standards in response to changing market 
conditions; EPA considers the footprint-based standard to provide that flexibility.  Allen County, 
Ohio's Board of Commissioners expresses concern that consumers will not be able to purchase 
vehicles that they want; EPA considers the footprint-based standard to reduce this concern. 

The National Program light-duty vehicle standards, which went into effect in MY2012, are 
likely to have had some effect on vehicle sales.  As the above discussion indicates, though, we 
have not identified a scientifically sound way to provide a quantitative estimate of the effect that 
the existing standards have had on sales.  The most solid analysis would involve the ability to 
compare sales in a place not affected by the standards, with sales in a place identical to the first 
during the same time period, except where the standards are in effect.  Because the standards are 
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national in scope, such a comparison is not possible.  Alternatively, it may be possible to 
examine how sales have changed as the standards have tightened, but it would be necessary to 
control for all other factors, such as macroeconomic conditions, that affect sales.  But it is clear 
from empirical evidence that the standards have not prevented the automobile market from 
recovering to pre-recession sales levels--indeed, to record sales levels. The next section further 
explains our concerns with quantitative modeling of the impacts of the standards. 

B.1.3.4  Consumer Vehicle Choice Modeling  

In addition to their effect on overall sales and production, the standards could affect the mix 
of vehicles sold.  Consumer vehicle choice models estimate what vehicles consumers buy based 
on vehicle and consumer characteristics. In principle, such models could provide a means of 
examining the effects of the standards on both overall vehicle sales and the mix of vehicles sold.  
Because the standards are based on the footprints of vehicles, shifts in the mix of vehicles sold 
do not necessarily affect automakers’ ability to meet the standards, but they could affect total 
GHGs emitted. Whitefoot and Skerlos (2012), for example, use a vehicle choice model combined 
with producer cost estimates to argue that the footprint-based standard provides some incentive 
for automakers to increase the size of vehicles in order to face a less stringent standard, and 
higher GHG emissions.59  As discussed in Chapter 3 of the Draft TAR, the average footprint of 
vehicles has increased slightly since the standards have been implemented.  As with sales, this 
effect is potentially confounded by a number of factors, such as previous trends, dropping 
gasoline prices and increasing consumer income that changes the mix of vehicles purchased.  

In the 2017-25 LDV GHG RIA (Chapter 8.1.2), EPA provided an extensive discussion of 
consumer vehicle choice modeling as a way to estimate the effects of GHG/fuel economy 
standards on vehicle purchase decisions.60  In that discussion, EPA found that, despite an 
extensive literature of consumer choice models, few researchers have compared estimates of key 
model parameters with those of others' models, and there have been few efforts to test the 
forecasting ability of those models.  As a start to addressing this gap in the literature, EPA had 
commissioned a study of the findings of these models on the role of fuel economy in consumer 
vehicle purchases and found highly varied results.61  At the time, EPA concluded that the science 
of these models was not adequately developed for use in policy-making. 

Recent papers have done some work on the predictive abilities of consumer choice models. 
Haaf et al. (2014) use data from MY2004-6 vehicles to estimate a number of different 
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econometric models, and test their predictions against MY2007 and 2010 vehicle sales.62  They 
conclude that “the models we construct are fairly poor predictors of future shares.”  They find 
that a “static” model assuming constant market shares–that is, using current-year market shares 
rather than a model--outperformed their estimated models for MY2007, while some attribute-
based models predicted better for MY2010.  Haaf et al. (2016) examines some of the methods 
commonly used for modeling vehicle choice, and finds that the method used in a number of 
academic papers (using instrumental variable) may have less accurate forecasts than another 
method, using alternative-specific constants.63  Raynaert (2014) developed a structural model of 
vehicle supply and demand in Europe, using data from 1998-2007; he then compared sales-
weighted aggregate predictions from the model for MY2011 to actual outcomes.64  He finds 
close agreement on aggregate market outcomes: in a period where actual emissions dropped 14 
percent, his estimates for emissions differed from the observed values by 2.3 percent.  Weight, 
footprint, and the share of diesel also had discrepancies of 3 percent or less; price/income and 
horsepower differed by under 10 percent.  He implies, without detailed information, that the 
model nevertheless does not predict market shares or total sales very well.  These papers leave 
questions unanswered about the ability of consumer vehicle choice models to predict sales and 
fleet mix.  

As part of its exploration of vehicle choice modeling, EPA commissioned the development of 
a vehicle choice model from David Greene and Changzheng Liu of Oak Ridge National 
Laboratory (Greene and Liu 2012).65  This model, described in the 2017-2025 RIA (Chapter 
8.1.2.8), is designed with a straightforward purpose: to estimate, for a predetermined fleet (the 
reference fleet, described in TSD Chapter 1), the effects of changes in only fuel economy and 
price on vehicle sales and class mix.  The model calculates a sales response to a change in the 
"effective price" for each vehicle, where the effective price combines any change in up-front cost 
with a portion of the future fuel savings (see Greene and Liu 2012, footnote 65, for details).  That 
portion of future fuel savings depends on user inputs for factors including the price of fuel, the 
number of years of fuel savings that a buyer considers (the payback period), and the discount 
rate.  It is intended for use in policy analyses of vehicle GHG/fuel economy regulations, and not 
to predict changes in the vehicle market associated with macroeconomic shifts or changes in 
demographic factors.   
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As part of our ongoing study of vehicle choice models, EPA has put the model through a 
variety of tests intended to understand it better.66  One group of tests involved examining the 
sensitivity of the model to changes in parameters, including the role of fuel economy in 
consumer purchase decisions, the discount rate, model elasticities, and the initial vehicle fleet.  

• First, we examined the effects of a 20 percent improvement in fuel economy67 for all 
vehicles; in response, total sales increased about 5 percent, with higher sales increases 
going for some of the larger, less fuel-efficient vehicles.  If poor fuel efficiency would 
otherwise reduce the interest of buyers in those vehicles, then improving their fuel 
economy may disproportionately improve their sales.  

• Next, we varied the payback period–the number of years of fuel savings that a vehicle 
buyer might consider in the purchase decision–from 1 to 7 years.  Total sales increased 
by less than 1 percent for every additional year of payback period, suggesting that 
modeling results are not highly sensitive to this parameter.  

• Similarly, varying the discount rate (used to calculate the value of future fuel savings) 
from 2 to 10 percent changed total sales by less than 1 percent, suggesting insensitivity to 
this parameter as well.  

• When demand elasticities (percent change in sales in response to a one percent change in 
effective price) for all classes in the model are increased by 50 percent, total sales 
increase 7 percent, compared to 5 percent in the baseline case; if the elasticity of only one 
class is changed, total sales are virtually unaffected, though sales in the class that had the 
elasticity change increased by about 5 percent.  

• Finally, we experimented with increasing the number of vehicles in the initial fleet by 50 
percent (both uniformly for all vehicles and for one vehicle class at a time), to test 
sensitivity to assumptions about that baseline fleet.  The sales response with a larger fleet 
to the 20 percent change in fuel economy was approximately proportional: just as sales in 
the initial case increased 4.9 percent in response to the changes in fuel economy, sales 
with the larger fleet increased 4.9 percent.  Changing the size of individual classes also 
had very little effect on market shares, because they all increased proportionally. 

In sum, these tests showed that the results of the model are not highly sensitive to any of these 
parameters.  Thus, imprecision in the initial fleet or these other factors is not likely to have a 
major effect on the model's predictions of vehicle sales and fleet mix. It also suggests that 
changing the fuel economy and price in the model may not lead to very large changes in sales 
and fleet mix. Of course, this series of tests does not provide insight into whether its predictions 
are accurate. 
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A second exercise examined the model’s ability to predict sales.  It should be noted that the 
model is not intended to predict future sales or fleet mix.  To do so would require inclusion of 
factors such as macroeconomic conditions and demographic shifts that affect sales; EPA’s model 
was not designed to include those factors.  As noted above, the model is intended to take as a 
given the without-standards fleet (i.e. the reference fleet), and to estimate the effects of changes 
in price and fuel economy on sales and class shifts, as a way of focusing specifically on the 
effects of GHG policy on the reference fleet.  For that reason, testing the model by using it to 
predict sales in a different year is beyond the model's design capabilities.  We conducted this 
test, nevertheless, as an initial attempt to test whether the model’s results reflect actual consumer 
behavior.  

In this test, we calibrated the model to MY2008 vehicle sales, calculated the difference in 
vehicles’ fuel economy and price between MY2008 and MY2010 (another year for which we 
had the specific vehicle data needed for this analysis), used the model to estimate responses to 
the changes in MY2010 fuel economy and price, and compared the MY2010 predictions to 
actual MY2010 sales.  The model did not predict sales or market shares well.  The model 
predicted an increase in total sales when actual sales decreased. For market shares, similar to the 
near-term results in Haaf et al. (2014), using actual market shares from MY2008–i.e., not using a 
model – had better predictions than using the model.  These poor predictions are not surprising, 
given that MY2010 sales reflect the Great Recession, a significant factor that the model was not 
designed to address.  We do not consider these results a demonstration that the model does not 
perform well; rather, it indicates the difficulty of testing the predictive abilities of this model as it 
is designed. 

The Alliance, the National Automobile Dealers Association, Fiat Chrysler, and Toyota 
request that EPA develop a consumer vehicle choice model that includes macroeconomic and 
demographic factors, in order to predict sales as well as changes in fleet mix. For instance, the 
Alliance comments that "Customer choice is complex; for over 100 years automakers have 
attempted to understand and predict it, but nonetheless, it is important to work to get the best 
possible insight on this tricky issue."68  EPA agrees that the issue is complex.  As documented 
above, current public research on vehicle choice modeling does not inspire confidence in the use 
of these models. Both Haaf et al. and EPA's analysis suggest that using a vehicle choice model 
may provide more error than using current market shares; EPA believes that using a model that 
may increase error will not provide useful information.  Automakers do not provide suggestions 
for methods that may be more successful in their predictive abilities.  Indeed, their own comment 
cited above ("for over 100 years") suggests the industry has confronted the same issues EPA 
identifies here.   

Toyota specifically criticizes the EPA model for focusing only on price and fuel economy.  
We agree that such a model will not be useful for forecasting a future fleet, but that was not the 
purpose of the model.  EPA's interest is in estimating the effects of the standards from a 
reference fleet.  The reference fleet is discussed in Chapter 1 of the TSD. EPA has used 
independent projections of fleet mix and total volume by IHS-Polk and EIA, which consider 
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macroeconomic factors, to develop its reference case.  Our model then focuses on the vehicle 
characteristics, price and fuel economy, where the standards will have their most significant 
effects.  We note that developing a more complex model would require testing and validation of 
more combinations of parameters than those in the simple model.  Section B.1.4  below and TSD 
Chapter 4.1.5 discuss research that EPA has conducted on consumer willingness to pay for 
vehicle attributes, key parameters in a more complex model; as those discussions indicate, those 
values range too widely to be useful for policy analysis.  Based on the existing literature, there is 
little evidence to date that more complex models will enhance decision-making. 

At this point, then, EPA is not using this or another vehicle choice model in its current 
modeling work. What little research that has been conducted on model validation suggests that 
not using a model may produce better results than using a model.  In addition, the models in the 
academic literature indicate extremely wide ranges for willingness to pay for key vehicle 
characteristics.  The evidence to date suggests that the science of vehicle choice modeling is not 
robust enough to provide useful policy advice.  

B.1.4  Relationship between Fuel Economy and Other Vehicle Attributes 

Chapter 4.1.3 of the Draft TAR and Chapter 4.1 of the TSD discuss the relationship between 
fuel economy and other vehicle attributes, such as performance or handling.  As discussed in 
TSD Chapters 1 and 2.3, EPA uses as a baseline the vehicle fleet in 2015, with only GHG 
emissions and cost expected to change for each vehicle model.  This assumption does not allow 
for changes in vehicle attributes that would take place in the absence of the standards.  
Comments from the Alliance of Automobile Manufacturers, National Automobile Dealers 
Association, Resources for the Future, Simmons and Tyner, and Global Automakers raise 
concerns about tradeoffs between improved fuel economy and other vehicle attributes, such as 
vehicle power or size.  If the standards were not in place, they argue, other vehicle attributes 
might be enhanced in the future, and EPA should develop a reference fleet including those 
enhancements.  Other commenters, such as the International Council for Clean Transportation, 
point out that some technologies have ancillary benefits--for instance, lightweighting produces 
"better ride, handling, braking, performance and payload and tow capacity."  In Congressional 
testimony, ICCT adds that it is "not appropriate" that EPA assigned the costs of lightweighting to 
GHG reductions without accounting for the consumer benefits (p. 19).69  ICCT, in that 
testimony, points out that gasoline direct injection, variable valve timing, variable valve list, and 
cooled EGR also improve both performance and efficiency; advanced transmissions have 
improved vehicle launch, better acceleration, and quieter operation on the highway in addition to 
improved fuel efficiency.  
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As discussed in TSD Chapters 2.3 and 4.1, EPA continues to use a static reference case, in 
which we hold all vehicle characteristics, other than GHG emissions and cost, constant.70  That 
is, we reject the idea suggested by Resources for the Future that it is appropriate to extrapolate 
trends in power over time in the reference case, and use estimated tradeoffs between fuel 
economy and power to estimate a fleet in the absence of the standards.  We provide several 
reasons to justify our use of the static baseline.  First, it is possible for automakers to continue to 
improve some other vehicle attributes, such as infotainment systems, in the absence of the 
standards.  Second, EPA believes that the standards are contributing to innovation and adoption 
that would not have happened in the absence of the standards.  In some cases, that innovation has 
contributed both to reduced GHG emissions and to improvements in other vehicle 
characteristics.  For instance, Ford points out that the MY2015 F-150, with high-strength steel 
frame and high-strength, aluminum alloy body, provides better towing and hauling in addition to 
reduced GHG emissions.  If that significant effort in lightweighting would not have happened in 
the absence of the standards, then the standards have led to all those improvements.  Third, 
various researchers have conducted statistical analyses to estimate tradeoffs among fuel 
economy, power, and weight.71  As discussed in detail in TSD Chapter 4.1.2, these studies 
appear to have statistical flaws that reduce their usefulness in projecting future trends.  Chapter 
2.3.3.2.1 of the TSD presents evidence that advanced technologies appear to have changed the 
relationship between acceleration and fuel economy.  Fourth, EPA is not convinced that power 
would in fact continue to increase at the same pace over time in the absence of the standards.  In 
a survey conducted for DOE's National Renewable Energy Laboratory, only 9 percent of 
respondents wanted more power in their vehicles; 66 percent were satisfied with current levels, 
17 percent said that they don't care about power, and 1 percent wanted less power.72  The 
Alliance of Automobile Manufacturers, in a survey of vehicle buyers in California and the 
Northeastern U.S., asked, "When buying or leasing a vehicle how important is the following 
factor to you?"  Performance-related metrics, such as "Fun to drive" and "Has a powerful engine" 
scored between 2.99 and 3.35 on a scale from 1 ("Not at all") to 5 (One of the most), below 
reliability (4.4), safety (4.4), and fuel economy (3.9).73  The Natural Resources Defense Council 
(NRDC) points out that the market shift from truck-based SUVs to car-based crossover utility 
vehicles suggests that automakers may also indicate less interest in performance than has 
previously been assumed.  Indeed, zero-to-sixty acceleration time, another measure of 
performance, cannot decrease continually without hitting physically impossible speeds. In light 
of these concerns, EPA maintains the static baseline in its modeling.  
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would reduce a vehicle's horsepower. The cost estimates include the cost of a turbocharger to bring performance 
back to the baseline level. 

71 Knittel, C. R. (2011). “Automobiles on Steroids: Product Attribute Trade-Offs and Technological Progress in the 
Automobile Sector.” American Economic Review 101(7): pp. 3368–3399, Docket EPA-HQ-OAR-2010-0799-
11946; Klier, T. and Linn, J. (2016). “The Effect of Vehicle Fuel Economy Standards on Technology Adoption.” 
Journal of Public Economics 133: 41-63; McKenzie, D. and Heywood, J. B. (2015). “Quantifying efficiency 
technology improvements in U.S. cars from 1975-2009.” Applied Energy 157: 918-928; Wang, Y. (2016). “The 
Impact of CAFE Standards on Automobile Innovation in the US.” Working paper. 

72 National Renewable Energy Laboratory (2015). "Consumer Views towards Willingness to Pay, PEV Range, and 
Fuel Economy." ORC Study #724328, August 6-9, 2015. 

73 Bainwol, Mitch (2016). "Consumers and Fuel Economy." CAR Management Briefing Seminars, 
http://www.cargroup.org/assets/speakers/presentations/370/bainwol2.pdf , accessed 11/3/2016. 

http://www.cargroup.org/assets/speakers/presentations/370/bainwol2.pdf
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The Union of Concerned Scientists, NRDC, and American Council for an Energy-Efficient 
Economy take a very different stance that EPA should use the performance characteristics of the 
reference fleet from the MY2017-25 FRM.  In their view, automakers could have used 
improvements in performance in the last few years instead to reduce GHG emissions; 
automakers themselves are increasing the costs of the standards by investing in performance. 
EPA instead is using the most recent baseline fleet to develop its reference fleet. 

Achates Power, Blue-Green Alliance, Business for Innovative Climate and Energy Policy, 
Coalition for Clean Air, Exa Corporation, the National Association of Clean Air Agencies, the 
Northeast States for Coordinated Air Use Management, NRDC, and Environmental 
Entrepreneurs support the idea that the standards promote innovation.  Toyota agrees with this 
possibility, but considers the program not to have succeeded in doing so.  American Petroleum 
Institute and Manufacturers of Emission Controls Association (MECA) encourage EPA "to 
refrain from picking technology winners and losers."  In response, we note that the standards are 
performance-based to avoid picking winners and losers.  The Alliance of Automobile 
Manufacturers points out that the industry innovates in many ways.  EPA agrees; it is a strength 
of the standards that automakers may respond (and have responded) in diverse ways.  The 
Alliance raises concerns that patents may protect some innovations; EPA agrees that in principle 
patent protection may limit the application of certain technologies, but it does not appear to have 
limited availability of applications to date.  Patent holders may license their innovations for 
others to use.  The Alliance considers innovations in new features, such as connectivity, to 
compete with fuel efficiency for incremental customer spending. EPA disagrees that such 
features need to be traded off, because the efficiency technologies are the only features that 
provide fuel savings that pay for themselves. BorgWarner, Ford, Global Automakers, and MECA 
point out that program flexibilities such as averaging, banking, and trading encourage early 
compliance and broader adoption of new technologies, but express concerns that limits on off-
cycle credits may limit innovation.  As discussed in Section B.3.4  , below, EPA seeks verifiable 
emissions reductions for off-cycle credits to ensure reductions in GHG emissions. 

Resources for the Future argues that EPA confuses innovation--development of new 
technologies--with adoption of existing technologies, and argues that existing research is based 
on adoption of existing technologies.  It criticizes EPA for claiming that the standards promote 
innovation when they instead promote adoption.  This is a puzzling argument, because the 
studies of these tradeoffs are not capable of distinguishing between innovation and adoption. In 
those studies, advances in technology are measured as the ability of vehicles, over time, to have 
simultaneous improvements in fuel economy, power, and weight; these studies cannot identify 
why those changes occur.  EPA's technology and cost analysis is based primarily on technologies 
that already exist, with a cost adjustment for learning over time.  As discussed in Section 
Appendix A  , automakers are both developing new technologies and making wider use of 
existing efficiency technologies.  Performance-based standards provide flexibility to automakers 
to choose technology combinations that best advance their product plans.  

For these reasons, EPA has continued holding other vehicle attributes constant. As this 
discussion has shown, EPA agrees with some commenters that it is possible that the standards 
could lead to opportunity costs in terms of reduced power or other adversely affected vehicle 
attributes.  These adverse effects are not a necessary consequence of the standards: EPA has 
included the costs of avoiding adverse effects in its estimates.  At the same time, as in the case of 
the Ford F-150, the standards could induce major innovations that may be used in part to 
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mitigate those opportunity costs, and that may in addition lead to ancillary benefits to consumers.  
If vehicle attributes do change in response to the standards, either as benefits or costs, it would 
be desirable to reflect these changes in the benefit-cost analysis of the standards. Measuring the 
net effect on consumer impacts requires estimates of the values of these attributes to consumers. 

The most common sources of estimates of willingness to pay for these attributes are models, 
such as those discussed in Section B.1.3.4  , developed to understand vehicle purchase decisions. 
These studies quantitatively estimate the role of various vehicle characteristics, such as size, 
power, and fuel economy, in those purchase decisions.  The parameters estimated for these 
characteristics can usually be used to derive estimates of the value–the willingness to pay 
(WTP)--of each attribute to consumers.  It is common in this literature, though, for the 
researchers themselves not to have done the WTP calculation.  In a 1988 study, Greene and Liu74 
reviewed the literature to that time; they found, “The dispersion of estimated attribute values 
both within and across models is striking,” varying by factors of 5 to 10 or more; for 
performance, they considered the variation “wild. from -$8 to $4,081 per 0.01 cubic inches per 
pound.”  To our knowledge, there has not been a study since that time that has done a 
comprehensive review of consumers’ willingness to pay for vehicle attributes.75 

To better understand the market implications of changes in other vehicle attributes, EPA has 
commissioned an assessment of the willingness to pay (WTP) for a wide range of vehicle 
attributes, such as fuel economy, performance, size, and comfort.  The goal is to determine 
whether there are robust WTP values that could be used for monetizing at least some of the 
opportunity costs and ancillary benefits.  This study estimates the WTP for attributes from 
published models of vehicle demand.76  Though the results are not yet peer reviewed, and should 
thus be considered preliminary, they generally indicate a lack of consensus in the existing 
literature for WTP values.  For instance, even after dropping a few extreme outliers, estimates of 
the WTP for a reduction in 0-to-60 acceleration time range from about -$1,000 to over $2,000 
per second. See Chapter 4.1.5 of the TSD for more detail.  Sources of variation include the time 
span of the data used in each study, the sources of the data, the methods used to estimate the 
effect of acceleration on demand, other characteristics included in each study, and the metric 
used for acceleration.  For other attributes studied, including various measures of comfort, fuel 
type, size, range, and fuel cost, the variation is often wider.  This high variation does not 
currently provide clear guidance for estimating the costs or benefits associated with changes in 
other vehicle attributes due to the standards.  

 

 

 

                                                 
74 Greene, David, and Jin-Tan Liu (1988). “Automotive Fuel Economy Improvements and Consumers’ Surplus.” 

Transportation Research A 22A(3): 203-218. Docket EPA-HQ-OAR-2010-0799-0703. 
75 Greene, David (2010). “How Consumers Value Fuel Economy: A Literature Review.” EPA-420-R-10-008, 

Docket EPA-HQ-OAR-2010-0799-0 conducted a review of consumers’ willingness to pay for one attribute, fuel 
economy, and found wide ranges of values. 

76 Greene, David, Anushah Hossein, and Robert Beach (2016). "Consumer Willingness to Pay for Vehicle 
Attributes: What is the Current State of Knowledge?" RTI International Final Report, Work Assignment 4-11, 
EPA Contract EP-C-11-045. 
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B.1.5  Consumer Response to Vehicles Subject to the Standards 

B.1.5.1  Recent New Vehicles  

B.1.5.1.1  Sales  

One measure of consumer response to the vehicles subject to the standards is the effects of the 
standards on vehicle sales.  As discussed in Section B.1.3.3  , it is difficult to separately identify 
the effects of the standards on vehicles sales from the effects of recovery from recession using 
currently available data and methods.  It at least appears that the standards did not prevent 
recovery of auto sales from the recession, but it is not possible to say whether the standards 
helped or hindered that recovery. 

B.1.5.1.2  Evaluations from Professional Auto Reviewers 

Another way that EPA is examining the effects of the standards on new vehicles is through 
analysis of the evaluations that professional auto reviewers give to fuel-saving technologies.77  
Auto reviews are a readily available and public source of information about the advantages and 
disadvantages of new vehicle models.  We have focused on professional automobile reviews 
because professional reviewers have experience evaluating vehicle technologies and are expected 
to identify any potential drawbacks to consumers (i.e., hidden costs) if they exist.  Although 
reviewers may not respond to vehicle technologies in the same way that vehicle owners will, it 
seems reasonable to expect that, if there are significant problems for particular technologies, 
reviewers will comment on them. 

Initially, EPA commissioned RTI International to conduct a content analysis of auto reviews 
for MY2014 vehicles from six major websites that conduct professional auto reviews: 
Automobile Magazine, Auto Trader, Car and Driver, Consumer Reports, Edmunds, and Motor 
Trend.78  Content analysis is a research technique that breaks text into pre-defined sub-units that 
can be categorized and analyzed into specified definitional codes.79  Staff at RTI read each auto 
review from a professional reviewer (reader reviews or comments were not included in the 
study) and coded each mention of specific fuel-saving technologies for whether the reviewer 
evaluated it as positive, negative, or neutral. In addition, they coded mentions of a number of 
operational characteristics, such as handling, acceleration, and noise.  The initial dataset included 

                                                 
77 Helfand, Gloria, Michael McWilliams, Kevin Bolon, Lawrence Reichle, Mandy Sha, Amanda Smith, and Robert 

Beach (2016). “Searching for Hidden Costs: A Technology-Based Approach to the Energy Efficiency Gap in 
Light-Duty Vehicles.” Energy Policy 98: 590-606, http://dx.doi.org/10.1016/j.enpol.2016.09.014. 

78 Sha, Mandy, and Robert Beach (2015). “Content Analysis of Professional Automotive Reviews.” Final Report, 
Work Assignment 3-01, EPA Contract Number EP-C-11-045; Helfand, Gloria, Michael McWilliams, Kevin 
Bolon, Lawrence Reichle, Mandy Sha, Amanda Smith, and Robert Beach (2016). "Searching for Hidden Costs: A 
Technology-Based Approach to the Energy Efficiency Gap in Light-Duty Vehicles." Energy Policy 98: 590-606, 
http://dx.doi.org/10.1016/j.enpol.2016.09.014. 

79 There are many descriptions of content analysis and its evolution as a research methodology; see Helfand et al. 
(2016), footnote 77, for background and citations.  
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1023 reviews.  After further review of the data, the final set includes 1,003 separate reviews, 
containing 3,535 separate evaluations of various fuel-saving technologies.80 

Table B.1 shows the results aggregated to the review level.81  For each technology, positive 
evaluations exceed negative evaluations.  Indeed, in the aggregate, negative evaluations are less 
than 20 percent of the totals.  Even the most negatively reviewed technologies–continuously 
variable transmissions (51 percent positive) and stop-start (59 percent positive)–have majority 
positive evaluations.  These results suggest that it is possible to implement these technologies 
without significant hidden costs.  The NAS report suggests a similar conclusion: “’It is not 
technology per se that generates new problems, but rather its integration and execution,’ Neal 
Oddes, Director of Product Research and Analysis at J.D. Power, noted (Janes 2013), an 
observation that could be made for some of the fuel-saving technologies being launched today” 
(p. 9-21). 

                                                 
80 The initial dataset inadvertently contained reviews of 15 vehicles not subject to the standards, primarily medium-

duty trucks that had not previously been eliminated. In addition, due to issuance of a notice of violation about the 
compliance of some Volkswagen diesel engines with emissions standards, we dropped 5 reviews of those 
vehicles. 

81 Each review could contain mentions of more than one technology, or even multiple mentions of the same 
technology. The review-level results aggregate all like mentions of a technology in one review. For instance, if a 
review contains 3 positive mentions of turbocharging, the review-level results count them as 1 positive mention. 
If the review contains 3 positive mentions and 1 negative mention, at the review level these are counted as 1 
positive and 1 negative mention. The data were analyzed both at the level of individual codes, and aggregated to 
review. With the results very similar, we here focus on the review-level results. See Helfand et al. (2016), 
footnote 77, for more detail, including code-level results. 
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Table B.1  Efficiency Technology’s Positive, Negative, or Neutral Evaluations by Auto Reviews 

Efficiency Technology Categories Coding Level Negative Neutral Positive Total 

Active Air Dam Active air dam - - - - 6 100% 6 

Active Grill Shutters Active grill 
shutters - - - - 1 100% 1 

Active Ride Height Active ride height - - 1 33% 2 67% 3 

Electric Assist or Low Drag Brakes Electric assist or 
low drag brakes 1 14% 3 43% 3 43% 7 

Lighting - LED Lighting-LED 1 5% 2 10% 17 85% 20 

Low Rolling Resistance Tires Low rolling 
resistance tires 4 24% 5 29% 8 47% 17 

Mass Reduction Mass reduction - - 9 12% 65 88% 74 

Passive Aerodynamics Passive 
aerodynamics 4 10% 7 18% 29 73% 40 

Powertrain 

Engine 

Cylinder 
deactivation 1 3% 4 11% 30 86% 35 

Diesel 7 12% 9 15% 44 73% 60 
Electronic power 
steering 45 22% 42 20% 121 58% 208 

Full electric 2 9% 6 27% 14 64% 22 
GDI 6 9% 6 9% 54 82% 66 

General Engine 104 16% 95 15% 443 69% 642 

Hybrid 16 23% 10 14% 45 63% 71 
Plug-in hybrid 
electric 4 14% 6 21% 18 64% 28 

Stop-start 14 27% 7 14% 30 59% 51 
Turbo-charged 20 9% 23 10% 180 81% 223 

General 
Powertrain 

General 
Powertrain 8 8% 19 18% 78 74% 105 

Transmission 

CVT 35 31% 20 18% 57 51% 112 
DCT 16 24% 10 15% 42 62% 68 
General 
Transmission 30 18% 26 16% 108 66% 164 

High speed 
automatic 60 14% 81 20% 273 66% 414 

    Total 378 16% 391 16% 1,668 68% 2,437 
 

Further evaluation of the data involves looking at correlations between evaluations of each 
technology and a range of operational characteristics (handling, acceleration, noise, etc.).  In 
particular, this evaluation assesses how the technologies are related to negative evaluations of 
these characteristics.  If adoption of these technologies produces hidden costs (i.e. involves 
tradeoffs with other vehicle attributes valued by consumers), the research premise is that the 
technologies should be positively correlated with negative evaluations of operational 
characteristics.  The results do not reveal much evidence of such correlation.  When correlations 
exist, often they are not statistically robust; their statistical significances change depending on 
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what covariates are considered.  For instance, seven technologies have at least one statistically 
significant correlation with the characteristic of acceleration capability in six versions of the 
model, but only one (continuously variable transmissions) has a statistically significant 
correlation across all six model versions (its existence is correlated with negative effects on 
acceleration capability).  At the same time, in five of six models, the existence of stop-start 
technology is significantly associated with reduced probability of negative evaluations of 
acceleration capability.  Indeed, across all characteristics, there are more instances of fuel-saving 
technologies associated with lower probabilities of negative evaluations of characteristics than 
with increased negative evaluations.  In addition, negative evaluations of characteristics are more 
likely if the technology itself has a negative evaluation--in other words, it seems that a bad 
implementation of the technology is associated with bad characteristics, rather than there being 
some inherent problem in the technology.  If it is possible to implement a technology to avoid 
hidden costs, as these data suggest, then automakers should be able to improve implementation 
over time; in such a circumstance, any problems with hidden costs may be temporary. 

Since then, EPA has repeated this analysis for MY2015 vehicles.82  This analysis used the 
same method as the MY2014 analysis, with the exception that it included an additional website, 
Cars.com, which has a substantial number of viewers.  Table B.2  reports the results aggregated 
to the review level for MY2015 vehicles.  Similar to the results of MY2014 vehicles, positive 
evaluations exceed negative evaluation for each technology.  Some technologies have limited 
samples in MY2014 or MY2015 data, such as plug-in hybrid electric, full electric, passive 
aerodynamics, and low resistance tires, and thus the results might not be well represented.  We 
combine the two datasets and report the results aggregated to the review level in Table B.3.  
Given a larger sample size, the results are more creditable for those technologies that had small 
sample size in each model year.  The results indicate that, for all technologies reviewed, positive 
evaluations outnumber negative evaluations, and the conclusion is consistent to the results only 
using MY2014 data. 

As with the MY2014 data, we further analyzed the data to look for associations between 
operational characteristics and the technologies.  In particular, we examined whether negative 
evaluations of operational characteristics--hidden costs--are correlated with the presence of the 
efficiency technologies.  Table B.4 summarizes, at a very high level, the results of numerous 
tests of the relationship between each technology and each operational characteristic.  In the 
table, a positive, statistically significant coefficient indicates that the existence of a technology is 
correlated with the likelihood of hidden costs; a negative coefficient indicates that the presence 
of the technology is associated with a reduced probability of hidden costs.  As the row labels 
show, we explored different controls on the regressions, to check for consistency of results.  The 
results indicate that, out of 462 possible combinations of 22 operational characteristics and 21 
technologies, only about 25 percent or fewer of the combinations have a statistically significant 
relationship.83  This is not surprising; for instance, LED lights are not expected to be associated 
with handling or acceleration. Of the roughly 100 statistically significant coefficients across the 

                                                 
82 Sha, Mandy, and Robert Beach (May 2016). “Content Analysis of Professional Automotive Reviews: Model Year 

2015, Work Assignment 4-08 Final Report.” RTI International; Huang, Hsing-Hsiang, and Gloria Helfand (2016). 
"Content Analysis of Auto Reviews using MY2014 and MY2015 Data." U.S. EPA Office of Transportation and 
Air Quality, Memorandum to Docket. 

83 We exclude the General Engine, Transmission, and Powertrain categories because they are not specifically fuel-
saving technologies. 
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different specifications, about 4 out of 5 are negative, indicating that the technology is associated 
with a lower probability of hidden costs.  In other words, the probability of obtaining a negative 
evaluation of operational characteristics is lower in the presence of fuel-saving technologies, is 
substantially greater than fuel-saving technologies being correlated with increased likelihood of 
hidden costs.  That is, the use of fuel-saving technologies is more consistently associated with 
positive or neutral evaluations of characteristics than with negative characteristics.  

TSD Chapter 4.2.2 provides greater detail about these combined results. 

Table B.2  Efficiency Technology’s Positive, Negative, or Neutral Evaluations by Auto Reviews for MY2015 
Vehicles 

Efficiency Technology Categories Coding Level Negative Neutral Positive Total 

Fuel Cell Fuel Cell - - - - 1 100% 1 
Active Air Dam Active air dam 0 - 0 - 0 - 0 

Active Grill Shutters Active grill 
shutters 1 14% 0 0% 6 86% 7 

Active Ride Height Active ride height 0 - 0 - 0 - 0 

Electric Assist or Low Drag Brakes Electric assist or 
low drag brakes 0 0% 0 0% 2 100% 2 

Lighting - LED Lighting-LED 0 0% 1 4% 25 96% 26 

Low Rolling Resistance Tires Low rolling 
resistance tires 4 31% 1 8% 8 62% 13 

Mass Reduction Mass reduction 3 6% 2 4% 43 90% 48 

Passive Aerodynamics Passive 
aerodynamics 2 11% 0 0% 17 89% 19 

Powertrain 

Engine 

Cylinder 
deactivation 4 16% 3 12% 18 72% 25 

Diesel 5 28% 2 11% 11 61% 18 
Electronic power 
steering 22 14% 19 12% 116 74% 157 
Full electric 0 0% 3 15% 17 85% 20 
GDI 4 6% 6 9% 55 85% 65 

General Engine 117 16% 84 12% 509 72% 710 

Hybrid 10 21% 5 11% 32 68% 47 
Plug-in hybrid 
electric 4 22% 3 17% 11 61% 18 

Stop-start 15 31% 9 19% 24 50% 48 
Turbo-charged 43 13% 35 10% 264 77% 342 

General 
Powertrain 

General 
Powertrain 27 22% 13 10% 84 68% 124 

Transmission 

CVT 38 30% 14 11% 75 59% 127 
DCT 18 17% 10 10% 77 73% 105 
General 
Transmission 50 33% 24 16% 78 51% 152 

High speed 
automatic 96 20% 76 16% 310 64% 482 

    Total 463 18% 310 12% 1,783 70% 2,556 
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Table B.3  Efficiency Technology’s Positive, Negative, or Neutral Evaluations by Auto Reviews for Combined 
MY2014-2015 Data 

Efficiency Technology Categories Coding Level Negative Neutral Positive Total 

Fuel Cell Fuel Cell 0 0% 0 0% 1 100% 1 
Active Air Dam Active air dam 0 0% 0 0% 6 100% 6 

Active Grill Shutters Active grill 
shutters 1 13% 0 0% 7 88% 8 

Active Ride Height Active ride height 0 0% 1 33% 2 67% 3 

Electric Assist or Low Drag Brakes Electric assist or 
low drag brakes 1 11% 3 33% 5 56% 9 

Lighting - LED Lighting-LED 1 2% 3 7% 42 91% 46 

Low Rolling Resistance Tires Low rolling 
resistance tires 8 27% 6 20% 16 53% 30 

Mass Reduction Mass reduction 3 2% 11 9% 108 89% 122 

Passive Aerodynamics Passive 
aerodynamics 6 10% 7 12% 46 78% 59 

Powertrain 

Engine 

Cylinder 
deactivation 5 8% 7 12% 48 80% 60 
Diesel 12 15% 11 14% 55 71% 78 
Electronic power 
steering 67 18% 61 17% 237 65% 365 
Full electric 2 5% 9 21% 31 74% 42 
GDI 10 8% 12 9% 109 83% 131 

General Engine 221 16% 179 13% 952 70% 1,352 
Hybrid 26 22% 15 13% 77 65% 118 
Plug-in hybrid 
electric 8 17% 9 20% 29 63% 46 
Stop-start 29 29% 16 16% 54 55% 99 
Turbo-charged 63 11% 58 10% 444 79% 565 

General 
Powertrain 

General 
Powertrain 35 15% 32 14% 162 71% 229 

Transmission 

CVT 73 31% 34 14% 132 55% 239 
DCT 34 20% 20 12% 119 69% 173 
General 
Transmission 80 25% 50 16% 186 59% 316 
High speed 
automatic 156 17% 157 18% 583 65% 896 

    Total 841 17% 701 14% 3,451 69% 4,993 
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Table B.4  Summary of Estimation Results Using Linear Probability Model for MY2014-15 Data using 
Different Specification 

Specification  
(Dependent variable: Indicator variable = 1 if obtaining negative 
evaluation on an operational characteristics; otherwise 0)  

Number of Statistically 
Significant Positive 
Coefficients 

Number of Statistically 
Significant Negative 
Coefficients 

MY2014 data with class, make, and website fixed effects 15 62 
MY2015 data with class, make, and website fixed effects 19 79 
Combined data with class, make, and website fixed effects 19 95 
Combined data with class, make, website, year, website-by-year, 
and class-by-year fixed effects 24 81 
Combined data with class, make, website, year, website-by-year, 
and make-by-year fixed effects 25 83 
Combined data with class, make, website, year, website-by-year, 
class-by-year, and make-by-year fixed effects 24 75 

 

These findings on the relationship of technologies to hidden costs or hidden benefits have 
some limitations.  They appear sensitive to how the analysis is done, and the magnitudes are 
often small.  Perhaps more importantly, it is not possible to determine whether the technologies 
themselves cause these effects, or whether these associations are due to the vehicles in which the 
technologies are installed.  For instance, perhaps stop-start was put in vehicles that would have 
had better acceleration even without it. As a result, this research is not able to disprove the 
possibility of hidden costs (or benefits).  

In addition, this research cannot determine what, if any, additional costs may have been 
incurred to mitigate problems with the technologies.  It is possible that manufacturers, knowing 
of potential tradeoffs (or synergies) associated with a particular technology, modified more than 
just the fuel saving aspect of the vehicle.  For instance, if it is well known that a particular fuel 
efficient technology reduces power, an auto manufacturer may add features to the vehicle to 
neutralize this tradeoff before rolling the vehicle out to the consumer.  As previously stated, EPA 
has included in its costs the estimated costs of maintaining vehicle performance and utility.  We 
have not included estimates of effects on other attributes, either positive or negative, in part 
because of the difficulties of identifying and measuring these effects, and in part due to the wide 
ranges of estimates for the values of other attributes. 

Note that this research examines how professional auto reviewers respond to these 
technologies, rather than how vehicle buyers respond.  If the public tends to be more critical than 
the reviewers, these results may understate negative consumer response. In addition, reviewers 
spend much less time with any one vehicle than a vehicle owner; something that a reviewer may 
not notice in a few hours of test driving may become significant to an owner over time.  On the 
other hand, we expect professional auto reviewers, as experts, to be aware of vehicle 
characteristics and technologies more than the general public.  Thus, consumer response to these 
technologies may be either more or less critical than reviewer response. 

In comments on the Draft TAR, Global Automakers suggests that it is "without support" that 
implementation may be the cause of poor evaluations.  We disagree that the finding lacks 
support.  As discussed in Helfand et al. (2016), we base this finding on two factors.  First, the 
majority of uses of each technology received positive evaluations.  It thus seems possible to 
implement each of technologies well. Secondly, as discussed above, we looked for correlations 
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between operational characteristics and the existence of each technology, as well as correlations 
between operational characteristics and badly reviewed technologies.  The latter had more 
correlations.  One interpretation of this result is that poorly implemented technologies are 
associated with more problems than the existence of the technology.  In addition, TSD Chapter 
4.2.2 provides evaluation results for each technology for each manufacturer; the figures show 
that the proportions of negative evaluations for specified technologies vary across manufacturers. 
For instance, for stop-start technology, 50 percent and 36 percent of the evaluations are negative 
for Subaru and BMW, respectively, while Chevrolet, Ford, Honda, and Toyota have zero 
negative evaluations.  These findings suggest, though they do not prove, differences in 
implementation across manufacturers.  As Helfand et al. (2016) and we emphasize, this work is 
not conclusive.  We nevertheless believe that, if there were technologies with significant inherent 
problems, this method would have found evidence of those problems. 

The Alliance of Automobile Manufacturers raises several questions about the analysis, which 
we respond to here: 

• Do the reviewers represent customers' views of the technologies?  As discussed 
above, we do not have evidence of the relationship between customers' and reviewers' 
views of the technologies, except that potential vehicle buyers use these websites.  As 
discussed in Helfand et al. (2016), the sites chosen were specifically those that people 
use frequently; if the sites do not provide insights that potential buyers consider 
useful, they would probably not be used so frequently.  We note that automakers cite 
some of the same sources in their marketing materials: for instance, Chevrolet, on its 
website, positions several of its vehicles in front of a wall with awards from 
companies including Car & Driver;84 Ford points out its awards from 
Edmunds.com;85 Fiat Chrysler highlights that AutoTrader.com named its MY2015 
Chrysler 200 a "Must Test Drive vehicle."86  We expect that these reviews help 
potential buyers form expectations about the vehicles. 

• Do the reviews disproportionately reflect performance vehicles? Helfand et al. (2016) 
discusses the vehicles in the reviews.  At the make level, the number of reviews is 
approximately proportional to the number of models offered, but it is not proportional 
to sales.  In the regression analyses, we controlled for make, vehicle class, and 
website (and year, in the merged dataset), in order to avoid the effects of those 
characteristics on the results. 

• For a number of the technologies, the sample sizes were small, which may reduce the 
ability to identify statistically significant relationships between technologies and 
operational characteristics.  We agree that small sample sizes make it harder to 
identify such relationships.  In part for that reason, as discussed above, we conducted 
a new analysis for MY2015 vehicles. In the pooled sample, 46 percent of 

                                                 
84 "Chevy's Innovative Vehicle Features." http://www.chevrolet.com/features-and-awards.html, accessed 

10/17/2016. 
85 "Ford Mustang, F-150 Take Home Most Popular on Edmunds.com Awards." 

https://media.ford.com/content/fordmedia/fna/us/en/news/2016/01/04/ford-mustang-f150-take-home-most-
popular-on-edmunds-com.html , accessed 10/17/2016. 

86 "Chrysler 200 Ratings." http://www.chrysler.com/en/awards/ , accessed 11/3/2016. 

https://media.ford.com/content/fordmedia/fna/us/en/news/2016/01/04/ford-mustang-f150-take-home-most-popular-on-edmunds-com.html
https://media.ford.com/content/fordmedia/fna/us/en/news/2016/01/04/ford-mustang-f150-take-home-most-popular-on-edmunds-com.html
http://www.chrysler.com/en/awards/
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technologies have sample sizes greater than 100 evaluations (which, of course, is 
itself an arbitrary value); almost 80 percent of technologies have more than 30 
evaluations.  If some technologies had problems inherent in their use, we expect that 
these sample sizes would be sufficient to identify them. 

• Are there still problems if a large proportion, though less than 50 percent, of 
evaluations are negative?  We agree that bad reviews of any vehicle technology, or 
vehicle, suggest problems that automakers may need to address.  The question that 
this study raised was whether such problems are unavoidable, or whether it is possible 
for automakers to fix the problems.  Our analysis suggests that it is possible to use 
any of the technologies in a way that achieves positive or neutral ratings.  We would 
expect this result: automakers would be expected to minimize problems, and to use 
technologies that work well in each model.  Though some specific vehicles may have 
problems yet to be solved, the findings for other vehicles suggest that it is possible to 
solve them.  

• With the standards increasing in stringency each year, might lead times be 
insufficient to vet or improve technologies, and for consumers to accept the 
technologies?  As discussed in Appendix Section C.1  , EPA projects that the 
standards may be met mostly using advanced gasoline engines, which reduces 
problems with consumer acceptance since most of these technologies are already in 
some portion of the fleet today, and will become more widespread by 2025.  The 
standards were developed taking lead time into consideration.  

Fiat Chrysler (FCA) mischaracterizes the study as citing "automotive journalists" writing 
"automotive enthusiast articles."  As discussed in Helfand et al. (2016), the analysis specifically 
used auto reviews (not news stories) from websites that received high numbers of views.  That 
article discusses the benefits and limitations of this approach. In addition to raising the Alliance's 
questions about whether the reviewers' opinions reflect those of vehicle owners and a possible 
emphasis on performance vehicles (see above responses), FCA points out that the analysis does 
not indicate magnitude of the problem.  As discussed in Helfand et al., this was an analytical 
choice, to reduce any bias that might result from different evaluation styles of reviewers. Some 
reviewers may be more enthusiastic in style than others; by limiting coding to positive, neutral, 
and negative, the study reduced the influence of different writing styles.  We agree that the study 
does not indicate magnitudes.  Finally, FCA points out that the negative reviews could be 
associated with various operational characteristics, such as feel or performance.  We agree; 
Helfand et al. (2016) details its analysis of associations between the technologies and the 
operational characteristics.  It found more positive associations with the existence of the 
technologies than negative associations, and there were more negative associations with 
negatively reviewed technologies than with the existence of the technologies.  The above 
discussion provides similar results for the pooled MY2014-2015 data.  As noted, Helfand et al. 
use this evidence to suggest that it is possible to implement these technologies well. If it is 
possible, the authors expect that automakers will improve their implementation over time. 

B.1.5.1.3  Consumer Responses to New Vehicles  

Another potential source of information on consumer response to vehicles subject to the GHG 
and fuel economy standards can come from survey research on consumer response to new 
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vehicles.  Consumers Union analyzed the relationship between its tested fuel economy values 
and responses on consumer satisfaction from Consumer Reports (CR) members who owned a 
tested vehicle.87  It finds a statistically significant positive correlation between rated fuel 
economy and overall satisfaction with the vehicles, controlling for year, mechanical problems, 
price, acceleration, and CR's Road Test Score.  It also finds a positive correlation between 
individually reported fuel economy and overall satisfaction.  

Some market research firms conduct surveys of new vehicle buyers.  These surveys, typically 
conducted a few months after purchase of a new vehicle, ask the buyer’s views on a wide range 
of vehicle attributes.  Several commenters encourage EPA to utilize such materials in its 
evaluation. Toyota, the Alliance of Automobile Manufacturers, and Fiat Chrysler specifically 
claim, incorrectly, that one company is endorsed by the NAS; instead, NAS commented that, 
"The most reliable information about consumer preferences comes from surveys of drivers who 
have made a recent new car purchase," and cite the one company as an example.88  The Alliance, 
Global Automakers, the National Automobile Dealers Association, and Fiat Chrysler cite 
findings from Strategic Vision, one company that conducts these surveys, that fuel economy may 
not be the primary consideration in consumers’ vehicle purchase decisions.  While it is likely that 
lower fuel prices are a major factor in this result, it is possible that standards have also 
contributed to this finding: the vehicles with attributes that they seek are now more efficient.  
The National Academy of Sciences, in reviewing a number of surveys of the role of fuel 
economy in vehicle purchases, observes that "while consumers value fuel economy, they do so in 
the context of other attributes they also value."89  As discussed in Section B.1.2  , EPA and the 
NAS find that the role of fuel economy in consumer purchase decisions is not well understood.  
Though these commenters appear to have access to at least one of these sets of survey results, 
they do not otherwise provide insights from these results on consumer response to vehicles 
subject to the standards. 

B.1.5.2  MY2022-25 Vehicles  

To date, we have not found evidence that the standards have posed significant obstacles to 
consumer acceptance: vehicle sales are very strong, and we have not found evidence of inherent 
"hidden costs" of the technologies to vehicles, at the same time that the auto industry as a whole 
has over-complied with the standards (see the Proposed Determination document Section I.A).90  
As the standards continue to become more stringent, though, there will be both greater 
application of existing technologies to new vehicles, and new or improved technologies are 

                                                 
87 Hazel, Malcolm, Michael Saccucci, Keith Newsom-Stewart, and Martin Romm (2016). "Investigation of 

Relationship between Fuel Economy and Owner Satisfaction." Consumers Union, 
http://consumersunion.org/research/investigation-of-relationship-between-fuel-economy-and-owner-satisfaction/ , 
accessed 11/3/2016. 

88 National Research Council (2015). Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-
Duty Vehicles. Washington, D.C.: The National Academies Press, 9-26. 

89 National Research Council (2015). Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-
Duty Vehicles. Washington, D.C.: The National Academies Press, 9-28. 

90 Design elements of program, such as targeting emissions rather than specific technologies, averaging and banking 
credits, and allowing credit trades, are intended to and are expected to have facilitated compliance by providing 
manufacturers with great flexibility in meeting the standards.   

http://consumersunion.org/research/investigation-of-relationship-between-fuel-economy-and-owner-satisfaction/
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likely to be developed.  As discussed in Section B.1.3.2.3   and TSD Chapter 4.1, these standards 
themselves may be contributing to innovation that would not have happened in their absence. As 
a result, it is difficult to extrapolate to future technologies from findings related to existing ones.   

There is, of course, uncertainty about which technologies will be necessary (or which will be 
selected by individual OEMs) to achieve the MY2022-25 standards.  In SectionC.1.1.3  , EPA 
projects that the standards can be achieved primarily with gasoline vehicles; it estimates only 
about 2 percent penetration of strong hybrids, 2 percent of plug-in hybrid-electric vehicles, and 3 
percent of battery electric vehicles (BEVs).  The NAS also expects the spark-ignition gasoline 
engine to dominate the auto market through, and beyond, 2025.91  For these vehicles, the effects 
of the standards on consumer acceptance depend on the costs, effectiveness, and potential 
tradeoffs or synergies of those technologies with other attributes; there is already an established 
infrastructure for fuel availability.  If the standards can be achieved primarily with greater 
penetration of existing technologies, we have no evidence of significant problems for consumer 
acceptance.  On the other hand, if the standards can be achieved only with increased utilization 
of new technologies, these new technologies could raise the possibility of new challenges.  

As discussed in Appendix Section Appendix A  , many of the automakers expressed concern 
in their comments on the Draft TAR that more electrification will be needed than EPA estimated.  
They point out that sales of hybrid (HEV) and plug-in electric vehicles (PEV) has dropped with 
current low gasoline prices.  With gasoline prices not expected to rise rapidly in the time frame 
of the Midterm Evaluation, they are concerned that they will not be able to sell the vehicles 
needed to meet the standards. Tesla, International Council on Clean Transportation, Nextgen 
Climate America, and Faraday Future, in contrast, suggest that consumer acceptance of 
electrified vehicles is rising rapidly, especially with longer-range PEVs becoming less expensive. 
Tesla suggests that EPA should tighten the standards, to encourage both advanced gasoline 
technologies and PEVs. Faraday Future and Consumer Federation of America cite survey 
evidence that interest is growing in PEVs, especially among young people.  The International 
Council on Clean Transportation points out that the prospects for PEVs have improved in recent 
years, and that many companies are deploying this technology.  Nextgen Climate America says 
that PEVs can offer greater benefits than assumed in the Draft TAR.  The National Association 
of Clean Air Agencies points to rapid growth in sales of hybrid and electric vehicles in the states 
that have adopted California's Zero Emission Vehicle program, as well as other states.92 

Section IV.3 of the Proposed Determination document and Section C.1.1.3  finds, consistent 
with the NAS and the Draft TAR, that only low levels of electrification are needed to meet the 
standards.  The standards give automakers flexibility in how to meet the standards; they may 
choose more electrification than EPA projects, or they may use advanced conventional gasoline 
technology and avoid many of the concerns with a change to electrified vehicles.  

Some auto industry comments argue that reduced sales of HEVs in response to lower fuel 
prices reflect the difficulty of meeting the standards.  As Section Appendix A  discusses, many 
gasoline technologies are reducing fuel consumption and GHG emissions without the use of 

                                                 
91 National Research Council (2015). Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-

Duty Vehicles. Washington, D.C.: The National Academies Press, p. S-4. 
92 Connecticut, Maine, Maryland, Massachusetts, New Jersey, New York, Oregon, Rhode Island, and Vermont have 

adopted the California Zero Emission Vehicle program. 
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strong hybrid technology; indeed, some conventional vehicles have fuel economy and GHG 
emissions approaching the levels of HEVs.  Moreover, thus far in the first four years of the 
program, the industry has outperformed the standards, as summarized in the Proposed 
Determination Document Section I.A, and did so with minimal levels of electrification.  

EPA has, however, carefully analyzed the issue of consumer acceptance of electrified 
vehicles.  The following discussion focuses on consumer acceptance of PEVs (and fuel-cell 
electric vehicles, FCEVs) in particular because they require different fueling infrastructures.  As 
noted above, some states, led by California, are requiring greater use of PEVs and FCEVs for 
meeting state air quality and greenhouse gas targets, and these vehicles are also included in 
automaker fleets that are subject to the National Program.  If BEVs become a more important 
part of the compliance strategy for the 2022-2025 standards, then their unique features--in 
particular, the need for infrastructure and the associated concerns over vehicle range, as well as 
differences (many positive) in other attributes--are likely to have an effect on consumer 
acceptance.   

The National Program standards are performance-based; there is no mandate under the 
National Program for any manufacturer to use any particular kind of technology, or for any 
consumer to choose, any particular kind of vehicle.  If the variety of vehicles in the conventional 
fleet does not shrink, the availability of PEVs should not reduce consumer welfare compared to a 
fleet with no PEVs: increasing options should not reduce consumer well-being, because other 
existing options still are available.  An individual consumer will buy a PEV only if the price and 
characteristics of the vehicle make it more attractive to her than other vehicles. Global 
Automakers points out the "unprecedented range" of currently available fuel-efficient vehicles, 
including conventional and advanced technologies.  Already, many current PEV options are 
versions of gasoline-only vehicles, for example, the Fiat 500e, all of Ford's PEV products, and 
the Volkswagen e-Golf.  The forthcoming Hyundai Ioniq will be offered as a conventional 
hybrid, plug-in hybrid, and all-battery electric vehicle, allowing consumers to choose the degree 
of electrification best suited to their needs.  Similarly, Mercedes, Volvo, and BMW are offering 
plug-in hybrid versions of existing and new models. 

On the other hand, if the only compliance path available to automakers involves more use of 
PEVs than markets would normally support (in the absence of government incentives), then 
achieving the standards may lead automakers and dealers to encourage the market for PEVs by 
providing incentives for PEV purchase sufficient to meet the standards.  This encouragement can 
come in various forms--for instance, through marketing and advertising, through sales incentives, 
or through increased education about PEVs to potential buyers to increase consumer familiarity 
with the technology.  Automakers may also cross-subsidize sales as they have long been able to 
do to meet fleet average standards; in this case using higher prices on conventional vehicles to 
support lower prices on PEVs, to increase sales of PEVs relative to gasoline vehicles beyond 
levels that markets would support in the absence of the standards.  Cross-subsidization would be 
expected to reduce auto industry profits. Global Automakers commented that it considers cross-
subsidization infeasible.  The Center for Biological Diversity, on the other hand, in noting 
market shifts toward increased truck/SUV sales, states that "light trucks are the most profitable 
and have a wide profit margin," which suggests that automakers already use different pricing 
strategies for different segments.  
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If consumers are willing to purchase PEVs (and other low-GHG-emitting vehicles) at prices 
that provide adequate profits to manufacturers, then consumer acceptance is sufficient to 
maintain a functioning auto market.  As discussed in Chapter 3.1.5 of the Draft TAR, PEVs were 
estimated to be about 1.1 percent of MY2015 sales. Chapters 2.2.4.4.5 and 2.2.4.4.6  of the TSD 
discusses these technologies and the technological advances being made.  As those chapters 
relate, the PEV market is evolving rapidly, with expected increases in model diversity, vehicle 
range, decreased costs, and expansion of infrastructure (see Section B.3.2  ).  Although PEV 
range is often cited as a concern for consumer acceptance, it should be noted that PEVs have 
some desirable characteristics relative to gasoline vehicles, including higher low end torque, 
potentially higher acceleration, lower operating costs, and the convenience of refueling by 
plugging in at home.93  Consumer acceptance of these vehicles will depend on the degree of all 
these factors, plus the differences in attributes, both positive and negative, of PEVs relative to 
gasoline vehicles.  Additionally, many automakers have announced moderately priced BEVs 
with longer ranges, and various public and/or private initiatives continue to increase investments 
in public and workplace infrastructure that will further alleviate concerns about range. 

While concerns over range and cost are often cited as primary obstacles to PEV adoption, lack 
of awareness and understanding of PEVs, perhaps including misunderstanding, itself creates 
another barrier to adoption.94  A 2015 survey by the National Renewable Energy Laboratory 
(NREL) of over 1,000 U.S. households found that less than half of the respondents could name a 
specific PEV model, despite being available on the market for over four years.95  Using this same 
measure, awareness levels were even lower in a 2015 University of California, Davis survey of 
5,600 households that purchased a new vehicle after 2008.96  

The National Academy of Sciences Committee on Overcoming Barriers to Electric-Vehicle 
Deployment97 notes that many people consider PEVs, as new technologies, to involve 
uncertainty and risk compared to gasoline vehicles, and thus are hesitant to consider them.  It 
cites as barriers "the limited variety and availability of PEVs; misunderstandings concerning 
range of PEVs; difficulties in understanding electricity consumption, calculating fuel costs, and 
determining charging infrastructure needs; complexities of installing home charging; difficulties 
in determining the 'greenness' of the vehicle; lack of information on incentives; and lack of 
knowledge of unique PEV benefits" (p. 47).  

                                                 
93 The Tesla Model S, an all-electric vehicle, for instance, has regularly been achieving top ratings from standard 

auto reviewers for its handling and power. DeMorro, Christopher (2015). "How Many Awards Has Tesla Won? 
This Infographic Tells Us. Clean Technical" http://cleantechnica.com/2015/02/18/many-awards-tesla-won-
infographic-tells-us/. 

94 Consumer Federation of America (2015). "Knowledge Affects Consumer Interest in EVs, New EVs Guide to 
Address Info Gap." http://consumerfed.org/press_release/knowledge-affects-consumer-interest-in-evs-new-evs-
guide-to-address-info-gap/ , accessed 3/15/16. 

95 Singer, Mark (2016). "Consumer Views on Plug-In Electric Vehicles -- National Benchmark Report." U.S. 
Department of Energy, National Renewable Energy Laboratory Technical Report NREL/TP-5400-65279, 
http://www.afdc.energy.gov/uploads/publication/consumer_views_pev_benchmark.pdf. 

96 K. Kurani, N. Caperello, J. TyreeHageman; New Car Buyers' Valuation of Zero-Emission Vehicles: California, 
March 2016, http://www.arb.ca.gov/research/apr/past/12-332.pdf. 

97 National Research Council (2015). Overcoming Barriers to Deployment of Plug-In Electric Vehicles. 
Washington, D.C.: National Academies Press. 
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Some studies suggest that experience with the technology increases acceptance.98  Consumer 
Federation of America cites survey evidence that people who know more about PEVs are more 
likely to express an intention to purchase.  Yet, if people view PEVs as risky and are thus 
reluctant to try them, then it will be difficult for them to gain experience that would make them 
more comfortable with the technology.   

The NAS Committee discusses the role of auto dealers in helping consumers to understand 
PEVs.  It notes PEV buyers' dissatisfaction with the dealer experience, greater than that of buyers 
of conventional vehicles.99  It cites evidence that salespeople are not very knowledgeable about 
PEVs, and may not get adequate financial incentives for the extra time that PEV buyers may 
require.  Many dealers have no or few PEVs in their stock.  At most dealerships the explanation 
for not having PEVs in stock is "high demand" for the vehicles; the second-most common 
explanation, in contrast, is a "lack of consumer interest" (p. 52).  These problems with 
consumers' experiences with PEV dealers may contribute to the slow adoption of PEVs in the 
market. 

For a small segment of the public, PEVs already are suitable for their purposes.  As the 
technology of PEVs evolves, especially as range and fueling infrastructure expand, it is likely 
that a larger segment could find PEVs suitable.  As the NAS Committee notes, these issues arise 
with adoption and diffusion of many new technologies, and are not unique to PEVs.  
Overcoming these barriers, it argues, will require both public policy incentives and methods to 
promote consumer experience with them.  As noted, some research suggests that some perceived 
barriers, such as concerns over charging, may become smaller with experience, while some 
perceived advantages may be strengthened.100  Thus, consumer acceptance of PEVs may depend, 
not only on technological advances, but also on the feedback loop associated with other 
consumers purchasing PEVs.  

B.1.6  Impacts of the Standards on Vehicle Affordability 

Because the standards are expected to increase the up-front costs of new vehicles, with the 
fuel savings that recover those costs coming over time, questions have arisen in comments about 
the effects of the standards on affordability.  EPA presented discussions of affordability in both 
the 2012 FRM (77 FR 62950-2) and in the Draft TAR (Chapter 6.5). FCA claims that EPA has 
not defined affordability.  The TSD, Chapter 4.3.1, presents an extensive literature review on 
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affordability; as that discussion shows, affordability is not a well-defined concept in existing 
literature.  To make its examination more concrete, EPA has focused on four aspects of 
affordability: the effects of the standards on lower-income households, on the used vehicle 
market, on whether access to credit may limit consumers’ ability to purchase new vehicles, and 
on the availability of low-priced vehicles.  Further detail may be found in the TSD, Chapter 4.3. 

B.1.6.1  Effects on Lower-Income Households  

We begin by examining the effects of the standards separately for lower- and higher-income 
households. Some commenters argue that the standards are regressive--that is, they have more 
severe impacts on low-income households than on higher-income households--while others 
argue that the standards have the opposite effect (i.e., they are progressive).  The Alliance of 
Automobile Manufacturers (Alliance) and the National Automobile Dealers Association 
(NADA) cite Jacobsen (2013) for the regressivity of the standards.101  Jacobsen's finding of 
regressivity is based on a flat standard (i.e., not an attribute-based standard); because a flat 
standard provides incentives for small, efficient vehicles, lower-income households have lower 
benefits because vehicles are smaller than they would otherwise desire.  On the other hand, 
comments from Levinson and Killeen at Georgetown University argue that the footprint-based 
standards are more regressive than flat standards because they provide incentives for bigger, 
more expensive vehicles. Unlike Jacobsen, the evidence offered by Levinson and Killeen does 
not consider consumer tastes for larger vehicles. These results, combined, suggest that the 
footprint-based standard, which is intended to maintain fleet size diversity valued by consumers, 
may mitigate any regressivity of the standards. 

In contrast, Greene and Welch at the University of Tennessee provide an analysis indicating 
that the standards are progressive--that is, they help low-income households more than they help 
higher-income households.102  Using Consumer Expenditure Survey data, they find that fuel 
economy improvements reduced expenditures on fuel for all income groups.  Though higher-
income groups benefit more in absolute expenditures, lower-income households benefit more as 
a percent of income. Similarly, they find, when the costs of fuel-saving technology are included, 
that all income groups gain from the technologies; savings relative to income decreases, 
indicating progressivity; and the highest total dollar savings go to middle-income households.  
They do not consider these results definitive.  Consumer Federation of America also finds that 
lower income households benefit more than average consumers, not only because operating costs 
are more important than purchase price in their total costs of driving, but also because they live 
in areas most affected by the environmental and public health effects of driving.  We note that 
these standards only indirectly affect conventional vehicle emissions, through the rebound effect 
and through reductions in refinery emissions.  

The Alliance points out the importance of access to transportation for low-income households 
for economic mobility. EPA agrees this is an important issue.  At the same time, as discussed in 
the TSD Chapter 4.3.1, there is no commonly accepted definition of an acceptable level of access 

                                                 
101 Jacobsen, Mark (2013). "Evaluating U.S. Fuel Economy Standards in a Model with Producer and Household 

Heterogeneity." American Economic Journal: Economic Policy 5(2): 148-187. 
102 Greene, David, and Jilleah Welch (2016). "The Impact of Increased Fuel Economy for Light-Duty Vehicles on 

the Distribution of Income in the United States." University of Tennessee Baker Center Report 5:16, Docket 
EPA-HQ-OAR-2015-0827-4311. 



Appendix to Proposed Determination - Consumer Impacts, Employment and Other Factors 

A-67 

to transportation to which everyone should be entitled.  Access to transportation does not only 
involve vehicles; it also may involve access to housing in locations with jobs, mass transit, and 
other forms of mobility.  

We use the Consumer Expenditure Survey for the years 2007-2015 in our analysis of this 
issue. For details on the analysis, including the weighting procedures, see the TSD Chapter 4.3.3.  
The income variable we examine is total household income before taxes.  In the Draft TAR, we 
used after-tax income; we now believe it is more appropriate to use before-tax income because 
before-tax income is more typically used in analyses involving the CES data, and because the 
after-tax income series changed definitions during the years of our analysis (see TSD Chapter 
4.3.3).  We classify households with before-tax incomes below the weighted median as “lower 
income,” and the other half of households are considered “higher income.”  For example, the 
weighted median in 2015 was $50,000, in 2015$. 

As we pointed out in the Draft TAR (Chapter 6.5.1), lower-income households are not the 
primary market for new vehicles.  Figure B.2 shows expenditures on new vehicles for lower-
income households, as well as for higher-income households; it also includes median before-tax 
income.  Lower-income households spend far less on new vehicles than do higher-income 
households.  Greene and Welch (2016), using income quintiles, find similarly that lower-income 
households spend less on new (and used) vehicles than higher-income households.103 

 
Figure B.2  Median Income and Annual Expenditure on New Vehicles for Lower and Higher Income 

Households 

Figure B.3 shows the proportion of lower- and higher-income households that bought 
vehicles.  A small proportion of households buy a vehicle, either new or used, in any one year. 
While a higher proportion of both income groups buy used vehicles than new vehicles, lower-
income households buy fewer of both.  Perhaps worth noting in this chart is that the proportion 
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of households buying vehicles, either new or used, has increased, albeit slightly, since 2012, 
when the National Program began.  As with sales, discussed in Section B.1.3.1  , this increase is 
likely to be due more to economic recovery than to the National Program.  

 
Figure B.3  Percentage of Lower-Income and Higher-Income Households Buying New and Used Vehicles 

Figure B.4 compares annual expenditures on new vehicles, used vehicles, and fuel for lower-
income households in Panel A, and higher-income households in Panel B. As Consumer 
Federation of America has pointed out, lower-income households spend more on gasoline than 
they do on either new or used vehicles, and they spend more on used vehicles than they do on 
new vehicles. Higher-income households spend more on new than on used vehicles; in 2015, 
their expenditures on fuel approximately equaled expenditures on new and used vehicles. In 
addition, household expenditures on gasoline and motor oil fluctuates more than its expenditures 
on new and used vehicles. This suggests that households may face more uncertainty due to 
changes in fuel prices than they do due to changes in vehicle prices. Greene and Welch estimate 
that increased fuel economy decreased fuel expenditures by about 30 percent between 1980 and 
2014, with most of that reduction before the mid-1990s; they attribute almost flat expenditures 
since then to the increase in the proportion of light trucks over time.104 They observe that lower-
income households lag behind higher-income households in getting these reductions, because it 
takes time for the more efficient vehicles to become part of the used vehicle market. 
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Figure B.4  Annual Expenditure on Vehicles and Gasoline for Lower-Income Households and Higher-Income 
Households 

These data suggest that lower-income households are more affected by the impact of the 
standards on the used vehicle market than on the new vehicle market.  

B.1.6.2  Effects on the Used Vehicle Market 

The effect of the standards on the used vehicle market will be related to its effects on new 
vehicle prices, the fuel efficiency of new vehicle models, the fuel efficiency of used vehicles, and 
the total sales of new vehicles.  If the consumer value of fuel savings resulting from improved 
fuel efficiency outweighs the average increase in new models’ prices to potential buyers of new 
vehicles, sales of new vehicles could rise, and the used vehicle market may increase in volume as 
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new vehicle buyers sell their older vehicles.  In this case, used vehicle buyers, including lower-
income households, are likely to benefit from the increased inventory of used vehicles.  
However, if potential buyers value future fuel savings resulting from the increased fuel 
efficiency of new models at less than the increase in their selling prices, sales of new vehicles 
may decline, and the used vehicle market may see price increases as people hold onto their 
vehicles longer. 

Jacobsen and van Bentham (2015) look at the effect of fuel prices and fuel standards on the 
used vehicle market.105 They argue that the increased price of new vehicles subject to the 
standards will decrease new vehicle sales, and increase sales and prices in the used vehicle 
market. As people switch to used vehicles, the greenhouse gas benefits of more efficient new 
vehicles will be reduced. The Alliance and Fiat Chrysler cite this result in their claim that lower-
income households will face higher fuel costs because of the standards. The results of that paper 
depend on the standards depressing new vehicle sales.106 As discussed in Section B.1.3.3  , we 
have not estimated the effects of the standards on new vehicle sales due to great uncertainties in 
key parameters, such as consumer willingness to pay for improved fuel economy. It is thus not 
clear whether the results from Jacobsen and van Bentham are relevant to these standards. 

Greene and Welch (2016), cited above, find that used vehicle prices depreciate faster than use 
of vehicles. Because price depreciates faster than miles used, the payback period for a used 
vehicle should be shorter than for a new vehicle. This finding is consistent with Consumer 
Federation of America's (CFA) statements that owners of used vehicles will have higher mileage 
and lower operating costs. Because low-income households disproportionately buy used 
vehicles, CFA expects that those households will capture a disproportionate share of fuel savings 
from resold vehicles. 

Figure B.5 presents data from the Consumer Price Index for used107 and new vehicles.108  
Each series has been adjusted to a year 2015 reference base with underlying prices in 2015$ 
(using price deflators for GDP109) so that numbers on the y-axis represent the percentage 
difference from price levels in 2015 (in 2015$). Used vehicle prices have decreased since 1995, 

                                                 
105 Jacobsen, Mark, and Arthur van Bentham (2015). "Vehicle Scrappage and Gasoline Policy." American Economic 

Review 105: 1312-1338. 
106 The applicability of their empirical analysis is limited due to their use of pre-2009 data (including cost data from 

2002) and a flat (not footprint-based) standard, among other assumptions.  
107 U.S. Bureau of Labor Statistics. "Consumer Price Index for All Urban Consumers: Used cars and 

trucks [CUSR0000SETA02],” retrieved from FRED, Federal Reserve Bank of St. Louis, 
https://research.stlouisfed.org/fred2/series/CUSR0000SETA02, accessed 3/23/2016; see "Annual used and new 
CPI price index with GDPdeflator," Docket EPA-HQ-OAR-2015-0827-0797. 

108 U.S. Bureau of Labor Statistics. "Consumer Price Index for All Urban Consumers: New 
vehicles [CUSR0000SETA01],” retrieved from FRED, Federal Reserve Bank of St. Louis, 
https://research.stlouisfed.org/fred2/series/CUSR0000SETA01, accessed 3/23/2016; see "Annual used and new 
CPI price index with GDP deflator," Docket EPA-HQ-OAR-2015-0827-0797. 

109 U.S. Department of Commerce, Bureau of Economic Analysis. "Table 1.1.9 Implicit Price Deflators for Gross 
Domestic Product,” 
http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1#reqid=9&step=3&isuri=1&903=13, accessed 
3/23/2016; see "Annual used and new CPI price index with GDP deflator," Docket EPA-HQ-OAR-2015-0827-
0797. 

http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1#reqid=9&step=3&isuri=1&903=13
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and have varied in a small range between 2008 and 2015. As the Alliance comments, the used 
car price index closely follows the new car price index, although used car prices have more 
volatility across all years. Both price trends are generally downward, with new vehicle prices 
approximately flat since about 2008. Generally, then, it appears that neither new nor used vehicle 
prices appear to have increased in recent years. 

The Alliance comments include a paper from the Defour Group which argues that this chart is 
inaccurate, that price trends are increasing.110 Fiat Chrysler also points to increasing average 
vehicle prices. If the trends are not adjusted to account for overall inflation, this is true, but EPA, 
following standard practice, removes the effects of inflation from its analyses. We also note that 
this price index does not control for changes in sales mix. People may be choosing more 
expensive vehicles as incomes increase, rather than vehicles themselves becoming more 
expensive. As Fiat Chrysler points out, people are buying more SUVs and pickups, and fewer 
(and less expensive) small cars; that change in fleet mix itself will push average prices higher. 
The Defour Group paper also points out that the use of these price trends understates effects on 
the used vehicle market, because the BLS series is limited to used vehicles up to 7 years old. For 
older vehicles, it argues, prices have increased relative to newer vehicle prices between 2000 and 
2014. As the comment suggests, this effect appears to be due to the improved dependability and 
durability of vehicles; those improvements would be expected to increase the prices of older 
vehicles. No evidence is provided that the standards played a role in that change.111  

Mannheim Consulting indicates that volumes at used auto auctions have increased steadily 
from 2011-2015, with relatively small fluctuations in its value index during that time.112 These 
suggest that the increase in new vehicle sales since the recession ended (see Section B.1.3.1  ) 
has had the expected positive effect on used vehicle volumes; price reflects "strong new vehicle 
pricing, exceptional credit conditions, higher employment levels, record job stability, and the 
often overlooked factor of increased dealership operating efficiencies" (Mannheim Consulting, p. 
15). The average loan payment for used vehicles, in nominal terms, increased by $6/month 
between 2014 and 2015;113 in constant dollars, the payment is approximately constant, at 
$350/month. This observation again does not suggest great movement in overall used vehicle 
prices. Additionally, trends in the new vehicle market, supply of used vehicles, and changing 
consumer preferences may even result in used prices falling for certain market segments; January 
2016 used vehicle prices for compact and luxury cars fell relative to the prior year, while prices 
for used pickups increased.114 As with the effects of the standards on new vehicle sales, it is 

                                                 
110 Walton, Tom, and Dean Drake (2016). "The Impact of Future Fuel Economy Standards on Low Income 

Households." Docket EPA-HQ-OAR-2015-0827-4089, Attachment 11. 
111 National Automobile Dealers Association (2015), “How Better Quality is Affecting Used Vehicle Demand,” 

Quarter Three, 2015, at http://nhada.com/docs/NADA_Q3_WhitePaper.pdf, accessed 10/20/2016. 
112 Mannheim (2016). "Used Car Market Report." http://www.manheim.com/content_pdfs/products/UCMR-

2016.pdf?WT.svl=m_prod_consulting_latestupdates_button_2016 , accessed 2/11/2016. 
113 Zabritski, Melinda (2015). "State of the Automotive Finance Market Second Quarter 2015." Experian 

Automotive, http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-
q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF , accessed 9/25/2015. 

114 Mannheim (2016). "Mannheim Used Vehicle Value Index."  
https://www.manheim.com/content_images/content/ManheimUsedVehicleValueIndex-BarGraph0116.jpg , 
accessed 3/15/16. 

http://nhada.com/docs/NADA_Q3_WhitePaper.pdf
http://www.manheim.com/content_pdfs/products/UCMR-2016.pdf?WT.svl=m_prod_consulting_latestupdates_button_2016
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http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF
http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF
https://www.manheim.com/content_images/content/ManheimUsedVehicleValueIndex-BarGraph0116.jpg


Appendix to Proposed Determination - Consumer Impacts, Employment and Other Factors 

A-72 

possible that the GHG/fuel economy standards have had some influence on these trends, but their 
effect is likely swamped by the effects of the economic recovery.  

  
Figure B.5  Used and New Car Consumer Price Index, 2015=100 (2015$). 

A recent Heritage Foundation analysis115 by Furth and Kreutzer (2016) cites a similar set of 
price trends to argue that prices of new vehicles are higher by larger amounts (up to $7100) than 
they would be if they had followed trends before 2009, trends in furnishings and durable 
household equipment, or trends in vehicle prices in the United Kingdom or in Australia.  It 
implies that the standards created this divergence between the previous trend and current prices.  
This change in the price trend is unlikely to be due only, or even primarily, to the standards. 
These price trends are based on the vehicles that people are buying, not on a constant vehicle 
model; that is, if people are switching from less expensive to more expensive vehicles, then price 
trends would increase, even if the prices of individual vehicles had stayed constant. As discussed 
in Chapter 3.1.4 of the Draft TAR, fleet mix has been changing during this time, with sales of 
SUVs and pickup trucks higher than the estimates in the 2012 final rule. For instance, the share 
of the fleet that is car (sedan) and not car SUV, truck SUV, pickup, or minivan went from 61 

                                                 
115 Furth, Salim, and David W. Kreutzer (2016). "Fuel Economy Standards are a Costly Mistake." The Heritage 

Foundation Backgrounder. http://www.heritage.org/research/reports/2016/03/fuel-economy-standards-are-a-
costly-mistake, downloaded 5/20/2016. 
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percent in MY2009 to 49 percent in MY2014.116 To the extent that the latter vehicles are more 
expensive than car sedans, the change in sales mix will have affected the trend. Note as well that 
the price trend changes in 2008, at the start of the Great Recession, before the standards went 
into effect for MY2012.117 Without a good way to separate effects on prices due to the standards 
from other factors affecting prices, the Furth and Kreutzer (2016) assessment does not provide a 
sound basis for estimating the effects of the standards on vehicle prices. 

The benefits of the standards for buyers of used vehicles, as with new vehicle buyers, will 
depend on two countervailing effects from the improvement in fuel economy: the increased cost 
of the used vehicles attributed to fuel-saving technologies, and the savings in fuel costs over 
time. Depreciation of new vehicle prices reduces the cost of the additional fuel economy for used 
vehicle buyers. On the other hand, because older vehicles are used less on average than new 
vehicles, the fuel savings will accrue more slowly. The Alliance's Defour Group paper, based on 
the assumption of significant increases in used vehicle prices, argues that used vehicle prices will 
increase faster than the fuel savings. Greene and Welch present findings that vehicle prices 
depreciate at a somewhat faster rate than the decrease in VMT.118 If so, then the payback period 
for used vehicles should become shorter with reduced fuel consumption, because the up-front 
cost will decrease faster than fuel savings. 

B.1.6.3  Effects on Access to Credit 

Even though projected fuel savings are expected to outweigh increased vehicle costs, some 
concerns have been raised about whether higher vehicle prices may exclude prospective 
consumers from the new vehicle market through effects on consumers’ ability to finance 
vehicles. If lenders focus on the amount of the vehicle loan, the person’s current debt, and the 
person’s income when issuing loans, and do not consider the reduced operating costs associated 
with fuel savings, then the higher up-front costs of the new vehicles subject to the standards 
could reduce buyers’ ability to get loans (holding down payments constant). Thus, if lenders do 
not take fuel savings into account in providing some loans, households that are borrowing near 
the limit of their abilities to borrow may either have to change what vehicles they buy (including 
possibly switching from new to used vehicles), or defer buying vehicles. 

The financing market appears to be evolving, apparently in response to consumers buying 
more expensive vehicles, among other factors. One way that the loan market appears to be 

                                                 
116 U.S. EPA (2015). "Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 

1975-2015," EPA-420-S-15-001, Appendix D, Docket EPA-HQ-OAR-2015-0827-0041. 
117 Further evidence that these price trends are not due to the standards is found in comparing the trend in the United 

Kingdom (UK) with the trends in France, Germany, and Italy reported by Furth and Kreutzer (2016). The UK has 
a fairly steady, steep decrease in prices from 1999 to 2015, while France, Italy, and Germany have much flatter 
price trends; France and Italy show small decreases followed by a small upturn, while Germany has a steady but 
small decrease. All these countries are in the European Union, which provides a common set of standards for all 
countries. If standards alone were driving price trends, then these countries should all see similar trends. Instead, 
even if the France, Italy, and Germany patterns are similar, the UK pattern is very different. Thus, vehicle 
standards alone do not seem to be driving price trends. 

118 Greene, David, and Jilleah Welch (2016). "The Impact of Increased Fuel Economy for Light-Duty Vehicles on 
the Distribution of Income in the United States." University of Tennessee Baker Center Report 5:16, Docket 
EPA-HQ-OAR-2015-0827-4311. 
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evolving is that the available term length of auto loans has increased. The average new car loan 
in mid-2015 has a record repayment period of 67 months, and 29 percent of loans were for 73-84 
months.119 While interest rates have been low by historic standards since the recession, longer 
loans typically reduce (or keep constant) the monthly payments that consumers make, though 
with more payments required and perhaps higher interest rates. Though these longer terms may 
ease consumers' abilities to buy more expensive vehicles than they otherwise would, they 
increase the chances that a vehicle owner may end up "under water"--that is, with a vehicle worth 
less than the amount that the buyer still owes. In addition, the number of new vehicles being 
leased has increased, from 19 percent in 2010 to 27 percent in 2015.120 These changes show an 
evolving financing market, though why the market is evolving is not clear: it may be that 
vehicles have become more expensive, or it may be that consumers are choosing more expensive 
vehicles, or that consumer preferences toward ownership are changing.  Any link between these 
changes and the standards is speculative. 

Another market innovation suggests that parts of the loan market take fuel savings into 
account in the lending decision.  Some lenders currently give discounts for loans to purchase 
more fuel-efficient vehicles.121  An internet search on the term “green auto loan” produced more 
than 60 lending institutions that provide reduced loan rates for more fuel-efficient vehicles.122  A 
third of credit unions responding to a recent survey offered some type of green auto loan.123  It 
seems that some auto loan makers incentivize the financing of more fuel-efficient vehicles.  The 
Alliance of Automobile Manufacturers and the Association of Global Automakers argue that 
these programs are not incorporating future fuel savings into the loan decision, but rather are 
ways to attract particular applicants.  EPA agrees that green auto loans do not explicitly factor 
fuel savings into the calculation.  Indeed, it would be difficult or impossible to do that 
calculation, because it would require knowing what the fuel expenditures would be for the 
vehicle that the consumer otherwise would have purchased.  We also agree that lending 
institutions may have multiple motives for offering these incentives.  Nevertheless, they do 
provide a means to mitigate the effects of higher up-front costs on borrowers.  

The Alliance and Toyota ask us to consider how macroeconomic factors, such as the 
slowdown in the growth of disposable income and changes in interest rates, will affect 
affordability.  Lower income and higher interest rates are likely to suppress vehicle sales. The 

                                                 
119 Zabritski, Melinda (2015). "State of the Automotive Finance Market Second Quarter 2015." Experian 

Automotive, http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-
q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF , accessed 9/25/2015; Gardner, Greg (2015). "New-car loans 
keep getting longer." USA Today June 1, 2015, http://www.usatoday.com/story/money/cars/2015/06/01/new-car-
loans-term-length/28303991/ , downloaded 9/25/2015.  

120 Zabritski, Melinda (2015). "State of the Automotive Finance Market Second Quarter 2015." Experian 
Automotive, http://www.experian.com/assets/automotive/white-papers/experian-auto-2015-
q2.pdf?WT.srch=Auto_Q22015FinanceTrends_PDF , accessed 9/25/2015. 

121 See, for instance, Ladika, Susan (2009). “’Green auto loans offer lower rates,” Bankrate.com, 
http://www.bankrate.com/finance/auto/green-auto-loans-offer-lower-rates-1.aspx, accessed 7/29/15, Docket EPA-
HQ-OAR-2010-0799-11829. 

122 Huang, Hsing-Hsiang, and Gloria Helfand (2016). "Lending institutions that provide discounts for more fuel-
efficient vehicles." U.S. EPA Office of Transportation and Air Quality, Memorandum to Docket. 

123 Baumhefner, Max (2013). “Why Can’t Your Loan be as Green and Efficient as Your Vehicle?” Natural 
Resources Defense Council, 
http://switchboard.nrdc.org/blogs/mbaumhefner/why_cant_your_loan_be_as_green.html, accessed 7/29/2015. 
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relevant question for the light-duty GHG standards is whether the effects of the standards are 
likely to be different in such a scenario.  NADA argues that access to credit limits consumer 
ability to purchase vehicles regardless of fuel savings.  As discussed here, adaptations in the loan 
market, such as extended loan periods and green auto loans, can help to mitigate these effects.  
Regardless, EPA considers the effects of the standards on vehicle sales to be small relative to 
effects such as reduced income growth and higher interest rates in the economy. 

Ford commented that the Draft TAR did not comprehensively analyze the effects of the 
standards on credit availability, though it did not provide any data to inform such analysis, nor 
did it provide suggestions for what additional analyses EPA should conduct.  As discussed in the 
Draft TAR Chapter 6.5.3, we in fact closely examined the question of whether the debt-to-
income ratio (DTI) is an impassible obstacle for lending, because of the importance of the DTI in 
determining access to credit.  To determine whether the DTI threshold is rigid, we used CES data 
across 2007-2015 to identify households with over 36 percent DTI in order to gauge whether 
exceeding this threshold precludes households from being able to finance a vehicle purchase.  
We chose this threshold based on guidance from online sources stating that lenders prefer to give 
loans to consumers who have a DTI under 36 percent.124  Figure B.6 presents the results.  
Between 2007 and 2015, on average 28 percent of lower-income households and 7 percent of 
higher-income households with a DTI of over 36 percent, that purchased at least one new 
vehicle, financed their car purchases.  The results are similar using the 40 percent DTI as the 
threshold.  This suggests that it is possible to obtain a loan for a new vehicle even with a DTI 
over the assumed thresholds.  Thus, if increases in vehicle prices push some households over the 
36 or 40 percent DTI, it nevertheless may be possible for them to get loans. 

                                                 
124 See Bankrate (2015). “Debt-to-income ratio calculator,” Bankrate.com, 

http://www.bankrate.com/calculators/mortgages/ratio-debt-calculator.aspx; Keythman, Bryan (2015). "What is 
the 28/36 Rule of Debt Ratio?" http://budgeting.thenest.com/28-36-rule-debt-ratio-22412.html; Zillow (2015). 
“Debt-to-income calculator,” Zillow.com, http://www.zillow.com/mortgage-calculator/debt-to-income-
calculator/. 
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Figure B.6  Percentage of Households Buying at Least One New Vehicle with Financing who had Debt-to-
Income Ratio (DTI) Greater than 36 Percent 

 

B.1.6.4  Effects on Low-Priced Cars  

Low-priced vehicles may be considered an entry point for people into buying new vehicles 
instead of used ones; automakers may seek to entice people to buy new vehicles through a low 
price point, perhaps to build brand loyalty for future, more profitable sales.125  In comments on 
the MY2017-25 LD GHG rule, concerns were raised that the standards would increase the cost 
of low-priced vehicles sufficiently to eliminate this segment. To examine this question, in the 
Draft TAR we used WardsAuto datasets126 to explore low-priced new car models over time. 
Low-priced new models–in particular, those with manufacturer’s suggested retail price (MSRP) 
of less than $15,000 (in 2015$) for the base version—continue to exist in the automobile market.  
As shown in Figure B.7, the number of new car models offered with an MSRP of under $15,000 
(2015$) is not large, but automakers to date have been able to preserve the number of offerings 
in this segment. 

                                                 
125 Deep, Said (1999). "Small in Stature, Big in the Market-Why automakers maintain their small-car focus." Wards 

Auto, http://wardsauto.com/news-analysis/small-stature-big-market-why-automakers-maintain-their-small-car-
focus, accessed 6/16/2016. 

126 Ward’s Automotive. ’07 [and subsequent, to 2015] Model Year U.S. Car and Light Truck Specifications and 
Prices. Accessed 6/16/2015: http://wardsauto.com/data-center see Cassidy, Alecia, Geoffrey Burmeister, and 
Gloria Helfand. "Impacts of the Model Year 2017-25 Light-Duty Vehicle Greenhouse Gas Emission Standards on 
Vehicle Affordability." Working paper, docket EPA-HQ-OAR-2015-0827.  
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Figure B.7  Number of <$15,000 Car Models Available, from Ward's Automotive Data 

 

Figure B.8 shows the MSRP for the least expensive of all new cars available (2015$).  During 
the period 2001-2015, this price has risen, suggesting that the very least expensive new cars have 
become more expensive.  
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Figure B.8  Minimum MSRP of All Car Models Available, from Ward's Automotive Data 

 

Note that the lowest prices were observed in the years surrounding the recession. In the past, 
not only was the low-priced vehicle segment a way to encourage first-time new vehicle 
purchasers, but it also tended to include more fuel-efficient vehicles that assisted automakers in 
achieving CAFE standards.127 The footprint-based standards, by encouraging improvements in 
GHG emissions and fuel economy across the vehicle fleet, reduce the need for low-priced 
vehicles to be a primary means of compliance with the standards. This change in incentives for 
the marketing of this segment may contribute to the increases in the prices of vehicles previously 
in this category. In addition, these vehicles appear to be gaining more content, such as improved 
entertainment systems and electric windows; they may be developing an identity as a desirable 
market segment without regard to their previous purpose in enabling the sales of less efficient 
vehicles and compliance with CAFE standards.128 For instance, the Nissan Versa, the lowest-
priced vehicle since MY2011, added Bluetooth, audio controls on the steering wheel, and speed-
sensitive volume control in MY2015. It may be that the small, fuel-efficient vehicles previously 
sold with low prices are evolving to fit consumer demand that prefers content to low prices.  

In sum, the low-priced vehicle segment still exists. Whether it continues to exist, and in what 
form, may depend on the marketing plans of manufacturers: whether benefits are greater from 

                                                 
127 See, for example, Austin, David, and Terry Dinan (2005). “Clearing the Air: The Costs and Consequences of 

Higher CAFE Standards and Increased Gasoline.” Journal of Environmental Economics and Management 50(3): 
562—82; and Kleit, Andrew N. (2004). "Impacts of Long-Range Increases in the Fuel Economy (CAFE) 
Standard." Economic Inquiry 42(2): 279—294. 

128 Cassidy, Alecia, Geoffrey Burmeister, and Gloria Helfand (2015). "Impacts of the Model Year 2017-25 Light-
Duty Vehicle Greenhouse Gas Emission Standards on Vehicle Affordability." Working paper, docket EPA-HQ-
OAR-2015-0827. 



Appendix to Proposed Determination - Consumer Impacts, Employment and Other Factors 

A-79 

offering basic new vehicles to first-time new-vehicle buyers, or from making small vehicles 
more attractive by adding more desirable features to them. 

B.1.6.5  Conclusion 

It is difficult to assess the effects of the LDV GHG standards on vehicle affordability, due to 
both challenges in defining affordability, and difficulties in separating the effects of the standards 
from other market changes.  Because lower-income households are likely to buy used vehicles, 
the effects of the standards on lower-income households depend on its effects in both the new 
and used vehicle markets.  In the used vehicle market, used vehicle prices do not appear to be 
increasing.  The effects of the standards on access to sufficient financing to purchase a new 
vehicle may not be large: there continue to be loan discounts for fuel-efficient vehicles, and 
people with high debt-to-income ratios appear able to get loans.  The low-priced vehicle segment 
still exists, though perhaps changing in terms of content features provided by automakers for this 
segment.  In sum, if the standards thus far have affected vehicle affordability, they have not had 
significant visible effects. In addition, there appear to be market adjustments, such as ongoing 
changes in the finance market that may mitigate some of any adverse effects. In the MY2022-
2025 time frame, the primary effects on affordability of vehicle sales are still likely to be due to 
broader macroeconomic factors, such as economic activity and overall employment; any impacts 
of the standards are likely to be secondary to those broader economic factors.  

This assessment has focused on the effects of the standards on purchase affordability of 
vehicles–that is, whether they become more difficult to purchase because of the increase in up-
front costs. The vehicles will also become less expensive to operate, due to fuel savings from 
more fuel-efficient technologies. The reduced operating costs from fuel savings over time are 
still expected to exceed the increase in up-front vehicle costs, as discussed further in 
SectionC.2.4  , as a further mitigation of any effects on vehicle affordability. 

B.2  Employment Impacts 

B.2.1  Introduction 

The Presidential Memorandum that requested development of the National Program sought a 
program that would “strengthen the [auto] industry and enhance job creation in the United 
States.”129 Executive Order 13563, “Improving Regulation and Regulatory Review” (January 18, 
2011), states, “Our regulatory system must protect public health, welfare, safety, and our 
environment while promoting economic growth, innovation, competitiveness, and job 
creation.”130 In addition, the 2017-25 final rule lists "Impacts on employment, including the auto 
sector" as one of the factors to be considered in the Midterm Evaluation, and the regulations cite 
"the impact of the standards on the automobile industry" as one of the factors the Administrator 
must consider in making her determination on the appropriateness of the standards.131   EPA is 
accordingly providing this discussion of the potential employment effects of the standards. This 

                                                 
129 President Barack Obama. “Presidential Memorandum Regarding Fuel Efficiency Standards.  The White House, 

Office of the Press Secretary, May 21, 2010.  http://www.whitehouse.gov/the-press-office/presidential-
memorandum-regarding-fuel-efficiency-standards. 

130 President Barack Obama. "Executive Order 13563 of January 18, 2011: Improving Regulation and Regulatory 
Review." Federal Register 76(14) (January 21, 2011): 3821-3823. 

131 77 Federal Register 62784. 
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section begins with an overview of employment in the auto industry in recent years, and then 
discusses estimating the employment effects of the standards. While the 2022-2025 standards 
may have some effect on employment in the auto sector, this effect is likely to be small enough 
that it cannot be distinguished from macroeconomic and other factors affecting auto sector 
employment.  

B.2.2  Employment in the Auto Sector in Recent Years 

Figure B.9 shows employment in three segments of the U.S. auto industry from 2005 through 
2016 Motor Vehicles; Motor Vehicle Parts; and Automobile Dealers.  The Motor Vehicle sector 
itself, which includes the major manufacturers, employs the fewest people of these three sectors; 
Motor Vehicle Parts, suppliers to the auto industry, employs roughly two to three times as many 
people, and the Automobile Dealers sector employs more than the sum of the manufacturing and 
parts sectors. 

As this chart shows, in all three segments, employment was decreasing before the recession 
began in 2009, and has been increasing in recent years with recovery from the recession. Auto 
dealers had a smaller percentage decrease than Motor Vehicles or Motor Parts, though all have 
recovered back to employment levels of 2007-2008 by 2014.  

Figure B.9 includes vehicle sales132 during this period (see also Section B.1.3.1  ); it shows a 
similar overall pattern of decrease followed by increase, though sales have increased more 
rapidly on a percentage basis than employment since 2009 (see Figure B.10 ). The similarities in 
the patterns for sales and employment suggest, unsurprisingly, that one of the key drivers of 
employment in auto-related sectors is vehicle production. Indeed, the American Automotive 
Policy Council cites a prediction from the Center for Automotive Research that auto employment 
will increase by more than a third from 2011 to 2016, as production of vehicles in the U.S. 
increases from 5.8 million in 2009 to at least 11.5 million vehicles in 2016,133 and total sales 
reached a record high of 17.5 million in 2015.134 The differences in changes in magnitude for 
employment compared to sales may be due to a number of factors; one of those factors may be 
changes in the production process and in productivity; another factor might be the GHG/fuel 
economy standards.  

The effects of the standards on employment are difficult to identify.  As Section B.1.3.1   
discusses, it is difficult, if not impossible, to disentangle the effects of the standards on vehicle 
production (or employment) from changes in other factors, especially the state of the 
macroeconomy. Figure B.10  shows the same employment sectors and production as in Figure 
B.9, now indexed to show each value as a percent of its value in 2005; it also includes Gross 
Domestic Product (GDP) per capita.135 This figure suggests that auto sector production and 

                                                 
132 Vehicle production data represent production volumes delivered for sale in the U.S. market, rather than actual 

sales data. They include vehicles built overseas imported for sale in the U.S., and exclude vehicles built in the 
U.S. for export.  

133 American Automotive Policy Council (2015). “State of the U.S. Automotive Industry: Investment, Innovation, 
Jobs, Exports, and America’s Economic Competitiveness.” 
http://americanautocouncil.org/sites/default/files/2015-AAPC-Economic-Contribution-
Report%28FINAL%29.pdf. 

134 Woodall, Bernie (2015). "U.S. Auto Sales in 2015 Set Record after Strong December." Reuters, 
http://www.reuters.com/article/us-usa-autos-idUSKBN0UJ1C620160105 , accessed 2/12/2016. 

135 Graphing in this way facilitates comparison of percentage changes in the data series compared to 2005.   

http://www.reuters.com/article/us-usa-autos-idUSKBN0UJ1C620160105
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employment declined earlier and more deeply than the economy as a whole, and rebounded more 
vigorously.   

Chapter 7 of the Draft TAR included a discussion of the effects of the standards on 
employment in the automotive and directly related sectors (e.g., the parts sector). It did not 
quantify the overall net effects of the standards on U.S employment, nor did it quantify the 
effects of the standards on vehicle sales. Thus, it did not quantify the effects of employment 
changes in these sectors due to changes in vehicle sales. It did provide partial estimates of the 
effects of increased expenditures on employment in these sectors: some of those increased 
expenditures would be on labor. Those estimates were provided to suggest the magnitude of 
employment impacts, even though they were only one pathway through which employment in 
these sectors would be affected. It estimated increases on the order of 1200 to 11,800 jobs in 
2025 due to those expenditures, with the range dependent on whether the increased expenditures 
occurred in the light duty vehicle manufacturing sector or the parts sector. Given levels of 
employment in the auto sector in 2016, this increase would be 1 percent or less of employment in 
the auto sector, and it does not account for any effects of the standards on vehicle sales. As 
Figure B.9 and Figure B.10 suggest, employment is likely to vary much more than 1 percent due 
to macroeconomic factors. Thus, while the MY2012-16 standards are likely to have had some 
effect on employment in the auto sector, this effect is likely to have been small enough that it 
cannot be distinguished from other factors affecting auto sector employment. In addition, the 
standards are not expected to have had any notable inflationary or recessionary effect. 

 

 
Figure B.9  Auto Sector Employment and Productiona 

Note:  
a Employment data are from http://www.bls.gov/iag/tgs/iagauto.htm. Production data are for model years, from U.S. 
EPA (2016). Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 
through 2016. U.S. EPA-420-R-16-010.  Note that 2016 production data are projected, not actual, values. 

 

 

http://www.bls.gov/iag/tgs/iagauto.htm
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Figure B.10  Indexed Auto Sector Employment and Production, and Gross Domestic Product (GDP) per 
Capita,a 2005 = 100 for all data series. 

Note: 
a Employment data are from http://www.bls.gov/iag/tgs/iagauto.htm. Production data are for model years, from U.S. 
EPA (2015). Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 
through 2015. U.S. EPA-420-R-15-001.  Note that 2015 production data are projected, not actual, values. 
 
 

B.2.3  Current State of Knowledge of Employment in the Automotive Sector Based 
on the Peer-Reviewed Literature 

As suggested in the previous section, the employment effects of environmental regulation are 
difficult to disentangle from other economic changes and business decisions that affect 
employment, over time and across regions and industries. In light of these difficulties, we look to 
economic theory to provide a constructive framework for approaching these assessments and for 
better understanding the inherent complexities in such assessments.  

If the U.S. economy is at full employment, even a large-scale environmental regulation is 
unlikely to have a noticeable impact on aggregate net employment.136 Instead, labor would 
primarily be reallocated from one productive use to another, and net national employment effects 
from environmental regulation would be small and transitory (e.g., as workers move from one 
job to another).137 

Affected sectors may experience transitory effects as workers change jobs. Some workers 
may retrain or relocate in anticipation of new requirements or require time to search for new 

                                                 
136 Full employment is a conceptual target for the economy where everyone who wants to work and is available to 

do so at prevailing wages is actively employed. The unemployment rate at full employment is not zero.  
137 Arrow et al. (1996). “Benefit-Cost Analysis in Environmental, Health, and Safety Regulation: A Statement of 

Principles.” American Enterprise Institute, The Annapolis Center, and Resources for the Future. Docket EPA-
HQ-OAR-2014-0827-0073. See discussion on bottom of p. 6. In practice, distributional impacts on individual 
workers can be important, as discussed later in this section.  

http://www.bls.gov/iag/tgs/iagauto.htm
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jobs, while shortages in some sectors or regions could bid up wages to attract workers. These 
adjustment costs can lead to local labor disruptions. Although the net change in the national 
workforce is expected to be small, localized reductions in employment may adversely impact 
individuals and communities just as localized increases may have positive impacts.  

If the economy is operating at less than full employment, economic theory does not clearly 
indicate the direction or magnitude of the net impact of environmental regulation on 
employment; it could cause either a short-run net increase or short-run net decrease.138 An 
important research question is how to accommodate unemployment as a structural feature in 
economic models.  This may be important in assessing large-scale regulatory impacts on 
employment.139 The Alliance of Automobile Manufacturers and the National Automobile 
Dealers Association recommend the use of multipliers for employment impacts. These 
multipliers estimate the effects in the broader macroeconomy of impacts in the regulated sector, 
by using constant values for the number of additional workers in the broader economy per 
worker in, for instance, the auto sector. Multiplier effects are based on the assumption that there 
is an infinite supply of workers ready to join (or leave) the labor force. At the national level, 
these effects may exist when the economy is not at full employment, as there are available 
workers who are ready for employment. As discussed above, when the economy is at full 
employment, the effects of regulation will be primarily to shift employment toward different 
sectors, rather than to create or reduce national employment. As a result, multiplier effects are 
not meaningful for understanding employment impacts of federal regulations in a full-
employment economy. Because of the difficulties in knowing the state of the macroeconomy in 
the future, we do not use multiplier effects for national level employment impact analyses.  

Environmental regulation may also affect labor supply. In particular, pollution and other 
environmental risks may impact labor productivity or employees’ ability to work.140 While the 
theoretical framework for analyzing labor supply effects is analogous to that for labor demand, it 
is more difficult to study empirically. There is a small emerging literature described in the next 
section that uses detailed labor and environmental data to assess these impacts.  

B.2.3.1  Regulatory Effects at the Firm Level 

Neoclassical microeconomic theory provides insights into how profit-maximizing firms adjust 
their use of productive inputs in response to changes in their economic conditions.141 Berman 
and Bui (2001, pp. 274-75) model two components that drive changes in firm-level labor 

                                                 
138 Schmalensee, Richard, and Robert N. Stavins. “A Guide to Economic and Policy Analysis of EPA’s Transport 

Rule.” White paper commissioned by Excelon Corporation, March 2011. Docket EPA-HQ-OAR-2014-0827-
0071.  

139 Klaiber, H. Allen, and V. Kerry Smith (2012). “Developing General Equilibrium Benefit Analyses for Social 
Programs: An Introduction and Example.” Journal of Benefit-Cost Analysis 3(2). Docket EPA-HQ-OAR-2014-
0827-0085. 

140 Graff Zivin, J., and M. Neidell (2012). “The Impact of Pollution on Worker Productivity.” American Economic 
Review 102: 3652-3673. Docket EPA-HQ-OAR-2014-0827-0092.  

141 Layard, P.R.G., and A. A. Walters (1978). Microeconomic Theory (McGraw-Hill, Inc.), Chapter 9, "The Derived 
Demand for Factors." Docket EPA-HQ-OAR-0827-0086. 
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demand: output effects and substitution effects.142 Regulation can affect the profit-maximizing 
quantity of output by changing the marginal cost of production. If regulation causes marginal 
cost to increase, it will place upward pressure on output prices, leading to a decrease in the 
quantity demanded, and resulting in a decrease in production. The output effect describes how, 
holding labor intensity constant, a decrease in production causes a decrease in labor demand. As 
noted by Berman and Bui, although many assume that regulation increases marginal cost, it need 
not be the case. A regulation could induce a firm to upgrade to less polluting and more efficient 
equipment that lowers marginal production costs, or it may induce use of technologies that may 
prove popular with buyers or provide positive network externalities (see Chapter 6.3 for 
discussion of this effect). In such a case, output could increase. 

The substitution effect describes how, holding output constant, regulation affects labor-
intensity of production. Although increased environmental regulation may increase use of 
pollution control equipment and energy to operate that equipment, the impact on labor demand is 
ambiguous. For example, equipment inspection requirements, specialized waste handling, or 
pollution technologies that alter the production process may affect the number of workers 
necessary to produce a unit of output. Berman and Bui (2001) model the substitution effect as the 
effect of regulation on pollution control equipment and expenditures required by the regulation 
and the corresponding change in labor-intensity of production.  

In summary, as output and substitution effects may be positive or negative, theory alone 
cannot predict the direction of the net effect of regulation on labor demand at the level of the 
regulated firm. Operating within the bounds of standard economic theory, however, empirical 
estimation of net employment effects on regulated firms is possible when data and methods of 
sufficient detail and quality are available. The literature, however, illustrates difficulties with 
empirical estimation. For example, studies sometimes rely on confidential plant-level 
employment data from the U.S. Census Bureau, possibly combined with pollution abatement 
expenditure data that are too dated to be reliably informative. In addition, the most commonly 
used empirical methods do not permit estimation of net effects. 

B.2.3.2  Regulatory Effects at the Industry Level 

The conceptual framework described thus far focused on regulatory effects on plant-level 
decisions within a regulated industry. Employment impacts at an individual plant do not 
necessarily represent impacts for the sector as a whole.  The approach must be modified when 
applied at the industry level.  

At the industry level, labor demand is more responsive if: (1) the price elasticity of demand 
for the product is high, (2) other factors of production can be easily substituted for labor, (3) the 
supply of other factors is highly elastic, or (4) labor costs are a large share of total production 

                                                 
142 Berman, E. and L. T. M. Bui (2001). “Environmental Regulation and Labor Demand: Evidence from the South 

Coast Air Basin.” Journal of Public Economics 79(2): 265-295. Docket EPA-HQ-OAR-2014-0827-0074. Berman 
and Bui also discuss a third component, the impact of regulation on factor prices, but conclude that this effect is 
unlikely to be important for large competitive factor markets, such as labor and capital. Morgenstern, Pizer and 
Shih (2002) use a very similar model, but they break the employment effect into three parts: 1) a demand effect; 
2) a cost effect; and 3) a factor-shift effect. Docket EPA-HQ-OAR-2014-0827-0088. 
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costs.143 For example, if all firms in an industry are faced with the same regulatory compliance 
costs and product demand is inelastic, then industry output may not change much, and output of 
individual firms may change slightly.144 In this case, the output effect may be small, while the 
substitution effect depends on input substitutability. Suppose, for example, that new equipment 
for GHG emissions reductions requires labor to install and operate. In this case, the substitution 
effect may be positive, and with a small output effect, the total effect may be positive. As with 
potential effects for an individual firm, theory cannot determine the sign or magnitude of 
industry-level regulatory effects on labor demand. Determining these signs and magnitudes 
requires additional sector-specific empirical study. For environmental rules, much of the data 
needed for these empirical studies is not publicly available.  

In addition to changes to labor demand in the regulated industry, net employment impacts 
encompass changes in other related sectors. For example, the standards are expected to increase 
demand for fuel-saving technologies. This increased demand may increase revenue and 
employment in the firms supporting this technology. At the same time, the regulated industry is 
purchasing the equipment, and these costs may impact labor demand at regulated firms. 
Therefore, it is important to consider the net effect of compliance actions on employment across 
multiple sectors or industries.  

Affected sectors may experience transitory effects as workers change jobs. Some workers 
may retrain or relocate in anticipation of new requirements or require time to search for new 
jobs, while shortages in some sectors or regions could bid up wages to attract workers. These 
adjustment costs can lead to local labor disruptions. Although the net change in the national 
workforce is expected to be small, localized reductions in employment may adversely impact 
individuals and communities just as localized increases may have positive impacts.  

To summarize, economic theory provides a framework for analyzing the impacts of 
environmental regulation on employment. The net employment effect incorporates expected 
employment changes (both positive and negative) in the regulated sector and elsewhere. Labor 
demand impacts for regulated firms, and also for the regulated industry, can be decomposed into 
output and substitution effects which may be either negative or positive. Estimation of net 
employment effects for regulated sectors is possible when data of sufficient detail and quality are 
available. Finally, economic theory suggests that labor supply effects are also possible. In the 
next section, we discuss the empirical literature. 

B.2.3.3  Peer-Reviewed Literature 

In the labor economics literature there is an extensive body of peer-reviewed empirical work 
analyzing various aspects of labor demand, relying on the above theoretical framework.145 This 
work focuses primarily on the effects of employment policies, e.g. labor taxes, minimum wage, 

                                                 
143 Ehrenberg, Ronald G., and Robert S. Smith (2000). Modern Labor Economics: Theory and Public Policy 

(Addison Wesley Longman, Inc.), p. 108. Docket EPA-HQ-OAR-2014-0827-0077. 
144 This discussion draws from Berman, E. and L. T. M. Bui (2001). “Environmental Regulation and Labor Demand: 

Evidence from the South Coast Air Basin.” Journal of Public Economics 79(2): 265-295, p. 293. Docket EPA-
HQ-OAR-2014-0827-0074.  

145 Hamermesh (1993). Labor Demand (Princeton, NJ: Princeton University Press), Chapter 2. Docket EPA-HQ-
OAR-2014-0827-0082. 
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etc.146 In contrast, the peer-reviewed empirical literature specifically estimating employment 
effects of environmental regulations is very limited. Several empirical studies, including Berman 
and Bui (2001),147 Morgenstern, Pizer and Shih (2002),148 Gray et al (2014),149 and Ferris, 
Shadbegian and Wolverton (2014)150 suggest that net employment impacts may be zero or 
slightly positive but small even in the regulated sector. Other research suggests that more highly 
regulated counties may generate fewer jobs than less regulated ones.151 However, since these 
latter studies compare more regulated to less regulated counties, they overstate the net national 
impact of regulation to the extent that regulation causes plants to locate in one area of the 
country rather than another. List et al. (2003)152 find some evidence that this type of geographic 
relocation may be occurring. Overall, the peer-reviewed literature does not contain evidence that 
environmental regulation has a large impact on net employment (either negative or positive) in 
the long run across the whole economy. 

Analytic challenges make it very difficult to accurately produce net employment estimates for 
the whole economy that would appropriately capture the way in which costs, compliance 
spending, and environmental benefits propagate through the macro-economy. Quantitative 
estimates are further complicated by the fact that macroeconomic models often have very little 
sectoral detail and usually assume that the economy is at full employment. EPA is currently in 
the process of seeking input from an independent expert panel on modeling economy-wide 
impacts, including employment effects.  For more information, 
see: http://yosemite.epa.gov/sab/sabproduct.nsf/0/07E67CF77B54734285257BB0004F87ED?Op
enDocument. 

B.2.4  Employment Impacts in the Motor Vehicle and Parts Manufacturing Sector 

Here we describe estimated changes in employment in the motor vehicle, trailer, and parts 
(hence, motor vehicle) manufacturing sectors associated with the MY2022-2025 standards. We 

                                                 
146 Ehrenberg, Ronald G., and Robert S. Smith (2000). Modern Labor Economics: Theory and Public Policy, 

Addison Wesley Longman, Inc., Chapter 4. Docket EPA-HQ-OAR-2014-0827-0077. 
147 Berman, E. and L. T. M. Bui (2001). “Environmental Regulation and Labor Demand: Evidence from the South 

Coast Air Basin.” Journal of Public Economics 79(2): 265-295. Docket EPA-HQ-OAR-2014-0827-0086. 
148 Morgenstern, Richard D., William A. Pizer, and Jhih-Shyang Shih (2002). “Jobs Versus the Environment: An 

Industry-Level Perspective.” Journal of Environmental Economics and Management 43: 412-436. Docket EPA-
HQ-OAR-2014-0827-0088.  

149 Gray, Wayne B., Ronald J. Shadbegian, Chunbei Wang, and Merve Meral (2014). “Do EPA Regulations Affect 
Labor Demand? Evidence from the Pulp and Paper Industry.” Journal of Environmental Economics and 
Management 68: 188-202. Docket EPA-HQ-OAR-2014-0827-0080. 

150 Ferris, Ann, Ronald J. Shadbegian and Ann Wolverton (2014). “The Effect of Environmental Regulation on 
Power Sector Employment: Phase I of the Title IV SO2 Trading Program.” Journal of the Association of 
Environmental and Resource Economists 1(4): 521-553. Docket EPA-HQ-OAR-2014-0827-0078. 

151 Greenstone, M. (2002). “The Impacts of Environmental Regulations on Industrial Activity: Evidence from the 
1970 and 1977 Clean Air Act Amendments and the Census of Manufactures.” Journal of Political Economy 
110(6): 1175-1219, Docket EPA-HQ-OAR-2014-0827-0081; Walker, Reed. (2011). “Environmental Regulation 
and Labor Reallocation." American Economic Review: Papers and Proceedings 101(3): 442-447, Docket EPA-
HQ-OAR-2014-0827-0091. 

152 List, J. A., D. L. Millimet, P. G. Fredriksson, and W. W. McHone (2003). “Effects of Environmental Regulations 
on Manufacturing Plant Births: Evidence from a Propensity Score Matching Estimator.” The Review of 
Economics and Statistics 85(4): 944-952. Docket EPA-HQ-OAR-2014-0827-0087. 

http://yosemite.epa.gov/sab/sabproduct.nsf/0/07E67CF77B54734285257BB0004F87ED?OpenDocument
http://yosemite.epa.gov/sab/sabproduct.nsf/0/07E67CF77B54734285257BB0004F87ED?OpenDocument
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focus on the motor vehicle manufacturing sector because it is directly regulated by the GHG/fuel 
economy standards, and because it is likely to bear most of any employment changes due to the 
standards. We include discussion of effects on the parts manufacturing sector, because the motor 
vehicle manufacturing sector can either produce parts internally or buy them from an external 
supplier, and we do not have estimates of the likely breakdown of effort between the two sectors. 

We follow the theoretical structure of Berman and Bui 153 of the impacts of regulation in 
employment in the regulated sectors. In Berman and Bui’s (2001, p. 274-75) theoretical model, 
as described above, the change in a firm’s labor demand arising from a change in regulation is 
decomposed into two main components: output and substitution effects. As the output and 
substitution effects may be both positive, both negative, or some combination, standard 
neoclassical theory alone does not point to a definitive net effect of regulation on labor demand 
at regulated firms.  

In their comments on the Draft TAR, Business for Innovative Climate and Energy Policy 
claims that the standards create jobs through its benefits to the auto sector. It cites a report from 
Ceres, discussed in Section B.1.3.3  ,154 that finds that automakers will be profitable even with 
gasoline prices below $2 per gallon.  As explained above, EPA expects that the auto industry 
needs a higher standard for profitability than simple break-even over time. The Lima Auto Task 
Force expresses concern over the effects of the standards on employment. 

The Alliance of Automobile Manufacturers argues that EPA has not fulfilled its obligation to 
consider employment impacts because it did not quantify the impacts on employment due to 
changes in vehicle sales (the output effect, described below) in the Draft TAR. As explained in 
Section B.1.3.3  , EPA considers estimates of the effects of the standards on sales to be so highly 
uncertain that quantifying them may not provide useful policy insight; without an adequate way 
to estimate those effects, it is not possible to estimate the output effect. We repeat both that the 
Midterm Evaluation requirements do not require such a quantified analysis, and that EPA views 
it preferable to consider an issue with reliable qualitative information than unhelpfully wide-
ranging quantified estimates. The Alliance and the National Automobile Dealers Association 
(NADA) cite the report from the Center for Automotive Research (CAR), discussed in Section 
B.1.3.3   and Chapter 4.2.1 of the TSD that estimates employment impacts in the auto sector 
ranging from an increase of 34,000 to a decrease of 237,000 jobs in 2027.155 This analysis is 
based only on the output effect--the effect of the standards on vehicle sales. As discussed in 
Section B.1.3.3   and TSD Chapter 4.2.1, EPA considers the sales estimates from the CAR report 
to be highly flawed, and thus does not have confidence in its estimates of the output effect. It 
claims that the output effect dominates the substitution effect because "any so-called creation of 
employment because of higher mandated FE [fuel economy] technology content is exceeded by 
even greater revenue loss due to lower sales." EPA does not understand what the magnitude of 

                                                 
153 Berman, E. and L. T. M. Bui (2001). “Environmental Regulation and Labor Demand: Evidence from the South 

Coast Air Basin.” Journal of Public Economics 79(2): 265-295. Docket EPA-HQ-OAR-2014-0827-0086. 
154 Baum, Alan, and Dan Luria (2016). "Economic Implications of the Current National Program v. a Weakened 

National Program in 2022-2025 for Detroit Three Automakers and Tier One Suppliers." Ceres Analyst Brief, 
https://www.ceres.org/files/analyst-brief-economic-effects-on-us-automakers-and-suppliers/at_download/file , 
accessed 10/17/2016. 

155 McAlinden, Sean, et al. (2016). "The Potential Effects of the 2017-2025 EPA/NHTSA GHG/Fuel Economy 
Mandates on the U.S. Economy." Center for Automotive Research 
http://www.cargroup.org/?module=Publications&event=View&pubID=143 , accessed 10/11/2016. 

https://www.ceres.org/files/analyst-brief-economic-effects-on-us-automakers-and-suppliers/at_download/file
http://www.cargroup.org/?module=Publications&event=View&pubID=143
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asserted revenue loss indicates about the relative magnitudes of the output and substitution 
effects. Regardless, as discussed previously, it considers the estimated revenue losses in this 
CAR report to be significantly flawed and unreliable.  

In contrast, the BlueGreen Alliance points out the high levels of employment in the motor 
vehicle and parts industry, as well as in the dealers’ sector, and cite studies claiming increases in 
manufacturing employment of 50,000 to 100,000 by 2025-2030 as a result of the standards. It 
also points out that "proactive manufacturing policy" for the auto industry promotes employment 
in this sector. The Natural Resources Defense Council (NRDC) cites a study from 2011 that 
found more than 150,000 U.S. jobs associated with reducing vehicle fuel consumption, and 
points out that weakening the standards will put those jobs at risk. NRDC also argues that there 
is potential for job growth in other sectors due to fuel savings stimulating the broader economy. 
EPA agrees with these latter general comments that the standards may increase employment, 
especially in production of GHG-reducing technologies, though it does not endorse these specific 
estimates.  

Following the Berman and Bui framework for the impacts of regulation on employment in the 
regulated sector, we consider two effects for the motor vehicle sector: the output effect and the 
substitution effect.  

B.2.4.1  The Output Effect 

The output effect measures the effect on employment due to new vehicle sales only. If vehicle 
sales increase, then more people will be required to assemble vehicles and their components. If 
vehicle sales decrease, employment associated with these activities will decrease. The effects of 
the MY2022-25 standards on vehicle sales thus depend on the perceived desirability of the new 
vehicles relative to other transportation options. On one hand, these standards will increase 
vehicle costs; by itself, this effect would reduce vehicle sales. In addition, while adverse effects 
on other vehicle characteristics would also decrease sales, there is currently no evidence of 
systematic adverse effects of fuel-saving technologies (see Section B.1.5.1.2  ). On the other 
hand, these standards will reduce the fuel costs of operating the vehicles; by itself, this effect 
would increase vehicle sales, especially if potential buyers have an expectation of increasing fuel 
prices.  EPA has not made an estimate of the effects of the standards on vehicle sales (see 
Section B.1.3.3  ).  

B.2.4.2  The Substitution Effect 

The substitution effect includes the impacts on employment due to the changes in 
technologies needed for vehicles to meet the standards, separate from the effect due to vehicle 
sales (that is, as though holding output constant). This effect includes both changes in 
employment due to incorporation of abatement technologies and overall changes in the labor 
intensity of manufacturing. We here capture these effects using estimates of the historic share of 
labor as a part of the cost of production, which we then extrapolate to provide future estimates of 
the share of labor as a cost of production. When these shares are multiplied by the change in the 
cost of production, they approximate the change in labor associated with the cost increases 
associated with the standards. We present estimates for this effect to provide a sense of the order 
of magnitude of expected impacts on employment, which we expect to be small in the 
automotive sector, and to repeat that regulations may have positive as well as negative effects on 
employment. 



Appendix to Proposed Determination - Consumer Impacts, Employment and Other Factors 

A-89 

In the Draft TAR (Chapter 7.4.2), we estimated this effect using the ratio of workers to each 
$1 million of expenditures in that sector. Though, as noted above, we received comments critical 
of our not quantifying the output effect, we did not receive comments on this approach to the 
substitution effect. The use of these ratios has both advantages and limitations. It is often 
possible to estimate these ratios for quite specific sectors of the economy: for instance, it is 
possible to estimate the average number of workers in the light-duty vehicle manufacturing 
sector per $1 million spent in the sector, rather than use the ratio from another, more aggregated 
sector, such as motor vehicle manufacturing. As a result, it is not necessary to extrapolate 
employment ratios from possibly unrelated sectors. On the other hand, these estimates are 
averages for the sectors, covering all the activities in those sectors; they may not be 
representative of the labor required when expenditures are required on specific activities, or 
when manufacturing processes change sufficiently that labor intensity changes. For instance, the 
ratio for the motor vehicle manufacturing sector represents the ratio for all vehicle 
manufacturing, not just for emissions reductions associated with compliance activities. In 
addition, these estimates do not include changes in sectors that supply these sectors, such as steel 
or electronics producers. They thus may best be viewed as the effects on employment in the auto 
sector due to the changes in expenditures in that sector, rather than as an assessment of all 
employment changes due to these changes in expenditures. In addition, this approach estimates 
the effects of increased expenditures while holding constant the labor intensity of manufacturing; 
it does not take into account changes in labor intensity due to changes in the nature of 
production.  This latter effect could either increase or decrease the employment impacts 
estimated here.156 

Some of the costs of these standards will be spent directly in the motor vehicle manufacturing 
sector, but it is also likely that some of the costs will be spent in the motor vehicle parts 
manufacturing sector. The analysis here draws on estimates of workers per $1 million of 
expenditures for both of these sectors. 

There are several public sources for estimates of employment per $1 million expenditures.  
The U.S. Bureau of Labor Statistics (BLS) provides its Employment Requirements Matrix 
(ERM),157 which provides direct estimates of the employment per $1 million in sales of goods in 
202 sectors. The values considered here are for Motor Vehicle Manufacturing (NAICS 3361) and 
Motor Vehicle Parts Manufacturing (NAICS 3363) for 2014.  

The U.S. Census Bureau provides both the Annual Survey of Manufacturers158 (ASM) and the 
Economic Census (EC). The ASM is a subset of the Economic Census, based on a sample of 
establishments; though the Census itself is more complete, it is conducted only every 5 years, 
while the ASM is annual. Both include more sectoral detail than the BLS ERM: for instance, 
while the ERM includes the Motor Vehicle Manufacturing sector, the ASM and EC have detail 
at the 6-digit NAICS code level (e.g., light truck and utility vehicle manufacturing). While the 

                                                 
156 As noted above, Morgenstern et al. (2002) (Docket EPA-HQ-OAR-2014-0827-0088) separate the effect of 

holding output constant into two effects: the cost effect, which holds labor intensity constant, and the factor shift 
effect, which estimates those changes in labor intensity. 

157 http://www.bls.gov/emp/ep_data_emp_requirements.htm; see "Substitution Effect Employment Impacts 
calculation," Docket EPA-HQ-OAR-2015-0827. 

158 http://www.census.gov/manufacturing/asm/index.html; see "Substitution Effect Employment Impacts 
calculation," Docket EPA-HQ-OAR-2015-0827. 

http://www.bls.gov/emp/ep_data_emp_requirements.htm
http://www.census.gov/manufacturing/asm/index.html
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ERM provides direct estimates of employees/$1 million in expenditures, the ASM and EC 
separately provide number of employees and value of shipments; the direct employment 
estimates here are the ratio of those values. The values reported are for Motor Vehicle 
Manufacturing (NAICS 3361), Automobile and Light Duty Motor Vehicle Manufacturing 
(NAICS 33611), and Motor Vehicle Parts Manufacturing (NAICS 3363), for 2014 for the ASM 
and 2012 for the EC.  

The values used here are adjusted to remove the employment effects of imports through use of 
a ratio of domestic production to domestic sales of 0.663.159  

Table B.5 provides the values, either given (BLS) or calculated (ASM and EC) for 
employment per $1 million of expenditures in 2014 (2012 for EC) the most recent values 
available, all adjusted to 2015 dollars using the Bureau of Economic Analysis’s Implicit GDP 
Price Deflators.160 Although the ASM appears to provide slightly higher values than the ERM, 
the different data sources provide similar patterns for the estimates for the sectors.  

Table B.5  Employment per $1 Million Expenditures (2015$) in the Motor Vehicle Manufacturing Sectora 

Source Sector Ratio of 
workers per $1 

million 
expenditures 

Ratio of workers per $1 
million expenditures, 

adjusted for domestic vs. 
foreign production 

BLS ERM  Motor vehicle mfg (3361) 0.38 0.25 
BLS ERM  Motor vehicle parts mfg (3363) 1.67 1.10 

ASM  Motor vehicle mfg (3361) 0.57 0.38 
ASM  Automobile and light duty motor vehicle 

mfg (33611) 
0.52 0.35 

ASM  Automobile mfg (336111) 0.61 0.41 
ASM  Motor vehicle parts mfg (3363) 2.03 1.34 

EC Motor vehicle mfg (3361) 0.58 0.38 

EC Automobile and light duty motor vehicle 
mfg (33611) 

0.53 0.35 

EC Automobile mfg (336111) 0.61 0.41 

EC Motor vehicle parts mfg (3363) 2.07 1.37 
Note:  
a BLS ERM refers to the U.S. Bureau of Labor Statistics’ Employment Requirement Matrix, 2014 values. ASM 
refers to the U.S. Census Bureau’s Annual Survey of Manufactures, 2014 values. EC refers to the U.S. Census 
Bureau’s Economic Census, 2012 values. These are the most recent data available. 
 

Over time, the amount of labor needed in the motor vehicle industry has changed: automation 
and improved methods have led to significant productivity increases. The BLS ERM, for 

                                                 
159 To estimate the proportion of domestic production affected by the change in sales, we use data from WardsAuto 

for total car and truck production in the U.S. compared to total car and truck sales in the U.S. Over the period 
2006-2015, the proportion averages 66.3 percent. From 2012-2015, the proportion average is slightly higher, at 
69.2 percent. 

160 At the time of access, the EC data was only available by 2-, 3-, or 6-digit NAICS industry code. To construct the 
4- and 5-digit numbers, we separately summed total employees and total expenditure for each 6-digit 
subcategory. 
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instance, provided estimates that, in 1997, 1.06 workers in the Motor Vehicle Manufacturing 
sector were needed per $1 million, but only 0.38 workers by 2014 (in 2015$).161 Because the 
ERM is available annually for 1997-2014, we used these data to estimate productivity 
improvements over time. We regressed logged ERM values on a year trend for the Motor 
Vehicle Manufacturing and Motor Vehicle Parts Manufacturing sectors. We used this approach 
because the coefficient describing the relationship between time and productivity is a direct 
measure of the average percent change in productivity per year. The results suggest a 6.6 percent 
per year productivity improvement in the Motor Vehicle Manufacturing Sector, and a 4.9 percent 
per year improvement in the Motor Vehicle Parts Manufacturing Sector.  

We then used the regression results to project the number of workers per $1 million through 
2025. We calculated separate sets of projections (adjusted to 2015$) for both the BLS ERM data 
as well as the EC and ASM for all sectors discussed above.  The BLS ERM projections were 
calculated directly from the fitted regression equations since the regressions themselves used 
ERM data. For the ASM and EC projections, we used the ERM’s ratio of the projected value in 
each future year to the projected value in 2014 for the ASM and 2012 for the EC (the base years 
in our data) to determine how many workers will be needed per $1 million of 2015$. In other 
words, we apply the projected productivity growth estimated using the ERM data to the ASM 
and EC numbers.  

Finally, to simplify the presentation and give a range of estimates, we compared the projected 
employment among the sectors for the ERM, EC, and ASM, and we provide here only the 
maximum and minimum effects in each year across all sectors. We provide the range rather than 
a point estimate because of the inherent difficulties in estimating employment impacts; the range 
gives an estimate of the expected magnitude. The details of the calculations may be found in the 
docket. The Motor Vehicle Parts Manufacturing Sector value from the ASM provides the 
maximum employment estimates per $1 million; the Motor Vehicle Manufacturing Sector value 
from the ERM provides the minimum estimates.  

Section C.1  of this Appendix discusses the vehicle cost estimates developed for the 
standards. The final step in estimating employment impacts is to multiply costs (in $ millions) by 
workers per $1 million in costs, to estimate employment impacts in the regulated and parts 
manufacturing sectors. Table B.6 presents the projected reference case costs and the 
corresponding minimum and maximum estimated employment impacts. For each year, additional 
ranges in parentheses are included that reflect estimates from projections using high and low fuel 
price scenarios.162 Increased costs of vehicles and parts, by itself, and holding labor intensity 
constant, would be expected to increase employment between 2021 and 2025 by a few hundred 
to perhaps 12,000. We note again that these estimates are only for substitution-effect 
employment; it omits effects on total employment due to changes in vehicle sales, because we 
have not quantified an effect on vehicle sales. 

                                                 
161 http://www.bls.gov/emp/ep_data_emp_requirements.htm; this analysis used data for sectors 80 (Motor Vehicle 

Manufacturing) and 82 (Motor Vehicle Parts Manufacturing) from “Chain-weighted (2009 dollars) real domestic 
employment requirements tables;” see "Substitution Effect Employment Impacts calculation," Docket EPA-HQ-
OAR-2015-0827. 

162 As discussed in Section C, the costs for the reference fuel price scenario do not necessarily fall between those of 
the high and low fuel price scenarios, because fuel prices are not the only difference in the scenarios; they differ 
in assumptions about the vehicle fleet as well. 
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While we estimate employment impacts, measured in job-years, beginning with program 
implementation, some of these employment gains may occur earlier as vehicle manufacturers 
and parts suppliers hire staff in anticipation of compliance with the standards.  A job-year is a 
way to calculate the amount of work needed to complete a specific task.  For example, a job-year 
is one year of full-time work for one person.  

Table B.6  Partial Employment Impact due to Substitution Effect of Increased Costs of Vehicles and Parts, in 
Job-yearsa 

Year Costs (Millions of 
2015$) 

Minimum Employment Due to 
Substitution Effect (ERM 

estimates, expenditures in the 
Motor Vehicle Mfg Sector) 

Maximum Employment Due to 
Substitution Effect (ASM estimates, 

expenditures in the Parts Sector) 

2021 $2,334 
($2,266 - $2,508) 

200 
(200 - 300) 

2,200 
(2,200 - 2,400) 

2022 $5,269 
($5,140 - $5,638) 

500 
(500 - 600) 

4,800 
(4,700 - 5,100) 

2023 $8,308 
($8,198 - $8,833) 

800 
(800 - 800) 

7,200 
(7,100 - 7,600) 

2024 $11,298 
($10,983 - 11,940) 

1,000 
(1,000 - 1,000) 

9,300 
(9,000 - 9,800) 

2025 $14,375 
($13,607-15,266) 

1,200 
(1,100 - 1,300) 

11,300 
(10,700 - 12,000) 

Note: 
a Numbers in parentheses reflect the estimates derived from scenarios with high and low fuel prices. 
 

B.2.4.3  Summary of Employment Effects in the Motor Vehicle Sector 

The overall effect of the standards on motor vehicle sector employment depends on the 
relative magnitude of the output effect and the substitution effect. Because we do not have 
quantitative estimates of the output effect, and only a partial estimate of the substitution effect, 
we cannot reach a quantitative estimate of the overall employment effects of the standards on 
auto sector employment or even whether the total effect will be positive or negative.  

The Urban Air Initiative mentions the benefits to the economy, including employment, 
associated with reduced fuel consumption. Environmental Defense Fund points out that more 
efficient vehicles make the auto industry less vulnerable to unanticipated changes in fuel prices, 
and thus reduce changes in employment. The International Union, United Automobile, 
Aerospace & Agricultural Implement Workers of America (UAW) seeks to avoid incentives in 
the program that might shift production overseas. The standards are not expected to provide 
incentives for manufacturers to shift employment between domestic and foreign production. This 
is because the standards will apply to vehicles sold in the U.S. regardless of where they are 
produced. WardsAuto data suggest that the current share of domestic production for cars and 
trucks is very similar to the share in 2006: 66 percent in 2006, and 68 percent in 2015.  

If production overseas already involved increased expertise in satisfying the requirements of 
the standards, there may be some initial incentive for foreign production, but meeting the 
standards may lead to increased opportunities for domestic production to sell in other markets. 
To the extent that the requirements of these standards might lead to installation and use of 
technologies that other countries may seek now or in the future, developing this capacity for 
domestic production now may provide some additional ability to serve those markets. Business 
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for Innovative Climate and Energy Policy, Environmental Entrepreneurs, the Natural Resources 
Defense Council, and Consumer Federation of America all argue that the standards promote the 
global competitiveness of the U.S. auto industry in a world where vehicle efficiency and GHG 
standards are tightening, by promoting development and sales of vehicles that customers 
elsewhere in the world will favor. 

B.2.4.4  Motor Vehicle Parts Manufacturing Sector 

Some vehicle parts are made in-house and would be included directly in the regulated sector. 
Others are made by independent suppliers and are not directly regulated, but they will be affected 
by the standards as well. The parts manufacturing sector will be involved primarily in providing 
“add-on” parts, or components for replacement parts built internally. If demand for these parts 
increases due to the increased use of these parts, employment effects in this sector are expected 
to be positive. If the output effect in the regulated sectors is significantly negative enough, it is 
possible that demand for other parts may decrease. As noted, EPA does not predict a magnitude 
or direction for the output effect.   

The Aluminum Association points to increases in its employment as it has expanded 
automotive aluminum body sheet manufacturing. The aluminum sector is not explicitly in the 
estimates provided of motor vehicle parts manufacturing. We also note that expanded use of 
aluminum may come at the expense of other materials. EPA did not receive comments on losses 
in other manufacturing-related sectors. 

B.2.5  Employment Impacts in Other Affected Sectors 

B.2.5.1  Effects on Employment for Auto Dealers 

The effects of the standards on employment for auto dealers depend principally on the effects 
of the standards on light duty vehicle sales: increases in sales are likely to contribute to 
employment at dealerships, while reductions in sales are likely to have the opposite effect. As 
discussed in Section B.1.3  , EPA does not estimate the effects of the standards on vehicle sales. 
In addition, auto dealers may be affected by any changes in maintenance and service costs. 
Increases in those costs are likely to increase labor demand in dealerships, and reductions are 
likely to decrease labor demand.  

Concerns have been raised about consumer acceptance of technologies used to meet the 
standards, though these effects do not seem significant to date (see Section B.1.5  ). Auto dealers 
may play a major role in explaining the merits and disadvantages of these new technologies to 
vehicle buyers. This additional role may also affect employment levels at dealers.  

B.2.5.2  Effects on Employment for Fuel Suppliers 

In addition to the effects on the auto manufacturing and parts sectors, the standards result in 
changes in fuel use that lower GHG emissions.  

Expected petroleum fuel consumption reductions can be found in SectionC.2  . While this 
reduced consumption represents fuel savings for purchasers of fuel, it represents a loss in value 
of output for the petroleum refinery industry, fuel distributors, and gasoline stations. The loss of 
expenditures to petroleum fuel suppliers throughout the petroleum fuel supply chain, from the 
petroleum refiners to the gasoline stations, is likely to result in reduced employment in these 
sectors. Securing America's Future Energy (SAFE) points out that falling oil prices have 
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contributed to workers losing jobs in the energy sector. In contrast, when oil prices are high, the 
auto industry loses jobs. SAFE implies that jobs in the U.S. are vulnerable to oil price shocks 
regardless of the direction of the shock.  

Because the fuel production sector is material-intensive, the employment effect is not 
expected to be large.163 Although gasoline stations will sell less fuel, the fact that many provide 
other goods, such as food and car washes, moderates losses in this sector. In addition, it may be 
difficult to distinguish these effects from other trends, such as increases in petroleum sector labor 
productivity that may also lower labor demand. 

Auto manufacturers may choose to meet the standards through alternatively-fueled vehicles, 
such as those that use electricity, hydrogen, or compressed natural gas (CNG), though EPA does 
not project large use of these vehicles. Such fuels may require additional infrastructure, such as 
electricity charging locations or hydrogen fueling stations (see Section B.3.2  ). Providing this 
infrastructure will require some increased employment. In addition, the production of these fuels 
is likely to require some additional labor. The National Propane Gas Association, for instance, in 
supporting use of propane, point out that it has an established network of suppliers, and suggests 
it might increase employment with more use of propane. We did not receive comments on 
employment impacts from other fuel suppliers. We have insufficient information at this time to 
predict whether the increases in labor associated with increased infrastructure provision and 
generation for production of other fuels will be greater or less than the employment reductions 
associated with reduced demand for petroleum fuels. 

B.2.5.3  Effects on Employment due to Impacts on Consumer Expenditures 

As a result of these standards, consumers will likely pay higher up-front costs for the vehicles, 
but they are expected to recover those costs in a fairly short payback period (see SectionC.2.4  ). 
As a result, consumers are expected to have additional money to spend on other goods and 
services, though the timing for access to that additional money depends on the payback period 
and whether the consumer borrows money to buy the vehicle. These increased expenditures 
could support employment in those sectors where consumers spend their savings. 

These increased expenditures will occur in the years in which the fuel savings exceed 
expenditures on the up-front costs. If, on the one hand, the economy is at full employment during 
that time, any change in consumer expenditures would primarily represent a shift in employment 
among sectors. If, on the other hand, the economy has substantial unemployment, these 
expenditures would contribute to employment through increased consumer demand. 

B.2.6   Summary 

The primary employment effects of these standards are expected to be found in several key 
sectors: auto manufacturers, auto parts manufacturing, auto dealers, fuel production and supply, 
and consumers (via the employment effects of their fuel savings). In an economy with full 
employment, the primary employment effect of standards is likely to be to shift employment 
from one sector to another, rather than to increase or decrease employment. For that reason, we 
focus our partial quantitative analysis on employment in the regulated sector, to examine the 

                                                 
163 In the 2014 BLS ERM cited above, the Petroleum and Coal Products Manufacturing sector has a ratio of workers 

per $1 million of 0.215, lower than all but two of the 181 sectors with non-zero employment per $1 million. 
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impacts on that sector directly. We discuss the likely direction of other impacts in the regulated 
sector as well as in other directly related sectors, but we do not quantify those impacts, because 
they are more difficult to quantify with reasonable accuracy, particularly so far into the future. 

For the regulated sector, the partial employment impact due to the substitution effect of 
increased costs of autos is expected to be positive. The total effect of the standards on motor 
vehicle employment depends in addition on changes in vehicle sales, which are not quantified; 
thus, we do not estimate the total effects of the standards in the regulated industry. 

Effects in other sectors that are affected by vehicle sales are also ambiguous. Reduced 
petroleum fuel production implies less employment in the petroleum sectors, although there 
could be increases in employment related to providing infrastructure for alternative fuels if 
manufacturers choose to comply with the standard through increased production of vehicles that 
use those fuels. Finally, consumer spending is expected to affect employment through changes in 
expenditures in general retail sectors; net fuel savings by consumers are expected to increase 
demand (and therefore employment) in other sectors. Thus, while the standards are likely to have 
some effect on employment, this effect is likely to be small enough that it cannot be 
distinguished from other factors affecting employment, especially macroeconomic conditions. 
As has been noted, under conditions of full employment, any changes in employment levels in 
the regulated sector due to this program are mostly expected to be offset by changes in 
employment in other sectors. 

B.3  Other Relevant Factors 

B.3.1  Vehicle Safety Effects  

In setting emissions standards for mobile source air pollutants, EPA considers factors relevant 
to public health and welfare, including safety.  See, e.g. 74 FR at 49464/3 (Sept. 28, 2009).  As 
part of the Proposed Determination, EPA has assessed the potential of the MY2022-2025 
standards to affect vehicle safety.  (EPA, of course, also considered the issue of safety in initially 
promulgating the standards.  See 77 FR 62740-768). 

In the Draft TAR (Chapter 8), the agencies reviewed the relationships between mass, size, and 
fatality risk based on the statistical analysis of historical crash data, which included a NHTSA 
updated analysis performed by using the most recent available crash data.  EPA used the results 
from this updated analysis to calculate the estimated safety impacts of the modeled mass 
reductions over the lifetimes of new vehicles in response to MY2022-2025 standards.  

Consistent with the Draft TAR, Table B.7 presents the safety coefficients assessed in our 
analysis, expressed as the estimated percent increase in U.S. societal fatality risk per ten billion 
VMT for each 100-pound reduction in vehicle mass, while holding footprint constant, for each of 
five classes of vehicles.   
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Table B.7  Fatality Increase (%) per 100-Pound Mass Reduction While Holding Footprint Constant164 

MY2003-2010 

CY 2005-2011 

Fatality Increase (%) Per 100-Pound Mass Reduction While 
Holding Footprint Constant 

Point Estimate 95% Confidence Bounds 

Cars < 3,197 pounds 1.49 -  0.30 to +3.27 
Cars > 3,197 pounds 0.50 -  0.59 to +1.60 

CUVs and minivans  -0.99 -2.17 to + 0.19 
Truck-based LTVs < 4,947 pounds -0.10 -  1.08 to +0.88 
Truck-based LTVs > 4,947 pounds  -0.72 -  1.45 to +0 .02 

 

EPA believes the results in Table B.7 represent the most up-to-date safety analysis.  For that 
reason, we use those results in the Proposed Determination as the safety coefficients to assess the 
safety impact in EPA’s OMEGA model. 

Using the same coefficients as used in the Draft TAR, taken from the 2016 NHTSA study, 
EPA used the OMEGA core model to estimate the impact of weight reduction on net fatalities 
per mile driven by the fleet.  This is done using the weight reductions applied by OMEGA and 
applying to those weight reductions to the safety metrics shown in Table B.8.  The "Change per 
100 lbs" column shows the change in the number of fatalities as a percentage for each 100 
pounds of weight removed from vehicles described by the "Safety Class Description" column.  
The "FMVSS Adjustment" factor is also applied to calculate the impact on fatalities per billion 
miles of vehicle travel. All of the inputs presented in Table B.8 are consistent with inputs used in 
the Draft TAR.165 

Table B.8  Metrics Used in the OMEGA Safety Analysis 

Safety Class Description Change per 100 lbs Base per billion mile FMVSS Adjustment 
PC below 3197 1.49% 13.59 0.904 
PC above 3197 0.51% 11.15 0.904 
LT below 4947 -0.10% 14.35 0.904 
LT above 4947 -0.72% 16.06 0.904 
CUE Minivan -0.99% 9.00 0.904 

 

Using these metrics, EPA calculated the impact of mass reduction on net vehicle-related 
fatalities, as shown in Table B.9, which shows the results of EPA’s safety analysis over the 
lifetimes of MY2021 to 2025 vehicles (EPA explains in Section C.1 why MY2021 vehicles are 
included even though the Proposed Determination is considering the MY2022 to 2025 
standards).  A positive number would mean that fatalities are projected to increase; a negative 
number means that fatalities are projected to decrease.  As shown, the EPA analysis projects 
considerable fatality decreases in the reference and control cases.  Those decreases should be 
seen as being relative to the current fleet moving forward in time without mass reductions in 
response to new standards (i.e., relative to the projected MY2021 through 2025 baseline fleet).  
The reference case standards reduce fatalities relative to the projected baseline fleet (a fleet that 

                                                 
164 Table 8.4, Chapter 8, Draft TAR, EPA-420-D-16-900 (July, 2016).  
165 See Table 8.15 of the Draft TAR, EPA-420-D-16-900 (July 2016). 
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continues to meet the 2014 standards in place for the year upon which our baseline fleet is 
generated) due to mass reduction applied to move the fleet from the 2014 standards to the 2021 
standards (the reference case standards).  In the reference case, those 2021 standards continue 
indefinitely for subsequent model year vehicles.  The control case (i.e., the 2022 through 2025 
standards) then results in further mass reduction beyond the reference case level. This further 
mass reduction is projected to further reduce fatalities relative to both the baseline and reference 
cases.  On net, the EPA analysis shows small net fatality decreases over the lifetimes of MY2021 
through 2025 vehicles. 

Table B.9  Net Fatality Impacts over the Lifetimes of MY2021-2025 Vehicles 

Fuel Price Case Fatality Impacts in the 
Reference Case 

Fatality Impacts in the Control 
Case 

Net Fatality 
Impacts 

AEO2016 Reference  -1,412 -1,863 -451 
AEO2016 High  -1,060 -1,435 -375 
AEO2016 Low  -1,670 -2,297 -627 

 

EPA received a few public comments on the mass/safety analysis contained in the Draft TAR 
Chapter 8. National Resources Defense Council (NRDC) believes strongly that the 2025 
standards can be achieved without an increased risk to safety, and that the fleet of future vehicles 
can be built lighter weight, less polluting and safe. The Alliance of Automobile Manufacturers 
commented that it found inconsistencies in the results “that require further physical 
explanations.”  Tom Wenzel, of Lawrence Berkeley National Laboratory (LBNL), on behalf of 
Department of Energy (DOE), recommended that the agencies should use a second set of 
regression coefficients, such as those used in the “LBNL baseline"166 to run EPA’s OMEGA 
model, “because the estimated relationships between mass reduction and societal fatality risk are 
not consistently statistically different from zero, and are sensitive to the data and variables used 
in the regression models."   

Table B.8  Comparison between NHTSA & LBNL Baseline Model Estimate  

 
 

 

 
MY2003-2010 
CY 2005-2011 

Fatality Increase (%) Per 100-Pound Mass Reduction While 
Holding Footprint Constant 

NHTSA  

Baseline Point Estimate 

LBNL 

Baseline Point Estimate 

Cars < 3,197 pounds  1.49 0.52 
Cars > 3,197 pounds  0.50 -  0.80 

CUVs and minivans  - 0.99 -0.35 
Truck-based LTVs < 4,947 pounds  -0.10 -1.01 
Truck-based LTVs > 4,947 pounds  -0. 72 -2.27 

 

                                                 
166 Tom Wenzel, Table 5.16, “Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass, and 

Footprint in Model Year 2003-2010 Passenger Cars and LTVs, Preliminary report prepared for the Office of 
Energy Efficiency and Renewable Energy, U.S. Department of Energy.”  LBNL -1005177. (July, 2016).  
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As indicated at Table B.8, if we were to apply Wenzel’s “LBNL baseline” in our OMEGA 
model, the estimates of potential adverse safety implications would be even less, which might 
influence a choice to model greater levels of mass reduction in assessing potential compliance 
pathways. We acknowledge the rationale for Wenzel’s recommendation. However, for purposes 
of the Proposed Determination, we believe it is appropriate to continue using the approach taken 
in the Draft TAR, since it is more conservative and we want to ensure there are no significant 
adverse safety implications associated with the 2022-2025 standards.    

B.3.2  Alternative Fuel Infrastructure  

Although the Draft TAR projected that only a very small fraction of the fleet will need to be 
PEVs to meet the MY2025 standards, alternative fuel vehicles such as battery electric vehicles 
(BEVs) and plug-in hybrid electric vehicles (PHEVs) (collectively called plug-in electric 
vehicles, or PEVs), and fuel cell electric vehicles (FCEVs) are an essential part of any future 
vehicle fleet intended to meet long term climate and air quality goals, as discussed in Section V.  
In addition, other alternative fuels such as ethanol (E85) and compressed natural gas (CNG) have 
the potential to contribute to GHG emission reductions.  Chapter 9 of the Draft TAR provided an 
overview of alternative fuel vehicle infrastructure, including the status, costs, and trends in PEV 
charging infrastructure and hydrogen infrastructure, and examined the challenges being 
addressed to scale up the infrastructure as advanced vehicle sales grow in response to market 
demand and for compliance with the federal standards.        

Chapter 9 of the Draft TAR concluded that infrastructure does not present a barrier for 
alternative fuel vehicles to be used in meeting the 2022-2025 national program GHG and fuel 
economy standards.  We presented information to show that sufficient charging and refueling 
capacity is likely to exist to support the relatively small numbers of PEVs that we expect 
manufacturers to choose to produce in order to meet the standards.  We also observed that, apart 
from the regulatory targets, auto manufacturers may decide to expand production of alternative 
fueled vehicles for other reasons, including market demand. 

Although the majority of PEV charging occurs at home and home-based charging is an option 
for many PEV drivers, national PEV infrastructure in public and work locations is progressing.  
With over 12,000 public and private stations and over 38,000 connectors, public charging needs 
are being addressed, additional public charge stations are opening weekly, and strong growth is 
forecast.  With vehicle grid integration, inductive charging, and vehicle to grid bi-direction 
power flow, tremendous opportunities in PEV infrastructure are on the horizon.  These 
opportunities, coupled with a growing PEV market, will further the commercial infrastructure 
market and ultimately the availability of PEV infrastructure.  

In public comments on the Draft TAR, several stakeholders discussed the conclusions of the 
Draft TAR about the sufficiency of existing and expected infrastructure development. A number 
of these comments, generally from the automotive manufacturing industry, focused on the 
commenters' belief that a greater degree of infrastructure development would be needed because 
they expect that more of these vehicles will be needed to meet the standards.  However, as we 
discuss in Section C, we continue to conclude that only a few percent of PEVs and FCEVs will 
be needed to meet the standards based on evaluation of potential least cost compliance pathways.  
Therefore, we also continue to conclude that current and expected expansion of electric charging 
and hydrogen fueling infrastructure, as discussed in Chapter 9 of the Draft TAR, will be 
sufficient to supply that segment of the automotive fleet.   
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Other comments from the Alliance of Automobile Manufacturers (the Alliance) raised issues 
that we believe have been adequately addressed in Chapter 9 of the Draft TAR. First, the Draft 
TAR (on page 9-24) discusses how we accounted for PHEVs, not just BEVs, in discussing 
vehicle charging points.  Next, the Alliance is correct that the Draft TAR does not provide a 
geospatial assessment of the public charging network. However, while the data analyses 
presented in the Draft TAR are not region-specific, the aggregate conclusions are still based on a 
geographically dispersed set of PEVs.  Also, regarding concerns that Level 1 charging is not a 
long-term solution, the Draft TAR’s overview of PEV infrastructure also explicitly states that 
Level 1 charging is a minimum availability for “most” PEVs (page 9-1), and we also discuss the 
other existing and emerging charging systems. Later discussion in Chapter 9 acknowledges and 
addresses many of the other concerns mentioned in the Alliance comments.  We also note that 
the Draft TAR did not specifically imply Level 1 charging as the only viable option for multiple 
unit housing developments, as suggested in the Alliance comments.  Regarding the Alliance 
suggestion that the Draft TAR discussion of charging costs include a more thorough analysis and 
presentation in order to “fully inform customers," we continue to believe that the Draft TAR 
provides a reasonable technical assessment of infrastructure issues, which did not include a 
specific intention of informing EV customers about their charging options.  

Regarding hydrogen fueling infrastructure for FCEVs, the Alliance commented that in 
general, hydrogen infrastructure needs to lead FCEV development.  Our expectation is that at a 
minimum hydrogen infrastructure development should occur in parallel with vehicle 
introduction, although, as discussed in detail in Chapter 9 of the Draft TAR, recent hydrogen 
infrastructure development has often occurred ahead of the vehicle deployment.  Also, as 
observed in the Alliance comments, Toyota reported a temporary delay in the release of their 
FCEV model (Mirai) due to infrastructure availability issues.  However, this appears to have 
been a short-term issue, and more recent data Toyota has released shows continued growth in 
sales of this model.167  Overall, as discussed in the Draft TAR, we continue to conclude that 
hydrogen fueling infrastructure will to be in place to support FCEV deployments.   

Finally, Chapter 9 of the Draft TAR also discussed that it is also possible that vehicle 
manufacturers will continue to market some light-duty vehicles using alternative fuels other than 
electricity and hydrogen.  The Draft TAR specifically discussed the two largest alternative fuel 
vehicle segments currently, compressed natural gas (CNG) and ethanol (E85).  For these 
vehicles, fueling infrastructure has continued to grow to support vehicle fleet growth.  There 
were no specific comments on the status of infrastructure for these fuels reported in the Draft 
TAR.   

Overall, we continue to conclude that infrastructure will not present a barrier for the small 
numbers of alternative fuel vehicles that we expect manufacturers to choose to produce as a part 
of their compliance with the MY2022-2025 GHG standards.  

B.3.3  Standards Design Elements 

In the design of the MY2012 – 2025 GHG standards, EPA carefully considered the impact the 
standards can have on vehicle utility and consumer choice such that the automotive companies 

                                                 
167 See Toyota's August 2016 sales press release and data: http://www.toyotanewsroom.com/releases/toyota-lexus-

august-2016-sales.htm and http://www.toyotanewsroom.com/releases/tms-august-2016-sales-chart.htm. 
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have the ability to maintain vehicle utility and consumer choice while complying with the 
standards.  EPA decided to use vehicle “footprint” as the attribute to determine the GHG 
standards for a given automotive manufacturer’s fleet (the standard being the production-
weighted average of the footprint-based targets for each vehicle produced). The light-duty 
vehicle GHG standards are curves based on the footprint attribute (Section I shows a graphical 
depiction of the footprint curves).  There are separate passenger car footprint-based standards 
and light-truck footprint-based standards.  Under this approach, the larger the vehicle footprint 
the less numerically stringent (i.e., higher) the corresponding CO2 target level.  The curves 
become more stringent year-over-year as the standards are phased-in through MY2025.  These 
footprint based standards were designed to promote GHG emissions improvements in vehicles of 
all sizes, and are not expected to create incentives for manufacturers to change the size of their 
vehicles in order to comply with the standards.  (The big increase in the number of large SUVs in 
the fleet from MY2012 to 2015, as shown in the recent Trends report,168 illustrates this point, 
since more of these larger-footprint vehicles were produced as the standards increased in 
stringency, yet this segment also showed the most improvement in GHG reductions over the 
same time period).  Moreover, since the standards are based on the unique, sales-weighted fleet 
average for each manufacturer, no specific vehicle must meet a given footprint target.  

EPA received a variety of comments regarding the footprint approach.  Several commenters 
stressed the importance of the footprint-based standards in ensuring consumer choice and 
encouraging emissions reductions across vehicles of all sizes.  For example, Consumer 
Federation of America commented that the footprint approach ensures that the standards do not 
require radical changes in the types or size of vehicles consumers drive, so, the full range of 
choices will be available to consumers.  Consumers Union similarly commented that footprint-
based standards encourage automakers to design and sell vehicles that have better fuel economy 
across vehicle size and class.  NACAA commented that the footprint-based approach fully 
accommodates changes in the car-truck sales mix that can occur due to such factors as economic 
growth, gasoline prices and other macro-economic trends, meaning that irrespective of 
consumers’ choice of vehicles the rule will result in improvements across the light-duty fleet. 
The BlueGreen Alliance commented that the foot-print-based structure is key, as it means 
consumers see fuel savings no matter what kind of vehicle they need and also means that 
innovation happens across the entire industry.  The UAW commented that it is critical to 
maintain the domestic footprint formula that is currently being used. Motor and Equipment 
Manufacturers Association (MEMA) also commented supporting the footprint-based National 
Program because it permits vehicle manufacturers to focus their resources on investing in the 
best technologies available for their fleet to achieve the levels prescribed by the program.   

Several commenters expressed concern regarding the footprint standards, asserting that 
vehicle footprints are increasing over time.  Among the comments, the Center for Biological 
Diversity asserting that footprints are increasing and that the standards for larger footprint 
vehicles should be made more stringent.  UCS commented that EPA should look very closely at 
whether manufacturers are unreasonably increasing the footprint of vehicles and consider 
reassessing the slope of the defined attribute curves to discourage any such behavior.  NRDC 
also recommends that EPA analyze footprint data, especially at time of vehicle redesign when 

                                                 
168 Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 Through 

2016,” EPA Office of Transportation and Air Quality, November 2016. 
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manufacturers are most apt to increase vehicle footprint and should investigate and propose 
changes to the curves if necessary to preserve the benefits of the program.  Georgetown 
University recommended that the footprint coefficient be adjusted downward to reduce the 
automakers’ incentive to sell larger footprint vehicles relative to other car characteristics. 

Related to the comments regarding footprint, EPA received comments supporting a backstop 
standard. NRDC commented that it is important that EPA adopt a backstop mechanism to make 
sure the fleet average emissions decrease consistently in future years.  Consumers Union 
recommended for future consideration a minimum efficiency or floor for each footprint size may 
be necessary to avoid either “footprint creep,” (whereby automakers enlarge vehicles in order to 
water down their compliance targets) or heavy cross-class subsidization (whereby automakers 
rely on improvements to a limited class of vehicles to avoid improvements to other vehicle 
classes).  UCS recommended that EPA look very closely at whether manufacturers are 
unreasonably increasing footprint of vehicles and consider reassessing the slope of the defined 
attribute curves to discourage any such behavior.  ACEEE also commented that the footprint 
curves should be adjusted such that the absolute levels of CO2 reductions are achieved.  

ACEEE commented that pickups are being upsized, and also that manufacturers are pushing 
the wheels to the corners of some vehicles, resulting in a loss of program benefits.  ACEEE 
suggested that EPA revisit the cut-point for the upper end of the truck footprint curve where the 
footprint curve flattens out.  

EPA also received comment on the current light truck definition.  UCS noted that almost all 
of the new small SUVs that have been introduced have been 4WD which classifies them as light 
trucks.  UCS comments that the large difference (39.8 g/mile on average) in standards between 
the car and truck curves would provide a motivation for manufacturers to increase the sales of 
the 4WD model.  UCS believes this suggests that manufacturers could be using the 4WD 
distinction in the definition as a compliance tool and recommends that EPA look at ways to close 
the “loophole,” including developing a single curve for cars and trucks to negate the adverse 
impacts of any shift between cars and SUVs.  NRDC also commented that EPA should 
investigate this issue. 

These commenters suggest various changes to the form of the standards, the footprint curves, 
or vehicle definitions to address concerns regarding the projected overall less stringent projected 
2025 fleetwide CO2 target level of the program compared to the projections made in the 2012 
final rule.  (Appendix Section C.1.1 provides the CO2 fleet targets for all three AEO scenarios 
for the Proposed Determination).  The commenters’ recommendations would suggest changing 
the program to address the issue that the standards are now projected to reach a slightly lower 
fleetwide CO2 target level by 2025, due primarily to shifts in consumer preferences toward 
larger footprint vehicles.  In many cases, these suggested changes would have the effect of 
making the standards more stringent.  This Proposed Determination that the MY2022-2025 
standards remain appropriate is based on the footprint curves and vehicle definitions currently in 
the regulations.  EPA believes that the program is operating as it was designed and as discussed 
in Section IV.E of the Proposed Determination document, EPA is proposing that the existing 
MY2022-2025 standards remain appropriate.  EPA recognized in the MY2012-2016 rule that 
footprints could be larger (or smaller) in the future based in part on consumer demands that are 
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external to the rule.169  While average footprint has remained relatively flat since the standards 
were first established,170 the market shift toward higher truck share in recent years has the same 
effect of increasing the fleetwide GHG emissions level necessary to meet the GHG standards. 
This is because, for the same footprint level, the truck curve has a higher GHG emissions target 
than does the car curve. EPA is not aware of any evidence that the standards structure is 
motivating the shift from cars to trucks, beyond the market forces such as lower gasoline prices.  
EPA also notes that the program has only been implemented for a relatively short period (we 
have final data for four model years, MY2012-2015) and the shifts in consumer preferences may 
not indicate a long-term trend (truck share, including those vehicles that must meet the truck 
GHG standards, has ranged from 33 percent to 48 percent since MY2004 and was 43 percent in 
MY2015).  However, EPA understands the concerns of commenters that the program is now 
projected to deliver a somewhat higher numerical fleetwide CO2 target than originally estimated.  

Regarding the comments on 2WD vs 4WD trucks, EPA has also noted a similar near-term 
trend. From MY2012-2015, the percentage of SUVs with inertia weight ratings of 4,000 pounds 
or less that are classified as trucks (primarily because of 4WD) has risen from 46 percent to 58 
percent.171  

Georgetown University commented that the footprint approach is both inefficient and 
regressive.  The commenter believes the footprint approach is inefficient "because it now costs 
more to reduce national gasoline consumption" and "regressive because the change 
disproportionately harms lower-income families."  The commenter asserts that the footprint 
standards incentivize sales of larger, less fuel efficient cars.  The commenter discusses how 
manufacturers complied with the flat standards by lowering the price of small cars while raising 
the price of larger vehicles.  EPA discusses comments regarding the progressivity or regressivity 
of the standards above in the affordability Section B.1.6   of this Appendix.  EPA notes, 
however, that manufacturers offering small vehicles compete in the small vehicle market with 
other manufacturers where fuel efficiency, along with vehicle price, is one of the primary 
attributes consumers seek.  To the extent manufacturers choose to increase fuel efficiency for 
these vehicles, those improvements will provide fuel savings for the consumer. 

Commenters Richard A. Simmons and Wallace E. Tyner provided comment that the 
footprint-based standards impose an arbitrarily constant improvement across all classes including 
many classes whose contribution to fleet-wide fuel consumption is minor.  In response, the 
footprint approach is premised on requiring all vehicle sizes to improve over time, reducing CO2 
emissions across the fleet.  EPA notes, however, that manufacturers are allowed to average 
across their fleet, including transferring credits between the car and light truck categories.  The 
program does not require individual vehicle models to meet a prescribed emissions level; rather 
the fleet as a whole must comply with the standards.  Therefore, manufacturers are able to 
determine where to most efficiently invest resources to meet the fleet-wide standards and provide 
vehicles that meet their customer’s needs.  At this time, EPA does not believe there is a basis to 
further subdivide the standards across additional vehicle categories. 

                                                 
169 75 FR 25355, May 7, 2010. 
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2016,” EPA Office of Transportation and Air Quality, November 2016. 
171 Ibid. 
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B.3.4  Credits, Incentives, and Flexibilities 

The National Program was designed with a wide range of optional flexibilities to allow 
manufacturers to maintain consumer choice, spur technology development, and reduce 
compliance costs, while achieving significant GHG reductions.  Chapter 11 of the Draft TAR 
provided an overview of these provisions which include averaging, banking, and trading of 
credits, air conditioning system credits, off-cycle technology credits, and advanced technology 
vehicle incentives including incentives for large pickups using advanced technologies.     

EPA received several comments on various aspects of the credit program.  Air conditioning 
system credits and related comments are discussed in Chapter 2.2.9 of the TSD.  EPA also 
received comments on off-cycle technology credits and advanced technology incentives, as 
discussed below.  EPA believes that the MY2022-2025 standards remain appropriate with the 
credit and incentive provisions currently in place and EPA is not proposing any changes to these 
provisions as part of this Proposed Determination.  Nevertheless, several of these provisions 
were developed in the 2012 rulemaking to incentivize very advanced technologies that will likely 
be needed for long-term GHG reductions beyond the 2025 time frame, such as plug-in hybrid 
electric vehicles, all electric vehicles, and fuel cell vehicles.  EPA requests comment below, in 
addition to the request for comment on this Proposed Determination, regarding the need for 
continued incentives for these technologies, including in the MY2022-2025 time frame.  

B.3.4.1  Off-cycle Technology Credits 

EPA received comments from auto manufacturers and their trade associations and auto 
suppliers encouraging the agency to broaden the off-cycle credits program (see TSD Chapter 
2.2.10 for an overview of the off-cycle credits program and the off-cycle credits generated by 
auto manufacturers to date).  Commenters' recommendations included relaxing or removing 
credit caps, expanding the credit menu, broadly interpreting the regulatory definitions in 
determining whether or not a technology qualifies for menu credits, increasing the menu credit 
values for certain technologies, allowing the use of computer models as the basis of credits, 
allowing the use of European Union credits and/or methodologies, not requiring other 
manufacturers to make a credit demonstration once credits are approved for one manufacturer, 
and streamlining/expediting the credits approval process.  The Alliance and Global Automakers 
comment that these types of changes are necessary since they believe that off-cycle credits are 
essential for the industry to comply with the GHG standards through MY2025.  The Alliance 
commented that "[t]he industry needs the off-cycle credit program to function effectively to 
fulfill the significant role that will be needed for generating large quantities of credits from this 
type of emission reduction." The Alliance further suggested additional credits as incentives for 
accelerating the phase-in of off-cycle technologies or the phase-out of technologies that have 
adverse off-cycle impacts.  Automakers believe that the above noted changes would spur 
innovation and that the development of off-cycle technologies should be encouraged. 

Automakers also commented that credits should be considered for connected/autonomous 
vehicle technology.  Global Automakers commented that the off-cycle program should account 
for any real-world GHG emission benefits that can be demonstrated to result from the application 
of these advanced technologies and be designed to encourage and support the rollout of these 
additional fuel-saving technologies.  The Alliance recommended establishing incentives for the 
early introduction of safety/congestion mitigation technologies. 
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EPA also received comments cautioning the agency against expanding the off-cycle credits 
program without further data to support credit levels.  ICCT commented that there is a lack of 
data on how vehicles are actually operated in the real-world and that real-world benefits only 
accrue if double-counting is avoided.  ICCT suggested that a solution could be for EPA to launch 
a collaborative data collection program to collect real-world data that could be used to establish 
standardized credits that would apply to all manufacturers.  ACEEE commented that off-cycle 
credits should be awarded only based on a credible technical demonstration that the technology 
will provide benefits in the real-world and that the viability of the off-cycle credits program 
depends on the credibility of the evidence that credits are deserved.  ACEEE also commented 
that off-cycle credits should not be provided for connected or automated technologies until 
emissions benefits have been demonstrated given the high level of uncertainty surrounding the 
technologies.  

As noted above, EPA is proposing to determine that the existing MY2022-2025 standards 
remain appropriate, and therefore is not conducting a rulemaking, as it would be required to do if 
EPA determined that the standards were inappropriate and therefore should change in stringency 
(in either direction).  Therefore, EPA is not proposing to make changes to the off-cycle credits 
program as part of the Midterm Evaluation, as there is no reason within the scope of the MTE to 
revisit these provisions.  Put another way, EPA is making a proposed determination that would 
leave the current standards (and associated provisions) unaltered, s taking into account the 
current regulatory provisions regarding off-cycle credits as part of that proposed determination.  
The current program will continue to afford manufacturers with the opportunity to generate off-
cycle credits, which EPA believes will continue to provide an incentive to develop these 
technologies and appropriately recognize real world emission reductions.  EPA's analysis 
supports the Proposed Determination that the standards are appropriate with the credits and 
flexibilities currently in place.  See also Appendix Section C.1.1.1 and TSD Section 2.3.4.9 
describing how EPA is considering the off-cycle menu credits in assessing the appropriateness of 
the MY2022-2025 standards.  In response to the comments, EPA agrees with ICCT and ACEEE 
comments that off-cycle credits must continue to be based on data demonstrating the real-world 
benefits of the off-cycle technology per the regulations that are currently in place.  By ensuring 
that the credits are based on demonstrated real-world benefits, which we believe the current off-
cycle regulatory framework does, EPA ensures that emissions reductions associated with the 
standards are maintained.  The existing credits process in place today ensure that credits are 
legitimate and maintains the integrity of the program.   

Though EPA is not proposing changes to the off-cycle credits provisions, with regard to credit 
caps on the off-cycle menu, EPA nevertheless believes the rationale for the credit caps has not 
changed.  EPA established the 10 g/mile credit cap172 to address the uncertainty surrounding the 
data and analysis used as the basis of the menu credits.  As noted in the 2012 Final Rule, EPA 
included the fleet-wide cap because the default credit values were based on limited data, and also 
because EPA recognized that some uncertainty is introduced when credits are provided based on 
a general assessment of off-cycle performance as opposed to testing on the individual vehicle 
models.173  That uncertainty has not significantly diminished since the 2012 final rule.  The 
expectation that some manufacturers may eventually be limited by the cap, as some commenters 
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suggest, would not in itself be justification for raising or eliminating the cap.  Similarly, the caps 
on credits associated with thermal controls which some commenters specifically raised, were put 
in place to address synergistic effects that may come into play with several technologies focused 
on reducing air conditioning use.  These concerns regarding synergistic effects have not changed.  
More importantly, the rules allow for greater credit amounts if manufacturers can demonstrate 
that their technology actually provides more off-cycle benefit than the menu value.174  Therefore 
EPA believes the cap remains appropriate.    

  EPA received comments that some menu credit values should be increased.  For example, as 
support for revising upward the credits for stop-start systems, some commenters point to recent 
information showing that there is more idle time in the real world than EPA estimated in 
determining the menu credit for stop-start systems.  The commenters, however, do not address 
the other key element of estimating credits for engine stop-start - system effectiveness.  Systems 
vary significantly in hardware, design, and calibration, leading to wide variations in how much 
of the idle time the engine is actually turned off.  EPA has learned that stop-start systems may be 
less effective in the real world than the agency estimated in its 2012 rulemaking analysis, which 
would offset the benefits of the higher idle time estimates. The Alliance further commented that 
vehicles equipped with 48 volt systems should receive additional stop-start credits beyond the 
current menu credits because the 48 volt systems would allow stop-start to be more effective. 
However, no data is provided.  While the 48 volt systems have the potential to allow for a higher 
level of stop-start effectiveness, system design and calibration remains an important element in 
determining an appropriate credit level.  The variation in effectiveness supports the current 
approach of providing a conservative menu credit with an opportunity for manufacturers to 
generate additional credits if a manufacturer is able to demonstrate a high level of real-world 
system effectiveness for its system. This type of uncertainty is also an example of why retaining 
a credit cap is appropriate at this time.  

Some suppliers also commented in support of increasing menu credits for individual 
technologies represented in the menu. Enhanced Protective Glass Automotive Association 
commented in support of increasing the glass glazing credit stating that overall glazing area of 
passenger vehicles has continued to increase, particularly the roof area.  Denso commented that 
additional stop-start credits should be provided for vehicles equipped with regenerative braking.  

EPA also received comments recommending adding technologies to the menu.  Because off-
cycle credits beyond those already available are not included in EPA's analysis of the feasibility 
of the MY2022-2025 standards and are consequently not needed to meet the standards, EPA is 
not expanding the menu and has not analyzed the European Union technologies or other 
suggested technologies as part of the Proposed Determination.  Commenters did not provide data 
to assess the performance of any specific technology.  Regarding comments on the off-cycle 
credits process, EPA believes that it is critical for the integrity of the program for the agency to 
thoroughly evaluate credits and resolve questions regarding real-world benefits prior to moving 
forward in approving credits.  In the early years of the program, there have been unanticipated 
issues with credit requests that have taken additional time to resolve.  For example, there have 
been occasions where EPA has scrutinized whether a technology meets the definition established 
in the regulations for a technology to be eligible for the menu credit.  While this may slow down 
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the approval process or result in credits not being approved, it remains paramount to ensure 
credits are not provided to technologies that do not provide actual off-cycle benefits, and thereby 
do not meet the regulations.  See section 86.1869-12 (a) (off cycle technologies must “have a 
measureable, demonstrable, and verifiable real-world CO2 reduction that occurs outside the 
[FTP and HFET].”) The longer time frames for EPA review have not caused manufacturers to 
lose credits where credits are determined by EPA to be warranted under the regulations.  EPA 
also notes that the menu has been effectively used by many manufacturers to generate off-cycle 
credits. In MY2014, the first year menu credits were available, manufacturers fleet-wide 
generated about 2.3 g/mile of credits based on the menu.  In MY2015, menu-based credits fleet-
wide increased to nearly 3 g/mile of credits.  In MY2015, eleven manufacturers generated menu-
based credits ranging from 0.2 to 6.1 g/mile.  (See TSD Chapter 2.2.10). Therefore, these data 
suggest that the menu is working as intended. 

MECA offered comments on the off-cycle credits process, suggesting starting with 
conservative menu credits based on a limited demonstration on a limited number of vehicles, 
which could be followed by further data gathering and allowing suppliers to participate in the 
credits process.  In response, while only manufacturers are allowed to submit applications for 
off-cycle credits, there is nothing in the regulations precluding suppliers from working with 
manufacturers on test programs to demonstrate off-cycle technologies.  Also, manufacturers may 
apply for a conservative credit level as long as the data demonstrates that the real-world benefit 
for the technology would be at least as large as the credit being requested.  Mercedes Benz 
applied this type of approach in their application for stop-start credits, basing the requested 
credits on limited data representing worst-case conditions.175  Mercedes could request additional 
credits if they undertook a more rigorous demonstration program that supported those additional 
credits. While EPA is not making regulatory changes to the off-cycle program, EPA believes 
there is flexibility within the current structure of the program to allow for such approaches.  

ICCT commented that more off-cycle credits should be considered in EPA's assessment of 
feasibility and costs than were included in the Draft TAR analysis, which only included limited 
off-cycle credits for stop-start systems and active aerodynamics (see Draft TAR Chapter 
12.1.1.3).  ICCT believes that the off-cycle technologies represent lower cost options for 
manufacturers and that including more off-cycle credits in the analysis would lower the costs 
estimated for the program.  EPA agrees with this comment, especially in light of the significant 
interest in off-cycle credits expressed by the manufacturer, and is including more off-cycle 
technologies in its analysis where sufficient supporting data was available, as discussed in 
Appendix Section C.1.1.1.  

Several of the comments from the Alliance and Global Automakers were also items raised in 
a petition the commenters submitted jointly on June 20, 2016.176  The petition is discussed in 
Appendix Section B.3.5, below.  None of the off-cycle credits issues raised in the comments 
change EPA's assessment of the appropriateness of the MY2022-2025 standards.  However, EPA 
looks forward to working with the auto industry petitioners and other stakeholders as we fully 

                                                 
175 “EPA Decision Document: Mercedes-Benz Off-cycle Credits for MYs 2012-2016,” U.S. EPA-420-R-14-025, 

Office of Transportation and Air Quality, September 2014. 
176 “Petition for Direct Final Rule with Regard to Various Aspects of the Corporate Average Fuel Economy Program 

and the Greenhouse Gas Program”, Auto Alliance and Global Automakers, June 20, 2016. 



Appendix to Proposed Determination - Consumer Impacts, Employment and Other Factors 

A-107 

consider the issues raised in the petition, including those raised on the off-cycle credit program.  
EPA will respond to the petition in a separate action.        

B.3.4.2  Advanced Technology Vehicle Incentives 

As discussed in the Draft TAR Chapter 11, the light duty vehicle rules also provide several 
temporary incentives for advanced technology vehicles.  These include temporarily allowing 
manufacturers not to count upstream emissions associated with electricity for plug-in vehicles 
(the electric portion of operation is counted as having 0 g/mile CO2 emissions), providing 
multipliers through MY2021 for advanced technology vehicles, and providing temporary 
incentives for large pickup trucks using hybridization or technologies providing equivalent 
benefits.177 

EPA received comments regarding incentives for advanced technology vehicles.  Auto 
manufacturers and their trade associations generally commented in support of extending or 
expanding these provisions.  The Alliance and Global Automakers commented that EPA should 
permanently allow the use of the 0 g/mile factor rather than requiring manufacturers to account 
for upstream emissions associated with electric operation.  Auto manufacturers note that EPA 
has adopted the Clean Power Plan to address GHG emissions associated with electricity 
generation since the MY2017-2025 vehicle standards were adopted which addresses upstream 
emissions.  Edison Electric Institute commented that the upstream factor should be updated to 
reflect declining emissions associated with electricity production.  

The Alliance, Global Automakers, and manufacturers commented that the advanced 
technology multipliers should be extended through MY2025 to help to continue to spur 
investment in the advanced technologies.  Securing America's Future Energy also commented in 
support of extending multipliers to MY2025.  American Petroleum Institute commented that 
multipliers should be removed from the program because they distort the commercial market by 
favoring certain technologies over others. 

The Alliance further commented that the phase-in of upstream emissions and the loss of the 
multipliers moves the program from a framework of favorable incentives for electric operation 
into an unusually disfavored status becoming the only vehicles that would be required to include 
upstream emissions.  FCA commented that the upstream requirement effectively degrades the 
emissions performance of plug-in vehicles to the level comparable to traditional HEVs. 
Volkswagen similarly commented that CO2 benefit of a PHEV would be nearly equated to a 
standard HEV, but will incur 50 percent higher costs for OEMs, resulting in no customer 
financial benefit by choosing a PHEV over a HEV.   

The Alliance commented that the advanced technology incentive for large pickups should be 
less restrictive and the scope expanded beyond large pickups to all light trucks including SUVs 
in order to provide a meaningful incentive. The Alliance commented that the penetration rate 
thresholds are too restrictive and likely the reason there is no indication that manufacturers will 
pursue the incentives.  Toyota, VNG, and Westport Fuel Systems also commented in support of 
extending and expanding the large pickup incentives.   

                                                 
177 See 40 CFR 86.1866-12 and 40 CFR 86.1870-12. 
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Global Automakers recommended that "the agencies consider how to address the difficulties 
that will be created by expiring and diminishing credits, and assess how the current credit 
provisions can be revised to better advance the goals of the National Program" 

In response to these comments, as noted above, EPA is proposing to reaffirm the MY2022-
2025 standards based on the regulatory program as it now stands.  Put another way, EPA is 
proposing to retain the standards taking into account the current regulatory provisions on 
incentives for advanced technology vehicles (just as it is proposing to find the standards 
appropriate considering the current regulations regarding off-cycle credits).  With regard to 
comments on extending the 0 g/mile factor for electric operation, for the Proposed 
Determination, EPA has considered upstream emissions in its analysis and has found that the 
standards remain feasible and can be met largely with advanced gasoline vehicles (see Appendix 
Section C.1.1.1 for a discussion of how upstream emissions are treated in EPA's assessment).  
Therefore, at this time we believe no change is needed to how the program treats upstream 
emissions.  The analyses supporting the Proposed Determination also show that the standards 
remain appropriate without changes to the incentives multiplier and large pickup provisions.  
EPA's analysis is based on cost-effective technologies available to meet the standards with no 
reliance on the multiplier or large pickup incentives and therefore the agency finds no reason 
within the scope of the MTE to revisit these provisions.   

Global Automakers further commented that "credits represent real world GHG reductions and 
fuel savings, and can be used to encourage early action that benefits both the environment and 
customers."  In response, the advanced technology incentives are not based on real world 
benefits and in fact reduce the benefits of the program to the extent that the incentives are used 
by manufacturers.178  They were included in the program to "encourage early action" by the 
manufacturers, consistent with the Global Automakers comments.  This is a key difference 
between the incentive provisions for advanced technologies and the air conditioning and off-
cycle credits which are based on additional GHG reductions.  It is also a key reason why the 
incentives are temporary while the air conditioning and off-cycle credits are currently allowed 
indefinitely under the GHG program.  However, EPA believes that in the long-term, advanced 
technology vehicles such as plug-in electric hybrids, all electric vehicles, and fuel cell vehicles 
will be needed in larger and larger volumes in order for continued reductions in GHG emissions 
to occur in the post-2025 timeframe.  EPA recognizes that the purpose of the temporary 0 
gram/mile upstream emissions factor, and the incentive multipliers for MY2017-2021, are to 
help manufacturers in the near-term with the higher costs of these advanced technologies and the 
various challenges the technologies face in the market place.  EPA requests comment on the 
appropriateness of considering extending or modifying the temporary incentives for PHEVs, 
BEVs, and FCEVs to promote these technologies in the near-term in order to incentivize larger 
volume adoption in the long-term.  This request for comment is in addition to the request for 
comment on EPA's proposed determination of the appropriateness of maintaining the current 
incentive provisions for MY2022-2025, as the focus of this request for comment is on the 
transition to post-model year 2025 time frame. 

                                                 
178 EPA accounted for the dis-benefits associated with the incentives in the analysis of GHG inventories in the 2012 

Final Rule. See 77 FR 62891, October 15, 2012. 
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B.3.4.3  Other Incentives 

EPA received a variety of comments regarding other incentives. The American Council for 
Ethanol encouraged EPA to restore meaningful credits for flexible fuel vehicles (FFVs) and 
consider the establishment of a new incentive for internal combustion engines optimized for 
high-octane, low carbon fuels. Fuel Freedom Foundation similarly suggested that EPA consider a 
credit for material compatibility with higher ethanol blends to facilitate the introduction of high 
octane mid-ethanol blends.   

Adsorbed Natural Gas Products commented that incentives and credits for natural gas 
vehicles be maintained beyond 2021 and that they be comparable to those for electric vehicles 
for MY2022 and later model years. NGV America also commented that EPA should remove the 
2 to 1 range requirement for using the utility factor in determining vehicle emissions levels. The 
Center for Biological Diversity commented that the multiplier incentive for CNG vehicles should 
be eliminated from the GHG program due to fuel system leakage issues and upstream emissions 
associated with natural gas extraction. 

Volkswagen commented that it "would recommend and support creating a credit system that 
rewards investments from car manufactures in the development and deployment of renewable 
energy and fuels as well as infrastructure. The latter could help significantly increase the 
deployment of alternative powertrain by expediting the development of a larger network of 
alternative refueling infrastructure. The increase of available and better infrastructure helps to 
give consumers confidence and leads to better acceptance of PHEVs, BEVs, and FCEVs." 

As with the comments above in Appendix Sections B.3.4.1   and B.3.4.2 on off-cycle and 
advanced technology credits, the comments noted in this Section B.3.4.3 on other credits 
approaches are beyond the scope of our proposed determination.  EPA is proposing that the 
standards remain appropriate with the credits provisions currently in place. 

B.3.5  Program Harmonization 

EPA received several comments regarding harmonization of the EPA and NHTSA programs.  
The Alliance commented that the National Program has not resulted in harmonization across 
EPA, NHTSA, and CARB programs.  The Alliance refers to a June 20, 2016 petition submitted 
by the Alliance and Association of Global Automakers179 asking EPA and NHTSA to make 
several regulatory changes they believe would better harmonize the programs.180  The Alliance 
commented that there are inconsistencies in the Draft TAR technical assessments and that the 
assessments ignored costs associated with California’s ZEV mandate.  Global Automakers 
asserted that the MTE must address whether improvements can be made to the regulatory 
program to reduce the “friction” caused by multiple inconsistent requirements.  Global 
Automakers commented that areas that need greater harmonization include regulatory process, 

                                                 
179 “Petition for Direct Final Rule with Regard to Various Aspects of the Corporate Average Fuel Economy Program 

and the Greenhouse Gas Program,” Auto Alliance and Global Automakers, June 20, 2016. 
180 On June 20, 2016, the Alliance and Global Automakers petitioned the agencies to make several regulatory 

changes they believe would better harmonize respective regulations for GHG emissions and fuel economy.  EPA 
and NHTSA have not yet responded to the manufacturers’ June 20, 2016 petition and EPA is not attempting to 
respond to the petition here, only to respond to comments received on the TAR.  Consideration of the petition by 
EPA and NHTSA and the MTE are two distinct and separate processes.  The petition was not specific to MYs 
2022-2025 and several of the items in the petition concern harmonization in the earlier years of the program.   
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modeling methodology, standards and credits programs, and federal and state programs.  Note 
that EPA has not yet responded to those elements of the June 2016 petition.  EPA intends to 
work with the Petitioners and other stakeholders in the future as we carefully consider the 
requests made in the June 2016 petition. 

Global Automakers also raised issues regarding the CARB regulatory process and ZEV 
program, where they noted that manufacturers may be in compliance with GHG and CAFE 
standards but out of compliance with ZEV.  Issues specific to the California ZEV program are 
outside the scope of EPA’s MTE process defined in EPA’s regulations.  Global Automakers also 
recommends, citing the 2015 National Academy of Sciences report recommendations that the 
agencies move to a single metric, rather than continue with separate GHG and CAFE standards.  
The commenter believes that such an approach would increase harmonization, especially with 
regard to the treatment of air conditioning leakage credits. In response, moving to a new metric 
as the basis for the standards is also beyond the factors EPA is considering in the MTE.181   

Several other commenters including FCA, Ford, Toyota, National Automobile Dealers 
Association (NADA), Motor and Equipment Manufacturers Association (MEMA), BorgWarner, 
Denso, and the UAW also provided comments supporting further harmonization of the programs.   

The Alliance and Global Automakers have characterized many of the above items as 
significant harmonization issues.  EPA believes that the auto trade associations' current 
characterization of "harmonization" goes well beyond the original intent of the National Program 
in terms of harmonization.  In the 2009 Notice of Intent (NOI) preceding the MY2012-2016 
rulemaking, EPA and NHTSA provided a clear view of the National Program, stating “Both 
agencies seek to propose a coordinated program that can achieve important reductions in GHG 
emissions and improvements in fuel economy…based on technology that will be commercially 
available and that can be incorporated at a reasonable cost.”182  The 2009 NOI states that the 
National Program “will reflect a carefully coordinated and harmonized approach to 
implementing these two statutes and will be in accordance with all substantive and procedural 
requirements imposed by law” and “Key elements of a harmonized and coordinated National 
Program the agencies intend to propose are the level and form of the standard, the available 
compliance mechanisms, and general implementation elements.”  At the outset, the National 
Program was predicated on “two separate sets of standards” and that “most companies would 
also apply some air conditioning improvements to reduce GHG emissions” and that those 
“would not translate into fuel economy improvements.”  It was clear that there would be 
differences, as the 2009 NOI states “Given differences in their respective statutory authorities, 
however, the agencies anticipate there will be some important differences in the development of 
their proposals.”  The NOI anticipated that the CAFE standards would be somewhat lower than 
the mile per gallon equivalent of the corresponding GHG standards due to some of these items 
but that the agencies would generally attempt to harmonize its standards “in a way that allows 
them to achieve their respective statutory and regulatory goals.”  The NOI further states that the 
goal of the National Program is to provide “regulatory compatibility that allows manufacturers to 

                                                 
181 Among the factors EPA regulations require EPA to consider is the “impact of the greenhouse gas emissions 

standards on the Corporate Average Fuel Economy standards and a national harmonized program.” See 40 CFR 
86.1818-12(h)(1)(vii). 

182 74 FR 24008, May 22, 2009. 
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build a single national light-duty fleet that would comply with both the GHG and CAFE 
standards.”   

EPA believes that the National Program has been implemented consistent with the vision the 
agencies have communicated from the earliest stages of the program.  The National Program was 
possible because of the close relationship between reducing CO2 tailpipe emissions and 
improving fuel economy.  The more fuel efficient a vehicle is, the less fuel it burns to travel a 
given distance; the less fuel it burns, the less CO2 is emitted in traveling that distance.  
Therefore, the same sets of technologies that improve fuel efficiency also at the same time 
reduce CO2 emissions (note there are some technologies that reduce GHG emissions but do not 
improve fuel efficiency, for example, reduction of air conditioning refrigerant emissions).  In this 
way, the National Program allows auto manufacturers to use a common set of technologies to 
simultaneously address both issues of reducing CO2 emissions and improving fuel efficiency. 
(See 75 FR 25327, May 7, 2010). 

Going back to the first time the agencies established standards for the 2012-2016 model years, 
EPA and NHTSA were clear that there were some important differences in the statutory 
authorities (see 75 FR 25330, May 7, 2010; see also 77 FR 62674), and that the stringency of the 
respective standards was in fact established to account for differences in air conditioning 
improvements.  The agencies have worked to establish a National Program subject to the 
differences in statutory authorities.  The differences in certain aspects of the GHG and CAFE 
programs existed when the MY2022-2025 were first established and do not lead EPA to find that 
the GHG standards for MYs 2022-2025 are no longer appropriate. 

In the MY2017-2025 rulemaking, the agencies took steps to maintain equivalent stringency 
and ensure that a single fleet of vehicles may be produced by a manufacturer that meets both the 
CAFE and GHG standards.  Statutory differences between the CAA and EPCA/EISA result in 
restrictions for credit transfers and trading and domestic and import car fleets under CAFE that 
don’t exist for the GHG standards.  Also, under CAFE, manufacturers are not able to generate 
and use credits based on air conditioning refrigerant leakage reductions.  These factors were 
appropriately considered in establishing MY2022-2025 GHG standards and in EPA’s Draft TAR 
evaluation of those standards. 

EPA and NHTSA have also pledged and taken many steps to enhance one-stop compliance 
procedures and testing provisions with the program.  Thus, compliance is based on a single test 
procedure.  Little to no additional data is required to demonstrate compliance with either the 
CAA GHG standards or the CAFE fuel economy standards.  Certification, testing, reporting, and 
associated compliance activities are essentially identical under both programs.  EPA 
accommodated the EPCA-EISA provisions whereby manufacturers can pay fines in lieu of 
compliance by adopting the Temporary Lead Time Allowance Alternative Standards, which 
allows OEMs which had paid fines under CAFE additional lead time to come into compliance 
with the full complement of the GHG standards.  The agencies have adopted the same credit and 
incentive provisions to the extent authorized by law.   

In their comments on the Draft TAR, the Alliance and Global Automakers refer to issues 
raised in their June 2016 petition that they believe are relevant for the MTE.  Several of the 
issues involve changes sought for the CAFE program rather than EPA’s GHG program and 
therefore are not relevant to whether the GHG standards themselves remain appropriate and also 
are not within EPA’s statutory authority to address. There were three issues raised in the petition 
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that are relevant to the GHG program.  These were not direct harmonization issues.  One issue, 
also covered by Alliance and Global Automaker comments, recommended that EPA streamline 
and expand the off-cycle credits program. ACEEE and ICCT also commented on the 
manufacturers’ petition raising concerns regarding changes proposed by manufacturers in the 
petition for the off-cycle credits program.  They commented that the off-cycle credits are to be 
awarded only based on a credible technical demonstration that the technologies will provide 
benefits in the real-world and that the viability of the off-cycle credits depends of the credibility 
of the evidence that the credits are deserved. Issues raised in comments which also parallel items 
in the petition regarding off-cycle credits are discussed in Appendix Section B.3.4.1.  

The second issue raised in the auto petition for EPA's consideration concerns how credits are 
managed within the GHG program.  The Alliance and Global Automakers would like EPA to 
allow more flexibility in using credits generated under the various credits programs such as air 
conditioning or off-cycle credits by allowing them to be carried forward or back independently.  
Under this approach, a manufacturer would be allowed, for example, to carry their air 
conditioning credits back to cover a previous deficit while running a deficit in a current model 
year.  The third issue pertains to advanced technology multipliers, which are available only 
through MY2021 and therefore the issue is not relevant for MYs 2022-2025.   

While EPA will be taking a separate action to respond to this petition, none of the issues 
raised in the petition would change EPA's assessment of the appropriateness of the MY2022-
2025 standards.  EPA is making a proposed determination that the MY2022-2025 standards are 
still appropriate, based on the existing regulations, including the credit provisions raised in the 
auto petition.  EPA intends to work with the Petitioners and other stakeholders in the future as 
we carefully consider the requests made in the June 2016 petition. 

 

 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-113 

Appendix C  EPA's Assessment of the MY2022-2025 GHG Standards 
C. Section heading hidden used for figure and table numbering (do not remove this line) 

This section documents EPA’s assessment of the impacts of the MY2022 through 2025 GHG 
emission standards for light duty vehicles.  In Chapter 2 of the TSD, EPA presents the 
technology costs and effectiveness values used as inputs to our OMEGA analysis.  In Section 
C.1 of this Appendix, EPA presents projected CO2 targets and achieved levels in meeting the 
MY2022-2025 standards, along with the associated average costs per vehicle and technology 
penetrations for a central set of input values as well as for several sensitivity cases.  In Section 
C.2, EPA presents our estimates of emission inventory impacts, including CO2 and other GHGs 
and criteria pollutants, and impacts on fuel consumption.  In Section C.2.4, we present payback 
metrics to illustrate how long it takes for fuel savings to "pay back" the higher upfront costs.  
Lastly, in Section C.3, EPA presents our benefit cost analysis for both a model year lifetime 
analysis (considering the full lifetimes of MY2021-2025 vehicles) and a calendar year analysis 
(considering the calendar years 2021 through 2050).   

The MY2022-2025 GHG standards will significantly reduce harmful GHG emissions.  CO2 
emissions from automobiles are the product of fuel combustion and, consequently, reducing CO2 
emissions will also achieve a significant reduction in projected fuel consumption.  EPA’s 
projections of these impacts are also shown in this section.  Because of anticipated changes to 
driving behavior and fuel production, co-pollutant emissions would also be affected by the 
standards.  This analysis quantifies the impacts on GHGs, including carbon dioxide (CO2), 
methane (CH4), nitrous oxide (N2O) and hydrofluorocarbons (HFC-134a); impacts on criteria air 
pollutants, including carbon monoxide (CO), fine particulate matter (PM2.5), sulfur dioxide 
(SO2), and the ozone precursors hydrocarbons (VOC) and oxides of nitrogen (NOX); and 
impacts on several air toxics, including benzene, 1,3-butadiene, formaldehyde, acetaldehyde, and 
acrolein.   

This section describes the methods used in EPA's analysis.  Detailed discussion of the inputs 
to this analysis are found elsewhere in the Proposed Determination Appendix and in the 
accompanying Technical Support Document (e.g., baseline fleet development is in Chapter 1 of 
the TSD; technology costs and effectiveness are in Chapter 2 of the TSD; VMT, rebound effect, 
and other economic inputs are in Chapter 3 of the TSD).  Chapter 1 of the TSD also includes a 
discussion of how the ZEV program is characterized in our analysis fleet which includes over 
400,000 ZEV program vehicles by MY2025.  

All OMEGA input and output files for runs presented in this section, and all input and output 
files supporting the inventories, benefits and costs presented here are in the EPA docket and are 
available on EPA's website at https://www.epa.gov/regulations-emissions-vehicles-and-
engines/optimization-model-reducing-emissions-greenhouse-gases.  Based on input from public 
comments and other updated information, we made certain updates to what we term the 
"OMEGA Suite" of tools used in generating a full benefit-cost analysis.  Those updates, detailed 
in the TSD Chapter 5, include: 

• The baseline fleet was updated from a basis in MY2014 to MY2015 

• Future vehicle sales projections were updated based on AEO2016 sales projections. 

• The ZEV program sales were updated based on the updates mentioned above. 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-114 

• All fuel prices used throughout the OMEGA Suite were updated to AEO2016 fuel 
prices. 

• All monetized values (technology costs, maintenance costs, SCC and non-GHG 
cost/ton values, etc.) have been updated to 2015 dollars for consistency with 
AEO2016 fuel price estimates. 

• The OMEGA ICBT was updated to include payback calculations in the case where 
loan purchases were used rather than simply cash purchases. 

C.1  Projected Compliance Costs, Technology Penetrations and Feasibility  

As in the 2012 FRM and the Draft TAR analyses, our evaluation here includes identifying 
potentially available technologies and assessing their effectiveness, cost, and impacts.  The wide 
number of technologies that are available, and likely to be used in combination, requires a 
method to account for their combined cost and effectiveness, as well as estimates of their 
availability to be applied to vehicles.  The basic methodologies and modeling tools used in this 
Proposed Determination are similar in many ways to those EPA has used since first setting light-
duty GHG standards for the MY2012-2016 standards, and again for the MY2017-2025 standards 
in 2012.  However, EPA updated these tools as part of the development of the Draft TAR to 
reflect the latest available information, and we have also updated the modeling tools for this 
Proposed Determination based on consideration of public comments on the Draft TAR and the 
latest available information.   

As done in establishing the GHG standards for MY2012-2016 and 2017-2025, EPA is using a 
computerized program called the Optimization Model for reducing Emissions of Greenhouse 
gases from Automobiles (OMEGA).  Broadly, OMEGA starts with a description of the future 
vehicle fleet, including manufacturer, sales, base CO2 emissions, vehicle footprint, and an 
assessment of which GHG emissions-reducing technologies are already employed on the 
vehicles.  For the purpose of this analysis, EPA uses OMEGA to analyze over 200 vehicle 
platforms which encompass over 2,000 vehicle models to capture the important differences in 
vehicle and engine design and utility of future vehicle sales of roughly 15-17 million units 
annually in the 2021-2025 timeframe.183  EPA then provides the model with a list of 
technologies applicable to various types of vehicles, along with the technologies’ cost and 
effectiveness and the percentage of vehicle sales that we estimate can be applied to each 
technology during the redesign period.  The model combines this information with economic 
parameters, such as fuel prices and discount rates, to project how various manufacturers could 
apply, in a cost-minimizing manner, the available technology in order to meet increasing levels 
of GHG emissions control.  In other words, the OMEGA model optimizes to achieve the greatest 
level of GHG emissions reduction at the lowest cost technology options while giving 

                                                 
183 The MY2015 baseline fleet used in this analysis actually consists of over 2000 vehicle models, but many of those 

are only minor variations of others (generally a minor footprint--a vehicle’s footprint is the product of its track 
width and wheelbase, usually specified in terms of square feet--variation of 0.1 square feet due to, for example, 
different wheel and/or tire applications). For simplicity here, we do not focus on those minor variations although 
our modeling does indeed make use of those variations since a different footprint results in a different target for 
any given vehicle. 
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consideration to technology and safety-related penetration caps.  The result is a description of 
which technologies could be added to each vehicle and vehicle platform, along with the resulting 
costs and achieved CO2 levels.  The model can also be set to account for some types of 
compliance flexibilities.184  

EPA has described OMEGA’s specific methodologies and algorithms previously in the model 
documentation.  See, e.g., 77 FR 62851-852.  The model is publicly available on the EPA 
website, 185 and it has been peer reviewed.  Emission control technology can be applied 
individually or in groups, often called technology “packages.”  The OMEGA user specifies the 
cost and effectiveness of each technology or package for a specific “vehicle type,” such as high 
power-to-weight cars with V6 engines or large trucks with V8 engines.  The user can limit the 
application of a specific technology to a specified percentage of each vehicle’s sales (i.e., a 
“maximum penetration cap”).  The effectiveness, cost, and any application limits of each 
technology package can also vary over time.186  A list of technologies or packages is provided to 
OMEGA for each vehicle type, providing the connection to the specific vehicles being modeled.  
Chapter 5 of the TSD includes more details on the OMEGA model and approaches used in 
OMEGA, such as the building of technology packages, a detailed description of the technology 
packages, and the mapping of the fleet into vehicle types. 

For each manufacturer, OMEGA applies technology (subject to any appropriate penetration 
caps, as discussed in the TSD) to vehicles until the sales and VMT-weighted emission average 
complies with a given standard or until all the available technologies have been applied.  
OMEGA allows the input of a standard, in this case, the GHG standard is in the form of a linear 
or constrained logistic function, which sets each vehicle’s CO2 target as a function of a vehicle 
attribute, such as footprint (vehicle track width times wheelbase).  When the linear form of 
footprint-based standard is used, the “line” can be converted to a flat standard for footprints 
either above or below specified levels.  This is referred to as a piece-wise linear standard, and 
was used in modeling the footprint-based standards in this analysis.  

The OMEGA model is designed to estimate the cost of complying with a standard (or target) 
in a given future year.  While the OMEGA design assumes that a manufacturer’s entire fleet of 
vehicles can be redesigned within one redesign cycle, it is unlikely that a manufacturer will 
redesign the exact same percentage of its vehicle sales in each and every model year.  The base 
emissions and emission reductions of the vehicles being redesigned will vary.  Thus, OMEGA 
inherently assumes the averaging and banking of credits (such credits differ from off-cycle 

                                                 
184 While OMEGA can apply technologies that reduce CO2 efficiency related emissions and refrigerant leakage 

emissions associated with air conditioner use, this task is currently handled outside of the OMEGA core model.  
A/C improvements are highly cost-effective, and would always be added to vehicles by the model, thus they are 
simply added into the OMEGA results at the projected penetration levels (see  and Table C.7) for each 
manufacturer. 

185 https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-
greenhouse-gases. 

186 “Learning,” as discussed in Section A of this Appendix, is the process whereby the cost of manufacturing a 
certain item tends to decrease with increased production volumes.  While OMEGA does not explicitly incorporate 
“learning” into the technology cost estimation procedure, the user can currently simulate learning by inputting 
lower technology costs in each subsequent redesign cycle. 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-116 

credits)to enable compliance with standards in the intermediate years of a redesign cycle using 
the technology projected for the final year of the cycle, assuming that the intermediate standards 
require gradual improvement each year.187,188  This assumption has been confirmed by 
compliance data from the 2012-2015 MY light duty vehicle standards, which reflect robust use 
of averaging by the manufacturers.  EPA's GHG program also allows for unlimited transfer of 
credits between the car and truck fleets within each manufacturer's fleet, allowing the more cost 
effective of the car/truck fleets to "assist" the other in compliance. 

EPA has typically used a 5-year redesign cycle in OMEGA.  As such, in the control case for 
this analysis, some portion of the fleet is estimated for redesign to the MY2025 standards in 
MY2021.  This in turn results in the achieved CO2 level in the control case in MY2021 being 
lower than the target level for that model year.  We explain below the process used to generate 
the control case standards in MY2021 (see Section C.1.1.1.2).   

Once technology has been added so that every manufacturer meets the specified targets (or 
exhausts all of the available technologies), the model produces a variety of output files.  The files 
include information about the specific technology added to each vehicle and the resulting costs 
and emissions levels.  Average costs and emissions per vehicle by manufacturer and industry-
wide are also determined for each vehicle fleet (car and truck). 

Throughout the discussion of EPA's analysis results we refer to a “reference case” and a 
“control case.” Since the purpose of this Proposed Determination is to assess issues relevant to 
the MY2022-2025 standards, the reference case refers to a situation where the future fleet 
continues to comply with the MY2021 standards indefinitely.  Note that EPA’s "baseline fleet" 
(as described in Chapter 1 of the TSD) is based on the MY2015 fleet with sales projections going 
forward through the year 2030. That fleet, by definition, complies with the 2015 standards in 
MY2015 but not necessarily in MY2025.189  That "baseline fleet" is contrasted by the “reference 
case fleet” which adds additional technology to bring the “baseline fleet” into compliance with 
the reference case, or 2021 standards.  That “reference case fleet” would then continue meeting 
the reference case standards (i.e., the MY2021 standards) indefinitely.  The "control case" refers 
to any situation where the future fleet complies with the MY2022 through MY2025 standards, 
and then with the MY2025 standards indefinitely thereafter.  The difference between these two 

                                                 
187 Averaging and banking credits pertain to averaging under- and over-compliance with the standards. Averaging is 

allowed across each of the car and truck fleets, and credits may fully transfer from one fleet to the other.  If over-
compliance exceeds under-compliance in any given year, those over-compliance credits can be banked for future 
use within the framework of the program. Trading of credits is allowed between entities, presumably at a cost to 
the recipient and a financial gain to the provider. Off-cycle credits are real CO2 reductions that would occur in-
use, or the real world, but that are not measured on the 2-cycle test upon which the GHG standards are currently 
based. 

188 EPA considered modeling credit banking as part of this analysis, but decided that the central analysis would not 
analyze the program using this approach for two reasons. First, since the MY2025 GHG standards continue 
indefinitely, rather than expiring in 2025, EPA wants to represent the cost of bringing vehicles into compliance 
with the standards in MY2025. Second, consistent with the design of the OMEGA model, EPA is not using the 
OMEGA model to project changes on a year-by-year basis, which could be an important element of explicitly 
modeling credit banking. 

189 Given the fleet changes projected by the year 2025, that fleet in fact does not comply with the MY2015 standards 
in MY2025. 
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cases is the incremental effect of the standards (or "delta").  We use the term “central analysis” 
control case to specifically refer to the MY2022-2025 standards established in the 2012 FRM 
and as analyzed using what EPA considers to be the central set of input values (e.g., AEO 2016 
reference case fuel prices are considered to be part of the central analysis).190  The general term 
"control case" can be used for any control case whether it be the central case or a sensitivity case 
(e.g., AEO 2016 high or low fuel prices are used in sensitivities).  As such, while there are 
several control cases, one control case is actually considered to be the central control case. 
Sensitivity analyses are meant to illustrate the potential impact of using different inputs. 

C.1.1  Central Analysis Results 

The central analysis uses the AEO 2016 reference fuel price case and, thus, the AEO 2016 
reference fuel price based fleet.  The central analysis consists of a reference case representing a 
future fleet complying with the MY2021 standards indefinitely, and a control case representing a 
future fleet complying with the MY2022 to 2025 standards in those respective model years, and 
then with the MY2025 standard indefinitely.  See Chapter 1 of the TSD where we describe the 
reference and control cases in more detail. 

C.1.1.1  CO2 Targets, Achieved CO2 & Credits 

C.1.1.1.1  Reference Case 

Because the fleet has changed slightly between the MY2014 based fleet used in the Draft 
TAR and the MY2015 based fleet used for this Proposed Determination, we have slightly 
different CO2 targets than were presented in the Draft TAR.  Table C.1 and Table C.2 show the 
Reference and Control case targets associated with the 2015 based fleet and achieved CO2 values 
based on OMEGA.  For example, while the reference case car targets in both MY2021 and 
MY2025 have remained 177 gCO2/mi in both this analysis and the Draft TAR, the truck target 
has moved to 247 gCO2/mi from roughly 251 in the Draft TAR.  

Note that the footprint-based GHG standards (i.e., the standard curves) apply to individual 
vehicles. Depending on the footprint and model year of that individual vehicle, its target value 
can be determined by selecting the appropriate point on the standard curve.  A fleet of vehicles—
whether a car or truck fleet, a given manufacturer’s fleet, or the entire fleet—complying with its 
individual targets (determined by the standard curves) while giving consideration to the sales, or 
sales weighting, of each would result in a target value for that given fleet.  We present here the 
fleetwide target values for each manufacturer’s car fleet, the entire car fleet, each manufacturer’s 
truck fleet, and the entire truck fleet.  These fleet target values are the sales-weighted CO2 
emissions of each particular fleet assuming that individual vehicles comply with their respective 
footprint targets. 

The reference case targets are shown in Table C.1 for MY2021 and Table C.2 for MY2025.  
While both tables represent the same set of reference case foot-print based standards curves, the 
target and achieved CO2 levels reflect differences, which are attributed to fleet changes between 
MYs 2021 and 2025.   

                                                 
190 Throughout the discussion presented here in Section C, any reference to "AEO" is meant to refer to "AEO2016." 
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Also reflected in Table C.2 is accounting for upstream emissions associated with any electric 
(i.e., energy from being plugged-in to an outlet) energy consumption. Because some 
manufacturers are expected to surpass the 200,000 sales cut-point for BEVs and PHEVs by 
MY2025 (that is, the sales cutpoint under the EPA regulations after which a manufacturer must 
count upstream electricity emissions in its GHG compliance calculations), those manufacturers 
would have to include in their compliance determinations the upstream CO2 emissions 
associated with the electric energy being consumed (as is discussed in more detail in the 2012 
FRM).191  However, rather than applying this upstream consideration to only those 
manufacturers, and because we wish to be conservative in our estimates, we have chosen to 
model all MY2025 BEVs and PHEVs as including upstream emissions.  Our prior analyses, 
including the Draft TAR, did not consider upstream emissions in compliance modeling.  
Importantly, these upstream emissions are included only in the MY2025 fleet, both the reference 
case and the control case.  The impact of this is most easily seen by referring to the Tesla 
achieved CO2 values in MY2021 (Table C.1) versus in MY2025 (Table C.2).  In MY2021, 
Tesla's reference case target is shown as 206 gCO2/mi and its achieved level is shown as 0.  
Then, in MY2025, Tesla's reference case target is shown again as 206 gCO2/mi while its 
achieved level is shown as 111 gCO2/mi.  This value of 111 gCO2/mi is our estimate of the 
upstream CO2 that would be part of Tesla's compliance determination.  This also holds true for 
BEVs and PHEVs projected to be sold by all other manufacturers whether part of the ZEV 
program reference case or generated by OMEGA in the control case. 

Table C.1  Reference Case Targets and Achieved CO2 in MY2021 in the Central Analysis (gCO2/mi) 

Manufacturer Car Target Truck Target Fleet Target Car Achieved Truck Achieved Fleet Achieved 
BMW 179 238 195 185 221 195 
FCA 183 245 227 205 236 227 
Ford 180 269 234 201 257 234 
GM 178 271 227 198 255 227 

Honda 171 230 201 185 218 201 
Hyundai/Kia 177 226 186 181 210 186 

JLR 188 233 225 218 227 225 
Mazda 175 223 193 177 218 193 

Mercedes 182 237 207 197 220 207 
Mitsubishi 161 208 181 177 189 181 

Nissan 174 241 202 183 228 202 
Subaru 171 212 204 213 202 204 
Tesla 206  206 0  0 

Toyota 175 248 209 177 245 209 
Volkswagen 173 232 192 178 223 192 

Volvo 182 226 205 191 218 205 
Fleet 177 247 211 186 236 211 

Note: Fleet values are sales weighted. 
 

                                                 
191 See Section III.C.2 of the 2012 FRM, 77 FR 62810. 
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Table C.2  Reference Case Targets and Achieved CO2 in MY2025 in the Central Analysis (gCO2/mi) 

Manufacturer Car Target Truck Target Fleet Target Car Achieved Truck Achieved Fleet Achieved 
BMW 178 237 192 186 217 192 
FCA 183 246 227 205 237 227 
Ford 180 269 232 199 258 232 
GM 179 271 224 198 253 224 

Honda 172 231 201 185 219 201 
Hyundai/Kia 177 226 185 180 212 185 

JLR 188 233 224 221 225 224 
Mazda 174 223 193 178 218 193 

Mercedes 182 236 204 194 220 204 
Mitsubishi 161 208 180 177 186 180 

Nissan 174 242 200 182 230 200 
Subaru 171 212 203 212 201 203 
Tesla 206  206 111  111 

Toyota 175 247 207 179 242 207 
Volkswagen 173 231 191 173 231 191 

Volvo 182 226 204 191 219 204 
Fleet 177 247 210 187 236 210 

Note: Fleet values are sales weighted. 
 

C.1.1.1.2  Control Case 

The central analysis control case represents the fleet meeting the MY2022 through MY2025 
standards in their respective model years, and the fleet meeting the MY2025 standards 
indefinitely thereafter.  As we did in the Draft TAR, we continue to estimate a 5-year redesign 
cycle.  This cycle is consistent with our understanding of industry practice (although there are 
indications that cycles are becoming shorter due to competitive pressures, especially on cars).  
This is consistent with EPA’s approach to modeling in the 2012 rule.192  We know that industry 
plans ahead for compliance with future standards and carefully considers their redesign cycles 
when developing their compliance plans.  As done in the Draft TAR, to accommodate a 5-year 
redesign cycle in the context of MY2022-2025 standards, we have estimated that 20 percent of 
the MY2021 fleet will be redesigned to meet the MY2025 standards, another 20 percent of the 
MY2022 fleet will be redesigned to meet the MY2025 standards, and so on through MY2024.  
As noted above, this effectively results in the MY2021 through MY2024 control case targets and 
achieved CO2 levels being below (i.e., better than) the reference case target (i.e., the MY2021 
target) since 20 percent of each year's fleet will be redesigned to meet the MY2025 standards.  
We used this same approach in the Draft TAR.  The actual standards and the control case targets 
used in this analysis are shown graphically in Figure C.1 for cars and Figure C.2 for trucks. Note 
that use of air conditioning (A/C) credits would move these target curves downward to the levels 
shown in Figures I.1 and I.2 of the Proposed Determination document; the curves shown here are 
used in OMEGA with the A/C credits being handled outside of OMEGA. 

                                                 
192 See the 2012 FRM final Joint Technical Support Document, EPA-420-R-12-901, at Section 3.5.1, 
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Figure C.1  Actual Standard Curves and the Control Case Target Curves Used for Cars in this Proposed 
Determination to Reflect a 5-Year Redesign Cycle (Note: the legend reflects the ordering of lines on the chart) 
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Figure C.2  Actual Standard Curves and the Control Case Target Curves Used for Trucks in this Proposed 
Determination to Reflect a 5-Year Redesign Cycle (Note: the legend reflects the ordering of lines on the chart) 

Shown in these figures are the “actual” or promulgated CO2 standard curves for the years 
2021 through 2024 (dashed lines) and the control case target curves used in this analysis (solid 
lines).  The control case target curves reflect greater stringency (lower CO2) to reflect the 5-year 
redesign cycle discussed above.  In effect, the target curves represent over-compliance with the 
actual standard curves in each year leading up to 2025.  Just one curve is shown for 2025 since 
the actual standard and control case target curves are the same by then. 

Importantly, the control case “standards” being used here are not new standard curves. 
Instead, they are an OMEGA modeling artifact used to simulate over-compliance with the actual 
standards.  This over-compliance is being projected by EPA only to accommodate the 5-year 
redesign cycle stance, reflecting industry practice, consistent with analyses for both of the LDV 
GHG rules. 

Nonetheless, these standard curves, whether actual or the control case curves are being used, 
are used for determining the OMEGA target values for individual vehicles depending on the MY 
and their unique footprints.  By determining those target values for each vehicle in the fleet and 
sales-weighting those, a fleet target can be determined for each manufacturer and for the entire 
fleet.  Running that fleet through OMEGA and determining the most cost-effective path toward 
compliance (while also considering any appropriate technology penetration caps (see Chapter 
5.1.3 of the TSD) and other limitations on the application of technology), and considering credits 
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and transfers as allowed under the program, we can estimate the achieved CO2 level for each 
manufacturer and for the entire fleet. 

We present the CO2 targets and projected achieved levels in MY2021 in Table C.3 and in 
MY2025 in Table C.4.  Note that the targets and achieved values shown in Table C.3 include 
over-compliance with the actual standards, as explained above.  For the 2012 FRM, EPA 
predicted an overall fleet average CO2 performance of 163 g/mi using AEO2011 projections.  
The Draft TAR predicted an overall fleet average CO2 performance of 175 g/mi using AEO2015 
projections.  As shown in Table C.4, the overall fleet performance in MY2025 is predicted to 
achieve 173 g/mi using AEO2016 projections.  This increase in CO2 emissions relative to the 
2012 FRM can be largely attributed to the increased market share of trucks relative to the fleet 
projected in the 2012 FRM.  The slight decrease here relative to the Draft TAR can be attributed 
to a small increase in car share relative to the projections used in the Draft TAR. Table C.5 
shows the car/truck shares in the 2012 FRM, the Draft TAR and this analysis to help illustrate 
how those shares impact the target values. 

Table C.3  Control Case Targets and Achieved CO2 in MY2021 in the Central Analysis (gCO2/mi) 

Manufacturer Car Target Truck Target Fleet Target Car Achieved Truck Achieved Fleet Achieved 
BMW 173 229 188 182 206 188 
FCA 177 236 219 200 227 219 
Ford 174 260 226 195 248 226 
GM 172 261 219 187 249 219 

Honda 166 221 194 177 212 194 
Hyundai/Kia 171 218 179 176 199 179 

JLR 182 225 217 218 218 217 
Mazda 169 215 186 173 209 186 

Mercedes 176 228 199 195 208 199 
Mitsubishi 156 201 175 171 183 175 

Nissan 168 232 195 174 225 195 
Subaru 166 204 196 196 196 196 
Tesla 199  199 0  0 

Toyota 169 239 202 171 237 202 
Volkswagen 167 224 185 176 208 185 

Volvo 176 217 198 186 209 198 
Fleet 171 238 204 179 228 204 

Note:  Fleet values are sales weighted but not VMT weighted; targets include 20% over-compliance to the MY2025 
standards. 
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Table C.4  Control Case Targets and Achieved CO2 in MY2025 in the Central Analysis (gCO2/mi) 

Manufacturer Car Target Truck Target Fleet Target Car Achieved Truck Achieved Fleet Achieved 
BMW 148 194 159 155 176 159 
FCA 153 202 187 170 195 187 
Ford 150 220 191 161 213 191 
GM 149 222 185 162 210 185 

Honda 143 189 165 155 177 165 
Hyundai/Kia 148 185 154 150 171 154 

JLR 157 190 183 192 182 183 
Mazda 145 182 159 155 167 159 

Mercedes 151 193 168 158 184 168 
Mitsubishi 134 170 148 145 154 148 

Nissan 144 198 165 150 189 165 
Subaru 142 173 166 174 164 166 
Tesla 172  172 111  111 

Toyota 145 202 170 152 195 171 
Volkswagen 144 189 158 146 185 158 

Volvo 152 184 168 168 170 168 
Fleet 147 202 173 155 193 173 

Note:  Fleet values are sales weighted but not VMT weighted. 
 

Table C.5  Projections for MY2025:  Car/Truck Mix, CO2 Target Levels, and MPG-equivalent1 

 2012 Final Rule Draft TAR Proposed Determination 

 AEO 2011 
Reference 

AEO 2015 
Reference 

AEO 2016 
Reference 

AEO 2016 
Low  

AEO 2016 
High  

Car/truck mix 67/33% 52/48% 53/47% 44/56% 63/37% 
CO2 (g/mi) 163 175 173 178 167 

MPG-e2 54.5 50.8 51.4 49.9 53.3 
Notes: 
1 The CO2 and MPG-e values shown here are 2-cycle compliance values.  Projected real-world values are detailed in 
Chapter 3 of the TSD; for example, for the Proposed Determination AEO reference fuel price case, real-world CO2 
emissions performance would be 233 g/mi and real-world fuel economy would be about 36 mpg.  
2 Mile per gallon equivalent (MPG-e) is the corresponding fleet average fuel economy value if the entire fleet were 
to meet the CO2 standard compliance level through tailpipe CO2 improvements that also improve fuel economy.  
This is provided for illustrative purposes only, as we do not expect the GHG standards to be met only with fuel 
efficiency technology. 
 

C.1.1.1.3  Off-Cycle, Pickup Incentive and A/C Credits in OMEGA 

In achieving the targets as shown in the tables above, manufacturers have available to them 
off-cycle credits for technologies, such as active aero and stop-start, that achieve real world CO2 
reductions although their impact is not adequately captured on the 2-cycle compliance tests (see 
2012 FRM, 77 FR 62726 and 62832-839).  There are also incentive credits available for certain 
advanced technologies, such as strong hybrids on pickup trucks (see 2012 FRM, 77 FR 62738).  
Lastly, there are A/C credits which EPA assumes that all manufacturers will use in meeting the 
targets shown above, since they are very cost-effective (see 2012 FRM, 77 FR 62721).  
Manufacturers have available to them broader options for utilizing off-cycle technologies, 
including a fuller list of pre-approved off-cycle credits (see 40 CFR 86.1869-12).  In the Draft 
TAR, EPA made the very conservative assumption that only active aero and stop-start 
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technologies would be used by manufacturers toward compliance and, as such, modeled only 
those off-cycle credits in our OMEGA runs (with the exception of A/C credits which, as with all 
GHG rules and analyses, are assumed to be used by all manufacturers to the fullest extent).  For 
this Proposed Determination, as we suggested we would do for analyses done after the Draft 
TAR, see Chapter 12.1.1.1.3, we have added two additional levels of off-cycle credits valued at 
1.5 and 3 gCO2/mi, respectively.193  These are separate levels of credit and are not additive to 
one another.  These credits are made available in OMEGA during the package building phase 
and are included on packages already having active aero, improved accessories level 2, lower 
rolling resistance tires level 2, and advanced transmissions (TRX21 or TRX22).  We limited 
these off-cycle technologies to such packages to ensure that they were being applied, within 
OMEGA, only where considerable effort had already been made toward compliance (i.e., only 
packages that had already incorporated considerable levels of efficiency improvements).  We 
describe these off-cycle credits and their assumed costs in Section A of this Appendix and in 
Chapter 2 of the TSD.  The credits shown below are available within the model in both the 
reference and control cases. 

Table C.6  Off-cycle, Pickup Incentive and A/C Credits Available in OMEGA for Achieving the CO2 Targets 
(gCO2/mi) 

MY Vehicle Active 
Aero 

Stop-
Start 

Mild HEV 
Incentive 

Strong HEV 
Incentive 

Off-cycle 1 
(New in 
OMEGA) 

Off-cycle 2 
(New in 
OMEGA) 

A/C Leakage A/C 
Efficiency 

2021 Car 0.6 2.5 0.0 0.0 1.5 3.0 13.8 5.0 
2022 Car 0.6 2.5 0.0 0.0 1.5 3.0 13.8 5.0 
2023 Car 0.6 2.5 0.0 0.0 1.5 3.0 13.8 5.0 
2024 Car 0.6 2.5 0.0 0.0 1.5 3.0 13.8 5.0 
2025 Car 0.6 2.5 0.0 0.0 1.5 3.0 13.8 5.0 
2021 Truck, non-pickup 1.0 4.4 0.0 0.0 1.5 3.0 17.2 7.2 
2022 Truck, non-pickup 1.0 4.4 0.0 0.0 1.5 3.0 17.2 7.2 
2023 Truck, non-pickup 1.0 4.4 0.0 0.0 1.5 3.0 17.2 7.2 
2024 Truck, non-pickup 1.0 4.4 0.0 0.0 1.5 3.0 17.2 7.2 
2025 Truck, non-pickup 1.0 4.4 0.0 0.0 1.5 3.0 17.2 7.2 
2021 Pickup 1.0 4.4 10.0 20.0 1.5 3.0 17.2 7.2 
2022 Pickup 1.0 4.4 0.0 20.0 1.5 3.0 17.2 7.2 
2023 Pickup 1.0 4.4 0.0 20.0 1.5 3.0 17.2 7.2 
2024 Pickup 1.0 4.4 0.0 20.0 1.5 3.0 17.2 7.2 
2025 Pickup 1.0 4.4 0.0 20.0 1.5 3.0 17.2 7.2 

 

The magnitude of the credits used within OMEGA, and reflected in the achieved CO2 values 
presented in Table C.1 through Table C.4 are shown in the table below.  The A/C credits used 
within OMEGA and reflected in both the targets and the achieved CO2 values presented in the 
“Target and Achieved CO2” tables above are also shown in the tables below. 

                                                 
193 See Section A of this Appendix to the Proposed Determination in which we discuss the importance of off-cycle 

credits and the credit levels that are being reported by manufacturers. 
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Table C.7  Off-cycle, Pickup Incentive and A/C Credits Used to Achieve the CO2 Targets in the Central Case 
Analysis (gCO2/mi) 

 MY2021 MY2025 
Manufacturer Reference 

Case 
Off-cycle 
Credits 

Control 
Case 

Off-cycle 
Credits 

Reference 
& Control 
Case PU 
Incentive 
Credits 

Reference 
& Control 

Case 
A/C 

Credits 

Reference 
Case 

Off-cycle 
Credits 

Control 
Case 

Off-cycle 
Credits 

Reference 
& Control 
Case PU 
Incentive 
Credits 

Reference 
& Control 

Case 
A/C 

Credits 
BMW 3.6 3.6 0.0 20.3 4.5 5.7 0.0 20.1 
FCA 2.3 3.4 0.8 22.7 2.4 6.5 0.0 22.7 
Ford 0.3 0.7 0.0 22.2 0.3 1.6 0.0 22.1 
GM 0.6 0.9 0.0 21.7 0.6 3.4 0.0 21.6 

Honda 0.0 0.0 0.0 21.7 0.0 0.8 0.0 21.5 
Hyundai/Kia 0.5 0.6 0.0 19.7 0.5 0.9 0.0 19.7 

JLR 5.4 5.3 0.0 23.4 6.2 7.3 0.0 23.2 
Mazda 0.0 0.1 0.0 20.9 0.0 0.7 0.0 20.9 

Mercedes 4.4 4.4 0.0 21.3 4.7 6.4 0.0 21.1 
Mitsubishi 0.6 0.7 0.0 21.2 0.7 2.3 0.0 21.0 

Nissan 0.4 0.5 0.0 21.1 0.4 1.4 0.0 20.9 
Subaru 0.0 0.0 0.0 23.2 0.0 0.9 0.0 23.2 
Tesla 0.0 0.0 0.0 18.8 0.0 0.0 0.0 18.8 

Toyota 0.3 0.6 0.0 21.4 0.1 1.2 0.0 21.3 
Volkswagen 3.0 3.4 0.0 20.6 4.3 6.0 0.0 20.5 

Volvo 1.6 2.2 0.0 21.7 1.6 4.7 0.0 21.6 
Fleet 1.0 1.3 <0.1 21.6 1.0 2.7 0.0 21.4 

Note: For FCA, 0.8 gCO2/mi of the reference and control case credits in MY2021 are incentive credits from use of 
mild HEV 48V technology on pickups (PU), that credit is no longer available beyond MY2021; the strong HEV 
incentive credits, while made available in OMEGA runs, were not used by any manufacturers. 

 

C.1.1.2  Cost per Vehicle 

We present the incremental costs of meeting the control case standards in MY2021 and 
MY2025 relative to the reference case in Table C.8, including for cars, trucks, and the fleet. 

As shown in Table C.8, the average per vehicle costs to meet the MY2025 standards in 
MY2025 (compared to meeting the MY2021 standards in MY2025) is $875.  These costs are less 
than those estimated in the 2012 FRM and are roughly the same as those estimated in the Draft 
TAR (costs here are less than in the Draft TAR which showed costs as $894 in 2013$ or $920 in 
2015$). 

We present absolute costs for MY2025 vehicles meeting the 2021 standards (i.e., the 
reference case) and for MY2025 vehicles meeting the 2025 standards (i.e., the central analysis 
control case), for cars and trucks in Section C.3.3, Table C.89 and Table C.90Error! Reference 
source not found..  The costs presented there are the costs used as inputs to the Benefit-Cost 
Analysis discussed in more detail in Sections C.2 and C.3 of this Appendix. 
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Table C.8  Incremental Per-Vehicle Average Costs to Comply with the Control Case Standards in the Central 
Analysis (2015$) 

 Car Truck Fleet 
Manufacturer 2021 2025 2021 2025 2021 2025 

BMW $112 $1,189 $600 $1,651 $242 $1,296 
FCA $209 $1,068 $330 $1,379 $294 $1,284 
Ford $77 $729 $129 $795 $108 $768 
GM $140 $774 $107 $898 $123 $835 

Honda $173 $647 $75 $746 $123 $695 
Hyundai/Kia $87 $674 $166 $829 $100 $699 

JLR $0 $739 $257 $1,573 $210 $1,401 
Mazda $54 $314 $127 $914 $82 $539 

Mercedes $77 $1,403 $436 $1,321 $238 $1,369 
Mitsubishi $174 $918 $181 $885 $177 $905 

Nissan $186 $775 $74 $1,016 $140 $867 
Subaru $149 $526 $66 $671 $84 $640 
Tesla $0 $0 $0 $0 $0 $0 

Toyota $72 $499 $128 $949 $98 $698 
Volkswagen $95 $1,074 $472 $2,218 $218 $1,425 

Volvo $143 $467 $314 $1,345 $232 $910 
Fleet $119 $749 $173 $1,018 $145 $875 

 

C.1.1.3  Technology Penetration 

C.1.1.3.1  Reference Case 

The tables below present technology penetration rates in the MY2025 reference case (that is, 
the case where MY2021 standards remain in place in MY2025), in absolute terms, for cars and 
trucks and for the fleet.  First, Table C.9 presents the technology codes and their definitions as 
used in the following technology penetration tables.  For detailed descriptions of each 
technology, refer to Chapter 2.2 of the TSD.  In the interests of space, in this Appendix we do 
not present the technology penetrations for all technologies considered in this analysis.  
However, the OMEGA output files include technology penetrations for all technologies 
considered; those output files are contained in the docket and on EPA's website at 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-
emissions-greenhouse-gases.  Here we present only those technologies that we believe to be most 
critical to the question of the appropriateness of the MY2022-2025 standards.  Therefore, 
technologies like the accommodation of low friction lubes and lower rolling resistance tires are 
not presented here (but may be found in the output files as noted above) largely because those 
technologies are very cost effective and, therefore, have very high penetrations and, while 
important in achieving the standards, are not the primary drivers behind the feasibility of the 
standards.  The technology penetration rates in Table C.10 through Table C.13 use the AEO 
2016 reference fuel price case.   

There is a distinction between the technology codes related to weight reduction, "WRtech" 
and "WRnet," both of which refer to weight reduction technology.  The “WRtech” is the specific 
OMEGA code used to denote the weight reduction technology applied to the vehicle.  This is the 
technology used to determine the costs associated with weight reduction. If 10 percent weight 
reduction technology is applied (i.e., “WRtech” = 10 percent) then the associated costs are those 
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costs for a 10 percent weight reduction.  The “WRnet” is the net weight reduction, or the 
WRtech value less the added weight of any added batteries for electrification (i.e., mild and 
strong HEVs, BEVs, and PHEVs).  The WRnet value determines effectiveness values and also is 
used in the safety analysis. As shown in the technology penetration tables that follow, there is not 
much difference between “WRtech” values and “WRnet” values because our modeling projects 
very little increased electrification of the fleet to meet either the reference or control case 
standards.  Nonetheless, the distinction between these two technologies is important within the 
modeling and is tracked for that reason.  Note also that weight reduction and its application 
within OMEGA is limited in two ways: (1) by the safety analysis in an effort to ensure no 
projected net fatality increase as a result of the technology pathway chosen by OMEGA (see 
Appendix Section B.3.1); and (2), by the technology penetration caps meant to reflect how 
quickly varying levels of weight reduction could be implemented.  Specifically, the safety 
analysis, as mentioned, is based on the “WRnet” value, while the application of weight reduction 
in light of the penetration caps is based on the “WRtech” value. We discuss safety and the 
metrics used on our OMEGA modeling in Section B.3.1 of this Appendix. 

Note that the BEV and PHEV technology penetrations include the penetration of ZEV 
program vehicles as discussed in detail in Chapter 1 of the TSD.  Importantly, the ZEV program 
vehicles were "built" into the fleet with the projection that they would apply 20 percent mass 
reduction technology (WRtech) and 0 percent net mass reduction (WRnet).  The result is that the 
mass reduction technology penetrations include a 20 percent mass reduction on roughly 2.4 
percent of the fleet due to the way we have assessed the ZEV program vehicles. 

Lastly, the WR technology penetrations, both “WRtech” and “WRnet,” presented here, reflect 
percentage reductions from the "Null" vehicle, unlike those presented in the Draft TAR in which 
presented WR relative to the curb weight of vehicles in the MY2014 baseline.  However, since 
our effectiveness values for WR are relative to the Null vehicle, it is more appropriate for us to 
present WR levels relative to Null.  We have calculated the Null curb weights using the process 
described in Chapter 2.3.4.6 of the TSD. 
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Table C.9  Technology Code Definitions used in Technology Penetration Tables 

Code Definition 
WRtech Weight reduction technology applied to "Null" 
WRnet Weight reduction net (includes added weight from batteries on electrified vehicles) 
TDS18 Turbocharged and downsized engine - 18 bar BMEP 
TDS24 Turbocharged and downsized engine - 24 bar BMEP 
TRX11 Transmission level 1 (i.e., 6 speed auto, 6 speed DCT) 

TRX21 
Transmission level 2 (i.e., TRX11 with a wider gear ratio spread (e.g., 8 gears), current generation 

CVT) 
TRX22 Advanced Transmission level 2 (i.e., TRX21 with efficiency improvements) 
Deac Cylinder deactivation 
VVLT Variable valve lift 
VVT Variable valve timing 

Stop-Start Stop-Start, but without also being hybridized 
MHEV48V Mild hybrid 48 Volt 

FullHEV Strong hybrid 
BEV Full battery electric vehicle 

PHEV Plug-in hybrid electric vehicle 
ATK2 Atkinson cycle engine used in naturally aspirated, non-hybrid engines 
CEGR Cooled exhaust gas recirculation 

TURBM ATK2 plus turbocharging (i.e., Miller cycle) 
OC1 Off-cycle level 1 (1.5 gCO2/mi) 
OC2 Off-cycle level 2 (3.0 gCO2/mi) 
DSL Advanced diesel 

Note: TRX12, or advanced TRX11 (transmission level 1 with efficiency improvements), is not shown or 
included in the tables that follow because it is never chosen by OMEGA. All baseline CVTs in the Draft TAR were 
considered TRX11 while in this Proposed Determination we have considered all baseline CVTs to be TRX21. This 
change leaves less room for improvement (change from the baseline) for baseline CVT vehicles.  

 

The tables that follow are: 

Table C.10  Absolute Technology Penetrations for Cars in the MY2025 Reference Case 
Central Analysis 

Table C.11  Absolute Technology Penetrations for Trucks in the MY2025 Reference Case 
Central Analysis 

Table C.12  Absolute Technology Penetrations for the Fleet in the MY2025 Reference Case 
Central Analysis 

Table C.13  Summary of Absolute Technology Penetrations in the MY2025 Reference Case 
Central Analysis 
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Table C.10  Absolute Technology Penetrations for Cars in the MY2025 Reference Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-Start MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

BMW 9% 8% 49% 11% 2% 60% 26% 30% 60% 90% 57% 32% 0% 2% 8% 17% 27% 0% 44% 17% 1% 
FCA 8% 8% 36% 0% 0% 66% 26% 47% 43% 97% 14% 1% 0% 2% 1% 14% 14% 0% 0% 0% 0% 

FORD 4% 4% 37% 0% 13% 75% 5% 0% 0% 97% 0% 0% 4% 1% 2% 0% 0% 0% 0% 0% 0% 
GM 5% 5% 26% 0% 0% 77% 19% 3% 14% 98% 14% 0% 0% 1% 3% 0% 0% 0% 0% 0% 0% 

HONDA 3% 2% 0% 0% 0% 87% 2% 11% 96% 96% 1% 0% 3% 2% 2% 0% 1% 0% 0% 0% 0% 
HYUNDAI/KIA 4% 3% 8% 0% 2% 75% 19% 4% 1% 97% 0% 0% 2% 1% 1% 0% 0% 0% 0% 0% 0% 

JLR 15% 14% 62% 6% 0% 67% 29% 28% 22% 96% 79% 17% 0% 2% 2% 23% 29% 0% 58% 11% 0% 
MAZDA 5% 5% 0% 0% 17% 69% 0% 0% 0% 96% 0% 0% 0% 2% 2% 90% 0% 0% 0% 0% 0% 

MERCEDES 11% 10% 57% 8% 0% 66% 28% 28% 54% 93% 82% 9% 0% 3% 3% 21% 29% 0% 55% 0% 1% 
MITSUBISHI 4% 3% 8% 0% 0% 67% 17% 5% 0% 97% 0% 0% 0% 1% 1% 2% 2% 0% 0% 0% 0% 

NISSAN 6% 5% 11% 0% 0% 74% 18% 0% 9% 95% 0% 0% 0% 4% 2% 0% 0% 0% 0% 0% 0% 
SUBARU 2% 1% 18% 0% 0% 72% 1% 0% 0% 96% 0% 0% 0% 2% 2% 0% 83% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 4% 2% 2% 0% 7% 79% 3% 0% 1% 96% 0% 0% 19% 2% 2% 0% 20% 0% 0% 0% 0% 

VOLKSWAGEN 10% 9% 53% 5% 0% 63% 27% 27% 57% 84% 81% 6% 0% 2% 2% 23% 37% 0% 50% 1% 12% 
VOLVO 10% 10% 96% 0% 0% 72% 24% 0% 7% 96% 69% 0% 0% 2% 2% 0% 0% 0% 0% 0% 0% 

All Manufacturers 5% 4% 20% 1% 3% 73% 14% 9% 24% 94% 14% 2% 4% 3% 2% 6% 10% 0% 7% 1% 1% 

 

 

Table C.11  Absolute Technology Penetrations for Trucks in the MY2025 Reference Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-Start MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

BMW 15% 14% 26% 7% 0% 63% 30% 55% 33% 88% 43% 50% 0% 7% 0% 39% 31% 3% 28% 42% 5% 
FCA 10% 10% 56% 1% 0% 71% 25% 37% 37% 95% 50% 2% 0% 1% 1% 15% 11% 0% 0% 0% 3% 

FORD 8% 8% 56% 0% 3% 79% 17% 0% 0% 99% 11% 0% 0% 1% 1% 0% 0% 0% 0% 0% 0% 
GM 7% 7% 14% 0% 0% 79% 20% 61% 0% 99% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 

HONDA 6% 5% 0% 0% 9% 84% 3% 60% 96% 96% 0% 0% 0% 2% 2% 0% 0% 0% 0% 0% 0% 
HYUNDAI/KIA 9% 9% 9% 0% 0% 77% 20% 0% 3% 97% 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 0% 

JLR 15% 13% 37% 11% 0% 64% 29% 44% 44% 93% 45% 48% 0% 5% 2% 23% 29% 2% 19% 52% 0% 
MAZDA 6% 5% 0% 0% 13% 77% 6% 0% 0% 96% 0% 0% 0% 2% 2% 71% 0% 0% 0% 0% 0% 

MERCEDES 15% 13% 47% 17% 0% 64% 29% 21% 63% 89% 53% 40% 0% 4% 3% 14% 34% 3% 45% 23% 7% 
MITSUBISHI 10% 10% 0% 0% 0% 74% 24% 32% 29% 89% 4% 0% 0% 1% 1% 22% 22% 0% 0% 0% 0% 

NISSAN 9% 8% 19% 0% 0% 77% 19% 3% 2% 98% 0% 0% 0% 1% 2% 0% 0% 0% 0% 0% 0% 
SUBARU 6% 5% 2% 0% 0% 94% 0% 0% 0% 96% 0% 0% 1% 2% 2% 0% 56% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 5% 5% 16% 0% 5% 77% 14% 0% 0% 97% 0% 0% 1% 1% 1% 0% 5% 0% 0% 0% 0% 

VOLKSWAGEN 15% 13% 33% 4% 0% 62% 29% 42% 37% 79% 46% 43% 0% 7% 3% 30% 33% 1% 33% 32% 12% 
VOLVO 11% 10% 95% 0% 0% 70% 26% 1% 0% 96% 4% 0% 0% 2% 2% 1% 1% 0% 0% 0% 0% 

All Manufacturers 8% 7% 28% 1% 2% 77% 17% 26% 21% 96% 14% 4% 0% 1% 1% 6% 9% 0% 3% 3% 1% 
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Table C.12  Absolute Technology Penetrations for the Fleet in the MY2025 Reference Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-Start MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

BMW 10% 9% 44% 10% 1% 61% 27% 36% 54% 90% 54% 36% 0% 3% 6% 22% 28% 1% 40% 23% 2% 
FCA 10% 9% 50% 1% 0% 70% 26% 40% 39% 96% 39% 1% 0% 1% 1% 15% 12% 0% 0% 0% 2% 

FORD 7% 6% 48% 0% 7% 77% 12% 0% 0% 98% 7% 0% 2% 1% 1% 0% 0% 0% 0% 0% 0% 
GM 6% 6% 20% 0% 0% 78% 19% 32% 7% 99% 7% 0% 0% 1% 1% 0% 0% 0% 0% 0% 0% 

HONDA 4% 3% 0% 0% 4% 85% 2% 35% 96% 96% 0% 0% 2% 2% 2% 0% 1% 0% 0% 0% 0% 
HYUNDAI/KIA 5% 4% 8% 0% 1% 75% 19% 3% 1% 97% 0% 0% 1% 1% 1% 0% 0% 0% 0% 0% 0% 

JLR 15% 13% 43% 10% 0% 65% 29% 41% 39% 94% 52% 42% 0% 4% 2% 23% 29% 2% 27% 43% 0% 
MAZDA 5% 5% 0% 0% 16% 72% 2% 0% 0% 96% 0% 0% 0% 2% 2% 83% 0% 0% 0% 0% 0% 

MERCEDES 13% 11% 53% 12% 0% 65% 28% 25% 58% 92% 70% 22% 0% 4% 3% 18% 31% 1% 51% 9% 3% 
MITSUBISHI 7% 6% 5% 0% 0% 69% 20% 15% 12% 94% 2% 0% 0% 1% 1% 10% 10% 0% 0% 0% 0% 

NISSAN 7% 6% 14% 0% 0% 75% 19% 1% 6% 96% 0% 0% 0% 3% 2% 0% 0% 0% 0% 0% 0% 
SUBARU 5% 4% 6% 0% 0% 89% 0% 0% 0% 96% 0% 0% 1% 2% 2% 0% 61% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 4% 3% 8% 0% 6% 78% 8% 0% 0% 97% 0% 0% 11% 2% 2% 0% 13% 0% 0% 0% 0% 

VOLKSWAGEN 11% 10% 47% 4% 0% 63% 27% 31% 51% 83% 70% 17% 0% 4% 3% 25% 36% 0% 45% 11% 12% 
VOLVO 11% 10% 96% 0% 0% 71% 25% 0% 4% 96% 36% 0% 0% 2% 2% 0% 0% 0% 0% 0% 0% 

All Manufacturers 7% 6% 24% 1% 3% 75% 15% 17% 22% 95% 14% 3% 2% 2% 2% 6% 10% 0% 5% 2% 1% 

 

 

Table C.13  Summary of Absolute Technology Penetrations in the MY2025 Reference Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-Start MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

Car 5% 4% 20% 1% 3% 73% 14% 9% 24% 94% 14% 2% 4% 3% 2% 6% 10% 0% 7% 1% 1% 
Truck 8% 7% 28% 1% 2% 77% 17% 26% 21% 96% 14% 4% 0% 1% 1% 6% 9% 0% 3% 3% 1% 
Fleet 7% 6% 24% 1% 3% 75% 15% 17% 22% 95% 14% 3% 2% 2% 2% 6% 10% 0% 5% 2% 1% 
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Mass reduction technology is applied along a continuum of possible levels, and values shown 
in the tables above represent the average percentage mass reduction applied (WRtech) and 
average percentage net mass reduction (WRnet).  The values above do not indicate the 
proportion of the fleet with the technology applied, as is the case with the other technologies 
shown. Not readily apparent in the tables above is the number, or percentage, of vehicles that 
receive specific levels of mass reduction.  The table below provides more detail on mass 
reduction technology in our projections by showing the percentage of vehicles that receive the 
level of mass reduction within the given mass reduction ranges.  Note that we account for the 
additional mass associated with batteries and electrical components of mild and strong HEVs, 
BEVs and PHEVs, which explains the difference between "WRtech" and "WRnet."  "Baseline" 
represents the amount of mass reduction relative to EPA’s “Null” or “floor” (i.e., in the case of 
weight reduction, EPA’s “Null” is the 2008 baseline fleet used in the 2012 FRM) present in 
MY2015 vehicles with MY2025 projected volumes.  In the table, we show results both including 
and excluding the ZEV program vehicles because, as noted above, roughly 2.5 percent of the 
fleet (the fleet reflecting the ZEV program) was "built" with 20 percent mass reduction 
technology applied (WRtech) and 0 percent mass reduction on net (WRnet).  As shown in the 
table, the majority of vehicles (~60 percent) in the reference case are applying mass reduction 
technology resulting in less than 5 percent mass reduction, about 20 percent are applying mass 
reduction at levels of between 5 and 10 percent, and a small percentage (~18 percent) are 
applying mass reduction technology resulting in 10 to 15 percent mass reduction. Nearly all 
vehicles applying 15 to 20 percent mass reduction technology are the ZEV program vehicles, 
with only an additional 0.5 percent of non-ZEV program vehicles applying that level of mass 
reduction technology. 

Table C.14  Percentage of Vehicles Receiving the Mass Reduction levels within the Indicated Ranges in the 
MY2025 Reference Case Central Analysis 

Fleet %MR Range Baseline WRtech WRnet 
Including ZEV Program Vehicles <=5% 89.9% 59.2% 62.2% 

6% to <=10% 4.3% 20.4% 20.0% 
11% to <=15% 3.3% 17.4% 17.8% 
16% to <=20% 2.5% 3.0% 0.0% 

Excluding ZEV Program Vehicles  
(as explained above) 

<=5% 92.2% 60.8% 61.2% 
6% to <=10% 4.4% 20.9% 20.6% 

11% to <=15% 3.4% 17.8% 18.2% 
16% to <=20% 0.0% 0.5% 0.0% 

 

C.1.1.3.2  Control Case 

The technology penetration rates in the MY2025 control case (that is, the case where the 
MY2025 standards are in effect in MY2025), again in absolute terms, are presented for cars, 
trucks, and the fleet in the tables below.  We also present the technology penetration changes 
(i.e., the technology added to move from compliance with the reference case standards to the 
control case standards) for cars, trucks and the fleet in the tables below.  All technology 
penetration rates in Table C.15 to Table C.22 use the AEO 2016 reference fuel price case. 

Much like both the 2012 FRM, the 2015 NAS report, and the Draft TAR, the results from the 
control case show that the MY2025 standards can be met largely through the application of 
advanced gasoline vehicle technologies, including moderate levels of mild hybridization (i.e., 48 
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volt systems).  For advanced gasoline engines, EPA has projected that the fleet would be 34 
percent 18-bar and 24-bar turbo-charged engines and 27 percent Atkinson 2 engines.  This 
similar penetration of two competing engine technologies (i.e., Atkinson 2 and 18-bar/24-bar 
turbocharged engines) demonstrates that there are multiple cost effective advanced gasoline 
technologies available to manufacturers.  In order to acknowledge that manufacturers may 
choose to focus on turbo-downsized technology over Atkinson, EPA conducted a sensitivity 
analysis restricting Atkinson 2 technology application as described in the Sensitivity Analysis 
Results below.  In addition to turbo-charging and Atkinson cycle, EPA has also projected that 
cylinder deactivation (DEAC), variable valve timing (VVT) and cooled EGR (CEGR) will be 
prominent engine technologies, with respective penetration rates of 49 percent, 95 percent, and 
35 percent.  With respect to transmissions, EPA has projected that about 93 percent of the 
transmissions will be high ratio spread (TRX21+TRX22) and 88 percent of these transmissions 
will also implement further improvements in transmission efficiency beyond current 
transmissions (TRX22).  

One note regarding Atkinson 2 technology penetration:  In their comments on the Draft TAR, 
AAM stated that they did not believe that the market penetration of Atkinson 2 technology, 
projected in the Draft TAR of over 40 percent, is likely or feasible.  In the Control Case results 
described above, for the Proposed Determination, the penetration of Atkinson 2 is expected be 27 
percent in 2025 MY.  This reduction in Atkinson penetration is not in direct response to this 
AAM comment, but rather the result of updates to EPA's analysis (as described in Appendix A 
and in the TSD). 

Stop-start and Mild HEV technologies, such as 48-volt systems, are anticipated to be applied 
with increasing frequency.  The 48-volt mild hybrids help improve the overall efficiency of 
conventional powertrains at less expense compared to strong hybridization.  Stop-start is 
projected to penetrate the market in 15 percent of the fleet, and Mild HEVs at 18 percent 
penetration.  

Mass reduction is also expected to be applied at moderate levels across the majority of the 
fleet.  For MY2025 EPA has projected an average mass reduction technology penetration rate for 
the entire fleet of 9 percent (WRtech) which, when taking into consideration the additional mass 
of electrification, yields a net mass reduction of 8 percent (WRnet).  The highest average amount 
of mass reduction for an individual manufacturer is projected to be 19 percent for Jaguar-Land 
Rover and the lowest mass reduction is projected to be 6 percent for both Hyundai/Kia.  Note 
that, as explained above, these mass reduction levels are relative to null and not relative to the 
baseline case (i.e., the MY2015 case).  In the Draft TAR, we presented mass reduction levels 
relative to the baseline case (MY2014) which was different from the way we presented all of our 
other technology penetration rates.  In this Proposed Determination, we are now presenting all of 
the absolute technology penetration rates as relative to null.  The slightly higher levels of mass 
reduction presented in this analysis can be explained, at least in part, by the different reference 
point (null versus baseline level which, in the Draft TAR, was roughly 2 percent across the entire 
analysis fleet).  

We project that some manufacturers will utilize some level of strong electrification as a 
compliance path.  However, EPA has projected a minimal amount of strong electrification 
technology penetration for the overall fleet.  For strong HEVs, battery electric vehicles (BEVs), 
and plug-in hybrid electric vehicles (PHEVs), EPA has projected fleet technology penetration 
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rates of 2 percent, 3 percent, and 2 percent, respectively.  The highest penetration rates for strong 
HEVs was projected at 11 percent for Toyota.  For the highest penetration for any individual 
manufacturer for BEVs (other than Tesla), Volkswagen has been projected to reach 9 percent, 
and for PHEVs, BMW is projected to reach 6 percent.  EPA notes that our analysis included 
consideration for compliance with other related regulations, including CARB’s ZEV regulation 
that has also been adopted by nine other states under section 177 of the Federal Clean Air Act.  
Therefore, some of the BEV and PHEV penetration in the following tables is ZEV program-
related (2.5 percent of the combined fleet), some is in EPA’s reference fleet projections (1.5 
percent of the combined fleet), and some is generated by OMEGA to reach compliance (an 
additional 0.7 percent of the combined fleet) for a total of 4.7 percent in the central case (using 
the AEO 2016 reference fuel price case)).  See Table C.16 where the final BEV (3 percent) and 
PHEV (2 percent) penetrations can be added to reach 5 percent; see Table C.22 where the 
incremental BEV penetration is shown as 1 percent, rounded from 0.5 percent. Note that the 
reference case tables shown above (see Table C.13) include an additional 0.2 percent BEV 
penetration that does not show up in the table due to rounding.  

The tables that follow for control case technology penetrations are: 

Table C.15  Absolute Technology Penetrations for Cars in the MY2025 Control Case Central 
Analysis 

Table C.16  Absolute Technology Penetrations for Trucks in the MY2025 Control Case 
Central Analysis 

Table C.17  Absolute Technology Penetrations for the Fleet in the MY2025 Control Case 
Central Analysis 

Table C.18  Summary of Absolute Technology Penetrations in the MY2025 Control Case 
Central Analysis 

Table C.19  Incremental Technology Penetrations for Cars in the MY2025 Central Analysis 

Table C.20  Incremental Technology Penetrations for Trucks in the MY2025 Central Analysis 

Table C.21  Incremental Technology Penetrations for the Fleet in the MY2025 Central 
Analysis 

Table C.22  Summary of Incremental Technology Penetrations in the MY2025 Central 
Analysis 
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Table C.15  Absolute Technology Penetrations for Cars in the MY2025 Control Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

BMW 10% 9% 15% 30% 2% 0% 82% 41% 45% 86% 31% 54% 0% 6% 8% 37% 67% 12% 0% 85% 1% 
FCA 11% 10% 9% 22% 0% 0% 94% 66% 31% 97% 59% 9% 0% 2% 1% 56% 65% 0% 84% 13% 0% 

FORD 8% 7% 48% 0% 0% 5% 87% 45% 22% 97% 0% 0% 4% 1% 2% 16% 16% 0% 0% 0% 0% 
GM 7% 7% 51% 0% 0% 3% 94% 41% 33% 98% 24% 4% 0% 1% 3% 35% 31% 0% 13% 0% 0% 

HONDA 4% 3% 0% 0% 0% 3% 88% 13% 94% 96% 1% 0% 3% 2% 2% 1% 3% 0% 0% 0% 0% 
HYUNDAI/KIA 4% 4% 12% 0% 2% 0% 93% 83% 12% 97% 1% 1% 2% 1% 1% 63% 62% 0% 0% 0% 0% 

JLR 19% 17% 6% 18% 0% 0% 96% 73% 23% 96% 57% 39% 0% 2% 2% 54% 72% 1% 0% 96% 0% 
MAZDA 7% 6% 0% 0% 0% 33% 52% 55% 0% 96% 0% 0% 0% 2% 2% 41% 0% 0% 0% 0% 0% 

MERCEDES 13% 11% 15% 21% 0% 0% 90% 54% 36% 90% 32% 59% 0% 7% 3% 49% 71% 10% 3% 88% 1% 
MITSUBISHI 4% 4% 8% 0% 0% 0% 84% 90% 8% 97% 0% 0% 0% 1% 1% 70% 67% 0% 97% 0% 0% 

NISSAN 6% 6% 24% 0% 0% 0% 92% 70% 15% 95% 0% 0% 0% 4% 2% 37% 34% 0% 0% 0% 0% 
SUBARU 8% 8% 21% 0% 0% 66% 7% 6% 8% 96% 0% 0% 0% 2% 2% 5% 87% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 5% 3% 17% 0% 0% 44% 50% 27% 3% 96% 0% 0% 19% 2% 2% 0% 20% 0% 0% 0% 0% 

VOLKSWAGEN 12% 9% 18% 12% 0% 0% 90% 57% 31% 87% 38% 54% 0% 5% 2% 55% 72% 7% 0% 93% 5% 
VOLVO 13% 13% 67% 3% 0% 0% 96% 27% 69% 96% 69% 0% 0% 2% 2% 0% 3% 0% 27% 0% 0% 

All Manufacturers 7% 6% 22% 4% 0% 10% 81% 48% 28% 94% 13% 9% 4% 4% 2% 31% 37% 1% 8% 13% 0% 

 

Table C.16  Absolute Technology Penetrations for Trucks in the MY2025 Control Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

BMW 20% 18% 6% 20% 0% 0% 87% 61% 26% 86% 7% 80% 0% 13% 0% 60% 75% 12% 0% 87% 1% 
FCA 14% 12% 15% 45% 0% 0% 98% 38% 55% 98% 31% 67% 0% 1% 1% 18% 60% 0% 45% 54% 1% 

FORD 11% 11% 77% 0% 0% 0% 99% 22% 19% 99% 29% 1% 0% 1% 1% 7% 6% 0% 0% 0% 0% 
GM 8% 6% 27% 0% 0% 0% 99% 72% 15% 99% 27% 67% 0% 1% 0% 10% 8% 0% 19% 0% 0% 

HONDA 10% 10% 0% 0% 0% 0% 96% 87% 69% 96% 0% 0% 0% 2% 2% 27% 27% 0% 0% 0% 0% 
HYUNDAI/KIA 13% 12% 32% 0% 0% 0% 97% 66% 32% 97% 3% 0% 0% 1% 1% 66% 49% 0% 86% 0% 0% 

JLR 19% 16% 18% 34% 0% 0% 91% 39% 53% 91% 14% 77% 0% 7% 2% 39% 72% 29% 0% 91% 0% 
MAZDA 10% 10% 26% 0% 0% 0% 96% 53% 12% 96% 0% 0% 0% 2% 2% 71% 53% 0% 0% 0% 0% 

MERCEDES 20% 17% 17% 43% 0% 0% 90% 30% 60% 90% 19% 71% 0% 7% 3% 30% 72% 16% 0% 90% 0% 
MITSUBISHI 12% 11% 8% 0% 0% 0% 97% 89% 8% 97% 8% 0% 0% 1% 1% 89% 67% 0% 89% 0% 0% 

NISSAN 10% 10% 59% 0% 0% 0% 96% 38% 43% 98% 22% 7% 0% 1% 2% 37% 30% 0% 26% 0% 0% 
SUBARU 10% 10% 6% 0% 0% 1% 93% 38% 0% 96% 0% 0% 1% 2% 2% 1% 56% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 9% 8% 55% 0% 0% 1% 95% 41% 37% 97% 12% 1% 1% 1% 1% 20% 21% 0% 0% 0% 0% 

VOLKSWAGEN 20% 17% 8% 7% 0% 2% 79% 65% 15% 81% 4% 75% 0% 18% 3% 65% 72% 37% 0% 79% 0% 
VOLVO 18% 16% 3% 8% 0% 0% 96% 85% 11% 96% 72% 24% 0% 2% 2% 34% 42% 0% 96% 0% 0% 

All Manufacturers 11% 10% 33% 9% 0% 0% 96% 49% 34% 97% 19% 29% 0% 2% 1% 22% 33% 2% 16% 16% 0% 
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Table C.17  Absolute Technology Penetrations for the Fleet in the MY2025 Control Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

BMW 12% 11% 13% 28% 1% 0% 83% 46% 41% 86% 25% 60% 0% 8% 6% 42% 69% 12% 0% 85% 1% 
FCA 13% 12% 13% 38% 0% 0% 96% 46% 48% 97% 40% 49% 0% 1% 1% 30% 61% 0% 57% 41% 0% 

FORD 10% 9% 65% 0% 0% 2% 94% 31% 20% 98% 17% 0% 2% 1% 1% 11% 10% 0% 0% 0% 0% 
GM 8% 7% 39% 0% 0% 1% 97% 57% 24% 99% 25% 35% 0% 1% 1% 23% 20% 0% 16% 0% 0% 

HONDA 7% 6% 0% 0% 0% 2% 92% 49% 82% 96% 0% 0% 2% 2% 2% 14% 14% 0% 0% 0% 0% 
HYUNDAI/KIA 6% 5% 15% 0% 1% 0% 94% 81% 15% 97% 1% 1% 1% 1% 1% 63% 60% 0% 14% 0% 0% 

JLR 19% 16% 16% 31% 0% 0% 92% 46% 47% 92% 23% 69% 0% 6% 2% 42% 72% 23% 0% 92% 0% 
MAZDA 8% 7% 10% 0% 0% 21% 69% 54% 4% 96% 0% 0% 0% 2% 2% 52% 20% 0% 0% 0% 0% 

MERCEDES 16% 14% 16% 30% 0% 0% 90% 44% 46% 90% 26% 64% 0% 7% 3% 41% 71% 12% 2% 89% 0% 
MITSUBISHI 7% 7% 8% 0% 0% 0% 89% 90% 8% 97% 3% 0% 0% 1% 1% 78% 67% 0% 94% 0% 0% 

NISSAN 8% 7% 37% 0% 0% 0% 94% 58% 26% 96% 8% 3% 0% 3% 2% 37% 32% 0% 10% 0% 0% 
SUBARU 10% 9% 9% 0% 0% 15% 74% 31% 2% 96% 0% 0% 1% 2% 2% 2% 62% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 7% 5% 33% 0% 0% 25% 70% 33% 18% 97% 5% 0% 11% 2% 2% 9% 20% 0% 0% 0% 0% 

VOLKSWAGEN 14% 12% 15% 11% 0% 1% 86% 59% 26% 85% 28% 61% 0% 9% 3% 58% 72% 16% 0% 88% 4% 
VOLVO 15% 14% 34% 6% 0% 0% 96% 56% 40% 96% 71% 12% 0% 2% 2% 17% 23% 0% 62% 0% 0% 

All Manufacturers 9% 8% 27% 7% 0% 5% 88% 49% 31% 95% 15% 18% 2% 3% 2% 27% 35% 2% 12% 14% 0% 

 

 

Table C.18  Summary of Absolute Technology Penetrations in the MY2025 Control Case Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV48V FullHEV BEV PHEV ATK2 CEGR TURBM OC1 OC2 DSL 

Car 7% 6% 22% 4% 0% 10% 81% 48% 28% 94% 13% 9% 4% 4% 2% 31% 37% 1% 8% 13% 0% 
Truck 11% 10% 33% 9% 0% 0% 96% 49% 34% 97% 19% 29% 0% 2% 1% 22% 33% 2% 16% 16% 0% 
Fleet 9% 8% 27% 7% 0% 5% 88% 49% 31% 95% 15% 18% 2% 3% 2% 27% 35% 2% 12% 14% 0% 
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Table C.19  Incremental Technology Penetrations for Cars in the MY2025 Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV

48V 
FullHE

V 
BEV PHEV ATK2 CEGR TURB

M 
OC1 OC2 DSL 

BMW 1% 1% -34% 19% 0% -60% 57% 11% -15% -4% -26% 22% 0% 4% 0% 21% 40% 12% -44% 68% 0% 
FCA 3% 3% -27% 22% 0% -66% 68% 18% -12% 0% 45% 8% 0% 0% 0% 42% 51% 0% 84% 13% 0% 

FORD 3% 3% 11% 0% -13% -70% 83% 45% 22% 0% 0% 0% 0% 0% 0% 16% 16% 0% 0% 0% 0% 
GM 2% 2% 25% 0% 0% -74% 75% 38% 20% 0% 10% 3% 0% 0% 0% 35% 30% 0% 13% 0% 0% 

HONDA 1% 1% 0% 0% 0% -83% 86% 2% -2% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% 
HYUNDAI/KIA 1% 1% 4% 0% 0% -74% 75% 80% 11% 0% 1% 1% 0% 0% 0% 63% 62% 0% 0% 0% 0% 

JLR 3% 3% -56% 12% 0% -67% 67% 45% 1% 0% -22% 22% 0% 0% 0% 31% 43% 1% -58% 85% 0% 
MAZDA 1% 1% 0% 0% -17% -35% 52% 55% 0% 0% 0% 0% 0% 0% 0% -49% 0% 0% 0% 0% 0% 

MERCEDES 3% 1% -42% 13% 0% -66% 62% 26% -18% -4% -51% 50% 0% 4% 0% 29% 42% 10% -52% 87% 0% 
MITSUBISHI 0% 0% 0% 0% 0% -67% 67% 85% 8% 0% 0% 0% 0% 0% 0% 68% 66% 0% 97% 0% 0% 

NISSAN 1% 1% 13% 0% 0% -74% 74% 70% 6% 0% 0% 0% 0% 0% 0% 37% 34% 0% 0% 0% 0% 
SUBARU 7% 7% 3% 0% 0% -6% 6% 6% 8% 0% 0% 0% 0% 0% 0% 5% 5% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 1% 1% 15% 0% -7% -35% 47% 27% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

VOLKSWAGEN 2% 1% -34% 8% 0% -62% 63% 30% -27% 3% -43% 48% 0% 3% 0% 32% 35% 7% -50% 92% -6% 
VOLVO 3% 3% -30% 3% 0% -72% 72% 27% 62% 0% 0% 0% 0% 0% 0% 0% 3% 0% 27% 0% 0% 

All Manufacturers 2% 2% 2% 3% -3% -63% 67% 39% 4% 0% -1% 7% 0% 0% 0% 25% 27% 1% 1% 12% 0% 

 

Table C.20  Incremental Technology Penetrations for Trucks in the MY2025 Central Analysis 
 WRtech WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV

48V 
FullHE

V 
BEV PHEV ATK2 CEGR TURB

M 
OC1 OC2 DSL 

BMW 5% 4% -21% 13% 0% -63% 57% 5% -7% -2% -36% 30% 0% 6% 0% 20% 44% 9% -28% 45% -4% 
FCA 4% 2% -41% 44% 0% -71% 72% 1% 18% 3% -19% 65% 0% 0% 0% 4% 49% 0% 45% 54% -3% 

FORD 3% 3% 20% 0% -3% -79% 82% 22% 19% 0% 18% 1% 0% 0% 0% 7% 6% 0% 0% 0% 0% 
GM 1% 0% 13% 0% 0% -79% 79% 11% 15% 0% 27% 67% 0% 0% 0% 10% 8% 0% 19% 0% 0% 

HONDA 5% 5% 0% 0% -9% -84% 93% 27% -27% 0% 0% 0% 0% 0% 0% 27% 27% 0% 0% 0% 0% 
HYUNDAI/KIA 3% 3% 23% 0% 0% -77% 77% 66% 29% 0% 3% 0% 0% 0% 0% 66% 49% 0% 86% 0% 0% 

JLR 4% 3% -19% 23% 0% -64% 62% -5% 9% -2% -30% 29% 0% 2% 0% 16% 43% 27% -19% 39% 0% 
MAZDA 5% 5% 26% 0% -13% -77% 91% 53% 12% 0% 0% 0% 0% 0% 0% 0% 53% 0% 0% 0% 0% 

MERCEDES 5% 4% -31% 26% 0% -64% 61% 9% -3% 1% -34% 31% 0% 3% 0% 16% 39% 14% -45% 68% -7% 
MITSUBISHI 2% 2% 8% 0% 0% -74% 74% 58% -21% 8% 4% 0% 0% 0% 0% 67% 45% 0% 89% 0% 0% 

NISSAN 1% 1% 40% 0% 0% -77% 77% 36% 41% 0% 21% 7% 0% 0% 0% 37% 30% 0% 26% 0% 0% 
SUBARU 5% 5% 4% 0% 0% -93% 93% 38% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 3% 3% 39% 0% -5% -76% 81% 41% 37% 0% 12% 1% 0% 0% 0% 20% 16% 0% 0% 0% 0% 

VOLKSWAGEN 5% 4% -25% 3% 0% -61% 50% 24% -22% 2% -42% 32% 0% 10% 0% 35% 39% 36% -33% 47% -12% 
VOLVO 6% 6% -93% 8% 0% -70% 70% 84% 11% 0% 68% 24% 0% 0% 0% 33% 42% 0% 96% 0% 0% 

All Manufacturers 3% 3% 5% 9% -2% -77% 79% 24% 13% 0% 5% 25% 0% 1% 0% 16% 24% 2% 13% 13% -1% 
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Table C.21  Incremental Technology Penetrations for the Fleet in the MY2025 Central Analysis 
 WRtec

h 
WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV

48V 
FullHE

V 
BEV PHEV ATK2 CEGR TURB

M 
OC1 OC2 DSL 

BMW 2% 1% -31% 17% 0% -61% 57% 10% -13% -3% -29% 24% 0% 5% 0% 21% 41% 11% -40% 62% -1% 
FCA 4% 2% -37% 37% 0% -70% 71% 6% 8% 2% 1% 48% 0% 0% 0% 15% 50% 0% 57% 41% -2% 

FORD 3% 3% 16% 0% -7% -75% 82% 31% 20% 0% 11% 0% 0% 0% 0% 11% 10% 0% 0% 0% 0% 
GM 2% 1% 19% 0% 0% -77% 77% 25% 17% 0% 18% 35% 0% 0% 0% 23% 19% 0% 16% 0% 0% 

HONDA 3% 3% 0% 0% -4% -84% 90% 14% -14% 0% 0% 0% 0% 0% 0% 14% 14% 0% 0% 0% 0% 
HYUNDAI/KIA 1% 1% 7% 0% 0% -75% 75% 78% 14% 0% 1% 1% 0% 0% 0% 63% 60% 0% 14% 0% 0% 

JLR 4% 3% -27% 21% 0% -65% 63% 5% 7% -1% -29% 27% 0% 1% 0% 19% 43% 22% -27% 49% 0% 
MAZDA 3% 3% 10% 0% -16% -51% 67% 54% 4% 0% 0% 0% 0% 0% 0% -30% 20% 0% 0% 0% 0% 

MERCEDES 4% 2% -38% 18% 0% -65% 62% 19% -12% -2% -44% 42% 0% 3% 0% 23% 41% 11% -49% 79% -3% 
MITSUBISHI 1% 1% 3% 0% 0% -69% 69% 74% -4% 3% 1% 0% 0% 0% 0% 68% 58% 0% 94% 0% 0% 

NISSAN 1% 1% 23% 0% 0% -75% 75% 57% 20% 0% 8% 3% 0% 0% 0% 37% 32% 0% 10% 0% 0% 
SUBARU 5% 5% 4% 0% 0% -74% 74% 31% 2% 0% 0% 0% 0% 0% 0% 2% 1% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TOYOTA 2% 2% 25% 0% -6% -53% 62% 33% 18% 0% 5% 0% 0% 0% 0% 9% 7% 0% 0% 0% 0% 

VOLKSWAGEN 3% 2% -31% 6% 0% -62% 59% 28% -25% 3% -43% 43% 0% 5% 0% 33% 36% 16% -45% 78% -8% 
VOLVO 5% 4% -61% 6% 0% -71% 71% 56% 36% 0% 34% 12% 0% 0% 0% 17% 22% 0% 62% 0% 0% 

All Manufacturers 2% 2% 3% 6% -3% -70% 73% 32% 8% 0% 2% 15% 0% 0.5% 0.0% 21% 25% 2% 7% 13% -1% 

 

 

Table C.22  Summary of Incremental Technology Penetrations in the MY2025 Central Analysis 
 WRtec

h 
WRnet TDS18 TDS24 TRX11 TRX21 TRX22 Deac VVLT VVT Stop-

Start 
MHEV

48V 
FullHE

V 
BEV PHEV ATK2 CEGR TURB

M 
OC1 OC2 DSL 

Car 2% 2% 2% 3% -3% -63% 67% 39% 4% 0% -1% 7% 0% 0% 0% 25% 27% 1% 1% 12% 0% 
Truck 3% 3% 5% 9% -2% -77% 79% 24% 13% 0% 5% 25% 0% 1% 0% 16% 24% 2% 13% 13% -1% 
Fleet 2% 2% 3% 6% -3% -70% 73% 32% 8% 0% 2% 15% 0% 0% 0% 21% 25% 2% 7% 13% -1% 
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Not readily apparent in the technology penetration tables above is the number, or percentage, 
of vehicles that receive specific levels of mass reduction.  Table C.23 below provides more detail 
on mass reduction technology using the same approach as described in the text accompanying 
Table C.14.  As shown in the table, the majority of vehicles (~72 percent) in the control case 
excluding the ZEV program are applying mass reduction technology (the “WRtech” value) 
resulting in 10 percent or less mass reduction, and about 19 percent are applying mass reduction 
technology resulting in 11 to 15 percent mass reduction.  Roughly 10 percent on the non-ZEV 
program vehicles are applying mass reduction technology resulting in 16 to 20 percent mass 
reduction with all of those being the luxury and luxury-sport vehicle manufacturers such as 
BMW, Mercedes and Jaguar/Land Rover.  Importantly, we again note that our mass reduction 
levels are now presented relative to null.  Of most interest, perhaps, are the mass reduction levels 
presented in the incremental technology penetration tables--Table C.19 through Table C.22--
which show that very little mass reduction is actually being applied within OMEGA to move 
from the reference case to control case standards.  In fact, Table C.22 shows that only 2 percent 
additional mass reduction technology is being applied within OMEGA to move from the 
reference to control case standards.  

Table C.23  Percentage of Vehicles Receiving the Mass Reduction levels within the Indicated Ranges in the 
MY2025 Control Case Central Analysis 

Fleet %MR Range Baseline WRtech WRnet 
Including ZEV Program Vehicles <=5% 89.9% 30.6% 34.4% 

6% to <=10% 4.3% 39.2% 40.6% 
11% to <=15% 3.3% 18.5% 18.4% 
16% to <=20% 2.5% 11.7% 6.6% 

Excluding ZEV Program Vehicles  
(as explained above) 

<=5% 92.2% 31.4% 32.8% 
6% to <=10% 4.4% 40.2% 41.6% 

11% to <=15% 3.4% 19.0% 18.9% 
16% to <=20% 0.0% 9.5% 6.8% 

 

C.1.2  Sensitivity Analysis Results 

C.1.2.1  CO2 Targets, Achieved CO2 & Credits 

C.1.2.1.1  Reference Case 

The different AEO 2016 fuel price cases (shown in Chapter 3 of the TSD) result in unique 
fleet projections since higher fuel prices are projected to result in fewer truck and more car sales, 
while lower fuel prices are projected to result in more truck sales and fewer car sales.  As a result 
of these fleet mix differences, the manufacturer-specific footprint based standards would result in 
different fleet-wide CO2 target values for each AEO 2016 fuel price case and projected fleet.  
While we have conducted additional sensitivity runs beyond varying the fuel price projections, 
only these two fuel price sensitivities (high and low) result in unique CO2 target values.  All 
other sensitivity runs use the AEO 2016 reference case fuel prices, fleets and resultant targets.  
Table C.24 shows the reference case targets in MY2025 while Table C.25 shows the reference 
case achieved levels in MY2025.  While the fleet as a whole is projected to exactly achieve its 
target, these two tables illustrate the general over compliance on trucks (pickups, SUVs, 
minivans and most cross-over utility vehicles) and under compliance on cars, since OMEGA 
predicts a slightly more cost-effective path to compliance for trucks compared to cars. 
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Table C.24  Reference Case CO2 Targets in MY2025 for Each Sensitivity Case (gCO2/mi) 

 Car Truck Combined 
 AEO 

Low 
AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

BMW 178 178 178 237 237 237 196 192 188 
FCA 183 183 183 247 246 245 232 227 220 

FORD 180 180 180 269 269 267 240 232 222 
GM 179 179 178 271 271 270 233 224 213 

HONDA 172 172 172 231 231 231 206 201 194 
HYUNDAI/KIA 177 177 177 226 226 226 188 185 183 

JLR 188 188 188 233 233 233 226 224 220 
MAZDA 174 174 174 223 223 223 197 193 188 

MERCEDES 182 182 182 236 236 236 209 204 199 
MITSUBISHI 161 161 161 208 208 208 184 180 175 

NISSAN 174 174 174 242 242 241 206 200 193 
SUBARU 171 171 171 212 212 212 205 203 200 

TESLA 206 206 206    206 206 206 
TOYOTA 175 175 175 247 247 246 213 207 199 

VOLKSWAGEN 173 173 173 231 231 231 196 191 186 
VOLVO 182 182 182 226 226 226 208 204 200 

All Manufacturers 177 177 177 247 247 246 216 210 202 
 

Table C.25  Reference Case CO2 Achieved in MY2025 for Each Sensitivity Case (gCO2/mi) 

 Car Truck Combined 
 AEO 

Low 
AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

BMW 188 186 184 218 217 211 196 192 188 
FCA 207 205 201 240 237 235 232 227 220 

FORD 208 199 197 258 258 250 240 232 222 
GM 203 198 192 256 253 250 233 224 213 

HONDA 190 185 184 219 219 213 206 201 194 
HYUNDAI/KIA 182 180 180 210 212 209 188 185 183 

JLR 221 221 219 228 225 222 226 224 220 
MAZDA 178 178 177 218 218 217 197 193 188 

MERCEDES 195 194 193 224 220 213 209 204 199 
MITSUBISHI 177 177 173 192 186 182 184 180 175 

NISSAN 184 182 181 232 230 225 206 200 193 
SUBARU 213 212 198 205 201 201 205 203 200 

TESLA 111 111 111    111 111 111 
TOYOTA 181 179 175 242 242 243 213 207 199 

VOLKSWAGEN 172 173 174 232 231 227 196 191 186 
VOLVO 192 191 190 220 219 214 208 204 200 

All Manufacturers 190 187 184 238 236 232 216 210 202 
 

C.1.2.1.2  Control Case 

Table C.26 shows the control case targets in MY2025 while Table C.27 shows the control 
case achieved levels in MY2025.  As in the reference case tables presented above, these two 
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tables illustrate the general over compliance on trucks (pickups, SUVs, minivans and most cross-
over utility vehicles) and under compliance on cars.  However, a manufacturer's fleet would still 
comply since manufacturers have the option to transfer credits across the car and truck fleets in a 
way that achieves the least-cost compliance path.   

Table C.26  Control Case CO2 Targets in MY2025 for Each Sensitivity Case (gCO2/mi) 

 Car Truck Combined 
 AEO 

Low 
AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

BMW 148 148 148 194 194 194 162 159 156 
FCA 153 153 153 202 202 200 190 187 181 

FORD 150 150 150 221 220 219 198 191 183 
GM 149 149 148 222 222 221 192 185 176 

HONDA 143 143 143 189 189 189 169 165 160 
HYUNDAI/KIA 148 148 147 185 185 185 156 154 152 

JLR 157 157 157 190 190 190 185 183 181 
MAZDA 145 145 145 182 182 182 162 159 156 

MERCEDES 151 151 151 193 193 193 172 168 164 
MITSUBISHI 134 134 134 170 170 170 151 148 144 

NISSAN 144 144 144 198 198 197 170 165 159 
SUBARU 143 142 142 173 173 173 168 166 164 

TESLA 172 172 172    172 172 172 
TOYOTA 146 145 145 202 202 201 176 170 164 

VOLKSWAGEN 144 144 144 189 189 189 162 158 154 
VOLVO 152 152 152 184 184 184 171 168 165 

All Manufacturers 147 147 147 202 202 201 178 173 167 
 

Table C.27  Control Case CO2 Achieved in MY2025 for Each Sensitivity Case (gCO2/mi) 

 Car Truck Combined 
 AEO 

Low 
AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

BMW 154 155 152 182 176 175 162 159 156 
FCA 172 170 166 196 195 192 190 187 181 

FORD 161 161 160 215 213 210 198 191 183 
GM 164 162 159 212 210 205 192 185 176 

HONDA 158 155 155 179 177 171 169 165 160 
HYUNDAI/KIA 151 150 150 171 171 168 156 154 152 

JLR 192 192 178 185 182 183 185 183 181 
MAZDA 156 155 152 172 167 167 162 159 156 

MERCEDES 160 158 159 186 184 178 172 168 164 
MITSUBISHI 147 145 143 156 154 149 151 148 144 

NISSAN 151 150 147 189 189 189 170 165 159 
SUBARU 178 174 168 166 164 163 168 166 164 

TESLA 111 111 111    111 111 111 
TOYOTA 152 152 149 196 195 195 176 170 164 

VOLKSWAGEN 145 146 146 187 185 184 162 158 154 
VOLVO 169 168 168 174 170 164 171 168 165 

All Manufacturers 156 155 153 195 193 190 178 173 167 
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Because we are using updated projections for the future fleet mix, note that none of the 
combined fleet targets presented in Table C.27 achieve the 163 g/mi CO2 target (54.5 mpg, if all 
reductions achieved through fuel economy improvements) projected in the 2012 FRM.  This is 
due to changes in the projections for fleet makeup, mainly-car/truck mix and also footprint 
characteristics, in the AEO 2016 fleet projections relative to the 2012 FRM projections.  (The 
Draft TAR used AEO 2015 projections which showed similar results). 

C.1.2.1.3  Off-Cycle, Pickup Incentive and A/C Credits in OMEGA 

Credit availability in each sensitivity case is identical to the central case shown in Table C.6. 
The magnitude of the credits used within OMEGA, and reflected in the achieved CO2 values 
presented in the “Target and Achieved CO2” tables above are shown in the tables below.  The 
A/C credits used within OMEGA and reflected in both the targets and the achieved CO2 values 
presented in the “Target and Achieved CO2” tables above are also shown in the tables below. 

Table C.28  MY2021 Off-cycle, Pickup Incentive and A/C Credits Used to Achieve the CO2 Targets in the 
AEO High Fuel Price Case (gCO2/mi) 

Manufacturer Reference 
Case 

Off-cycle  
Incentive 

Reference 
Case PU 
Incentive 
Credits 

Reference 
Case 
A/C 

Credits 

Control 
Case 

Off-cycle 
Credits 

Control 
Case PU 
Incentive 
Credits 

Control 
Case 
A/C 

Credits 
BMW 3.5 0.0 19.9 3.6 0.0 19.9 
FCA 2.6 0.7 22.2 4.0 0.7 22.2 
Ford 0.4 0.0 21.6 0.7 0.0 21.6 
GM 0.7 0.0 21.1 1.0 <0.1 21.1 

Honda 0.0 0.0 21.1 0.2 0.0 21.1 
Hyundai/Kia 0.5 0.0 19.5 0.6 0.0 19.5 

JLR 5.2 0.0 23.0 5.1 0.0 23.0 
Mazda 0.0 0.0 20.5 0.1 0.0 20.5 

Mercedes 4.1 0.0 20.8 4.4 0.0 20.8 
Mitsubishi 0.6 0.0 20.6 0.7 0.0 20.6 

Nissan 0.3 0.0 20.6 0.6 <0.1 20.6 
Subaru 0.0 0.0 22.8 0.1 0.0 22.8 
Tesla 0.0 0.0 18.8 0.0 0.0 18.8 

Toyota 0.3 0.0 20.9 0.6 0.0 20.9 
Volkswagen 2.8 0.0 20.2 3.8 0.0 20.2 

Volvo 1.7 0.0 21.2 2.2 0.0 21.2 
Fleet 1.0 <0.1 21.0 1.3 <0.2 21.0 

Note: For FCA, 0.7 gCO2/mi of the reference and control case credits in MY2021 and, for GM & Nissan, <0.1 
gCO2/mi of the control case credits in MY2021 are incentive credits from use of mild HEV 48V technology on 
pickups (PU), that credit is no longer available beyond MY2021; the strong HEV incentive credits, while made 
available in OMEGA runs, were not chosen by OMEGA to apply to any manufacturers. 
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Table C.29  MY2025 Off-cycle, Pickup Incentive and A/C Credits Used to Achieve the CO2 Targets in the 
AEO High Fuel Price Case (gCO2/mi) 

Manufacturer Reference 
Case 

Off-cycle 
Credits 

Reference 
Case PU 
Incentive 
Credits 

Reference 
Case 
A/C 

Credits 

Control 
Case 

Off-cycle 
Credits 

Control 
Case PU 
Incentive 
Credits 

Control 
Case 
A/C 

Credits 
BMW 3.6 0.0 19.7 5.3 0.0 19.7 
FCA 2.3 0.0 22.2 6.2 0.0 22.2 
Ford 0.4 0.0 21.5 1.8 0.0 21.5 
GM 0.7 0.0 20.9 3.4 0.0 20.9 

Honda 0.0 0.0 21.0 1.6 0.0 21.0 
Hyundai/Kia 0.5 0.0 19.4 0.9 0.0 19.4 

JLR 5.0 0.0 22.9 6.5 0.0 22.9 
Mazda 0.0 0.0 20.4 0.7 0.0 20.4 

Mercedes 4.0 0.0 20.6 5.8 0.0 20.6 
Mitsubishi 0.6 0.0 20.5 3.0 0.0 20.5 

Nissan 0.4 0.0 20.4 1.2 0.0 20.4 
Subaru 0.0 0.0 22.8 0.9 0.0 22.8 
Tesla 0.0 0.0 18.8 0.0 0.0 18.8 

Toyota 0.3 0.0 20.7 1.0 0.0 20.7 
Volkswagen 3.5 0.0 20.1 5.7 0.0 20.1 

Volvo 1.7 0.0 21.1 4.2 0.0 21.1 
Fleet 1.0 0.0 20.9 2.6 0.0 20.9 

 

Table C.30  MY2021 Off-cycle, Pickup Incentive and A/C Credits Used to Achieve the CO2 Targets in the 
AEO Low Fuel Price Case (gCO2/mi) 

Manufacturer Reference 
Case 

Off-cycle 
Credits 

Reference 
Case PU 
Incentive 
Credits 

Reference 
Case 
A/C 

Credits 

Control 
Case 

Off-cycle 
Credits 

Control 
Case PU 
Incentive 
Credits 

Control 
Case 
A/C 

Credits 
BMW 3.8 0.0 20.7 3.8 0.0 20.7 
FCA 2.1 0.9 23.1 3.6 0.9 23.1 
Ford 0.4 0.0 22.6 0.6 0.0 22.6 
GM 0.6 0.0 22.2 0.8 0.0 22.2 

Honda 0.0 0.0 22.1 0.0 0.0 22.1 
Hyundai/Kia 0.4 0.0 20.0 0.6 0.0 20.0 

JLR 5.5 0.0 23.6 5.4 0.0 23.6 
Mazda 0.0 0.0 21.3 0.1 0.0 21.3 

Mercedes 4.6 0.0 21.8 4.7 0.0 21.8 
Mitsubishi 0.6 0.0 21.6 0.7 0.0 21.6 

Nissan 0.4 0.0 21.6 0.5 <0.1 21.6 
Subaru 0.0 0.0 23.5 0.0 0.0 23.5 
Tesla 0.0 0.0 18.8 0.0 0.0 18.8 

Toyota 0.2 0.0 21.9 0.6 0.0 21.9 
Volkswagen 3.2 0.0 21.0 3.4 0.0 21.0 

Volvo 1.4 0.0 22.2 1.9 0.0 22.2 
Fleet 1.0 <0.1 22.0 1.4 <0.1 22.0 

Note: Note: For FCA, 0.9 gCO2/mi of the reference and control case credits in MY2021 and, for Nissan, <0.1 
gCO2/mi of the control case credits in MY2021 are incentive credits from use of mild HEV 48V technology on 
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pickups (PU), that credit is no longer available beyond MY2021; the strong HEV incentive credits, while made 
available in OMEGA runs, were not chosen by OMEGA to apply to any manufacturers. 

 

Table C.31  MY2025 Off-cycle, Pickup Incentive and A/C Credits Used to Achieve the CO2 Targets in the 
AEO Low Fuel Price Case (gCO2/mi) 

Manufacturer Reference 
Case 

Off-cycle 
Credits 

Reference 
Case PU 
Incentive 
Credits 

Reference 
Case 
A/C 

Credits 

Control 
Case 

Off-cycle 
Credits 

Control 
Case PU 
Incentive 
Credits 

Control 
Case 
A/C 

Credits 
BMW 4.5 0.0 20.5 6.1 0.0 20.5 
FCA 2.3 0.0 23.1 6.5 0.0 23.1 
Ford 0.4 0.0 22.6 1.4 0.0 22.6 
GM 0.6 0.0 22.1 3.2 0.0 22.1 

Honda 0.0 0.0 22.0 0.8 0.0 22.0 
Hyundai/Kia 0.5 0.0 20.0 1.0 0.0 20.0 

JLR 6.4 0.0 23.5 7.5 0.0 23.5 
Mazda 0.0 0.0 21.4 0.8 0.0 21.4 

Mercedes 4.8 0.0 21.6 6.7 0.0 21.6 
Mitsubishi 0.6 0.0 21.5 1.7 0.0 21.5 

Nissan 0.4 0.0 21.4 1.5 0.0 21.4 
Subaru 0.0 0.0 23.5 0.9 0.0 23.5 
Tesla 0.0 0.0 18.8 0.0 0.0 18.8 

Toyota 0.1 0.0 21.8 1.1 0.0 21.8 
Volkswagen 4.8 0.0 21.0 6.2 0.0 21.0 

Volvo 1.4 0.0 22.1 5.0 0.0 22.1 
Fleet 1.0 0.0 21.9 2.7 0.0 21.9 

 

C.1.2.1.4  Cost per Vehicle and Technology Penetrations 

In Section C.1.1  , we presented our projections for the technology penetrations and cost per 
vehicle for the MY2025 central analysis control case.  We recognize there are many uncertainties 
involved when making projections to MY2025, including the makeup of the future fleet which 
will be influenced in part by future gasoline prices, which technologies manufacturers will 
actually adopt, and how manufacturers will respond to compliance with the standards given the 
range of credit programs available including credit trading across manufacturers.  As a way to 
inform how changes in such factors would affect our analysis of the MY2025 standards, we have 
conducted a wide range of sensitivity analyses, including: 

• AEO 2016 high fuel price case, which varies both fuel prices and projected fleet 
characteristics (see Table C.5). 

• AEO 2016 low fuel price case, which varies both fuel prices and projected fleet 
characteristics (see Table C.5).  

• “Perfect” credit trading across all manufacturers.  This sensitivity should represent the 
most cost effective case since any manufacturer in need of credits is assumed to 
acquire them if they exist. 
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• No Car/Truck transfers across a single manufacturer's fleet, which forces cars to meet 
the car curve standards and trucks to meet the truck curve standards.  This sensitivity 
illustrates a more restrictive scenario, since the GHG program in fact allows full 
transfers across a manufacturer’s car and truck fleets, and thus highlights the 
importance of this flexibility provision. 

• No additional mass reduction beyond that included in the projected baseline fleet.  
That is, no mass reduction is allowed to comply with MY2021 (reference case) or 
MY2025 (control case) standards.  Though EPA believes our mass reduction 
estimates are fully feasible and reasonable, this sensitivity helps allay any potential 
concerns that further mass reduction is not feasible or that the future standards cannot 
be met safely due to an over reliance on mass reduction. 

• A non-Atkinson engine technology path which sets a penetration cap on Atkinson-2 
technology at 10 percent in both the reference and control cases.  This sensitivity 
shows the impacts of manufacturers choosing a path less dependent on that 
technology. 

• A pathway which doesn't allow for transmission efficiency improvements beyond 
today's levels ("Non-TRX22 path").  To do this, we have set the penetration cap on 
TRX22 technology at 0 percent in both the reference and control cases.  This 
sensitivity responds to some industry commenter concerns that we are expecting too 
much improvement to existing transmissions.  This sensitivity was not included in the 
Draft TAR. 

• All of the above runs make use of the ICM approach to estimating indirect costs.  We 
have conducted a sensitivity run using the RPE approach to estimating indirect costs. 

Table C.32  MY2025 Absolute Technology Penetrations & Incremental Costs for Cars in Each OMEGA Run 
(2015$) 

Tech AEO Ref 
(Central 

Case) 

AEO 
High 

AEO 
Low 

Perfect 
Trading 

No C/T 
Transfers 

No 
additional 

MR 

Non-
ATK2 
Path 

Non-TRX22 
Path 

RPE 

VVT 94% 93% 94% 94% 94% 94% 94% 93% 95% 
VVLT 28% 23% 29% 23% 23% 21% 33% 23% 23% 
Deac 48% 51% 46% 54% 62% 60% 45% 59% 57% 

TRX11 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TRX21 10% 4% 14% 4% 4% 4% 5% 90% 14% 
TRX22 81% 86% 77% 87% 87% 86% 86% 0% 77% 
TDS18 22% 22% 23% 32% 16% 17% 21% 18% 20% 
TDS24 4% 4% 4% 0% 9% 8% 10% 9% 4% 
ATK2 31% 35% 29% 38% 50% 47% 5% 48% 29% 
CEGR 37% 40% 35% 40% 56% 54% 19% 54% 34% 
Miller 1% 1% 2% 0% 2% 3% 0% 2% 1% 

Stop-Start 13% 17% 9% 8% 22% 15% 20% 34% 14% 
Mild HEV 9% 6% 10% 2% 15% 14% 13% 8% 12% 
Full HEV 4% 4% 4% 4% 4% 4% 4% 4% 4% 

PHEV 2% 2% 2% 2% 2% 2% 2% 2% 2% 
BEV 4% 4% 4% 3% 4% 5% 4% 5% 4% 
OC1 8% 9% 6% 2% 42% 28% 25% 35% 7% 
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OC2 13% 13% 13% 0% 21% 17% 15% 17% 13% 
WR tech 7% 7% 7% 7% 8% 2% 7% 8% 6% 
WR net 6% 6% 6% 6% 7% 1% 6% 7% 5% 
$/veh $749 $774 $748 $714 $873 $718 $732 $933 $845 

Delta $/veh $0 $25 -$1 -$35 $124 -$31 -$17 $184 $96 
 

Table C.33  MY2025 Absolute Technology Penetrations & Incremental Costs for Trucks in Each OMEGA 
Run (2015$) 

Tech AEO Ref 
(Central 

Case) 

AEO 
High 

AEO Low Perfect 
Trading 

No C/T 
Transfers 

No 
additional 

MR 

Non-
ATK2 
Path 

Non-TRX22 
Path 

RPE 

VVT 97% 96% 97% 97% 97% 96% 97% 96% 97% 
VVLT 34% 34% 35% 37% 27% 34% 43% 37% 27% 
Deac 49% 51% 45% 45% 40% 43% 41% 40% 52% 

TRX11 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TRX21 0% 0% 0% 0% 11% 0% 0% 95% 0% 
TRX22 96% 95% 96% 97% 85% 95% 96% 0% 96% 
TDS18 33% 28% 33% 51% 33% 38% 31% 38% 32% 
TDS24 9% 11% 9% 1% 9% 11% 16% 16% 8% 
ATK2 22% 23% 21% 29% 13% 34% 4% 28% 25% 
CEGR 33% 36% 31% 24% 24% 43% 23% 41% 34% 
Miller 2% 2% 2% 0% 2% 8% 0% 4% 3% 
Stop-
Start 19% 20% 15% 36% 12% 23% 20% 45% 26% 
Mild 
HEV 29% 33% 28% 31% 18% 40% 41% 30% 33% 

Full HEV 0% 0% 0% 0% 0% 1% 1% 1% 1% 
PHEV 1% 1% 1% 1% 1% 1% 1% 1% 1% 
BEV 2% 3% 2% 1% 2% 3% 2% 3% 2% 
OC1 16% 21% 14% 24% 16% 18% 16% 24% 10% 
OC2 16% 15% 15% 0% 8% 30% 26% 25% 14% 

WR tech 11% 12% 11% 10% 10% 3% 12% 13% 11% 
WR net 10% 10% 10% 9% 10% 1% 11% 12% 9% 
$/veh $1,018 $1,067 $993 $988 $887 $887 $1,132 $1,321 $1,256 
Delta 
$/veh $0 $49 -$25 -$30 -$131 -$131 $114 $303 $238 

 

Table C.34  MY2025 Absolute Technology Penetrations & Incremental Costs for the Fleet in Each OMEGA 
Run (2015$) 

Tech AEO Ref 
(Central 

Case) 

AEO 
High 

AEO Low Perfect 
Trading 

No C/T 
Transfers 

No 
additional 

MR 

Non-
ATK2 
Path 

Non-TRX22 
Path 

RPE 

VVT 95% 94% 96% 96% 95% 95% 95% 94% 96% 
VVLT 31% 27% 32% 30% 25% 27% 38% 30% 24% 
Deac 49% 51% 46% 50% 51% 52% 43% 50% 55% 

TRX11 0% 0% 0% 0% 0% 0% 0% 0% 0% 
TRX21 5% 3% 6% 2% 7% 2% 3% 92% 8% 
TRX22 88% 90% 88% 92% 86% 90% 91% 0% 86% 
TDS18 27% 24% 28% 41% 24% 27% 26% 27% 26% 
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TDS24 7% 7% 7% 0% 9% 10% 13% 12% 6% 
ATK2 27% 31% 24% 34% 33% 41% 5% 38% 27% 
CEGR 35% 39% 32% 33% 41% 49% 21% 48% 34% 
Miller 2% 1% 2% 0% 2% 5% 0% 3% 2% 
Stop-
Start 15% 18% 12% 21% 17% 19% 20% 39% 19% 
Mild 
HEV 18% 16% 20% 16% 16% 27% 26% 18% 22% 

Full HEV 2% 3% 2% 2% 2% 3% 2% 3% 3% 
PHEV 2% 2% 2% 2% 2% 2% 2% 2% 2% 
BEV 3% 4% 3% 2% 3% 4% 3% 4% 3% 
OC1 12% 13% 11% 13% 30% 24% 21% 30% 8% 
OC2 14% 14% 14% 0% 15% 23% 20% 21% 14% 

WR tech 9% 9% 9% 8% 9% 2% 10% 10% 8% 
WR net 8% 8% 8% 7% 8% 1% 8% 9% 7% 
$/veh $875 $882 $886 $843 $880 $797 $920 $1,115 $1,038 
Delta 
$/veh $0 $7 $11 -$32 $5 -$78 $45 $240 $163 

 

C.1.2.1.5  Observations on Sensitivity Analyses 

EPA notes the following observations on each of the sensitivity analyses shown above. 

• Fuel prices have little impact on the cost per vehicle outcomes.  This result is driven 
by the fact that the projected fleet changes depend on the projected fuel price.  
Compared to the AEO reference fuel price case, the AEO 2016 high fuel price case 
has a higher proportion of cars, while the low fuel price case has a higher proportion 
of trucks, as shown in Table C.5.   

• Fuel prices have little impact on the technology penetration outcomes.   

• Higher fuel prices do not result in substantially different fleet electrification.  Full 
electric and plug-in hybrid electric vehicle penetrations are essentially constant across 
all sensitivities.  This is largely driven by the BEVs and PHEVs projected in the 
reference fleet as a result of the ZEV program.  Only the mild hybrid technology 
shows notable differences, ranging from 16 percent to 27 percent of the fleet 
depending on the sensitivity case.   

• Using RPEs to account for indirect costs increases $/vehicle, as would be expected, 
on the order of $163. 

• The incremental $/vehicle result is not heavily dependent on mass reduction and, 
therefore, the mass reduction cost curves.  Disallowing any mass reduction beyond 
that estimated in the baseline fleet actually decreased incremental $/vehicle by $78.  
While this may seem counter intuitive, most mass reduction is occurring in the 
reference cases of all of the OMEGA runs (compare Table C.13 to Table C.18 to see 
that nearly twice as much mass reduction is occurring in the reference case of the 
central case runs as compared to that in the control case).  As a result, the increased 
costs expected from the "no additional mass reduction" sensitivity case is actually 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-147 

manifested in the reference case costs, making them higher, thereby making the 
incremental costs to reach the control case standards less than in the central analysis.  

• Limiting estimated penetration of the Atkinson-2 engine technology would increase 
estimated cost per vehicle from $875 to $920, or roughly $45, but this pathway still 
shows a cost-effective pathway to the MY2025 standards based primarily on 
advanced engine technology rather than electrification, with increased penetration of 
24-bar turbo-downsized engines, advanced transmissions (TRX22), stop-start, and 
mild hybrids. 

• While the case where car/truck transfers are not allowed has little impact on overall 
$/vehicle, the limitation of transfers impacts car costs more significantly, increasing 
their costs from $749 to $873 (+$124) while decreasing truck costs from $1,018 to 
$887 (-$131).  This indicates that, in the central analysis, it is more cost effective to 
reduce truck emissions (as discussed above and in observation 8 below) and transfer 
over compliance credits to the less cost effective car fleet.  Elimination of transfers 
also drives the car fleet further into the advanced technologies (TRX22, ATK2, stop-
start) and more use of off-cycle credits while simultaneously limiting advanced 
technology penetrations on trucks. 

• The perfect trading sensitivity illustrates the potential value of trading across firms, as 
the overall $/vehicle impact is reduced by $32 ($875 down to $843), with the car 
$/vehicle decreasing from $749 down to $714 (-$35) and the truck $/vehicle 
decreasing from $1018 to $988 (-$30).  

C.2  Impacts on Emissions (GHG and non-GHG) and Fuel Consumption 

C.2.1  Analytical Tools Used  

As in the 2012 final rule establishing MY2017-2025 standards, as well as the Draft TAR, 
EPA used its OMEGA Inventory Costs and Benefits Tool (ICBT) to project the emissions and 
fuel consumption impacts of this analysis for the Proposed Determination.  The projections of 
the emission inventory and fleetwide fuel consumption are conducted in the OMEGA ICBT194 
which produces a national scale analysis of the impacts (emission inventory and fuel 
consumption impacts, monetized co-benefits) of the analyzed program.  The OMEGA ICBT 
incorporates the inputs discussed in Section Appendix A   of this Appendix (baseline fleet, 
technology costs and effectiveness) and TSD Chapter 3 (vehicle miles traveled (VMT), rebound, 
energy security, and other economic inputs).  

The remainder of this subsection provides a summary of the analytical inputs, methodology, 
and the results of the analysis. 

 

 

 

                                                 
194 The relevant ICBT elements are a post-processing tool to OMEGA used to incorporate inventory and cost-

specific data not needed in OMEGA, but needed for this analysis.  
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C.2.2  Inputs to the Emissions and Fuel Consumption Analysis 

C.2.2.1  Methods 

EPA estimated GHG impacts from several sources including: (a) the impact of the standards 
on tailpipe CO2 emissions, (b) projected improvements in the efficiency of vehicle air 
conditioning systems, (c) reductions in direct emissions of the potent greenhouse gas refrigerant 
HFC-134a from air conditioning systems, (d) “upstream” emission reductions from gasoline 
extraction, production and distribution processes as a result of reduced gasoline demand 
associated with standards, and (e) “upstream” emission increases from power plants as electric 
powertrain vehicles are projected to increase slightly as a result of the MY2022-2025 standards.  
EPA additionally accounted for the greenhouse gas impacts of additional vehicle miles traveled 
(VMT) due to the "rebound" effect discussed in the TSD Chapter 3.   

EPA’s estimates of non-GHG emission impacts from the MY2022-2025 standards are broken 
down by the three drivers of these changes: a) “downstream” emission changes, reflecting the 
estimated effects of VMT rebound (discussed in Chapter 3 of the TSD) and decreased 
consumption of motor vehicle fuel; b) “upstream” emission reductions due to decreased 
extraction, production and distribution of motor vehicle gasoline; c)  “upstream” emission 
increases from power plants as electric powertrain vehicles are projected to be slightly more 
prevalent in future years.195  For all criteria and air toxic pollutants, the overall impact of the 
MY2022-2025 standards is small compared to total U.S. inventories across all sectors.   

Although electric vehicles have zero tailpipe emissions, EPA assumes that manufacturers will 
plan for these vehicles in their regulatory compliance strategy for criteria pollutant and air toxics 
emissions, and will not over-comply with applicable Tier 3 emissions standards for non-GHG air 
pollutants.  Since the Tier 3 emissions standards are fleet-average standards, EPA assumes that if 
a manufacturer introduces BEVs into its fleet, then it would correspondingly compensate through 
changes to vehicles elsewhere in its fleet, rather than produce an overall lower fleet-average 
emissions level.  Consequently, consistent with the 2012 FRM and Draft TAR, EPA assumes 
neither tailpipe pollutant (other than CO2), evaporative emissions, nor brake and tire wear 
particulate matter reductions from the introduction of electric vehicles into the fleet. 

Two basic elements feed into the OMEGA ICBT calculation of vehicle tailpipe emissions. 
These elements are vehicle miles traveled (VMT) and emission rates, where the total emissions 
are the vehicle miles traveled multiplied by the emission rate in grams/mile.  This equation is 
adjusted in calculations for various emissions, but provides the basic form used throughout this 
analysis.  As an example, in an analysis of a single calendar year, the emissions equation is 
repeatedly applied to determine the contribution of each model year in the calendar year’s 
particular fleet.  Appropriate VMT and emission factors by age are applied to each model year 
within the calendar year, and the products are then summed (VMT inputs for this analysis are 

                                                 
195 Note that the reference case used by EPA includes vehicle sales in response to the ZEV program. As such, 

increased power plant emissions associated with those reference case ZEV-program vehicle sales are not 
attributable to the 2022-2025 GHG standards. However, OMEGA projects a very small increase in EV and PHEV 
sales above those needed for ZEV compliance; the increased power plant emissions due to those additional 
EV/PHEV vehicles are attributable to the 2022-2025 GHG standards. Note that EPA continues to apply the 
electricity emissions factors from those used in the 2012 FRM, though it is possible that emissions factors might 
change in the future due in part to EPA’s Clean Power Plan regulations. 
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described in more detail in TSD Chapter 3, emission factors by age are derived from the 
MOVES model and can be found in the docket to this Proposed Determination).  Similarly, to 
determine the emissions of a single model year, appropriate VMT and emission factors by age 
are applied to each calendar year between when the model year fleet is produced and projected to 
be scrapped.  

Tailpipe sulfur dioxide (SO2) emissions, which are largely controlled by the sulfur content of 
the fuel, are an exception to this basic equation.  Decreasing the quantity of fuel consumed 
decreases tailpipe SO2 emissions proportionally to the decrease in fuel combusted.  Therefore, 
rather than multiplying the SO2 emission factor by miles traveled, we multiply by gallons 
consumed.  As such, the SO2 emission factor is expressed in terms of grams/gallon rather than 
grams/mile. 

C.2.2.2  Global Warming Potentials 

In general, when we refer to the four inventoried greenhouse gases on an equivalent basis, 
Global Warming Potentials (GWPs) are used.  In simple terms, GWPs provide a common basis 
with which to combine several gases with different heat trapping abilities into a single inventory.  
When expressed in CO2 equivalent (CO2e) terms, each gas is weighted by its heat trapping 
ability relative to that of carbon dioxide.  The GWPs used are shown in Table C.35.196 

Table C.35  Global Warming Potentials (GWP) for Inventoried GHGs 

GHG GWP 
(CO2e) 

CO2 1 
CH4 25 
N2O 298 
HFC (R134a) 1430 

 

C.2.2.3  Years Considered 

This analysis presents the projected impacts of the standards in calendar years 2025, 2030, 
2040 and 2050.  We also present the emission impacts over the estimated full lifetime of MYs 
2022-2025 vehicles.  The program was quantified as the difference in mass emissions between a 
control case under the final MY2022-2025 standards and a reference case under the MY2021 
standards in place in MY2021 and indefinitely thereafter.  As such, negative values represent 
emissions decreases due to the policy and positive values represent emissions increases due to 
the policy. 

C.2.2.4  Fleet Activity 

Vehicle sales projections from the MY2015 baseline through MY2030 are discussed in 
Section A of this Appendix, as well as the TSD Chapter 1.  Vehicle survival schedules and VMT 
by vehicle age were updated since the TAR to be consistent with an updated version of the EPA 

                                                 
196 As with the MY2017-2025 Light Duty rule and the Heavy Duty GHG Phase 2 rule, the GWPs used in this 

Proposed Determination are consistent with 100-year time frame values in the 2007 Intergovernmental Panel on 
Climate Change (IPCC) Fourth Assessment Report (AR4). 
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MOVES model (post-MOVES2014a public release).  These updates are described in more detail 
in the TSD Chapter 3.   

C.2.2.5  Upstream Emission Factors 

C.2.2.5.1  Gasoline Production and Transport Emission Rates 

The gasoline production and transport sector is composed of four distinct components: 
Domestic crude oil production and transport, petroleum production and refining emissions, 
production of energy for refinery use, and gasoline transport, storage and distribution.  For this 
Proposed Determination, the upstream emission factors associated with on-road combustion 
emissions remain the same as those used for the Draft TAR analysis. 

Table C.36  Gasoline Production Emission Rates 

Pollutant Emission Rate 
(g/MMbtu of E10 gasoline) 

CO 5.472145 
NOx 13.87269 
PM2.5 2.07292 
PM10 6.048208 
SOx 8.089376 
VOC 47.4966 
1,3-Butadiene 0.001442 
Acetaldehyde 0.009798 
Acrolein 0.000816 
Benzene 0.322958 
Formaldehyde 0.081647 
Naphthalene 0.015177 
CH4 95.454 
N2O 0.369224 
CO2 19145.2 

 

C.2.2.5.2  Electricity Generation Emission Rates 

For the 2012 FRM, EPA conducted an Integrated Planning Model (IPM) analysis of the 
electricity sector in order to gauge the impacts upon the power grid of the additional electric 
charging projected to be needed to meet the MY2017-2025 standards.197  Since the 2012 final 
rule, EPA has adopted a GHG program for electricity generation, known as the Clean Power 
Plan.198  These rules are expected to significantly decrease GHG emissions associated with 
future electricity generation.  The 2012 FRM’s IPM modeling projected that the average power 
plant electricity GHG emissions factor in 2030 for vehicle electricity use would be 0.445 
grams/watt-hour.199  The overall vehicle electricity GHG emissions factor was projected to be 

                                                 
197 EPA.  Regulatory Impact Analysis:  Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas 

Emission Standards and Corporate Average Fuel Economy Standards, Chapter 4.6.3., EPA-420-R-12-016, 
August 2012, Chapter 4.6.3. 

198 EPA issued a final GHG emissions program, known as the Clean Power Plan, addressing fossil fuel-fired electric 
generating units.  80 FR 64661, October 23, 2015.   

199 77 FR 62821, October 15, 2012. 
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0.534 grams/watt-hour when using a multiplicative value of 1.20 to account for feedstock-related 
GHG emissions upstream of the power plant. For this Proposed Determination, EPA is 
continuing to apply the FRM IPM results as a representation of the electrical grid in the time 
period surrounding 2030.  The emission factors are shown in Table C.37 below. 

The 2030 IPM results were post-processed to develop gram per kWh emission factors for use 
in the OMEGA model and inventory cost-benefit analysis.  For those emissions that IPM does 
not generate, we relied upon the National Emissions Inventory (NEI) for air toxic emissions and 
eGrid for N2O and CH4.  There are also additional emissions attributable to feedstock 
generation, or the gathering and transport of fuel to the power plant.  Emission factors from the 
version of GREET 1.8c (as modified for the EPA upstream analysis discussed above) were used 
to generate feedstock emission factors.  Retail electricity price projections from the 2030 FRM 
IPM run were used in our analysis of electricity fuel costs to drivers.  More information 
regarding the integration of GREET emission factors and IPM modeling can be found in the 
FRM RIA, Chapter 4.6.  

Table C.37  Emission Factors Used in Analysis of Electricity Generation 

Pollutant IPM 
(g/kWh) 

Feedstock 
(g/kWh)  

Total 
(g/kWh) 

VOC 8.28E-03 4.69E-02 5.52E-02 
CO 2.89E-01 5.01E-02 3.39E-01 
NOx 1.13E-01 1.27E-01 2.41E-01 
PM2.5 5.81E-03 6.51E-02 7.09E-02 
SO2 1.90E-01 4.69E-02 2.37E-01 
CO2 4.45E+02 3.55E+01 4.80E+02 
N2O 6.76E-03 6.81E-04 7.44E-03 
CH4 8.60E-03 3.31E+00 3.32E+00 
1,3-butadiene 0.0E+00 0.00E+00 0.00E+00 
Acetaldehyde 5.5E-05 9.47E-06 6.40E-05 
Acrolein 2.8E-05 3.15E-05 5.95E-05 
Benzene 1.3E-04 1.41E-03 1.54E-03 
Formaldehyde 3.0E-05 7.51E-06 3.79E-05 

 

C.2.2.6  Reference Case CO2 g/mi & kWh/mi 

As explained above, EPA assumes that the reference case fleet continues to meet the MY2021 
standards indefinitely.  Importantly, we model the fleet as meeting the reference (or control) case 
targets rather than the achieved CO2 values as reported by the OMEGA core model.  We do this 
because we consider OMEGA core model results (the central case as well as the various 
sensitivity analyses) to be possible, feasible paths toward compliance and not necessarily the 
actual path that any given manufacturer will choose.  For that reason, we choose to model the 
target values.  Compliance flexibilities such as A/C credits and fleet averaging are included in 
the modeling.  The A/C direct credit from reduction in air conditioning refrigerant emissions 
(i.e., credit for leakage improvement or switching to lower GWP refrigerants) is added here to 
the 2-cycle target value to arrive at the 2-cycle tailpipe CO2 value because, while that credit 
results in real GHG reductions, it does not result in real tailpipe CO2 reductions (or real on-road 
fuel economy improvements).  The benefits of off-cycle and A/C indirect credits are implicitly 
included in the values below because they result in real CO2 reductions.  The fleet CO2 g/mi and 
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kWh/mi emission rates used for inventory modeling are as shown in the tables below.  In the 
CO2 g/mi tables, the on-road tailpipe CO2 values are the values used in generating CO2 
inventory impacts in the reference case.  The “gap” noted in the tables below is the gap between 
compliance and real world fuel economy/tailpipe CO2, discussed further in the TSD Chapter 3.  
Entries change slightly year-over-year due to fleet changes. 

Table C.38  Reference Case Car On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Reference 
Fuel Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 177.1 13.8 190.9 46.6 0.77 35.9 236.2 
2022 177.1 13.8 190.9 46.6 0.77 35.9 236.2 
2023 177.0 13.8 190.8 46.6 0.77 35.9 236.1 
2024 177.0 13.8 190.8 46.6 0.77 36.0 236.1 
2025 177.0 13.8 190.8 46.6 0.77 35.9 236.2 
2026 177.0 13.8 190.8 46.6 0.77 36.0 236.1 
2027 176.9 13.8 190.7 46.6 0.77 36.0 236.0 
2028 176.9 13.8 190.7 46.6 0.77 36.0 235.9 
2029 176.8 13.8 190.6 46.6 0.77 36.0 235.8 
2030 176.8 13.8 190.6 46.6 0.77 36.0 235.8 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG.  

 

Table C.39  Reference Case Truck On-Road CO2 g/mi Used in OMEGA ICBT Run under the AEO 
Reference Fuel Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 246.7 17.2 263.9 33.7 0.77 26.0 326.5 
2022 246.6 17.2 263.8 33.7 0.77 26.0 326.5 
2023 246.4 17.2 263.6 33.7 0.77 26.0 326.2 
2024 246.4 17.2 263.6 33.7 0.77 26.0 326.1 
2025 246.5 17.2 263.7 33.7 0.77 26.0 326.4 
2026 246.4 17.2 263.6 33.7 0.77 26.0 326.2 
2027 246.7 17.2 263.9 33.7 0.77 26.0 326.6 
2028 246.6 17.2 263.8 33.7 0.77 26.0 326.4 
2029 246.2 17.2 263.4 33.7 0.77 26.0 325.9 
2030 246.1 17.2 263.3 33.7 0.77 26.0 325.9 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. 

 

Table C.40  Reference Case Car On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO High Fuel 
Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 176.9 13.8 190.7 46.6 0.77 36.0 235.9 
2022 176.9 13.8 190.7 46.6 0.77 36.0 236.0 
2023 176.8 13.8 190.6 46.6 0.77 36.0 235.9 
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2024 176.8 13.8 190.6 46.6 0.77 36.0 235.8 
2025 176.8 13.8 190.6 46.6 0.77 36.0 235.9 
2026 176.8 13.8 190.6 46.6 0.77 36.0 235.8 
2027 176.7 13.8 190.5 46.6 0.77 36.0 235.8 
2028 176.7 13.8 190.5 46.7 0.77 36.0 235.7 
2029 176.6 13.8 190.4 46.7 0.77 36.0 235.6 
2030 176.6 13.8 190.4 46.7 0.77 36.0 235.6 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG.  

 

Table C.41  Reference Case Truck On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO High 
Fuel Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 245.2 17.2 262.4 33.9 0.77 26.1 324.8 
2022 245.4 17.2 262.6 33.8 0.77 26.1 324.9 
2023 245.2 17.2 262.4 33.9 0.77 26.1 324.7 
2024 245.2 17.2 262.4 33.9 0.77 26.1 324.7 
2025 245.3 17.2 262.5 33.8 0.77 26.1 324.9 
2026 245.2 17.2 262.4 33.9 0.77 26.1 324.7 
2027 245.5 17.2 262.7 33.8 0.77 26.1 325.0 
2028 245.3 17.2 262.5 33.9 0.77 26.1 324.8 
2029 244.8 17.2 262.0 33.9 0.77 26.2 324.2 
2030 244.7 17.2 261.9 33.9 0.77 26.2 324.1 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. 

 

Table C.42  Reference Case Car On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Low Fuel 
Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 177.1 13.8 190.9 46.6 0.77 35.9 236.2 
2022 177.1 13.8 190.9 46.5 0.77 35.9 236.3 
2023 177.1 13.8 190.9 46.6 0.77 35.9 236.2 
2024 177.0 13.8 190.8 46.6 0.77 35.9 236.1 
2025 177.1 13.8 190.9 46.6 0.77 35.9 236.2 
2026 177.0 13.8 190.8 46.6 0.77 35.9 236.1 
2027 177.0 13.8 190.8 46.6 0.77 36.0 236.1 
2028 176.9 13.8 190.7 46.6 0.77 36.0 236.0 
2029 176.8 13.8 190.6 46.6 0.77 36.0 235.9 
2030 176.8 13.8 190.6 46.6 0.77 36.0 235.9 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG.  
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Table C.43  Reference Case Truck On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Low 
Fuel Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 247.0 17.2 264.2 33.6 0.77 26.0 326.9 
2022 247.0 17.2 264.2 33.6 0.77 26.0 326.9 
2023 246.7 17.2 263.9 33.7 0.77 26.0 326.6 
2024 246.7 17.2 263.9 33.7 0.77 26.0 326.6 
2025 246.9 17.2 264.1 33.6 0.77 26.0 326.9 
2026 246.9 17.2 264.1 33.7 0.77 26.0 326.8 
2027 247.1 17.2 264.3 33.6 0.77 26.0 327.1 
2028 247.0 17.2 264.2 33.6 0.77 26.0 327.0 
2029 246.7 17.2 263.9 33.7 0.77 26.0 326.5 
2030 246.6 17.2 263.8 33.7 0.77 26.0 326.5 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. 

 

The reference case electricity consumption rates, including both electricity consumption by 
ZEV program vehicles and consumption by the very small fraction of BEV and PHEV vehicles 
projected by OMEGA toward compliance with the reference case standards are shown in the 
table below.  EPA accounts for all electricity consumed by the vehicle.  For calculations of GHG 
emissions from electricity generation, the total energy consumed from the battery is divided by 
0.9 to account for charging losses.  This factor is included in the values presented in the table 
below.  Within the OMEGA ICBT, a transmission loss divisor of 0.93 is applied to account for 
losses during transmission, the result being electricity demand at the electric plant.  Both values 
were discussed in the 2012 FRM and the Draft TAR (Chapter 12.2.2.6); the approach in this 
analysis is unchanged.200  The estimate of charging losses is based upon engineering judgment 
and manufacturer CBI.  The estimate of transmission losses is consistent, although not identical 
to the 8 percent estimate used in GREET, as well as the 6 percent estimate in eGrid 2010.201,202  
The upstream emission factor discussed above in Section C.2.2.5   is applied to total electricity 
production, rather than simply power consumed at the wheel.203  It is assumed that electrically 
powered vehicles drive the same drive schedule as the rest of the fleet.204  Note that the values 
shown in the table already include a 0.8 on-road “gap” since the gap was considered in 
determining battery sizing and consumption.205  The values shown in the kWh/mi table are the 
values used to generate upstream emission inventory impacts in the applicable reference case. 

                                                 
200 See EPA’s final RIA in support of the 2012 FRM (EPA-420-R-12-016) at page 4-131. 
201 Argonne National Laboratory’s The Greenhouse Gases, Regulated Emissions, and Energy Use in Transportation 

(GREET) Model, Version 1.8c.0, available at http://www.transportation.anl.gov/modeling_simulation/GREET/). 
EPA Docket EPA-HQ-OAR-2009-0472.  (Docket No. EPA-HQ-OAR-2010-0799-1105). 

202 EPA eGrid 2010, http://www.epa.gov/cleanenergy/energy-resources/egrid/index.html (Docket No. (EPA-HQ-
OAR-2010-0799-0832). 

203 By contrast, consumer electricity costs would not include the power lost during transmission. While consumers 
indirectly pay for this lost power through higher rates, this power does not appear on their electric meter. 

204 The validity of this assumption will depend on the use of electric vehicles by their purchasers. 
205 See Chapter 2 of the TSD for details on EPA’s battery sizing methodology. 
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Table C.44  Reference Case Car & Truck On-Road kWh/mi Consumption used in the Indicated OMEGA 
ICBT Runs 

 AEO Ref AEO High AEO Low 
MY Car Truck Car Truck Car Truck 

2021 0.0097 0.0041 0.0098 0.0042 0.0097 0.0041 
2022 0.0105 0.0046 0.0106 0.0048 0.0106 0.0045 
2023 0.0113 0.0051 0.0115 0.0055 0.0114 0.0049 
2024 0.0121 0.0056 0.0124 0.0062 0.0123 0.0053 
2025 0.0129 0.0060 0.0133 0.0069 0.0131 0.0057 
2026 0.0129 0.0060 0.0133 0.0069 0.0131 0.0057 
2027 0.0129 0.0060 0.0133 0.0069 0.0131 0.0057 
2028 0.0129 0.0060 0.0133 0.0069 0.0131 0.0057 
2029 0.0129 0.0060 0.0133 0.0069 0.0131 0.0057 
2030 0.0129 0.0060 0.0133 0.0069 0.0131 0.0057 

 

Note that the values shown in Table C.44 reflect updates from those shown in the Draft TAR. 
For example, the MY2021 values in the AEO reference fuel price case are 0.0097 and 0.0041 
kWh/mi here and were 0.0126 and 0.00137 in the Draft TAR (see Draft TAR Table 12.65).  In 
other words, the car value is lower and the truck value is higher compared to the Draft TAR.  
This is an artifact of the updated vehicle type determination approach taken in this analysis (see 
Chapter 2.3.1.4 of the TSD).  With this updated approach, we have made available within the 
model for electrification to the PHEV and full BEV level many more trucks than in the past 
where we had limited such technology to only those vehicle types not considered to be “towing” 
vehicle types.  In other words, the model now makes available these high levels of electrification 
for vehicles such as minivans, SUVs and cross-over utility vehicles which, in the past, typically 
were not mapped into vehicle types allowed for electrification. In this analysis, we limit these 
levels of electrification only on pickup truck vehicle types.  As a result, many ZEV program 
vehicles have been created within the model in predominantly truck—not pickup, but simply 
truck (e.g., minivan, SUV)—vehicle types. Given that the total number of BEVs and PHEVs is 
similar between the Draft TAR and this analysis, and that more BEVs and PHEVs are now 
projected to be trucks and fewer are cars, we get the differences in the results shown in Table 
C.44 versus those shown in Draft TAR Table 12.65.  Thus we are now estimating slightly higher 
electricity consumption of the fleet, largely attributed to the higher VMT traveled by trucks than 
cars.  This leads to slightly higher electricity consumption calculated by the OMEGA ICBT in 
the reference case of this analysis relative to the Draft TAR. 

For this analysis, EPA has considered the ZEV program in California and section 177 states in 
the reference case for this analysis.  That analysis fleet is described in detail in the TSD Chapter 
1.  Our central analysis also includes in the compliance determinations for all manufacturers by 
MY2025 the upstream emissions attributed to BEVs and the electricity portion of PHEV 
operation (note that EPA always includes upstream emissions in our GHG emission inventory 
estimates--the inclusion of upstream emissions for compliance versus inventory are separate 
issues).  Given the ZEV program sales, it appears that some manufacturers are likely to exceed 
the sales levels beyond which net upstream emissions would have to be considered in their 
compliance determination.206  Although other manufacturers appear unlikely to exceed that limit, 

                                                 
206 40 CFR 86.1866-12(a). 
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to be conservative, as noted previously, we include upstream emissions for all BEV/PHEV and 
for all manufacturers by MY2025 in both the reference and control cases.  

C.2.2.7  Control Case CO2 g/mi & kWh/mi 

As just noted above, we model the fleet as meeting the compliance targets rather than the 
achieved CO2 values as reported by the OMEGA core model.  The off-cycle credits are 
implicitly included in the values below, as are all A/C credits, because their use is assumed in 
meeting the “2-cycle CO2 Target” values shown.  The A/C direct credit is added here to the 2-
cycle target value to arrive at the adjusted 2-cycle tailpipe CO2 value because, while that credit 
results in real GHG reductions, it does not result in real tailpipe CO2 reductions (or real on-road 
fuel economy improvements).  The fleet CO2 g/mi and kWh/mi emission rates used for 
inventory modeling are as shown in the tables below.  In the CO2 g/mi tables, the on-road 
tailpipe CO2 value is the value used in generating CO2 inventory impacts in the control case.  
The “Gap” noted in the tables below is the gap between compliance and real world fuel 
economy/tailpipe CO2, discussed in Chapter 3 of the TSD.  The gap, as shown, is applied to 
adjusted MPG values.  

Table C.45  Control Case Car On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Reference 
Fuel Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 171.1 17.2 184.9 48.1 0.77 37.1 229 
2022 164.8 17.2 178.6 49.8 0.77 38.4 221 
2023 158.7 17.2 172.5 51.5 0.77 39.8 213 
2024 152.8 17.2 166.6 53.3 0.77 41.2 206 
2025 147.3 17.2 161.1 55.2 0.77 42.6 199 
2026 147.3 17.2 161.1 55.2 0.77 42.6 199 
2027 147.2 17.2 161.0 55.2 0.77 42.6 199 
2028 147.2 17.2 161.0 55.2 0.77 42.6 199 
2029 147.1 17.2 160.9 55.2 0.77 42.6 199 
2030 147.1 17.2 160.9 55.2 0.77 42.6 199 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 
Targets.  

 

Table C.46  Control Case Truck On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Reference 
Fuel Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 237.7 17.2 254.9 34.9 0.77 26.9 315 
2022 228.1 17.2 245.3 36.2 0.77 28.0 304 
2023 218.8 17.2 236.0 37.7 0.77 29.1 292 
2024 210.0 17.2 227.2 39.1 0.77 30.2 281 
2025 201.8 17.2 219.0 40.6 0.77 31.3 271 
2026 201.8 17.2 219.0 40.6 0.77 31.3 271 
2027 202.0 17.2 219.2 40.6 0.77 31.3 271 
2028 201.9 17.2 219.1 40.6 0.77 31.3 271 
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2029 201.5 17.2 218.7 40.6 0.77 31.4 271 
2030 201.5 17.2 218.7 40.6 0.77 31.4 271 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content.  The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 
Targets and because they provide real-world CO2 reductions so do not need to be backed out as do the A/C leakage, 
or A/C direct credit, values.   

 

Table C.47  Control Case Car On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO High Fuel 
Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 170.9 13.8 184.7 48.1 0.77 37.1 229 
2022 164.6 13.8 178.4 49.8 0.77 38.4 221 
2023 158.5 13.8 172.3 51.6 0.77 39.8 213 
2024 152.7 13.8 166.5 53.4 0.77 41.2 206 
2025 147.2 13.8 161.0 55.2 0.77 42.6 199 
2026 147.1 13.8 160.9 55.2 0.77 42.6 199 
2027 147.1 13.8 160.9 55.2 0.77 42.6 199 
2028 147.0 13.8 160.8 55.3 0.77 42.7 199 
2029 146.9 13.8 160.7 55.3 0.77 42.7 199 
2030 146.9 13.8 160.7 55.3 0.77 42.7 199 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 
Targets.  

 

Table C.48  Control Case Truck On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO High Fuel 
Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 236.3 17.2 253.5 35.1 0.77 27.1 314 
2022 226.9 17.2 244.1 36.4 0.77 28.1 302 
2023 217.7 17.2 234.9 37.8 0.77 29.2 291 
2024 209.0 17.2 226.2 39.3 0.77 30.3 280 
2025 200.8 17.2 218.0 40.8 0.77 31.5 270 
2026 200.7 17.2 217.9 40.8 0.77 31.5 270 
2027 200.9 17.2 218.1 40.7 0.77 31.4 270 
2028 200.8 17.2 218.0 40.8 0.77 31.5 270 
2029 200.4 17.2 217.6 40.8 0.77 31.5 269 
2030 200.3 17.2 217.5 40.9 0.77 31.5 269 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content.  The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 
Targets and because they provide real-world CO2 reductions so do not need to be backed out as do the A/C leakage, 
or A/C direct credit, values.   
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Table C.49  Control Case Car On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Low Fuel 
Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 171.2 13.8 185.0 48.0 0.77 37.1 229 
2022 164.9 13.8 178.7 49.7 0.77 38.4 221 
2023 158.7 13.8 172.5 51.5 0.77 39.8 214 
2024 152.9 13.8 166.7 53.3 0.77 41.1 206 
2025 147.4 13.8 161.2 55.1 0.77 42.6 199 
2026 147.3 13.8 161.1 55.2 0.77 42.6 199 
2027 147.3 13.8 161.1 55.2 0.77 42.6 199 
2028 147.2 13.8 161.0 55.2 0.77 42.6 199 
2029 147.2 13.8 161.0 55.2 0.77 42.6 199 
2030 147.2 13.8 161.0 55.2 0.77 42.6 199 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 
Targets.  

 

Table C.50  Control Case Truck On-Road CO2 g/mi Used in OMEGA ICBT Runs under the AEO Low Fuel 
Price Case 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 238.0 17.2 255.2 34.8 0.77 26.9 316 
2022 228.4 17.2 245.6 36.2 0.77 27.9 304 
2023 219.1 17.2 236.3 37.6 0.77 29.0 292 
2024 210.3 17.2 227.5 39.1 0.77 30.1 282 
2025 202.2 17.2 219.4 40.5 0.77 31.3 271 
2026 202.1 17.2 219.3 40.5 0.77 31.3 271 
2027 202.3 17.2 219.5 40.5 0.77 31.2 272 
2028 202.3 17.2 219.5 40.5 0.77 31.3 272 
2029 201.9 17.2 219.1 40.6 0.77 31.3 271 
2030 201.9 17.2 219.1 40.6 0.77 31.3 271 

Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content.  The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 
Targets and because they provide real-world CO2 reductions so do not need to be backed out as do the A/C leakage, 
or A/C direct credit, values.  
  

The table below shows the control case electricity consumption rates, including both 
electricity consumption by ZEV program vehicles and projected BEV and PHEV vehicles 
generated by OMEGA toward compliance with the control case standards.  These consumption 
levels include charging losses (a 90 percent divisor) and a 93 percent transmission loss divisor 
(not included in the values below) applied by the OMEGA ICBT. Note that the values shown in 
the table already include a 0.8 on-road “gap” since the gap was considered in determining battery 
sizing and consumption. 
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The control case kWh/mi inputs to the OMEGA ICBT are shown in the table below.  Because 
fuel prices slightly impact the projected penetration of BEV and PHEV vehicles, unique kWh/mi 
inputs are presented for each fuel price scenario.  The values shown in the kWh/mi table are the 
values used to generate upstream emission inventory impacts in the applicable control case. 

Table C.51  Control Case Car & Truck On-Road kWh/mi Consumption used in the Indicated OMEGA ICBT 
Runs 

 AEO Ref AEO High AEO Low 
MY Car Truck Car Truck Car Truck 

2021 0.00993 0.00495 0.01013 0.00493 0.00987 0.00477 
2022 0.01102 0.00574 0.01161 0.00620 0.01092 0.00547 
2023 0.01212 0.00652 0.01309 0.00747 0.01197 0.00616 
2024 0.01321 0.00731 0.01457 0.00873 0.01302 0.00685 
2025 0.01430 0.00809 0.01605 0.01000 0.01407 0.00754 
2026 0.01430 0.00809 0.01605 0.01000 0.01407 0.00754 
2027 0.01430 0.00809 0.01605 0.01000 0.01407 0.00754 
2028 0.01430 0.00809 0.01605 0.01000 0.01407 0.00754 
2029 0.01430 0.00809 0.01605 0.01000 0.01407 0.00754 
2030 0.01430 0.00809 0.01605 0.01000 0.01407 0.00754 

 

As discussed above in the context of Table C.44, the values shown in Table C.51 are different 
than shown in the Draft TAR (see Draft TAR Table 12.68). The reasons discussed in the context 
of Table IV-42 for the reference case are the same as the reasons here in the control case.  With 
the updated vehicle type approach used in this analysis, we have made available for 
electrification to the PHEV and full BEV level many more trucks than in the past.  In other 
words, we make available these high levels of electrification for vehicles such as minivans, 
SUVs and cross-over utility vehicles which, in the past, typically were not mapped into vehicle 
types allowed for electrification. In this analysis, we limit these levels of electrification only on 
pickup truck vehicle types. As a result, many ZEV program vehicles have been created within 
the model in predominantly truck—not pickup, but simply truck (e.g., minivan, SUV)—vehicle 
types. Given that the total number of BEVs and PHEVs is similar between the Draft TAR and 
this analysis, and that more BEVs and PHEVs are now trucks and fewer are cars, we get the 
differences in the results shown in Table C.51 versus those shown in Draft TAR Table 12.68.  
This impacts the estimated electricity consumption of the fleet, most easily understood by the 
higher VMT traveled by trucks than cars.  This leads to slightly higher increases in electricity 
consumption calculated by the OMEGA ICBT in this analysis relative to the Draft TAR since a 
fair number of the “OMEGA-created” BEVs and PHEVs are traveling truck VMT. 

It is important to emphasize that these CO2 and kWh emission rate projections are based on 
EPA's current projections of a wide range of inputs, including the mix of cars and trucks, as well 
as the mix of vehicle footprint values in varying years.  It is of course possible that the actual 
CO2 emissions values, as well as the actual use of incentives and credits, will be either higher or 
lower than these projections.  

C.2.2.8  Criteria Pollutant and Select Toxic Pollutant Emission Rates 

For the analysis of criteria emissions in this Proposed Determination, EPA estimates the 
increases in emissions of each criteria air pollutant from additional vehicle use by multiplying 
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the increase in total miles driven by cars and light trucks of each model year and age by their 
estimated emission rates per vehicle-mile of each pollutant.  These emission rates differ between 
cars and light trucks, between gasoline and diesel vehicles, and by age.  With the exception of 
SO2, EPA calculated the increase in emissions of these criteria pollutants from added car and 
light truck use by multiplying the estimated increases in vehicle use during each year over their 
expected lifetimes by per-mile emission rates appropriate to each vehicle type, fuel used, model 
year, and age as of that future year. 

EPA estimated the relevant emission rates using the most recent version of the Motor Vehicle 
Emission Simulator (post-MOVES2014a, with updates that include the AEO2016 vehicle 
population, mileage, and scrappage rates, discussed in more detail in TSD Chapter 3).  The 
MOVES model assumes that the per-mile rates at which these pollutants are emitted are 
determined by EPA regulations and the effectiveness of after-treatment of engine exhaust 
emissions, and are thus unaffected by changes in car and light truck GHG standards.  As a 
consequence, the downstream impacts of required increases in fuel economy on emissions of 
these pollutants from car and light truck use are determined entirely by the increases in driving 
that result from the fuel economy rebound effect. 

Emission factors in the MOVES database are expressed in the form of grams per vehicle-hour 
of operation.  To convert these emission factors to grams per mile, MOVES was run for the year 
2050, and was programmed to report aggregate emissions from vehicle start, running, brake and 
tire wear and crankcase exhaust operations.  EPA ran MOVES for every calendar year from 2015 
to the year 2050 in order to generate emission factors for each age of each model year.  Separate 
estimates were developed for each vehicle type, as well as for a winter and a summer month in 
order to reflect the effects of temporal variation in temperature and other relevant variables on 
emissions.  All calendar years were run using national averages calculated from the aggregation 
of the county level default estimates (national aggregation). 

The MOVES emissions estimates were then summed to the model year level and divided by 
total distance traveled by vehicles of that model year in order to produce per-mile emission 
factors for each pollutant.  The resulting emission rates represent average values across the 
nation, and incorporate variation in temperature and other operating conditions affecting 
emissions over an entire calendar year.  These national average rates also reflect county-specific 
differences in fuel composition, as well as in the presence and type of vehicle inspection and 
maintenance programs.  Average emission rates were assumed not to increase after 30 years of 
age. 

Emission rates for the criteria pollutant SO2 were calculated by using EPA-estimated average 
fuel sulfur content, together with the simplifying assumption that the entire sulfur content of fuel 
is emitted in the form of SO2.  These calculations assumed that national average gasoline and 
diesel sulfur levels would remain at current levels, because there are no current regulations that 
will change those levels, and we have no expectation that the market will cause such changes on 
its own. 

C.2.3  Outputs of the Emissions and Fuel Consumption Analysis 

In this section, EPA presents the emissions inventory impacts, fuel, and electricity 
consumption results.  Section C.2.3.1 shows impacts in a given calendar year resulting from the 
control case analysis.  These results are not cumulative, and are presented to show the continued 
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impacts of the analysis beyond the control case years.  Section C.2.3.2 shows impacts for a given 
model year cohort of vehicles, as well as cumulative sums of impacts due to vehicle model years 
included in the control case (over the whole vehicle lifetime, as discussed in the TSD Chapter 3).  
Tables presenting emissions inventory impacts are generally shown as reductions, such that 
emission decreases would be shown as a positive number.  Tables presenting fuel and energy 
consumption are shown as absolute impact, such that fuel or energy consumption decreases 
would be show as a negative number.  See specific table notes for more clarification.  Discussion 
of the inputs to this analysis can be found in Section C.2.2, above. 

C.2.3.1  Calendar Year Results 

Table C.52  Annual Emissions Reductions of the MY2022-2025 Standards on GHGs in Select Calendar Years 
(MMT CO2e)  

Calendar Year -> 2025 2030 2040 2050 
Net GHG 40.6 102 185 234 
Net CO2 39.7 99.5 181 228 
Net other GHG 0.89 2.23 4.07 5.12 
Downstream GHG 32.4 81.3 148 186 
CO2 (excluding A/C) 32.6 81.6 149 187 
A/C – indirect CO2 -0.13 -0.32 -0.59 -0.75 
A/C – direct HFCs 0.00 0.00 0.00 0.00 
CH4 (rebound effect) 0.00 0.00 -0.01 -0.01 
N2O (rebound effect) -0.02 -0.05 -0.09 -0.12 
Fuel Production and 
Distribution GHG 9.08 22.78 41.46 52.24 
Fuel Production and 
Distribution CO2 8.04 20.15 36.68 46.22 
Fuel Production and 
Distribution  CH4 1.00 2.51 4.57 5.76 
Fuel Production and 
Distribution  N2O 0.05 0.12 0.21 0.27 
Electricity Upstream GHG -0.95 -2.28 -4.10 -5.14 
Electricity Upstream CO2 -0.81 -1.94 -3.48 -4.37 
Electricity Upstream CH4 -0.14 -0.33 -0.60 -0.76 
Electricity Upstream N2O 0.00 -0.01 -0.02 -0.02 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
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Table C.53  Annual Emission Reductions of the MY2022-2025 Standards on GHGs (MMT CO2e)  

Calendar Year CO2 HFC CH4 N2O Total 
2021 2.6 0.0 0.1 0.0 2.6 
2022 7.9 0.0 0.2 0.0 8.1 
2023 16.0 0.0 0.3 0.0 16.4 
2024 26.6 0.0 0.6 0.0 27.2 
2025 39.7 0.0 0.9 0.0 40.6 
2026 52.4 0.0 1.1 0.0 53.6 
2027 64.9 0.0 1.4 0.0 66.3 
2028 77.0 0.0 1.7 0.0 78.7 
2029 88.5 0.0 1.9 0.1 90.5 
2030 99.5 0.0 2.2 0.1 102 
2031 110 0.0 2.4 0.1 113 
2032 120 0.0 2.6 0.1 123 
2033 130 0.0 2.8 0.1 133 
2034 139 0.0 3.0 0.1 142 
2035 147 0.0 3.2 0.1 151 
2036 155 0.0 3.4 0.1 159 
2037 163 0.0 3.6 0.1 166 
2038 169 0.0 3.7 0.1 173 
2039 175 0.0 3.8 0.1 179 
2040 181 0.0 4.0 0.1 185 
2041 187 0.0 4.1 0.1 191 
2042 192 0.0 4.2 0.1 196 
2043 197 0.0 4.3 0.1 201 
2044 201 0.0 4.4 0.1 206 
2045 206 0.0 4.5 0.1 211 
2046 211 0.0 4.6 0.1 215 
2047 215 0.0 4.7 0.1 220 
2048 220 0.0 4.8 0.1 224 
2049 224 0.0 4.9 0.1 229 
2050 228 0.0 5.0 0.1 234 
Sum 4045 0.0 88.4 2.4 4136 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
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Table C.54  Annual Emission Reductions of the MY2022-2025 Standards on Criteria Pollutants in Select 
Years 

  CY2030 CY2040 
 Pollutant Impacts 

(short tons) 
% of U.S. 
Inventory207 

Impacts 
(short tons) 

% of U.S. 
Inventory 

Total VOC 53,575 0.09 96,948 0.16 
CO -29,612 -0.04 -67,192 -0.08 
NOx 13,625 0.09 24,238 0.16 
PM2.5 2,012 0.03 3,630 0.06 
SOx 8,317 0.13 15,163 0.23 

Downstream 
(Rebound) 

VOC -1,284 0.00 -2,907 0.00 
CO -34,454 -0.04 -76,040 -0.09 
NOx -1,399 -0.01 -3,132 -0.02 
PM2.5 -77.7 0.00 -181 0.00 
SOx -16.3 0.00 -29.4 0.00 

Fuel production & 
distribution 

VOC 55,104 0.09 100,296 0.17 
CO 6,349 0.01 11,555 0.01 
NOx 16,095 0.10 29,294 0.19 
PM2.5 2,405 0.04 4,377 0.07 
SOx 9,385 0.14 17,082 0.26 

Electricity VOC -245 0.00 -441 0.00 
CO -1,506 0.00 -2,707 0.00 
NOx -1,071 -0.01 -1,924 -0.01 
PM2.5 -315 -0.01 -566 -0.01 
SOx -1,051 -0.02 -1,890 -0.03 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

 

                                                 
207 The total U.S. inventory for selected pollutants (in short tons) was derived from the EPA National Emissions 

Inventory (NEI) 2011 (https://www.epa.gov/air-emissions-inventories/national-emissions-inventory). 
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Table C.55  Annual Emission Reductions of the MY2022-2025 Standards on Select Toxic Pollutants in Select 
Years 

  CY2030 CY2040 
 Pollutant Impacts 

(short tons) 
% of U.S. 
Inventory 

Impacts 
(short tons) 

% of U.S. 
Inventory 

Total 1,3- Butadiene -7.65 -0.013 -17.5 -0.029 
Acetaldehyde -20.7 -0.002 -53.5 -0.006 
Acrolein -0.93 -0.002 -2.43 -0.005 
Benzene 315 0.111 551 0.194 
Formaldehyde 87.0 0.006 155 0.011 

Downstream 
(Rebound) 

1,3- Butadiene -9.32 -0.015 -20.5 -0.034 
Acetaldehyde -31.8 -0.004 -73.7 -0.009 
Acrolein -1.62 -0.003 -3.68 -0.007 
Benzene -53.0 -0.019 -119 -0.042 
Formaldehyde -7.60 -0.001 -17.6 -0.001 

Fuel production & 
distribution 

1,3- Butadiene 1.67 0.003 3.05 0.005 
Acetaldehyde 11.4 0.001 20.7 0.002 
Acrolein 0.95 0.002 1.73 0.003 
Benzene 375 0.132 682 0.241 
Formaldehyde 94.8 0.007 173 0.013 

Electricity 1,3- Butadiene 0.00 0.000 0.00 0.000 
Acetaldehyde -0.28 0.000 -0.51 0.000 
Acrolein -0.26 -0.001 -0.47 -0.001 
Benzene -6.8 -0.002 -12.3 -0.004 
Formaldehyde -0.17 0.000 -0.30 0.000 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

 

The fuel consumption analysis relied on the same set of fleet and activity inputs as the 
emission analysis.  EPA modeled the entire fleet as using petroleum gasoline (consistent with 
OMEGA model results showing a lack of projected diesel penetration in the central analysis), 
and used a conversion factor of 8887 grams of CO2 per gallon of petroleum gasoline in order to 
determine the quantity of fuel savings.  The term petroleum gasoline is used here to mean fuel 
with 115,000 BTU/gallon.  This is different than retail fuel, which is typically blended with 
ethanol and has a lower energy content as discussed earlier in Section C.2.2  . 
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Table C.56  Annual Impacts of the MY2022-2025 Standards on Petroleum Fuel (E0) and Electricity 
Consumption 

Calendar Year Petroleum 
Gasoline 
(billion gallons) 

Petroleum 
Gasoline 
(billion barrels) 

Electricity 
(billion kWh) 

2021 -0.24 -0.01 0.16 
2022 -0.73 -0.02 0.40 
2023 -1.5 -0.04 0.7 
2024 -2.5 -0.06 1.2 
2025 -3.7 -0.09 1.7 
2026 -4.8 -0.11 2.2 
2027 -6.0 -0.14 2.7 
2028 -7.1 -0.17 3.1 
2029 -8.1 -0.19 3.6 
2030 -9.2 -0.22 4.0 
2031 -10.1 -0.24 4.4 
2032 -11.1 -0.26 4.8 
2033 -11.9 -0.28 5.2 
2034 -12.8 -0.30 5.6 
2035 -13.5 -0.32 5.9 
2036 -14.3 -0.34 6.2 
2037 -14.9 -0.36 6.5 
2038 -15.6 -0.37 6.8 
2039 -16.1 -0.38 7.0 
2040 -16.7 -0.40 7.2 
2041 -17.2 -0.41 7.5 
2042 -17.6 -0.42 7.7 
2043 -18.1 -0.43 7.9 
2044 -18.5 -0.44 8.0 
2045 -18.9 -0.45 8.2 
2046 -19.4 -0.46 8.4 
2047 -19.8 -0.47 8.6 
2048 -20.2 -0.48 8.7 
2049 -20.6 -0.49 8.9 
2050 -21.0 -0.50 9.1 
Sum -372 -8.85 163 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 
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C.2.3.2  Model Year Lifetime Results 

Table C.57  MY Lifetime Emission Reductions of the MY2022-2025 Standards on GHGs (MMT CO2e) 

Model Year Downstream 
(including A/C) 

Fuel 
Production 
& 
Distribution 

Electricity Total 

2021 26.6 8.5 -1.2 33.9 
2022 55.2 17.6 -1.8 71.0 
2023 84.0 26.7 -2.5 108 
2024 112 35.5 -3.2 144 
2025 139 44.3 -3.9 180 
Sum 417 133 -12.6 537 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
 

Table C.58  MY Lifetime Emission Reductions of the MY2022-2025 Standards on Select Criteria Pollutants 
(Short tons) 

Model Year VOC CO NOx PM2.5 SO2 
2021 17,692 -19,226 3,897 612 2,622 
2022 36,863 -36,795 8,555 1,354 5,720 
2023 56,227 -51,552 13,415 2,093 8,813 
2024 74,880 -62,894 18,251 2,798 11,764 
2025 93,782 -71,553 23,288 3,504 14,724 
Sum 279,444 -242,018 67,406 10,362 43,644 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

 

Table C.59  MY Lifetime Emission Reductions of the MY2022-2025 Standards on Select Toxic Pollutants 
(Short tons) 

Model Year Benzene 1,3 
Butadiene 

Formaldehyde Acetaldehyde Acrolein 

2021 91.1 -4.72 22.8 -14.1 -0.77 
2022 195 -9.24 48.4 -27.7 -1.41 
2023 303 -13.2 75.4 -39.0 -1.95 
2024 410 -16.5 102 -48.2 -2.36 
2025 522 -19.1 131 -55.5 -2.66 
Sum 1,520 -62.8 380 -184 -9.16 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
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Table C.60  MY Lifetime Impacts of the MY2022-2025 Standards on Retail Blended Fuel and Electricity 
Consumption 

Model Year Retail Gasoline 
(billion gallons) 

Retail Gasoline 
(billion barrels) 

Electricity 
(billion kWh) 

2021 -3.22 -0.08 1.91 
2022 -6.69 -0.16 2.97 
2023 -10.2 -0.24 4.11 
2024 -13.5 -0.32 5.26 
2025 -16.9 -0.40 6.5 
Sum -50.5 -1.20 20.7 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 
 

C.2.3.3  AEO Fuel Price Sensitivity - Calendar and Model Year Summaries 

In this section, EPA presents the central case emissions impact analysis results using AEO 
2016 reference fuel price cases (shown in Section C.2.2) with two additional analyses based on 
the low and high fuel price cases found in the Annual Energy Outlook 2016 report (see TSD 
Chapter 3 for more discussion regarding these fuel price cases).  These additional analyses 
provide a good bracket around the uncertainty in fuel price projections and shows the magnitude 
of the effect of differing fuel price projections on emission impacts.  Similar to Sections C.2.3.1 
and C.2.3.2, Section C.2.3.3 shows non-cumulative calendar year results for all three fuel price, 
and follows with model year lifetime and cumulative sum results for all three fuel price cases.  

Table C.61  Annual Emission Reductions of the MY2022-2025 Standards and AEO Fuel Price Cases on Total 
GHGs (MMT CO2e) 

Calendar Year AEO Low Fuel 
Price Case 

Central Case 
AEO Reference 
Fuel Price Case 

AEO High Fuel 
Price Case 

2022 8.97 8.11 7.30 
2025 44.7 40.6 36.3 
2030 114 102 87 
2040 211 185 155 
2050 268 234 193 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

 

Table C.62  Annual Impacts of the MY2022-2025 Standards on Fuel Consumption 

Calendar 
Year 

AEO Low Fuel Price Case Central Case - AEO Reference 
Fuel Price Case 

AEO High Price Case 

Petroleum 
Gasoline (E0) 

(Billon Gallons) 

Electricity 
(Billion kWh) 

Petroleum 
Gasoline (E0) 

(Billion Gallons) 

Electricity 
(Billion kWh) 

Petroleum 
Gasoline (E0) 

(Billon Gallons) 

Electricity 
(Billion kWh) 

2022 -0.81 0.37 -0.73 0.40 -0.66 0.45 
2025 -4.01 1.55 -3.65 1.68 -3.31 2.34 
2030 -10.2 3.77 -9.15 4.03 -7.98 5.79 
2040 -18.9 6.89 -16.7 7.25 -14.1 10.4 
2050 -24.0 8.73 -21.0 9.10 -17.6 12.9 
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Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 

 

Table C.63  MY Lifetime Emission Reductions of the MY2022-2025 Standards and AEO Fuel Price Cases on 
Total GHGs (MMT CO2e) 

Model Year AEO Low Fuel 
Price Case 

Central Case 
AEO Reference 
Fuel Price Case 

AEO High Fuel 
Price Case 

2021 37.5 33.9 30.3 
2022 78.8 71.0 63.9 
2023 120 108 99 
2024 158 144 129 
2025 199 180 157 
Sum 593 537 479 

Note:  The values shown in the table above are expressed as emission reductions, such that negative values imply an 
emissions increase while positive values imply an emissions decrease.  

 

Table C.64  MY Lifetime Impacts of the MY2022-2025 Standards and AEO Fuel Price Cases on Retail Fuel 
Consumption 

Calendar 
Year 

AEO Low Fuel Price Case Central Case AEO Reference Fuel 
Price Case 

AEO High Fuel Price Case 

Retail Gasoline 
(billion gallons) 

Electricity 
(billion 
kWh) 

Retail 
Gasoline (billion 

gallons) 

Electricity 
(billion 
kWh) 

Retail Gasoline 
(billion gallons) 

Electricity 
(billion 
kWh) 

2021 -3.54 1.76 -3.22 1.91 -2.88 1.74 
2022 -7.39 2.76 -6.69 2.97 -6.07 3.68 
2023 -11.2 3.81 -10.2 4.11 -9.38 5.80 
2024 -14.8 4.85 -13.5 5.26 -12.3 7.78 
2025 -18.6 6.00 -16.9 6.48 -14.9 9.70 
Sum -55.5 19.2 -50.5 20.7 -45.6 28.7 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 

 

C.2.4  Consumer Benefits: Payback Period and Lifetime Fuel Savings 

In this section, EPA looks at the cost of owning a new vehicle meeting the MY2025 standards 
and the payback period – the point at which consumer savings from reduced gasoline 
expenditures exceed the upfront costs of the vehicle.  For example, relative to the reference case 
(i.e., the MY2021 standards), a new MY2025 vehicle is estimated to cost roughly $875 more due 
to the addition of new GHG reducing/fuel economy improving technology (see Table C.34).  
This new technology will result in lower fuel consumption and, therefore, savings in fuel 
expenditures.  An important question is how many months or years would pass before the fuel 
savings exceed the cumulative costs.   

The tables below present EPA’s estimates of net costs associated with owning a new MY2025 
vehicle in each of the AEO fuel price cases.  For purposes of this analysis, we are using a “sales 
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weighted average vehicle” which means the combined car/truck fleet, weighted by sales on the 
cost side and usage on the fuel savings side, to arrive at a single weighted vehicle analysis.  The 
table uses results from the OMEGA Inventory, Costs and Benefits Tool analysis discussed in 
Section C.2. Included in the analysis are maintenance costs (see Chapter 2 of the TSD), sales 
taxes and insurance costs (see Chapter 3 of the TSD).  This analysis does not include other 
impacts such as reduced refueling events, or other societal impacts, such as the potential rebound 
miles driven or the value of driving those rebound miles, or noise, congestion and crashes, since 
the focus is meant to be on those factors consumers likely think about most while in the 
showroom considering a new car purchase, and on those factors that result in more or fewer 
dollars in their pockets.  As noted, to estimate the cumulative vehicle costs, we have included not 
only the sales tax on the new car purchase but also the increased insurance premiums that would 
result from the more valuable vehicle (see Chapter 3 of the TSD).  The payback periods were 
calculated using both 3 percent and 7 percent discount rates. 

As shown in these tables, payback occurs in the 5th year of ownership using both a 3 and a 7 
percent discount rate.  Note that, in the first table, the delta cost per vehicle is shown as $863 
when the cost per vehicle presented earlier was $875 (see Table C.8).  The $863 value is $875 
discounted at 3 percent to the mid-year point of the first year of ownership.  

Note that, in the tables that follow, the "Delta Purchase Costs per Vehicle" column shows the 
summation of the delta costs per vehicle, the increased taxes and increased insurance costs. The 
values shown in each table can be summed across those individual columns. However, the 
"Cumulative Delta Operating Costs per Vehicle" column is a cumulative summation of current 
and prior year costs, it is not a simple summation of costs across columns. For example, in Table 
C.65, row 2 shows a value of $483 which is the cumulative summation of $693 (year 1 operating 
costs) plus $15 (year 2 purchase costs) plus $6 (year 2 maintenance costs) minus $232 (year 2 
fuel savings) with the result being $483 in cumulative increased costs).   

Table C.65  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, Cash Purchase (3% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost per 
Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta Operating 

Costs per 
Vehicle 

1st  $863 $47 $16 $926 $6 -$238 $693 
2nd  $0 $0 $15 $15 $6 -$232 $483 
3rd  $0 $0 $14 $14 $5 -$223 $279 
4th  $0 $0 $13 $13 $5 -$213 $85 
5th  $0 $0 $12 $12 $5 -$202 -$100 
6th  $0 $0 $11 $11 $5 -$189 -$274 
7th  $0 $0 $10 $10 $4 -$178 -$437 
8th  $0 $0 $9 $9 $4 -$166 -$589 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
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Table C.66  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, Cash Purchase (7% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $846 $46 $16 $908 $6 -$234 $680 
2nd  $0 $0 $15 $15 $5 -$219 $481 
3rd  $0 $0 $13 $13 $5 -$203 $296 
4th  $0 $0 $12 $12 $5 -$186 $126 
5th  $0 $0 $10 $10 $4 -$170 -$30 
6th  $0 $0 $9 $9 $4 -$153 -$170 
7th $0 $0 $8 $8 $3 -$139 -$298 
8th  $0 $0 $7 $7 $3 -$125 -$412 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
 

Although not included in the Draft TAR, for this Proposed Determination we have also 
calculated the payback periods for loan purchases, using a range of 48, 60 and 72-month loan 
periods. As described in Chapter 3 of the TSD, we have used loan rates of 4.25 percent for each 
of these loan periods. Included in these estimates is the vehicle "survival" rate208 on the purchase 
costs.  The paybacks for each loan period at both 3 percent and 7 percent discounting are shown 
in Table C.67 through Table C.72 . Note that, for the 5 and 6-year loan cases, the payback occurs 
in the first year. Note that the columns showing delta costs per vehicle, taxes and insurance show 
the same information as the cash purchase tables above. Those metrics have not changed. 
However, the "Delta Purchase Costs per Vehicle" column now shows the majority of the 
purchase costs (the "Delta Cost per Vehicle") spread out over a 4-year (48-month period) as the 
vehicle costs and taxes are paid back via loan rather than cash. The cumulative delta operating 
costs are now much lower than in the cash purchase case, although they remain positive until the 
5th year when payback is achieved.  

Table C.67  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, 4-Year (48 Month) Loan Purchase (3% discounting, 2015$) 

Year of 
Owner

ship 

Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

1st  $863 $47 $16 $262 $6 -$238 $30 
2nd  $0 $0 $15 $253 $6 -$232 $56 
3rd  $0 $0 $14 $243 $5 -$223 $82 
4th  $0 $0 $13 $233 $5 -$213 $107 
5th  $0 $0 $12 $12 $5 -$202 -$78 
6th  $0 $0 $11 $11 $5 -$189 -$252 
7th $0 $0 $10 $10 $4 -$178 -$415 
8th  $0 $0 $9 $9 $4 -$166 -$567 

                                                 
208 Vehicle survival rate reflects the number of vehicles expected to remain in service during each future calendar 

year after they are produced and sold.  See the TSD Chapter 3 for details on the methodology. 
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Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
Taxes are rolled into the loan purchase costs. 
 

Table C.68  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, 4-Year (48 Month) Loan Purchase (7% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $846 $46 $16 $257 $6 -$234 $29 
2nd  $0 $0 $15 $239 $5 -$219 $54 
3rd  $0 $0 $13 $221 $5 -$203 $77 
4th  $0 $0 $12 $204 $5 -$186 $99 
5th  $0 $0 $10 $10 $4 -$170 -$57 
6th  $0 $0 $9 $9 $4 -$153 -$197 
7th $0 $0 $8 $8 $3 -$139 -$324 
8th  $0 $0 $7 $7 $3 -$125 -$439 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
Taxes are rolled into the loan purchase costs. 
 

In Table C.69 (5-year loan, 3 percent discounting) and Table C.70 (5-year loan, 7 percent 
discounting), the vehicle costs and taxes are now paid back over a 5-year period ("Delta 
Purchase Costs per Vehicle" column) and the payback periods are immediate because fuel 
savings outweigh the increased costs of owning the vehicle. 

Table C.69  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, 5-Year (60 Month) Loan Purchase (3% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $863 $47 $16 $217 $6 -$238 -$16 
2nd  $0 $0 $15 $209 $6 -$232 -$32 
3rd  $0 $0 $14 $201 $5 -$223 -$49 
4th  $0 $0 $13 $193 $5 -$213 -$64 
5th  $0 $0 $12 $184 $5 -$202 -$78 
6th  $0 $0 $11 $11 $5 -$189 -$251 
7th $0 $0 $10 $10 $4 -$178 -$414 
8th  $0 $0 $9 $9 $4 -$166 -$567 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
Taxes are rolled into the loan purchase costs. 

 

Table C.70  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, 5-Year (60 Month) Loan Purchase (7% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost per 
Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta Operating 

Costs per 
Vehicle 

1st  $863 $47 $16 $187 $6 -$238 -$46 
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2nd  $0 $0 $15 $180 $6 -$232 -$91 
3rd  $0 $0 $14 $173 $5 -$223 -$136 
4th  $0 $0 $13 $166 $5 -$213 -$178 
5th  $0 $0 $12 $158 $5 -$202 -$217 
6th  $0 $0 $11 $150 $5 -$189 -$252 
7th $0 $0 $10 $10 $4 -$178 -$415 
8th  $0 $0 $9 $9 $4 -$166 -$567 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
Taxes are rolled into the loan purchase costs. 
 

Table C.71 (6-year loan, 3 percent discounting) and Table C.72 (6-year loan, 7 percent 
discounting) show the payback metrics for a 6-year loan and, as with the 5-year loan case, the 
payback periods are immediate. 

Table C.71  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, 6-Year (72 Month) Loan Purchase (3% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $846 $46 $16 $183 $6 -$234 -$45 
2nd  $0 $0 $15 $170 $5 -$219 -$88 
3rd  $0 $0 $13 $158 $5 -$203 -$128 
4th  $0 $0 $12 $145 $5 -$186 -$165 
5th  $0 $0 $10 $133 $4 -$170 -$198 
6th  $0 $0 $9 $122 $4 -$153 -$226 
7th $0 $0 $8 $8 $3 -$139 -$354 
8th  $0 $0 $7 $7 $3 -$125 -$468 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
Taxes are rolled into the loan purchase costs. 
 

Table C.72  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Reference Fuel Price Case, 6-Year (72 Month) Loan Purchase (7% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $862 $47 $16 $187 $6 -$232 -$39 
2nd  $0 $0 $15 $173 $5 -$217 -$78 
3rd  $0 $0 $13 $160 $5 -$201 -$114 
4th  $0 $0 $12 $148 $5 -$185 -$146 
5th  $0 $0 $10 $135 $4 -$169 -$175 
6th  $0 $0 $9 $124 $4 -$152 -$200 
7th $0 $0 $8 $8 $3 -$138 -$326 
8th  $0 $0 $7 $7 $3 -$124 -$440 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
Taxes are rolled into the loan purchase costs. 
 

Table C.73 through Table C.76 present the payback periods for cash purchases under the 
AEO High and Low fuel price cases using 3 and 7 percent discounting.  As expected, the high 
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fuel price case leads to shorter payback periods (e.g., payback in the 3rd year under both the 3 
and 7 percent discount rate cases) while the low fuel price case leads to longer payback periods. 

Table C.73  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO High Fuel Price Case, Cash Purchase (3% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost per 
Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta Operating 

Costs per 
Vehicle 

1st  $869 $47 $16 $932 $5 -$373 $564 
2nd  $0 $0 $16 $16 $5 -$360 $225 
3rd  $0 $0 $14 $14 $5 -$348 -$104 
4th  $0 $0 $13 $13 $5 -$329 -$415 
5th  $0 $0 $12 $12 $4 -$309 -$708 
6th  $0 $0 $11 $11 $4 -$290 -$982 
7th $0 $0 $10 $10 $4 -$275 -$1,243 
8th  $0 $0 $9 $9 $4 -$251 -$1,481 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
 

Table C.74  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO High Fuel Price Case, Cash Purchase (7% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $852 $47 $16 $915 $5 -$366 $553 
2nd  $0 $0 $15 $15 $5 -$340 $233 
3rd  $0 $0 $13 $13 $4 -$316 -$66 
4th  $0 $0 $12 $12 $4 -$288 -$338 
5th  $0 $0 $10 $10 $4 -$261 -$585 
6th  $0 $0 $9 $9 $3 -$235 -$807 
7th $0 $0 $8 $8 $3 -$215 -$1,011 
8th  $0 $0 $7 $7 $3 -$189 -$1,190 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
 

Table C.75  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Low Fuel Price Case, Cash Purchase (3% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost per 
Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta Operating 

Costs per 
Vehicle 

1st  $873 $48 $16 $936 $7 -$165 $778 
2nd  $0 $0 $16 $16 $6 -$158 $642 
3rd  $0 $0 $14 $14 $6 -$151 $512 
4th  $0 $0 $13 $13 $6 -$143 $388 
5th  $0 $0 $12 $12 $5 -$135 $270 
6th  $0 $0 $11 $11 $5 -$126 $161 
7th $0 $0 $10 $10 $5 -$118 $58 
8th  $0 $0 $9 $9 $5 -$110 -$39 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-174 

Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 
 

Table C.76  Payback Period for the Sales Weighted Average MY2025 Vehicle Relative to the Reference Case 
Standards, AEO Low Fuel Price Case, Cash Purchase (7% discounting, 2015$) 

Year of 
Ownership 

Delta 
Cost 
per 

Vehicle 

Delta 
Taxes per 

Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative Delta 
Operating Costs 

per Vehicle 

1st  $856 $47 $16 $919 $6 -$162 $763 
2nd  $0 $0 $15 $15 $6 -$149 $635 
3rd  $0 $0 $13 $13 $5 -$137 $516 
4th  $0 $0 $12 $12 $5 -$125 $408 
5th  $0 $0 $10 $10 $5 -$114 $309 
6th  $0 $0 $9 $9 $4 -$102 $220 
7th $0 $0 $8 $8 $4 -$92 $140 
8th  $0 $0 $7 $7 $3 -$83 $67 
9th     $0 $0 $6 $6 $3 -$74 $3 

10th $0 $0 $5 $5 $3 -$65 -$54 
Note: Insurance costs include depreciation effects and all cost metrics shown include vehicle survival rate factors. 

 

The table below shows the lifetime fuel savings and the lifetime net savings (fuel less 
increased costs) associated with the standards using each of the three AEO fuel price cases and at 
both the 3 percent and 7 percent discount rates.  Note that the lifetime net savings values shown 
in the table include added costs associated with maintenance, insurance and taxes, and the fuel 
savings resulting from less fuel usage.  These analyses compare the lifetime fuel savings and net 
savings (after considering vehicle costs) associated with a vehicle meeting the MY2025 
standards under the various control cases to a vehicle meeting the MY2021 standards in MY2025 
(the reference case).   

Table C.77  Lifetime Fuel Savings and Net Savings for the Sales-Weighted Average MY2025 Vehicle 
Purchased with Cash under Each of the AEO Fuel Price Cases (2015$) 

Case 3 Percent Discount Rate 7 Percent Discount Rate 
 Lifetime Fuel 

Savings 
Lifetime Net 

Savings 
Lifetime Fuel 

Savings 
Lifetime Net 

Savings 
AEO High Fuel Prices $4,209 $3,054 $3,223 $2,145 
AEO Reference Fuel 

Prices $2,804 $1,648 $2,128 $1,051 
AEO Low Fuel Prices $1,899 $723 $1,439 $345 
 

C.3  Summary of Benefits and Costs of the MY2022-2025 Standards 

In Section C.3.2, EPA presents results of its model year analysis, which looks at the lifetimes 
of MY2021-2025 vehicles.  In Section C.3.3, EPA presents results of its calendar year analysis, 
which looks at annual impacts through the year 2050.  The inventory inputs used to generate the 
monetized benefits presented here are discussed in Section C.2.  The monetary inputs used to 
generate the monetized benefits and costs presented here are discussed in Chapter 3 of the TSD, 
where we present $/ton, $/gallon and $/mile premiums, as applicable, that are applied to the 
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inventory inputs to generate the benefit cost analysis results. In Section C.3.1 below, we present 
the $/vehicle inputs to the OMEGA Inventory, Cost and Benefits analysis. 

C.3.1  Cost/Vehicle Inputs to the OMEGA Inventory, Cost and Benefit Analysis 

The vehicle costs used as inputs to the OMEGA Inventory, Cost and Benefit Tool (ICBT) are 
shown in the tables below.  Note that the costs shown inError! Reference source not found. 
Table C.78 and Table C.79 are based on interpolations between the costs of the reference or 
control case standards in MY2021 and the reference or control case standards in MY2025 (both 
based on actual OMEGA output), using the reference or control case CO2 targets for each fleet 
(car and truck) for each individual OEM. 

Table C.78  Reference Case Absolute Cost per Vehicle Used as Inputs to the OMEGA Inventory, Cost and 
Benefit Tool (2015$) 

 AEO Low Fuel Price Case AEO Reference Fuel Price Case AEO High Fuel Price Case 
MY Car Truck Car Truck Car Truck 

2021 $717 $899 $750 $936 $793 $983 
2022 $709 $883 $743 $919 $786 $967 
2023 $695 $861 $731 $895 $772 $943 
2024 $677 $837 $715 $869 $756 $918 
2025 $681 $833 $721 $865 $762 $913 
2026 $681 $833 $721 $864 $762 $913 
2027 $681 $834 $721 $865 $761 $913 
2028 $681 $833 $720 $865 $761 $913 
2029 $680 $832 $720 $864 $761 $911 
2030 $680 $832 $720 $863 $761 $911 

 

Table C.79  Control Case Absolute Cost per Vehicle Used as Inputs to the OMEGA Inventory, Cost and 
Benefit Tool (2015$) 

 AEO Low Fuel Price Case AEO Reference Fuel Price Case AEO High Fuel Price Case 
MY Car Truck Car Truck Car Truck 

2021 $827 $1,075 $868 $1,108 $919 $1,167 
2022 $978 $1,264 $1,020 $1,303 $1,074 $1,371 
2023 $1,124 $1,446 $1,164 $1,491 $1,223 $1,569 
2024 $1,266 $1,625 $1,306 $1,676 $1,369 $1,764 
2025 $1,430 $1,826 $1,470 $1,883 $1,536 $1,980 
2026 $1,429 $1,826 $1,469 $1,882 $1,536 $1,979 
2027 $1,429 $1,827 $1,469 $1,884 $1,535 $1,981 
2028 $1,428 $1,827 $1,468 $1,883 $1,535 $1,979 
2029 $1,428 $1,824 $1,468 $1,881 $1,534 $1,976 
2030 $1,428 $1,824 $1,468 $1,880 $1,534 $1,975 

 

C.3.2  Model Year Analysis 

In our model year analysis, we look at the impacts over the lifetimes of MY2021-2025 
vehicles.  All values are discounted at 3 percent and 7 percent discount rates with the exception 
of the social costs of greenhouse gases that are discounted at the discount rate used in their 
generation.  All values are discounted back to CY 2016. 
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C.3.2.1  Central Analysis:  AEO 2016 Reference Fuel Price Case 

In the central analysis, we use AEO 2016 reference fuel prices and fleet projections, and, as 
noted, we include our estimate of BEV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  Importantly, Table C.80, which uses a 3 percent discount rate, 
shows that technology and maintenance costs are estimated at roughly $36 billion ($32.6+2.9) 
and benefits excluding fuel savings are estimated at roughly $42 billion (includes energy 
security; crashes, noise, congestion; travel; refueling; mid-point of non-GHG; and the 3 percent 
average SC-GHG value).  In other words, even without fuel savings, benefits outweigh costs.  
Further, the fuel savings alone, nearly $92 billion, is more than double the costs.  Similarly, 
Table C.81, which uses a 7 percent discount rate, shows that technology and maintenance costs 
are estimated at roughly $26 billion ($23.9+1.7) and benefits excluding fuel savings are 
estimated at roughly $32 billion (includes energy security; crashes, noise, congestion; travel; 
refueling; mid-point of non-GHG; and, the 3 percent average SC-GHG value).  In other words, 
even without fuel savings, benefits outweigh costs.  Again, the fuel savings alone, more than $52 
billion, far exceeds the costs. 

Table C.80  MY Lifetime Costs & Benefits Using AEO Reference Fuel Prices (3 Percent Discount Rate, 
Billions of 2015$)a,b,c 

 2021 2022 2023 2024 2025 Sum 
Vehicle Program -$2.0 -$4.3 -$6.7 -$8.8 -$10.9 -$32.6 

Maintenance -$0.4 -$0.5 -$0.6 -$0.7 -$0.8 -$2.9 
Pre-tax Fuel $6.0 $12.4 $18.6 $24.4 $30.1 $91.6 

Energy Security $0.3 $0.6 $0.9 $1.2 $1.5 $4.6 
Crashes, Noise, Congestion -$0.6 -$1.2 -$1.8 -$2.4 -$2.9 -$8.9 

Travel Value $0.7 $1.4 $2.1 $2.7 $3.2 $10.1 
Refueling $0.5 $1.0 $1.5 $2.0 $2.5 $7.6 
Non-GHG $0.3 - $0.8 $0.7 - $1.7 $1.1 - $2.5 $1.5 - $3.3 $1.8 - $4.1 $5.5 - $12.4 

GHG       
SC-GHG 5% Avg $0.3 $0.6 $1.0 $1.3 $1.5 $4.7 
SC-GHG 3% Avg $1.3 $2.6 $4.0 $5.3 $6.5 $19.7 

SC-GHG 2.5% Avg $2.0 $4.1 $6.2 $8.2 $10.1 $30.6 
SC-GHG 3% 95th $3.8 $8.0 $12.0 $15.8 $19.6 $59.3 

Net Benefits       
SC-GHG 5% Avg $5.5 $11.2 $16.9 $22.1 $27.3 $83.1 
SC-GHG 3% Avg $6.4 $13.3 $19.9 $26.1 $32.3 $98.0 

SC-GHG 2.5% Avg $7.1 $14.7 $22.1 $29.1 $35.9 $108.9 
SC-GHG 3% 95th $9.0 $18.6 $28.0 $36.7 $45.4 $137.7 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD for more information); the range of benefits are derived from two premature mortality estimates - the 
American Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  
The range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related 
premature mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for 
the years 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2020 values are assumed to 
apply to years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See Chapter 
3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
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3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 3 of the TSD for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

Table C.81  MY Lifetime Costs & Benefits Using AEO Reference Fuel Prices (7 Percent Discount Rate, 
Billions of 2015$)a,b,c 

 2021 2022 2023 2024 2025 Sum 
Vehicle Program -$1.6 -$3.4 -$5.0 -$6.4 -$7.6 -$23.9 

Maintenance -$0.2 -$0.3 -$0.3 -$0.4 -$0.4 -$1.7 
Pre-tax Fuel $3.8 $7.5 $10.9 $13.7 $16.3 $52.2 

Energy Security $0.2 $0.4 $0.5 $0.7 $0.8 $2.6 
Crashes, Noise, Congestion -$0.4 -$0.8 -$1.1 -$1.4 -$1.6 -$5.2 

Travel Value $0.4 $0.9 $1.2 $1.5 $1.7 $5.8 
Refueling $0.3 $0.6 $0.9 $1.1 $1.3 $4.3 
Non-GHG $0.2 - $0.4 $0.4 - $0.9 $0.6 - $1.3 $0.8 - $1.7 $0.9 - $2.0 $2.9 - $6.5 

GHG       
SC-GHG 5% Avg $0.3 $0.6 $1.0 $1.3 $1.5 $4.7 
SC-GHG 3% Avg $1.3 $2.6 $4.0 $5.3 $6.5 $19.7 

SC-GHG 2.5% Avg $2.0 $4.1 $6.2 $8.2 $10.1 $30.6 
SC-GHG 3% 95th $3.8 $8.0 $12.0 $15.8 $19.6 $59.3 

Net Benefits       
SC-GHG 5% Avg $3.2 $6.2 $9.0 $11.5 $13.7 $43.6 
SC-GHG 3% Avg $4.1 $8.2 $12.1 $15.5 $18.6 $58.5 

SC-GHG 2.5% Avg $4.8 $9.7 $14.3 $18.4 $22.2 $69.4 
SC-GHG 3% 95th $6.7 $13.6 $20.1 $26.0 $31.7 $98.1 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2020, 2025 and 2030.  We 
hold values constant for intervening years (e.g., the 2020 values are assumed to apply to years 2021-2024; 2025 values 
for years 2026-2029; and 2030 values for years 2031 and beyond).  See Chapter 3 of the TSD for the benefit per ton 
values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to Chapter 3 of the TSD for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
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SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

C.3.2.2  AEO 2016 High Fuel Price Case 

In the AEO high fuel price analysis, we use AEO 2016 high fuel prices and fleet projections, 
and we include our estimate of BEV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  Note that in this analysis of AEO high and low fuel price 
sensitivities, we have corrected an error in the Draft TAR, in which we inadvertently applied 
AEO reference fuel prices in calculating monetized fuel savings to both the AEO high and low 
fuel price cases.  Importantly, Table C.82, which uses a 3 percent discount rate, shows that 
technology and maintenance costs are estimated at roughly $34 billion ($31.6+2.4) and benefits 
excluding fuel savings are estimated at roughly $42 billion (includes energy security; crashes, 
noise, congestion; travel; refueling; mid-point of non-GHG; and, the 3 percent average SC-GHG 
value).  In other words, even without fuel savings, estimated monetized benefits outweigh costs.  
Similarly, Table C.83, which uses a 7 percent discount rate, shows that technology and 
maintenance costs are estimated at roughly $25 billion ($23.1+1.4) and benefits excluding fuel 
savings are estimated at roughly $31 billion (includes energy security; crashes, noise, congestion; 
travel; refueling; mid-point of non-GHG; and, the 3 percent average SC-GHG value).  In other 
words, even without fuel savings, benefits outweigh costs. 

Table C.82  MY Lifetime Costs & Benefits Using AEO High Fuel Prices (3 Percent Discount Rate, Billions of 
2015$)a,b,c 

 2021 2022 2023 2024 2025 Sum 
Vehicle Program -$1.9 -$4.2 -$6.6 -$8.5 -$10.3 -$31.6 

Maintenance -$0.3 -$0.4 -$0.5 -$0.6 -$0.7 -$2.4 
Pre-tax Fuel $9.1 $19.0 $28.9 $37.2 $44.5 $138.7 

Energy Security $0.3 $0.6 $0.9 $1.1 $1.3 $4.1 
Crashes, Noise, Congestion -$0.6 -$1.2 -$1.8 -$2.2 -$2.6 -$8.4 

Travel Value $1.0 $2.1 $3.1 $3.9 $4.6 $14.6 
Refueling $0.5 $0.9 $1.4 $1.8 $2.2 $6.8 
Non-GHG $0.3 - $0.7 $0.6 - $1.4 $1.0 - $2.2 $1.2 - $2.8 $1.5 - $3.3 $4.6 - $10.3 

GHG       
SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.1 $1.3 $4.2 
SC-GHG 3% Avg $1.1 $2.4 $3.6 $4.7 $5.7 $17.6 

SC-GHG 2.5% Avg $1.8 $3.7 $5.6 $7.3 $8.8 $27.3 
SC-GHG 3% 95th $3.4 $7.2 $11.0 $14.2 $17.1 $52.9 

Net Benefits       
SC-GHG 5% Avg $8.9 $18.4 $27.9 $35.8 $42.7 $133.6 
SC-GHG 3% Avg $9.7 $20.2 $30.6 $39.4 $47.0 $147.0 

SC-GHG 2.5% Avg $10.3 $21.5 $32.6 $42.0 $50.2 $156.7 
SC-GHG 3% 95th $12.0 $25.0 $38.0 $48.9 $58.5 $182.3 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-179 

2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to Chapter 3 of the TSD for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

Table C.83  MY Lifetime Costs & Benefits Using AEO High Fuel Prices (7 Percent Discount Rate, Billions of 
2015$)a,b,c 

 2021 2022 2023 2024 2025 Sum 
Vehicle Program -$1.6 -$3.3 -$4.9 -$6.2 -$7.2 -$23.1 

Maintenance -$0.2 -$0.3 -$0.3 -$0.3 -$0.4 -$1.4 
Pre-tax Fuel $5.8 $11.6 $17.0 $21.2 $24.3 $80.0 

Energy Security $0.2 $0.3 $0.5 $0.6 $0.7 $2.4 
Crashes, Noise, Congestion -$0.4 -$0.7 -$1.1 -$1.3 -$1.5 -$4.9 

Travel Value $0.6 $1.3 $1.8 $2.2 $2.5 $8.4 
Refueling $0.3 $0.6 $0.8 $1.0 $1.2 $3.9 
Non-GHG $0.2 - $0.4 $0.4 - $0.8 $0.5 - $1.1 $0.6 - $1.4 $0.7 - $1.6 $2.4 - $5.4 

GHG       
SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.1 $1.3 $4.2 
SC-GHG 3% Avg $1.1 $2.4 $3.6 $4.7 $5.7 $17.6 

SC-GHG 2.5% Avg $1.8 $3.7 $5.6 $7.3 $8.8 $27.3 
SC-GHG 3% 95th $3.4 $7.2 $11.0 $14.2 $17.1 $52.9 

Net Benefits       
SC-GHG 5% Avg $5.3 $10.7 $15.6 $19.4 $22.3 $73.3 
SC-GHG 3% Avg $6.2 $12.5 $18.4 $23.0 $26.6 $86.7 

SC-GHG 2.5% Avg $6.8 $13.8 $20.4 $25.6 $29.8 $96.4 
SC-GHG 3% 95th $8.5 $17.3 $25.7 $32.5 $38.1 $122.1 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 
2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to Chapter 3 of the TSD for more detail.  
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c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

C.3.2.3  AEO 2016 Low Fuel Price Case 

In the AEO low fuel price analysis, we use AEO 2016 low fuel prices and fleet projections, 
and we include our estimate of BEV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  Note that in this analysis of AEO high and low fuel price 
sensitivities, we have corrected an error in the Draft TAR, in which we inadvertently applied 
AEO reference fuel prices in calculating monetized fuel savings to both the AEO high and low 
fuel price cases.  Importantly, Table C.84, which uses a 3 percent discount rate, shows that 
technology and maintenance costs are estimated at roughly $38 billion ($34.7+3.1) and benefits 
excluding fuel savings are estimated at roughly $43 billion (includes energy security; crashes, 
noise, congestion; travel; refueling; mid-point of non-GHG; and, the 3 percent average SC-GHG 
value).  In other words, even without fuel savings, benefits outweigh costs.  Similarly, Table 
C.85 , which uses a 7 percent discount rate, shows that technology and maintenance costs are 
estimated at roughly $27 billion ($25.4+1.8) and benefits excluding fuel savings are estimated at 
roughly $33 billion (includes energy security; crashes, noise, congestion; travel; refueling; mid-
point of non-GHG; and, the 3 percent average SC-GHG value).  In other words, even without 
fuel savings, benefits outweigh costs. 

Table C.84  MY Lifetime Costs & Benefits Using AEO Low Fuel Prices (3 Percent Discount Rate, Billions of 
2015$)a,b,c 

 2021 2022 2023 2024 2025 Sum 
Vehicle Program -$2.1 -$4.7 -$7.1 -$9.3 -$11.5 -$34.7 

Maintenance -$0.4 -$0.5 -$0.6 -$0.8 -$0.9 -$3.1 
Pre-tax Fuel $4.1 $8.4 $12.5 $16.3 $20.1 $61.3 

Energy Security $0.3 $0.7 $1.0 $1.3 $1.7 $5.0 
Crashes, Noise, Congestion -$0.7 -$1.3 -$1.9 -$2.5 -$3.0 -$9.4 

Travel Value $0.5 $1.0 $1.5 $1.9 $2.3 $7.2 
Refueling $0.6 $1.1 $1.7 $2.2 $2.7 $8.3 
Non-GHG $0.4 - $0.9 $0.8 - $1.9 $1.3 - $2.8 $1.7 - $3.7 $2.1 - $4.6 $6.2 - $14.0 

GHG       
SC-GHG 5% Avg $0.3 $0.7 $1.1 $1.4 $1.7 $5.2 
SC-GHG 3% Avg $1.4 $2.9 $4.4 $5.8 $7.2 $21.7 

SC-GHG 2.5% Avg $2.2 $4.6 $6.8 $9.0 $11.2 $33.7 
SC-GHG 3% 95th $4.3 $8.8 $13.3 $17.4 $21.7 $65.5 

Net Benefits       
SC-GHG 5% Avg $3.3 $6.8 $10.1 $13.2 $16.4 $49.9 
SC-GHG 3% Avg $4.4 $9.0 $13.5 $17.6 $21.9 $66.4 

SC-GHG 2.5% Avg $5.2 $10.6 $15.9 $20.8 $25.9 $78.4 
SC-GHG 3% 95th $7.2 $14.9 $22.4 $29.3 $36.4 $110.2 

Notes:  
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a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 
2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer TSD Chapter 3 for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

Table C.85  MY Lifetime Costs & Benefits Using AEO Low Fuel Prices (7 Percent Discount Rate, Billions of 
2015$)a,b,c 

 2021 2022 2023 2024 2025 Sum 
Vehicle Program -$1.7 -$3.6 -$5.3 -$6.7 -$8.0 -$25.4 

Maintenance -$0.2 -$0.3 -$0.4 -$0.4 -$0.5 -$1.8 
Pre-tax Fuel $2.6 $5.1 $7.3 $9.1 $10.9 $34.9 

Energy Security $0.2 $0.4 $0.6 $0.8 $0.9 $2.9 
Crashes, Noise, Congestion -$0.4 -$0.8 -$1.2 -$1.4 -$1.7 -$5.5 

Travel Value $0.3 $0.6 $0.9 $1.1 $1.2 $4.1 
Refueling $0.4 $0.7 $1.0 $1.2 $1.5 $4.8 
Non-GHG $0.2 - $0.5 $0.5 - $1.0 $0.7 - $1.5 $0.9 - $1.9 $1.0 - $2.3 $3.2 - $7.3 

GHG       
SC-GHG 5% Avg $0.3 $0.7 $1.1 $1.4 $1.7 $5.2 
SC-GHG 3% Avg $1.4 $2.9 $4.4 $5.8 $7.2 $21.7 

SC-GHG 2.5% Avg $2.2 $4.6 $6.8 $9.0 $11.2 $33.7 
SC-GHG 3% 95th $4.3 $8.8 $13.3 $17.4 $21.7 $65.5 

Net Benefits       
SC-GHG 5% Avg $1.8 $3.5 $5.0 $6.4 $7.7 $24.4 
SC-GHG 3% Avg $2.9 $5.7 $8.4 $10.8 $13.1 $40.9 

SC-GHG 2.5% Avg $3.6 $7.3 $10.8 $14.0 $17.1 $52.9 
SC-GHG 3% 95th $5.7 $11.6 $17.3 $22.4 $27.6 $84.6 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 
2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
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b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to TSD Chapter 3 for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

C.3.2.4  Summary of Model Year (MY) Lifetime Benefit-Cost Analysis Results 

Table C.86 summarizes EPA’s model year lifetime BCA results.  The differences in all 
categories when comparing across fuel price cases are the result of the different fleet makeups 
across fuel prices, different ZEV program sales projections across fuel prices cases, and the 
different fuel prices themselves and their impact on fuel savings. The benefits values include: 
energy security; crashes, noise, congestion; travel; refueling; mid-point of non-GHG; and, the 3 
percent average SC-GHG value. 

Table C.86  MY Lifetime Costs & Benefits in Each AEO Fuel Price Case (Billions of 2015$) 

 3 Percent Discount Rate 7 Percent Discount Rate 
 AEO Low AEO Ref AEO High AEO Low AEO Ref AEO High 

Vehicle Program -$34.7 -$32.6 -$31.6 -$25.4 -$23.9 -$23.1 
Maintenance -$3.1 -$2.9 -$2.4 -$1.8 -$1.7 -$1.4 

Fuel $61.3 $91.6 $138.7 $34.9 $52.2 $80.0 
Benefits $42.9 $41.9 $42.2 $33.2 $31.9 $31.3 

Net Benefits $66.4 $98.0 $147.0 $40.9 $58.5 $86.7 
Note:  Benefits and Net Benefits values presented here use the mid-point value of the non-GHG range for the 
applicable discount rate and the central SC-GHG values (average SC-CO2, average SC-CH4, and average SC-N2O, 
each at 3 percent) discounted at 3 percent in all cases. 

 

Importantly, Table C.86 shows that, in all cases, the monetized net benefits are greater than 
the fuel savings.  In other words, even excluding fuel savings, the benefits of the standards 
outweigh the costs.   

C.3.3  Calendar Year Analysis 

In our calendar year (CY) analysis, we look at the impacts year-over-year through the year 
2050.  All annual values are presented without discounting and the stream of values for the years 
2021 through 2050 are then discounted back to the year 2016 at both 3 and 7 percent discount 
rates, with the exception that all social costs of greenhouse gases are discounted at the discount 
rate used in their generation. 
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C.3.3.1  Central Analysis: AEO 2016 Reference Fuel Price Case 

In the central analysis, we use AEO 2016 reference fuel prices and fleet projections, and we 
include our estimate of BEV and PHEV sales required by the ZEV program in the reference case 
fleet. 

Table C.87  Annual Costs & Benefits Using AEO Reference Fuel Prices (Billions of 2015$) a,b,c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 
Vehicle Program -$14.4 -$14.6 -$16.4 -$18.4 -$241.3 -$119.3 

Maintenance -$0.3 -$0.8 -$1.3 -$1.7 -$15.0 -$6.6 
Pre-tax Fuel $9.8 $26.9 $60.0 $75.6 $617.9 $261.2 

Energy Security $0.5 $1.4 $2.9 $3.7 $30.5 $12.9 
Crashes, Noise, Congestion -$1.1 -$2.7 -$4.9 -$6.1 -$53.9 -$23.3 

Travel Value $1.1 $2.9 $6.3 $7.9 $65.5 $27.8 
Refueling $0.8 $2.2 $4.5 $6.4 $49.7 $21.1 
Non-GHG $0.6 - $1.5 $1.6 - $4.0 $2.9 - $7.2 $3.6 - $9.0 $35.1 - $78.5 $13.6 - $30.4 

GHG       
SC-GHG 5% Avg $0.7 $1.9 $4.5 $7.0 $30.0 $30.0 
SC-GHG 3% Avg $2.1 $5.8 $12.7 $18.4 $136.0 $136.0 

SC-GHG 2.5% Avg $3.1 $8.4 $17.7 $25.2 $215.0 $215.0 
SC-GHG 3% 95th $6.3 $17.5 $38.5 $56.3 $414.1 $414.1 

Net Benefits       
SC-GHG 5% Avg -$1.8 $20.0 $60.5 $80.5 $540.2 $225.9 
SC-GHG 3% Avg -$0.4 $23.9 $68.7 $91.9 $646.1 $331.8 

SC-GHG 2.5% Avg $0.6 $26.5 $73.7 $98.8 $725.2 $410.9 
SC-GHG 3% 95th $3.9 $35.6 $94.5 $129.8 $924.2 $609.9 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 
2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to TSD Chapter 3 for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 

 

 

 



Appendix to Proposed Determination - Assessment of the MY2022-2025 GHG Standards 

A-184 

C.3.3.2  AEO 2016 High Fuel Price Case 

In the AEO high fuel price analysis, we use AEO 2016 high fuel prices and fleet projections, 
and we include our estimate of BEV and PHEV sales required by the ZEV program in the 
reference case fleet. 

Table C.88  Annual Costs & Benefits Using AEO High Fuel Prices (Billions of 2015$) a,b,c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 
Vehicle Program -$13.6 -$13.1 -$14.7 -$16.5 -$218.9 -$108.9 

Maintenance -$0.3 -$0.6 -$1.1 -$1.3 -$12.2 -$5.4 
Pre-tax Fuel $15.6 $39.8 $77.2 $96.4 $835.6 $359.7 

Energy Security $0.4 $1.2 $2.5 $3.1 $26.0 $11.1 
Crashes, Noise, Congestion -$1.0 -$2.4 -$4.3 -$5.3 -$47.8 -$20.8 

Travel Value $1.7 $4.1 $7.9 $9.8 $85.5 $36.9 
Refueling $0.8 $2.0 $3.9 $5.4 $42.5 $18.1 
Non-GHG $0.5 - $1.2 $1.3 - $3.1 $2.2 - $5.5 $2.8 - $6.8 $27.2 - $60.9 $10.6 - $23.7 

GHG       
SC-GHG 5% Avg $0.6 $1.6 $3.7 $5.8 $25.3 $25.3 
SC-GHG 3% Avg $1.9 $5.0 $10.6 $15.2 $114.3 $114.3 

SC-GHG 2.5% Avg $2.8 $7.2 $14.8 $20.9 $180.7 $180.7 
SC-GHG 3% 95th $5.7 $15.1 $32.1 $46.5 $348.1 $348.1 

Net Benefits       
SC-GHG 5% Avg $5.0 $34.7 $78.9 $102.0 $780.0 $333.2 
SC-GHG 3% Avg $6.3 $38.1 $85.7 $111.4 $869.1 $422.2 

SC-GHG 2.5% Avg $7.2 $40.3 $89.9 $117.0 $935.5 $488.6 
SC-GHG 3% 95th $10.1 $48.1 $107.3 $142.7 $1,102.9 $656.0 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 
2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to TSD Chapter 3 for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 
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C.3.3.3  AEO 2016 Low Fuel Price Case 

In the AEO low fuel price analysis, we use AEO 2016 low fuel prices and fleet projections, 
and we include our estimate of BEV and PHEV sales required by the ZEV program in the 
reference case fleet. 

Table C.89  Annual Costs & Benefits Using AEO Low Fuel Prices (Billions of 2015$) a,b,c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 
Vehicle Program -$15.3 -$16.1 -$18.1 -$20.3 -$264.4 -$130.2 

Maintenance -$0.4 -$0.9 -$1.6 -$2.0 -$17.7 -$7.7 
Pre-tax Fuel $6.7 $17.9 $43.1 $54.8 $434.5 $182.1 

Energy Security $0.5 $1.5 $3.3 $4.2 $34.5 $14.6 
Crashes, Noise, Congestion -$1.1 -$2.9 -$5.3 -$6.8 -$58.6 -$25.3 

Travel Value $0.8 $2.1 $4.7 $6.0 $48.5 $20.5 
Refueling $0.9 $2.5 $5.2 $7.3 $56.3 $23.8 
Non-GHG $0.7 - $1.6 $1.8 - $4.5 $3.4 - $8.3 $4.2 - $10.6 $40.6 - $90.9 $15.7 - $35.1 

GHG       
SC-GHG 5% Avg $0.7 $2.1 $5.1 $8.1 $34.1 $34.1 
SC-GHG 3% Avg $2.3 $6.5 $14.4 $21.1 $154.6 $154.6 

SC-GHG 2.5% Avg $3.4 $9.4 $20.2 $29.0 $244.5 $244.5 
SC-GHG 3% 95th $7.0 $19.7 $43.9 $64.7 $470.9 $470.9 

Net Benefits       
SC-GHG 5% Avg -$6.0 $9.3 $42.2 $58.5 $333.0 $137.3 
SC-GHG 3% Avg -$4.4 $13.7 $51.5 $71.6 $453.5 $257.8 

SC-GHG 2.5% Avg -$3.3 $16.7 $57.2 $79.5 $543.4 $347.7 
SC-GHG 3% 95th $0.3 $26.9 $81.0 $115.1 $769.7 $574.1 

Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 3 of 
the TSD); the range of benefits are derived from two premature mortality estimates - the American Cancer Society 
cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The range of benefits also 
assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature mortality to account for 
a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 
2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 
2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  See 
Chapter 3 of the TSD for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to TSD Chapter 3 for more detail.  
c Chapter 3 of the TSD notes that SC-GHGs increase over time. Corresponding to the years in this table (2021-2025), 
the SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $14-$16; for Average SC-CO2 at 3%: $47-$52; 
for Average SC-CO2 at 2.5%: $71-$77; and for 95th percentile SC-CO2 at 3%: $140-$160. For the years 2021-2025, 
the SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $640-$730; for Average SC-CH4 at 3%: $1,400-
$1,600; for Average SC-CH4 at 2.5%: $1,900-$2,000; and for 95th percentile SC-CH4 at 3%: $3,700-$4,200. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,500-$6,200; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$27,000; and for 95th percentile SC-N2O 
at 3%: $45,000-$50,000. TSD Chapter 3 also presents these SC-GHG estimates. 
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C.3.3.4  Summary of Calendar Year (CY) Benefit-Cost Analysis Results 

In our CY analysis, we look at the impacts of the MY2022-2025 standards year-over-year 
through the year 2050.  All annual values are discounted back to the year 2016 at both 3 and 7 
percent discount rates with the exception that all social costs of greenhouse gases are discounted 
at the discount rate used in their generation.  The table below summarizes the net present values 
presented in the calendar year analysis tables above using the 3 percent average SCC value. 

Table C.90  CY Net Present Value Costs & Benefits in Each AEO Fuel Price Case (Billions of 2015$) 

 3 Percent Discount Rate 7 Percent Discount Rate 
 AEO Low AEO Ref AEO High AEO Low AEO Ref AEO High 

Vehicle Program -$264.4 -$241.3 -$218.9 -$130.2 -$119.3 -$108.9 
Maintenance -$17.7 -$15.0 -$12.2 -$7.7 -$6.6 -$5.4 

Fuel $434.5 $617.9 $835.6 $182.1 $261.2 $359.7 
Benefits $301.1 $284.6 $264.6 $213.6 $196.5 $176.8 

Net Benefits $453.5 $646.1 $869.1 $257.8 $331.8 $422.2 
Note:  Benefits and Net Benefits values presented here use the mid-point value of the non-GHG range for the 
applicable discount rate and the central SC-GHG values (average SC-CO2, average SC-CH4, and average SC-N2O, 
each at 3 percent) discounted at 3 percent in all cases. 

 

As noted above in our MY analysis summary, in all cases, the net benefits are greater than the 
fuel savings.  In other words, even excluding fuel savings, the benefits of the standards outweigh 
the costs.  
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Executive Summary 

ES - 1 

Executive Summary 

The rulemaking establishing the National Program for Federal greenhouse gas (GHG) 
emissions and corporate average fuel economy (CAFE) standards for model year (MY) 2017-
2025 light-duty vehicles included a regulatory requirement for the Environmental Protection 
Agency (EPA) to conduct a Midterm Evaluation (MTE) of the greenhouse gas (GHG) standards 
established for MYs 2022-2025.  Through the MTE, EPA must determine no later than April 1, 
2018 whether the MY2022-2025 GHG standards, established in 2012, are still appropriate under 
section 202 (a) (1) of the Clean Air Act ("Act"), in light of the record then before the 
Administrator, given the latest available data and information.  The Administrator is making a 
Proposed Determination that the MY2022-2025 standards adopted in the 2012 final rule 
establishing the MY2017-2025 standards remain appropriate under section 201 (a) (1) of the Act.  
This Technical Support Document (TSD) provides additional detailed analyses supporting this 
Proposed Determination.  

The Proposed Determination follows the July 2016 release of a Draft Technical Assessment 
Report (TAR), issued jointly by EPA, National Highway Traffic Safety Administration 
(NHTSA), and the California Air Resources Board (CARB).  EPA requested comment on the 
analysis supporting the Draft TAR and has fully considered those public comments as well as 
other new information, and has updated its analyses where appropriate as part of this Proposed 
Determination.  This TSD describes in more detail our assessment of public comment on the 
Draft TAR and updates to our technology costs, technology effectiveness, consumer impacts, 
and other elements of our analysis.   

A summary of each chapter of the TSD follows:    

Chapter 1:  Baseline and Reference Vehicle Fleets.  This chapter describes EPA’s 
methodologies for developing a baseline fleet of vehicles and future fleet projections out to 
MY2025.  The Proposed Determination analysis uses a baseline fleet based on the MY2015 fleet, 
the latest year available for which there are final GHG compliance data. EPA used data from 
Energy Information Administration’s Annual Energy Outlook 2016 (AEO 2016) as the basis for 
total vehicle sales projections to 2025, as well as for the car and truck volume mix.     

Chapter 2:  Technology Costs, Effectiveness, and Lead Time Assessment.  This chapter is 
an in-depth assessment of the state of vehicle technologies to reduce GHG emissions and 
improve fuel economy, as well as EPA’s assessment of expected future technology 
developments through MY2025.  The technologies evaluated include all those considered for the 
2012 final rule and the Draft TAR, as well as new technologies that have emerged.  Every 
technology has been reconsidered with respect to its cost, effectiveness, application, and lead 
time considerations, with emphasis on assessing the latest introductions of technologies to 
determine if and how they have changed.     

Chapter 3:  Economic and Other Key Inputs Used in EPA's Analyses.  This chapter 
describes many of the economic and other inputs used in the Proposed Determination analyses.  
This chapter discusses the methodologies used to assess inputs such as the real-world fuel 
economy/GHG emissions gap, vehicle miles traveled (VMT), vehicle survival rates, the VMT 
rebound effect, energy security, the social cost of carbon and other GHGs, health benefits, 
consumer cost of vehicle ownership, and others. 
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Chapter 4:  Consumer Issues.  This chapter reviews issues surrounding consumer 
acceptance of the vehicle technologies expected to be used to meet the MY2022-2025 standards. 
Since the GHG standards have been in effect since MY2012, EPA focuses on the evidence to 
date related to consumer acceptance of vehicles subject to these standards. This chapter also 
discusses potential impacts of the standards on vehicle sales and affordability, which are closely 
interconnected with the effects of macroeconomic and other market forces.   

Chapter 5:  EPA's OMEGA Model.  This chapter describes EPA's computerized program 
called the Optimization Model for reducing Emissions of Greenhouse gases from Automobiles 
(OMEGA), the model used to efficiently apply technologies to the wide range of vehicles 
produced by various manufacturers. 
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Chapter 1: Baseline and Reference Vehicle Fleets 
1) Ch1hidden heading used for figure and table numbering (do not remove this line) 

1.1 Baseline and Reference Vehicle Fleets  

The passenger cars and light trucks sold currently in the United States, and those that are 
anticipated to be sold in the model years (MYs) 2021-2025 time frame, are highly varied and 
satisfy a wide range of consumer needs.  From two-seater miniature cars to 11-seater passenger 
vans to large extended cab pickup trucks, American consumers have a great number of vehicle 
options to accommodate their needs and preferences.  The recent decline in oil prices and the 
improved state of the economy have demonstrated that consumer demand and choice of vehicles 
within this wide range can be sensitive to these factors.  Although it is impossible to precisely 
predict the future, a starting point of any analysis must be to characterize and quantify a future 
fleet in order to assess the impacts of the 2022-2025 GHG standards that would affect that future 
fleet.  As in the FRM and the Draft TAR, EPA has examined various publicly-available sources 
(some requiring purchase), and then used inputs from those sources in a series of models to 
project the composition of baseline and reference fleets for the purposes of this analysis.  This 
chapter describes this process, and the characteristics of the baseline and reference fleets. 

EPA has made every effort to make this analysis transparent and duplicable.  Because both 
the input and output sheets from our modeling are public,1 stakeholders can verify and check 
EPA’s modeling results, and use the results to perform their own analyses. 

1.1.1 Why does EPA Establish Baseline and Reference Vehicle Fleets? 

In order to calculate the impacts of the final 2022-2025 GHG standards, it is necessary to 
estimate the composition of the future vehicle fleet absent the 2022-2025 standards.  EPA has 
developed a baseline/reference fleet in two parts.  The first step was to develop a “baseline” fleet.  
The baseline fleet represents data from a single model year of actual vehicle sales.  EPA creates a 
baseline fleet in order to track the volumes and types of CO2-reducing technologies that are 
already present in the existing vehicle fleet.  Creating a baseline fleet accounts for technologies 
already deployed in the fleet, and thus not only is a necessary step in assessing what additional 
technologies might be added and the costs and benefits of adding those technologies, but also 
avoids double-counting of those costs and benefits.  Specifically, an accurate assessment of the 
baseline fleet prevents the OMEGA model from adding technologies to vehicles that already 
have these technologies, which would result in such double-counting.   

The second step was to project the baseline fleet sales into MYs 2022-2025.  This is called the 
“reference” fleet volumes, and it represents the fleet volumes (but, until later steps, not additional 
levels of technology) that EPA believes would exist in MYs 2022-2025 absent the application of 
the 2022-2025 GHG standards.   

After determining the reference fleet volumes, the third step is to account for technologies 
(and corresponding increases in cost and reductions in CO2 emissions) that could be added to the 
baseline technology vehicles in the future, taking into account previously-promulgated standards, 
and assuming MY2021 standards apply at the same levels through MY2025.  This step uses the 
OMEGA model to add technology to each vehicle in the baseline market forecast such that each 
manufacturer’s car and truck average CO2 levels reflect that manufacturer's projected MY2021 
standards.  The model's output, the “reference case,” is the light-duty fleet estimated to exist in 
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MYs 2022-2025 without new GHG standards (that is, without any standards beyond the 
MY2021 standards).  All of EPA's estimates of emission reduction improvements, costs, and 
societal impacts for purposes of this Proposed Determination are developed in relation to the 
reference case.   

This chapter describes the first two steps of the development of the baseline and reference 
fleets volumes.  The third step is technology addition which is developed as the outputs of the 
OMEGA model (see Chapter 5 for an explanation of how the models apply technologies to 
vehicles in order to evaluate potential paths to compliance). 

1.1.2 Key Comments on EPA’s MY2014 Baseline Fleet Used in the Draft TAR 

For the Draft TAR, EPA chose to create a baseline fleet based on MY2014 data because, at 
the time, it was the most recent year for which a complete set of certification data was available.  
See Draft TAR at p. 4-2 and 4-9.  In general, several commenters (for example, Union of 
Concerned Scientists and Environmental Defense Fund) supported EPA's use of MY2014 data 
since it was the latest year of final compliance data.  The Alliance of Automobile Manufacturers 
(AAM) sent mixed messages in their comments.  AAM noted that MY2015, used by NHTSA in 
its CAFE analysis, was more recent and urged that EPA use the latest data available.  AAM went 
on to say that we should use the data that was available 90 days after the end of production, 
which was MY2014 data.  However, in order to create a baseline fleet that meets the AAM 
suggestion, EPA would need to create the fleet based on manufacturer provided mid-year 
reports. The mid-year reports do not constitute data -- these reports are estimates of what the 
manufacturer's year end production and GHG performance are projected to be.  See Draft TAR at 
p. 4-9.  The estimated GHG values along with the estimated volume values thus may not give an 
accurate view of the fleet.  

Global Automakers commented that EPA included vehicles in its modeling that were no 
longer in production. However, manufacturers will often eliminate a model in a vehicle class and 
later have a new model enter the same vehicle class. Thus, the fact that a model is discontinued 
does not mean that the class of vehicle will no longer be represented in the future fleet.  EPA 
picks a model year of vehicles and then projects them forward based on their vehicle class.  
There is an initial assumption that all vehicles in that model year are needed to represent the 
needs of the public. EPA then used the IHS-Polk forecast to determine if a class of vehicle might 
be discontinued.  Put another way, for projecting the future vehicle fleet, EPA changes the 
proportions of vehicles in a vehicle class based on IHS-Polk's forecast to represent the public's 
future needs, but does not automatically eliminate a class of vehicle because a particular model is 
discontinued.  The only way a vehicle is eliminated is if a manufacturer no longer participates in 
a vehicle class.  In short, eliminating a model would eliminate a choice that is assumed to be 
needed by the public unless its class has been eliminated by the IHS-Polk forecast. 

Our concerns regarding use of a mid-year report is now obviated, however, because final 
certification data from the EPA Verify Database for MY2015 is now available.  Consistent with 
the approach in the Draft TAR of using the most recent final certification data for the baseline 
year, EPA is using these data for establishing the baseline fleet.  See Draft TAR pp. 4-2 and 4-9; 
for a description of the Verify Database, see the following Chapter 1.1.3. 

Commenters also urged EPA and NHTSA to use a common baseline for future analysis.  
Although this analysis is not a joint exercise, EPA has moved to MY2015 since final data is now 
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available.  As stated in the Draft TAR and reconfirmed above, EPA uses the most recent model 
year for which final sales data is available for its analysis. 

AAM commented that EPA should consider using a multi-year average instead of a single 
year for the baseline.  EPA believes that using a multi-year average would be problematic since 
technology on vehicles changes from year to year which would make accurately representing a 
multi-year averaged fleet extremely challenging.   

AAM also voiced the belief that we had removed 800,000 vehicles from the AEO's 
projections.  The tables we provided are in fact consistent with what EIA published for 
AEO2015.  See Chapter 1.1.3.1.1 below.  AAM also commented that we could have used our 
contractor's (IHS-Polk) projections of total vehicle sales.  However, EIA is the standard 
government-wide reference, and for EPA to deviate from that source would put us out of step 
with the rest of the federal government.  EPA believes that consistency on total volumes across 
agencies should be pursued where feasible, and believes that EIA's projections are the best 
available source for projections of total car and total light truck sales. 

1.1.3 MY2015 Baseline Fleet used for this Proposed Determination 

EPA has updated the basis for the baseline fleet used in the Proposed Determination analysis 
to reflect MY2015, the latest available model year for which there is final manufacturer GHG 
certification data.  The MY2015 fleet GHG data is the most recent complete set of final U.S. 
vehicle data that includes actual manufacturer volumes and CO2 values.  The MY2015 volumes 
and CO2 values come from the EPA VerifyA database.  The data contained in the Verify system 
is quite robust since it undergoes a complex number of quality checks that are performed first by 
the manufacturer, then by the Verify database software, and finally by EPA's certification staff.  
Figure 1.1 shows the quality steps that are completed before data is available for use in the 
Verify system.  The finalized 2015 GHG certification data is thus the most accurate 
representation of vehicle and technology mix for MY2015. B  As noted above, this baseline fleet 
is not identical to that established by NHTSA in the Draft TAR, since that fleet reflected mid-
year manufacturer reports.  See Draft TAR Chapter 13.1.1.  EPA supplemented this data with 
valve train information from Wards Automotive Group, C,D and curb weights and power steering 
information from NHTSA's 2015 Volpe Baseline Fleet file created for the Draft TAR. 

                                                 
A The EPA Verify Database is the electronic system by which vehicle manufacturers provide their compliance data 

to EPA.  There are several built-in quality assurance provisions. 
B We note that this 2015 MY baseline fleet is not identical to that established by NHTSA in the Draft TAR, since 

that fleet reflected mid-year manufacturer reports rather than the final certified data used here.  See Draft TAR 
Chapter 13.1.1.   

C WardsAuto.com:  Used as a source for engine specifications shown in Figure 1.2.   
D Note that WardsAuto.com, where this information was obtained, is a fee-based service, but all information is 

public to subscribers. 



Baseline and Reference Vehicle Fleets 

1-4 

A manufacturer 
must define all 
vehicle models

A manufacturer 
must define all 

engine test groups 
and link them to 

the vehicle models

Define all test 
vehicles that will 

be used for 
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database’s calculation.

The Verify database does cross checks against all data submitted at each step.

 

Figure 1.1  The Verify Process for the Data EPA’s MY2015 Baseline Vehicle Fleet is Based 

Similar to the 2008 baseline that EPA used in the 2017-2025 GHG FRM and the 2014 
baseline fleet used for the Draft TAR, most of the information about the vehicles that make up 
the 2015 fleet was gathered from EPA’s emission certification and fuel economy database, most 
of which is publicly available.  (Note that a 2010 baseline was created for the 2017-2025 GHG 
FRM, but it was only used for a sensitivity analysis and will not be used for analysis in this 
Proposed Determination).2  The 2015 GHG certification data included (by individual vehicle 
model produced in MY2015): vehicle production volume, carbon dioxide emissions rating for 
GHG certification, fuel type, fuel injection type, EGR, number of engine cylinders, 
displacement, intake valves per cylinder, exhaust valves per cylinder, variable valve timing, 
variable valve lift, engine cycle, cylinder deactivation, transmission type, drive type (rear-wheel, 
all-wheel, etc.), hybrid type (if applicable), and aspiration (naturally-aspirated, turbocharged, 
etc.).  In addition, as noted above, EPA augmented the 2015 GHG certification and fuel economy 
database (the EPA "Verify" database) with publicly-available data which includes valve train 
information from Ward’s Automotive Group, and data from NHTSA's MY2015 Draft TAR 
Volpe Baseline.  

The process by which EPA created the 2015 baseline fleet Excel file is similar to the process 
used to create the 2014 MY baseline fleet Excel file for the Draft TAR.  EPA created the 
baseline using 2015 GHG certification data from EPA’s Verify database.  In the past, the data in 
Verify did not include vehicle footprint data.  Verify now includes a complete set of footprint 
data for each vehicle; however, it is separate from the GHG information.  Manufacturers are 
required to report the numbers of each vehicle produced with a given footprint so the CO2 target 
for that vehicle can be calculated.  Separately, manufacturers are required to report the number of 
each unique combination of vehicle, engine, transmission, and driveline (two-wheel drive vs. 
four-wheel drive) that is produced along with its measured GHG information.  The combination 
of the two sets of data are used to determine if a manufacturer is complying with the GHG 
standards.  These two data sets, along with the valve train and engine cam information obtained 
from Wards Automotive and the curb weight and power steering information from NHTSA's 
2015 Volpe fleet file, were combined into a single data set and used to create the 2015 baseline. 
Together, these sources inform the number of individual models, the volumes associated with 
each model, the CO2-reducing technologies with which the models are equipped, and the model's 
current CO2 emissions performance.  This process creates a complete baseline fleet that can then 
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be used to project the reference fleet as well as other fleets used in exploration of various 
scenarios in the OMEGA analysis.  

Once a complete baseline fleet is created, the next step is to estimate the volumes and sales 
mix of vehicles out to 2025, which we refer to as the reference fleet volumes (see Chapters 
1.1.3.1 and 1.1.3.1.1 below).  In addition to the information just described used to create the 
2015 baseline fleet, EPA used volume projections from both EIA's Annual Energy Outlook 
(AEO) 2016 and IHS-Polk, to generate the reference fleet volumes.  Figure 1.2 shows the 
process for combining the six data sets, with the result being the completed baseline, with 
reference fleet projections.  

2015 GHG 
Emission 

Certification Data

Wards Automotive 
Engine Data

2015 GHG Foot 
Print Certification 

Data

IHS-Polk Forecast

Completed
MY2015 Baseline with 
2022-2025 Reference 

Fleet Projections

2016 Unforced 
AEO

MY2015
Baseline Fleet 

Creation Process

2022-2025 
Reference Fleet 

Creation

2015 Volpe Fleet 
File (Used for 

Power Steering 
and Curb Weight 

Data)

  

Figure 1.2  Process Flow for Creating the Baseline and Reference Fleet. 
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EPA contracted with IHS-Polk to produce an updated long range forecast of volumes for the 
future fleet for the Draft TAR, and is using these same data for this Proposed Determination.  A 
detailed discussion of the method used to project the future fleet volumes can be found in Section 
1.1.3.1.1 of this chapter. 

EPA used the previously mentioned data to populate input files for the OMEGA model.  The 
baseline Excel file is available in the docket.3  The Data Definitions tab of the Excel file has a 
list of the columns of Data Tab.  The column list has units, definition, and data source for each 
item that was compiled for the baseline data.  

Table 1.1 displays the engine technologies present in the MY2015 baseline fleet.  As 
previously described, this data was sourced primarily from the 2015 certification data, 
supplemented by Wards' data on utilization of cam technology.   

Table 1.1  MY2015 Engine Technology Penetration 
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All Both 16% 1% 6% 85% 8% 8% 71% 0% 18% 3% 11% 43% 
All Cars 18% 1% 7% 91% 1% 1% 74% 0% 23% 2% 2% 45% 
All Trucks 13% 1% 5% 77% 17% 17% 68% 0% 12% 3% 22% 40% 
Aston Martin Cars 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 
Aston Martin Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
BMW Cars 95% 0% 2% 97% 0% 0% 1% 0% 95% 4% 0% 95% 
BMW Trucks 100% 0% 0% 100% 0% 0% 7% 0% 82% 11% 0% 100% 
FCA Cars 4% 1% 6% 86% 8% 8% 41% 0% 51% 1% 5% 2% 
FCA Trucks 3% 0% 1% 83% 16% 15% 74% 0% 8% 3% 16% 0% 
Ferrari Cars 32% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 100% 
Ferrari Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Ford Cars 33% 0% 0% 100% 0% 0% 98% 0% 0% 2% 0% 50% 
Ford Trucks 53% 0% 0% 100% 0% 0% 84% 0% 0% 16% 0% 53% 
GM Cars 21% 1% 0% 96% 4% 3% 78% 0% 18% 1% 3% 71% 
GM Trucks 3% 0% 0% 33% 67% 67% 33% 0% 0% 0% 66% 97% 
Honda Trucks 0% 0% 56% 44% 0% 0% 0% 0% 100% 0% 56% 52% 
Honda Cars 0% 0% 54% 46% 0% 0% 0% 0% 100% 0% 12% 55% 
Hyundai/Kia Trucks 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 100% 
Hyundai/Kia Cars 6% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 82% 
JLR Cars 16% 82% 0% 100% 0% 0% 97% 0% 3% 0% 0% 100% 
JLR Trucks 35% 65% 0% 100% 0% 0% 80% 0% 20% 0% 0% 100% 
Lotus Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Lotus Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Mazda Cars 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 98% 
Mazda Trucks 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 66% 
McLaren Cars 100% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 
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McLaren Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Mercedes Cars 79% 0% 0% 99% 0% 0% 98% 0% 0% 2% 0% 95% 
Mercedes Trucks 49% 0% 2% 98% 0% 0% 94% 0% 0% 6% 0% 98% 
Mitsubishi Cars 4% 0% 61% 39% 0% 0% 100% 0% 0% 0% 0% 0% 
Mitsubishi Trucks 0% 0% 100% 0% 0% 0% 67% 6% 28% 0% 0% 0% 
Nissan Cars 3% 0% 0% 97% 0% 0% 91% 0% 7% 3% 0% 2% 
Nissan Trucks 0% 0% 0% 100% 0% 0% 96% 0% 4% 0% 0% 4% 
Subaru Cars 19% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 14% 
Subaru Trucks 3% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 3% 
Tesla Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 
Tesla Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Toyota Cars 2% 0% 0% 100% 0% 0% 99% 0% 1% 1% 0% 3% 
Toyota Trucks 1% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 
Volkswagen Cars 83% 4% 8% 92% 0% 0% 48% 0% 29% 23% 1% 91% 
Volkswagen Trucks 68% 30% 0% 100% 0% 0% 31% 0% 53% 16% 0% 100% 
Volvo Cars 100% 6% 0% 100% 0% 0% 100% 0% 0% 0% 0% 74% 
Volvo Trucks 90% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

 

The data in Table 1.1 indicate that the MY2015 baseline fleet includes a significant amount of 
engine technology that has been added by manufacturers.  For example, BMW stands out as 
having a significant number of gasoline turbocharged direct injection engines.  Most of the fleet's 
engines are using DOHC (dual overhead cam), and have discrete variable valve timing (VVT).  
Over half of Honda's and GM''s Trucks all have engines with cylinder deactivation.   

The data in Table 1.2 show the differences between the 2015 engine technology penetrations 
and the 2008 engine technology penetrations.  To increase fuel economy, manufacturers applied 
considerable technology between 2008 and 2015.  Manufacturers increased the use of direct 
injection 38 percent on cars and 37 percent on trucks.  Manufacturers also increased the use of 
turbo chargers by 14 percent on cars and 12 percent on trucks. 
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Table 1.2  Change (2015-2008) in Engine Technology Penetration 
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All Both 13% 1% -14% 23% -9% 0% 51% -9% 15% -58% 4% 37% 
All Cars 14% 0% -10% 18% -8% -8% 53% -9% 19% -55% 0% 38% 
All Trucks 12% 1% -19% 30% -12% 11% 50% -9% 10% -62% 10% 37% 
Aston Martin Cars 0% 0% 0% 0% 0% 0% 24% 0% -24% 0% 0% 0% 
Aston Martin Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
BMW Cars 62% -1% -12% 11% 0% -2% -84% 0% 82% 4% 0% 62% 
BMW Trucks 95% 0% 0% 0% 0% 0% -93% 0% 82% 11% 0% 94% 
FCA Cars 3% 1% -15% 14% 0% 8% -1% 0% 50% -57% 0% 2% 
FCA Trucks 3% 0% -38% 79% -41% 15% 70% 0% 8% -93% 11% 0% 
Ferrari Cars 32% 0% 0% 0% 0% 0% 29% 0% -29% 0% 0% 100% 
Ferrari Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Ford Cars 33% -1% -15% 15% 0% -4% 98% 0% 0% -94% 0% 50% 
Ford Trucks 53% 0% -65% 68% -3% -28% 83% 0% 0% -55% 0% 53% 
GM Cars 20% 1% 0% 40% -40% -26% 47% 0% 18% -39% -1% 65% 
GM Trucks 3% 0% 0% 3% -3% 61% 16% 0% 0% -78% 26% 97% 
Honda Trucks -4% 0% -8% 8% 0% 0% 0% -96% 96% 0% 56% 48% 
Honda Cars 0% 0% -4% 4% 0% 0% 0% -73% 73% 0% 1% 55% 
Hyundai/Kia Trucks 0% 0% 0% 0% 0% 0% 100% 0% 0% -100% 0% 100% 
Hyundai/Kia Cars 6% 0% 0% 0% 0% 0% 100% 0% 0% -100% 0% 82% 
JLR Cars 16% 82% 0% 0% 0% 0% 22% 0% 3% -24% 0% 100% 
JLR Trucks 35% 44% 0% 0% 0% 0% 80% 0% 20% -100% 0% 100% 
Lotus Cars 0% -77% 0% -100% 0% 0% -100% 0% 0% 0% 0% 0% 
Lotus Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Mazda Cars -11% 0% 0% 1% 0% 0% 93% 0% 0% -93% 0% 86% 
Mazda Trucks -24% 0% -1% 1% 0% 0% 87% 0% 0% -87% 0% 42% 
McLaren Cars 100% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 
McLaren Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Mercedes Cars 77% 0% -54% 53% 0% -72% 94% 0% 0% -22% 0% 93% 
Mercedes Trucks 34% -1% -35% 35% 0% -35% 77% 0% 0% -42% 0% 83% 
Mitsubishi Cars -2% 0% -39% 39% 0% -100% 100% 0% 0% 0% 0% 0% 
Mitsubishi Trucks 0% 0% 0% 0% 0% -38% 67% 6% 28% -62% 0% 0% 
Nissan Cars 3% 0% 0% -3% 0% 0% 87% 0% 7% -93% 0% 2% 
Nissan Trucks 0% 0% 0% 0% 0% 0% 96% 0% 4% -100% 0% 4% 
Subaru Cars 5% 0% -69% 69% 0% 0% 100% -1% 0% -99% 0% 14% 
Subaru Trucks 0% 0% -70% 70% 0% 0% 100% -5% -23% -73% 0% 3% 
Tesla Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Tesla Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Toyota Cars 2% 0% 0% 0% 0% 0% 70% 0% 1% -71% 0% -5% 
Toyota Trucks 1% 0% 0% 0% 0% 0% 39% 0% 0% -39% 0% -6% 
Volkswagen Cars 42% 4% -71% 70% 0% 0% -2% 0% 28% -27% 1% 7% 
Volkswagen Trucks 63% 30% 0% 0% 0% 0% 19% 0% -34% 15% 0% 0% 
Volvo Cars 51% 6% 0% 0% 0% 0% 0% 0% 0% 0% 0% 74% 
Volvo Trucks 90% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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1.1.3.1 MY2015-Based MYs 2022-2025 Reference Fleet 

This section provides further detail on the projection of the MY2015 baseline volumes into 
the MYs 2022-2025 reference fleet.  It also describes more of the data contained in the baseline 
spreadsheet. 

The reference fleet aims to reflect our latest projections about the market and fleet 
characteristics during MYs 2022 to 2025.  Fundamentally, constructing this fleet involved 
projecting the MY2015 baseline fleet volumes out to MYs 2022-2025.  It also included the 
assumption that none of the vehicle models changed during this period.   Such projections, of 
course, have inherent uncertainties.  However, as with the MY2008-based MY2022-2025 
reference fleet used in the 2012 FRM, EPA relied on many sources of reputable information to 
make these projections, and regards the projections as reasonable notwithstanding the 
unavoidable uncertainties involved.  No comments were received on EPA's use of IHS-Polk or 
the process for developing the future volumes for vehicles. 

1.1.3.1.1 On What Data are EPA’s Reference Vehicle Fleet Volumes Based? 

EPA has based the projection of total car and light truck sales on the U.S. Energy Information 
Administration's (EIA) Annual Energy Outlook (AEO) 2016, which was the most recent 
projection available at the time the Proposed Determination analysis was conducted.  EIA’s AEO 
2016 also projects future energy production, consumption and prices.4  EIA issued the final 
projection for AEO 2016 in July of 2016.  As in the past analyses (MYs 2017-2025 rulemaking 
and the Draft TAR), AEO 2016 used the EIA’s National Energy Modeling System (NEMS) to 
estimate the future relative market shares of passenger cars and light trucks.  However, in 
NEMS, EIA models the light-duty fleet to comply with CAFE and GHG standards from 2012 
through 2025.  In order to create a reference fleet absent the effect of the 2022-2025 GHG 
standards, EPA only wanted NEMS to modify the fleet up to MY2021.  Therefore, for the 
current analysis, EPA requested that EIA develop a new projection of passenger car and light 
truck sales shares by using NEMS to run scenarios from AEO 2016 cases (reference, high, and 
low), holding post-2021 CAFE and GHG standards constant at MY2021 levels.  EIA created this 
special case for EPA.5  The output from the NEMS model that EIA supplied is consistent with 
AEO 2016 since it has the same inputs as AEO 2016 with the exception of the standards being 
held constant after MY2021.  As with the comparable exercise for the 2012 FRM baseline fleet, 
this case is referred to as the “Unforced Reference Case,” and the values are shown below in 
Table 1.3.  The "unforced reference case" will be referred to as "unforced AEO 2016" for the rest 
of this Technical Support Document (TSD).  Table 1.4 shows the originally published AEO 2016 
fleet projections.  The total shift between cars and trucks is less than 1 percent of the total fleet 
volume in the rulemaking years.   

Table 1.3  AEO 2016 Unforced Reference Case Values used in the MY2015 Based Market Fleet Projection 

Model Year Cars Trucks Total Vehicles 

2021  8,136,902   7,929,520   16,066,421  
2022  8,222,542   7,812,037   16,034,579  
2023  8,478,234   7,783,396   16,261,630  
2024  8,583,611   7,719,964   16,303,575  
2025  8,715,199   7,715,601   16,430,800  
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Table 1.4  AEO 2016 Reference Case Values  

Model Year Cars Trucks Total Vehicles 

2021 8,136,992  7,929,428  16,066,420  
2022 8,222,617  7,811,960  16,034,578  
2023 8,414,993  7,846,637  16,261,630  
2024 8,467,865  7,835,709  16,303,575  
2025 8,596,806  7,833,993  16,430,799  

 

In 2021, car and light truck sales are projected to be 8.1 and 7.9 million units, respectively.  
While the total sales level of 16 million units is similar to pre-2008 levels, the fraction of car 
sales in 2021 and beyond is projected to be lower than in some of the previous AEO projections.  
This is consistent with the results in the Draft TAR using AEO2015.  See Draft TAR at p. 4-10. 

In addition, sales for segments within both the car and truck markets have already been 
changing, and this trend is expected to continue based on the projection from both IHS-Polk and 
EIA.  In order to reflect these changes in fleet makeup, EPA used a custom long-range forecast 
purchased from IHS-Polk Automotive ("IHS-Polk").E  IHS-Polk is a well-known industry 
analysis source for forecasting and other data (such as vehicle registration data).  For several 
reasons, EPA decided to use the same forecast from IHS-Polk that was used for the Draft TAR 
(which IHS-Polk created based on AEO2015) for the MY2015-based market forecast.  First, as 
just explained, AEO 2016’s reference case is less than one percent different from AEO 2015 in 
the rulemaking years. Second, IHS-Polk uses a bottom-up approach (e.g., looking at the number 
of plants and capacity for specific engines, transmissions, vehicles, and registration data from 
Polk) for their forecast, which we believe is a robust forecasting approach.  Third, IHS-Polk 
agreed to allow EPA to publish their entire forecast in the public domain (important for reasons 
of transparency).  Fourth, the IHS-Polk forecast covered the time frame of greatest relevance to 
this analysis (the 2022-2025 model years).  Fifth, it provided projections of vehicle sales both by 
manufacturer and by market segment.  Finally, it utilized market segments similar to those used 
in the EPA emission certification program and fuel economy guide, such that EPA could include 
only the segment types covered by the light-duty vehicle standards.   

The custom forecast which IHS-Polk created for EPA covers model years 2012-2030.  Since 
EPA is using this forecast to generate the reference fleet volumes for this Proposed 
Determination (i.e., the fleet expected to be sold absent any increases in the stringency of the 
regulations after the 2021 model year), it is obviously important for the forecast to be 
independent of any such stringency increases.  IHS-Polk does not normally use the GHG (or 
CAFE) standards as an input to their model, and EPA specified that they assume that the 
standard stringencies would stay constant at 2021 levels in the 2022-2025 time frame for our 
forecast.  In addition, EPA specified that the IHS-Polk forecast use EIA's AEO 2015 fuel prices 
and economic indicators to create the forecast.  

                                                 
E IHS bought CSM from which we previously purchased a long range forecast.  IHS also purchased Polk automotive 

which has registration data for all the vehicles in the United States. 
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 Table 1.5 shows the AEO 2015 and AEO 2016 fuel prices and differences.  EPA believes that 
the reference case fuel price (one to two cents per gallon) are close enough to justify continuing 
to use IHS-Polk’s forecast.  IHS-Polk uses many additional inputs in their model, including GDP 
growth, interest rates, the unemployment rate, and crude oil prices, to determine overall demand.  
They then use vehicle size, price, and function to forecast with enough resolution to predict 
brand and fleet segmentation.  Additional details regarding the IHS-Polk forecast can be found in 
a methodology description provided by IHS-Polk to EPA which is available in the docket (EPA-
HQ-OAR-2015-0827). 

Table 1.5  AEO 2015 and AEO 2016 Reference Case Fuel Prices  

 Fuel Price (dollars/gal) 
 2021 2022 2023 2024 2025 

2016 AEO Fuel Price Reference case $   3.19  $   3.31   $   3.43   $   3.53   $   3.64  
2015 AEO Fuel Price Reference case $   3.21  $   3.30   $   3.41   $   3.52   $   3.63  
Difference 2016-2015 -$  0.02 $   0.01   $   0.02   $   0.01   $   0.01  

 

EPA combined the IHS-Polk forecast with data from other sources to create the 2015 baseline 
reference fleet projections.  This process is discussed in the sections that follow.  No commenters 
challenged the validity of IHS-Polk's projections, or their use by EPA for this purpose. 

1.1.3.1.2 How did EPA develop the MY2015 Baseline and MYs 2022-2025 Reference 
Vehicle Fleet Volumes? 

The process of producing the MY2015 baseline and 2022-2025 reference fleet volumes 
involved combining the baseline fleet with the projection data described above.  This complex 
multi-step procedure is described in this section.  The procedure is unchanged from the Draft 
TAR.  

1.1.3.1.3 How was the MY2015 Baseline Data Merged with the IHS-Polk Data? 

EPA used the same method as in the Draft TAR for mapping certification vehicles to IHS-
Polk vehicles.  See Draft TAR Chapter 4.1.2.1.4. Merging the 2015 baseline data with the 2022-
2025 IHS-Polk data required a thorough mapping of certification vehicles to IHS-Polk vehicles 
by individual make and model.  One challenge that EPA faced when determining a reference 
case fleet was that the market segmentation of the sales data projected by IHS-Polk was similar 
but different from the segmentation used in EPA’s Verify database.  In order to create a common 
segmentation between the two databases, EPA performed a side-by-side comparison of each 
vehicle model in both data sets, and created an additional “IHS-Polk Class” modifier in the 
baseline spreadsheet to map the two data sets together.  EPA then projected the reference fleet 
volumes based on the “IHS-Polk Class.” 

The baseline data and reference fleet volumes are available to the public.  The baseline Excel 
spreadsheet that is available in the Docket is the result of the merged files.6  The spreadsheet 
provides specific details on the sources and definitions for the data.  The baseline Excel file 
includes the following tabs: “Data,” “Data Definition,” “Platforms,” “VehType,” “Lookups,” 
“Metrics,” “Machine,” “MarketFile,” and “Safety.”  The “Data” tab contains the raw data.  In the 
“Data Definition” tab, each column is defined and its data source is named.   
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In the combined EPA certification and IHS-Polk data, all MY2015 vehicle models are 
assumed to continue out to 2025, although their volumes change in proportion to IHS-Polk 
projections.  As explained in the following subsection, this methodology is used to provide 
surrogate greenhouse gas performance data for new emerging models.  As a result, new models 
expected to be introduced within the 2015-2025 time frame are mapped to existing models.  
Remapping the volumes from these new vehicles to the existing models via manufacturer 
segments preserves the overall fleet volume.  All MYs 2022-2025 vehicles are mapped from the 
existing vehicles to the manufacturer’s future segment volumes.  The mappings are discussed in 
the next section.  Further discussion of this limitation is discussed below in Chapter 1.1.3.1.4.  
The statistics of this fleet will be presented after the mapping since further volume modifications 
were required. 

1.1.3.1.4 How were the IHS-Polk Forecast and the Unforced AEO 2015 Forecast Used to 
Project the Future Fleet Volumes? 

The next step in EPA's generation of the reference fleet is one of the more complicated steps 
to explain (although we note that EPA utilized a similar methodology in preparing both the 
MY2008 baseline (for the 2022-2025 reference fleet) and an identical methodology creating the 
MY2014 baseline fleet in the Draft TAR).   

First, each vehicle in the 2015 data had an IHS-Polk segment mapped to it.  Second, EPA 
compared the breakdown of segment volumes by manufacturer between the IHS-Polk and 2015 
data set.  Third, a correction was applied for Class 2B vehicles in the IHS-Polk data.  Fourth, the 
individual manufacturer segment multipliers were created by year.  And finally, the absolute 
volumes of cars and trucks were normalized (set equal) to the total sales estimates of the 
unforced AEO 2016.  This final step is required to create a fleet forecast that reflects the official 
government forecast for future vehicle sales.  The unforced AEO 2016 forecast alone does not 
have the necessary resolution, down to the vehicle segment level, for EPA to perform its 
analysis.  Therefore, EPA applies both the purchased forecast from IHS-Polk and the unforced 
AEO 2016 forecast to create a complete fleet forecast. 

The process started with mapping the IHS-Polk segments to each vehicle in the baseline data.  
The mapping required determination of the IHS-Polk segment by lookup at each of the 2,653 
baseline vehicles in the IHS-Polk forecast (which has only 617 vehicles since they do not 
forecast powertrain or footprint differences), and labeling it in the “IHS-Polk Class” column of 
the baseline data.  The IHS-Polk data has 52 segments.  Table 1.6 lists the IHS-Polk segments for 
reference.  Table 1.7 shows some of the Honda vehicles in the GHG data with their “IHS-Polk 
Segment” identified.   



Baseline and Reference Vehicle Fleets 

1-13 

Table 1.6  List of IHS-Polk Segments 

IHS-Polk Segments 

Micro Non-premium Car Compact Non-premium Car Mid-Size Premium Van 
Micro Non-premium Sporty Compact Non-premium MPV Mid-Size Super Premium Car 
Mini Non-premium Car Compact Non-premium Sporty Mid-Size Super Premium Sporty 
Mini Non-premium MPV Compact Non-premium SUV Mid-Size Super Premium SUV 
Mini Non-premium Sporty Compact Non-premium Van Full-Size Non-premium Car 
Mini Non-premium SUV Compact Premium Car Full-Size Non-premium Pickup 
Mini Premium Car Compact Premium Sporty Full-Size Non-premium Sporty 
Mini Premium Sporty Compact Premium SUV Full-Size Non-premium SUV 
Subcompact Non-premium Car Compact Super Premium Sporty Full-Size Non-premium Van 
Subcompact Non-premium MPV Compact Super Premium SUV Full-Size Premium Car 
Subcompact Non-premium Pickup Mid-Size Non-premium Car Full-Size Premium Sporty 
Subcompact Non-premium Sporty Mid-Size Non-premium MPV Full-Size Premium SUV 
Subcompact Non-premium SUV Mid-Size Non-premium Pickup Full-Size Premium Van 
Subcompact Premium Car Mid-Size Non-premium Sporty Full-Size Super Premium Car 
Subcompact Premium MPV Mid-Size Non-premium SUV Full-Size Super Premium Sporty 
Subcompact Premium Sporty Mid-Size Premium Car Full-Size Super Premium SUV 
Subcompact Premium SUV Mid-Size Premium Sporty  
Subcompact Super Premium Sporty Mid-Size Premium SUV  

 

Table 1.7  Example of Honda Vehicles Being Mapped to Segments Based On the IHS-Polk Forecast 

Manufacturer Name Plate Model IHS-Polk Segment 

Honda Acura ILX Compact Premium Car 
Honda Acura MDX Mid-Size Premium SUV 
Honda Acura RDX Compact Premium SUV 
Honda Acura RLX Mid-Size Premium Car 
Honda Acura TSX Mid-Size Premium Car 
Honda Honda ACCORD Mid-Size Non-Premium Sporty 
Honda Honda ACCORD Mid-Size Non-Premium Car 
Honda Honda CIVIC Compact Non-Premium Car 
Honda Honda CIVIC Compact Non-Premium Sporty 
Honda Honda FCX Compact Non-Premium Car 
Honda Honda CR-V Compact Non-Premium SUV 
Honda Honda CR-Z Mini Non-Premium Sporty 
Honda Honda CROSSTOUR Mid-Size Non-Premium SUV 
Honda Honda FIT Subcompact Non-Premium Car 
Honda Honda INSIGHT Compact Non-Premium Car 
Honda Honda ODYSSEY Mid-Size Non-Premium MPV 
Honda Honda PILOT Mid-Size Non-Premium SUV 
Honda Honda RIDGELINE Mid-Size Non-Premium Pickup Truck 

 

In the next step, segment volume by manufacturer was compared between the baseline and 
IHS-Polk data sets.  This is necessary to determine if all of the segments a manufacturer will 
produce in the future are currently represented by the 2015 certification data.  The forecasts used 
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in past rulemakings predicted very few new segments for manufacturers.  The new forecast from 
IHS-Polk projects that manufacturers will be entering more new segments (i.e., segments they 
currently do not participate in) than in previous forecasts.  This requires making sure a 
manufacturer's volume in the new segment will be added to the volume of a manufacturer's 
closest existing segment.  The flow chart below (Figure 1.3) shows the process for determining 
this “closest class.”  This process worked well for the majority of manufacturers.F  We believe 
that this process of establishing “closest class” surrogates provides the best estimate of the 
potential current performance of a given vehicle type and the technology that will be required to 
meet the 2025 standards. 

                                                 
F The exceptions were Tesla and Aston Martin, both of which at the time operated only in the car segment and had 

not yet entered the SUV segment. 
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Figure 1.3  Process Flow for Determining where Segment Volume Should Move 

 

Table 1.8 shows Honda's segments with their volumes for both the baseline data and IHS-
Polk.  Note that the segments “Compact Premium Sporty,” “Mid-Size Non-premium Pickup,” 
“Subcompact Non-premium SUV,” and “Subcompact Premium SUV” do not exist in the 
baseline data.  The closest classes to those are “Compact Non-premium Car,” “Mid-Size Non-
premium SUV,” and “Compact Non-premium SUV.” 
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It is also important to note the difference between model year (MY) and calendar year (CY) 
sales.  MY sales can be shorter or longer than a full calendar year due to product launch and 
change decisions made by a manufacturer.  As a result, the MY salesG can be less than or greater 
than a respective calendar year sales.  Table 1.8 provides a manufacturer example.  For CY2015, 
Honda introduced a new MY2016 Ridgeline pickup truck. Honda did not produce any pickup 
trucks for MY2015 so it was necessary to move Honda's truck volume to their next closest class, 
which is “Mid-Size Non-premium SUV.”  IHS shows that Honda built 515 “Mid-Size Non-
premium Pickups” for 2015, but none of those were MY2015 vehicles.  In years that are close to 
the baseline year, old models are exiting and new models are entering, which can be a source of 
error. But as years progress, CY and MY volumes become the same in a forecast, since the 
forecast neither adds nor deletes models.  This allows EPA to use a CY forecast since we are 
concerned with vehicles being built far enough in the future that CY and MY volumes are 
approximately the same.   

In comments on the Draft TAR, Honda commented that the Draft TAR figures for Honda 
vehicles appeared to be in error. On examination, EPA discovered that Honda Civic Coupes had 
been inadvertently classified as sedans, and Honda Civic Sedans had been classified as coupes.  
This caused Civic models to show the wrong volumes.  EPA corrected this error when creating 
the 2015 baseline fleet for the current analysis.     

Table 1.8  Example Honda 2015 Volumes by Segment from the IHS-Polk Forecast 

Honda-Baseline Data 
2015 
MY Honda-IHS-Polk Data 

2015 
CYH 2018 CY Action 

Compact Non-Premium Car 353,523 Compact Non-premium Car 337,423 358,046  
Compact Non-Premium SUV 359,785 Compact Non-premium SUV 351,827 299,644  
Compact Premium Car 11,093 Compact Premium Car 18,470 15,379  
  Compact Premium Sporty 0 797 Move Volume to Compact 

Premium Car 
Compact Premium SUV 50,387 Compact Premium SUV 49,882 40,642  

Mid-Size Non-premium Car 354,428 Mid-Size Non-premium Car 349,921 338,848  
Mid-Size Non-Premium MPV 129,988 Mid-Size Non-premium MPV 124,107 106,887  
  Mid-Size Non-premium Pickup 515 52,244 Move Volume to Mid-

Size Non-premium SUV 
Mid-Size Non-Premium SUV 116,420 Mid-Size Non-premium SUV 141,796 144,182  
Mid-Size Premium Car 68,727 Mid-Size Premium Car 50,380 44,876  
Mid-Size Premium SUV 45,642 Mid-Size Premium SUV 59,742 53,249  
Mini Non-Premium Sporty 3,814 Mini Non-premium Sporty 3,283 10,915  
Subcompact Non-Premium Car 83,367 Subcompact Non-premium Car 60,246 54,988 Move Volume to Compact 

Non-Premium Car 
  Subcompact Non-premium SUV 49,609 73,855 Move Volume to Compact 

Non-Premium SUV 
  Subcompact Premium SUV 0 23,977 Move Volume to Compact 

Non-Premium SUV 
 

                                                 
G Model Year sales may begin as early as January 1 of the previous calendar year (MY - 1). 
H 2015 Calendar Year can include both 2015 and 2016 Model Year vehicle sales if both are built in the calendar 

year. 
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A step that is related to the comparison step is the filtering of Class 3 vehicles from the IHS-
Polk forecast.  IHS-Polk includes Class 2b and Class 3 vehicles (vans and large pickup trucks) in 
its light-duty forecast.  Class 2b vans with seating for multiple occupants are all appropriately 
classified as MDPVs (Medium Duty Passenger Vehicles) and must be included in the forecast 
since they are regulated under the light-duty GHG program.  Class 2b large pickup trucks, 
however, are not regulated under the light-duty GHG program but under the medium-duty and 
heavy-duty fuel efficiency and GHG programs. See 76 FR 57120 and 81 FR 73729 (Oct. 25, 
2016). These vehicles must therefore be removed from the forecast.  Because IHS-Polk identifies 
the Class 2b and Class 3 pickup trucks with the label ‘HD,’ it was readily apparent which Class 
2b pickup trucks to filter from the forecast.  Vans in the IHS-Polk forecast, on the other hand, 
have both Class 2b and 3 and MDPVs in their totals, and so must have a correction factor 
applied.  This is accomplished by creating a multiplier for each manufacturer’s Full-Size Non-
Premium Vans and applying it to each manufacturer’s Full-Size Non-Premium Van volume 
every model year in the IHS-Polk forecast; specifically, by taking a manufacturer’s 2015 model 
year Full-Size Non-Premium Van baseline volume and dividing by its 2015 calendar year Full-
Size Non-Premium Van IHS-Polk volume.  Table 1.9 shows the volumes and the resulting 
multiplier for FCA. Table 1.10 shows the 2025 IHS-Polk volume, the multiplier, and the result of 
applying the multiplier to the original volume for FCA. 

Table 1.9  Example Values Used to Determine the MDPV Multiplier for FCA 

Manufacturer NEW SEGMENT IHS-Polk 
2015 

Volume 

2015 GHG 
Volume 

MDPV 
Multiplier 

FCA Full-Size Non-Premium Van 21,125 11,632 0.55 
 

Table 1.10  Example Values Used to Determine FCA’s 2025 Van Volume 

Manufacturer NEW SEGMENT Original 
2025 

Volume 

MDPV 
Multiplier 

2025 
Volume 

after 
Multiplier 

FCA Full-Size Non-Premium Van 15,074 0.55 8,291 
 

EPA next created individual manufacturer segment multipliers to be used with the individual 
2015 vehicle volumes to create projections for the future fleet.  The individual manufacturer 
segment multipliers are created by dividing each year of the IHS-Polk forecast’s individual 
manufacturer segment volume by the manufacturer’s individual segment volume, determined 
using 2015 data.  Table 1.11 shows the 2015 Volume, the 2025 IHS-Polk Full-Size Non-
Premium Van volume after Class 2b vehicles were removed, and the individual manufacturer 
volume for Full-Size Non-Premium Van.  The multiplier is the result of dividing the 2025 
volume by the 2015 volume. 
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Table 1.11  Example Values Used to Determine FCA 2025 Individual Full-Size Non-Premium Van Multiplier 

Manufacturer IHS-Polk 
Segment 

2015 GHG 
Volume 

2025 Volume after 
Multiplier 

Fiat/Chrysler Individual Full-
Size Non-Premium Van  

Multiplier for 2025 

FCA Full-Size Non-
Premium Van 15,074 8,291 71.4% 

 

Now that the individual manufacturer segment multipliers have been calculated, they can be 
applied to each vehicle in the 2015 data.  The segment multipliers are applied by multiplying the 
2015 volume for a vehicle by the multiplier for its manufacturer and segment.  Table 1.12 shows 
the 2015 volumes, the individual manufacturer segment multipliers, and the result of multiplying 
the multiplier and the volume for 2025 project volumes for many of FCA’s Full-Size Non-
Premium Vans. 

Table 1.12  Example Applying the Individual Full-Size Non-Premium Van Multiplier for FCA 

 
Manufacturer 

Model IHS-Polk Segment 2015 GHG 
Volume 

Fiat/Chrysler 
Individual Full-

Size Non-
Premium Van 
Multiplier for 

2025 

2025 Project 
Volume Before 

AEO 
Normalization 

FCA Cargo Van A Full-Size Non-Premium Van  208  71.4% 148 
FCA Cargo Van B Full-Size Non-Premium Van  5,712  71.4% 4,076 

 

Normalizing to unforced AEO 2016 forecast for cars and trucks must be done once the 
individual manufacturer segment multipliers have been applied to all vehicles across every year 
(2011-2025) of the IHS-Polk forecast.  In order to normalize a year, the number of trucks and the 
number of cars produced must be determined.  Then, the truck and car totals from the unforced 
AEO 2016 are used to determine a normalizing multiplier.  Table 1.13 shows the 2025 car and 
truck totals before normalization, the unforced AEO 2016 car and truck totals in 2025, and the 
multipliers, which are the result of dividing the unforced AEO 2016 totals by totals before 
normalization. 

Table 1.13  Example Unforced AEO 2016 Truck and Car Multipliers in MY2025 

Vehicle Type 2025 Total Before 
Normalization 

2025 Total from AEO 2016 2025 
Normalizing 
Multiplier 

Cars  9,889,511 8,715,199 88% 
Trucks  5,838,907  7,715,600 132% 

 

The final step in creating the reference volumes is applying the unforced AEO multipliers.  
The AEO multipliers are applied by car/truck type.  Table 1.14 shows the normalized volume, 
the unforced AEO 2016 truck multiplier for MY2025, and the final resulting volume for a 
number of FCA Full-Size Non-Premium Vans. 
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Table 1.14  Example Applying the Unforced AEO Truck Multiplier to FCA Full-Size Non-Premium Vans 

Manufacturer Model C/T Type 2025 Project 
Volume Before 
Unforced AEO 

2016 
Normalization 

Unforced AEO 
2016 Truck 

Multiplier for 
2025 

2025 Project 
Volume with 

Unforced AEO 
2016 

Normalization 
FCA Cargo Van A Truck 148 132% 196 
FCA Cargo Van B Truck 4,076 132% 5,385 

 

1.1.3.2 What Are the Sales Volumes and Characteristics of the MY2015 Based Reference 
Fleet?  

Table 1.15 and Table 1.16 below contain the sales volumes that result from the process above 
for MY2015 and MYs 2021-2025.  In Table 1.15, “SmallPickup” is zero.  The only manufacturer 
that produced a small pickup in recent years was Honda, and Honda did not build a MY2015 
Ridgeline. 

Table 1.15  Vehicle Segment Volumes 

Segment Actual and Projected Sales Volume 

 2015 2021 2022 2023 2024 2025 

SubCmpctAuto  990,135   879,310   907,553   967,714   967,714   973,176  
CompactAuto  2,564,949   2,395,133   2,382,352   2,466,062   2,466,062   2,566,388  
MidSizeAuto  3,905,449   2,860,094   2,916,546   2,980,777   2,980,777   3,073,007  

LargeAuto  523,225   538,526   550,746   568,332   568,332   586,843  
             

SmallPickup  -     -     -     -     -     -    
LargePickup  1,786,223   1,875,652   1,815,030   1,815,163   1,815,163   1,843,621  

SmallSuv  2,184,788   2,696,071   2,664,266   2,691,022   2,691,022   2,689,904  
MidSizeSuv  2,204,122   2,159,523   2,132,377   2,153,164   2,153,164   2,133,971  

LargeSuv  1,088,051   1,427,186   1,392,192   1,387,494   1,387,494   1,373,818  
ExtraLargeSuv  920,239   717,693   728,207   684,299   684,299   662,595  

MiniVan  548,342   494,165   518,402   519,562   519,562   497,794  
CargoVan  20,876   23,068   26,907   28,042   28,042   29,683  

 

Table 1.16  Car and Truck Volumes 

Vehicle Type Actual and Projected Sales Volume 

2015 2021 2022 2023 2024 2025 

Cars  9,597,936   8,136,902   8,222,542   8,478,234   8,583,611   8,715,199  

Trucks  7,138,461   7,929,520   7,812,037   7,783,396   7,719,964   7,715,601  

Cars and Trucks 16,736,397 16,066,421   16,034,579   16,261,630   16,303,575   16,430,800  

 

Table 1.17 lists the sales volumes by manufacturer and C/T type for MY2015 and MY2021-
2025.  Lotus is a small volume manufacturer and chose not to build MY2015 vehicles. 
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Table 1.17  Car and Truck Definition Manufacturer Volumes 

Manufacturers C/T 
Type 

2015 
Baseline 

Sales 

2021 
Projected 
Volume 

2022 
Projected 
Volume 

2023 
Projected 
Volume 

2024 
Projected 
Volume 

2025 
Projected 
Volume 

All Both  16,736,397   16,066,421   16,034,579   16,261,630   16,303,575   16,430,800  
All Cars  9,597,936   8,136,902   8,222,542   8,478,234   8,583,611   8,715,199  
All Trucks  7,138,461   7,929,520   7,812,037   7,783,396   7,719,964   7,715,601  

Aston Martin* Cars  1,119   1,384   1,320   1,325   1,290   1,422  
Aston Martin* Trucks  -     -     -     -     -     -    

BMW Cars  338,704   317,648   332,266   350,651   357,144   348,293  
BMW Trucks  87,135   115,780   110,687   107,555   105,521   104,931  
FCA Cars  769,687   535,600   554,402   552,943   547,469   558,331  
FCA Trucks  1,416,487   1,270,099   1,261,444   1,267,012   1,256,467   1,275,022  

Ferrari* Cars  2,645   2,999   6,491   7,904   8,519   9,190  
Ferrari* Trucks  -     -     -     -     -     -    

Ford Cars  888,604   831,609   829,433   818,078   800,638   833,326  
Ford Trucks  972,891   1,256,726   1,243,115   1,226,286   1,204,489   1,182,848  
GM Cars  1,331,442   1,154,344   1,162,751   1,242,812   1,241,036   1,239,682  
GM Trucks  1,525,017   1,258,030   1,261,455   1,210,912   1,196,960   1,199,874  

Honda Cars  1,020,310   819,658   839,422   865,428   895,193   883,518  
Honda Trucks  556,864   861,851   857,929   869,110   853,349   836,097  

Hyundai/Kia Cars  1,228,399   1,129,153   1,138,735   1,157,423   1,168,074   1,185,878  
Hyundai/Kia Trucks  91,058   227,750   217,616   227,780   226,399   227,669  

JLR Cars  15,600   22,932   24,262   25,440   25,156   24,494  
JLR Trucks  54,435   102,505   100,010   96,409   95,196   94,350  

Lotus* Cars  -     -     -     -     -     -    
Lotus* Trucks  -     -     -     -     -     -    
Mazda Cars  207,100   212,725   212,269   210,091   217,939   225,981  
Mazda Trucks  78,793   129,877   135,392   139,357   135,675   136,192  

McLaren* Cars  625   941   1,045   1,199   1,372   1,336  
McLaren* Trucks  -     -     -     -     -     -    
Mercedes Cars  231,899   218,508   224,049   237,549   238,973   238,811  
Mercedes Trucks  123,727   178,096   172,461   168,875   167,255   166,733  
Mitsubishi Cars  91,822   47,775   50,602   55,964   60,376   61,002  
Mitsubishi Trucks  39,366   35,229   34,592   36,127   35,425   39,452  

Nissan Cars  1,216,392   820,204   816,918   861,832   864,924   895,430  
Nissan Trucks  481,583   579,939   563,728   544,882   540,234   551,676  
Subaru Cars  175,352   140,987   149,303   147,953   148,723   152,485  
Subaru Trucks  447,383   531,411   506,265   540,938   539,008   555,249  
Tesla Cars  24,322   90,547   88,844   99,390   102,654   109,459  
Tesla Trucks  -     -     -     -     -     -    

Toyota Cars  1,524,190   1,203,844   1,206,329   1,233,020   1,280,689   1,299,472  
Toyota Trucks  1,127,056   1,071,915   1,047,556   1,056,695   1,058,452   1,031,420  

Volkswagen Cars  487,108   541,520   540,983   567,019   581,817   599,186  
Volkswagen Trucks  112,382   261,463   249,199   244,025   259,817   265,166  

Volvo Cars  42,616   44,523   43,117   42,216   41,626   47,901  
Volvo Trucks  24,284   48,849   50,589   47,432   45,717   48,921  
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*Note: These manufacturers are shown here for reference but are not in the analysis in Chapter 5 or considered in the 
ZEV sales that are part of the analysis fleet as discussed in Chapter 1.2.1. 

 

Table 1.18 shows how the change in fleet makeup may affect the footprint distributions over 
time.  The resulting data indicate that the average vehicle footprint would not change 
significantly between 2015 and 2025.   

Table 1.18  Production Weighted Foot Print Mean 

Model Year Average Footprint of all Vehicles Average Footprint Cars Average Footprint Trucks 

2015  49.3   46.1   53.7  

2017  49.8   46.0   53.0  

2018  49.7   46.1   53.0  

2019  49.7   46.1   53.0  

2020  49.5   46.1   53.0  

2021  49.5   46.1   53.0  

2022  49.5   46.1   53.0  

2023  49.4   46.0   52.9  

2024  49.3   46.0   52.9  

2025  49.3   46.1   53.0  

 

Table 1.19 shows the projected changes in number of engine cylinders over the model years 
of the rule.  The current assumptions indicate that the number of cylinders would shrink slightly 
between 2015 and 2019 for trucks and then remain relatively constant over the 2019-2025 time 
frame, with only a very slight shift to 4 cylinders in trucks (possibly due to an increase in the 
number of small SUVs).  

Table 1.19  Percentages of 4, 6, and 8 Cylinder Engines by Model Year 

 Trucks Cars 

Model 
Year 

4 
Cylinders 

6 
Cylinders 

8 
Cylinders 

4 
Cylinders 

6 
Cylinders 

8 
Cylinders 

2015 28.6% 50.3% 21.1% 81.1% 16.2% 2.7% 

2017 31.5% 50.7% 17.8% 81.3% 15.8% 2.9% 

2018 32.5% 49.7% 17.8% 80.7% 16.4% 2.9% 

2019 33.0% 49.2% 17.8% 80.8% 16.4% 2.9% 

2020 33.1% 49.1% 17.8% 81.0% 16.1% 2.9% 

2021 33.2% 49.4% 17.5% 81.0% 16.0% 3.0% 

2022 33.0% 49.7% 17.3% 80.7% 16.2% 3.1% 

2023 33.6% 49.4% 17.0% 80.8% 16.2% 3.0% 

2024 33.7% 49.3% 17.0% 80.9% 16.1% 3.0% 

2025 33.8% 49.0% 17.2% 80.9% 16.1% 3.0% 
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1.1.3.3 What Are the Differences in the Sales Volumes and Characteristics of the MY2008-
Based (FRM) and the MY2015-Based Reference Fleets? 

This section compares some of the differences between the MY2008-based reference fleet 
used in previous analyses and the MY2015-based reference fleet used in the current analysis.  
The 2008 fleet projection is based on several sources: MY2008 certification data, a long range 
forecast provided by CSM, and interim unforced AEO 2011.  The 2015 fleet projection is based 
on MY2015 certification data, a long-range forecast provided by IHS-Polk Automotive, and the 
unforced AEO 2016, as described earlier in this chapter.  All tables in this section show the 
differences between the MY2008 and MY2015 fleets. 

Table 1.20, Table 1.21, and Table 1.22 below show the sales volume differences between the 
two fleets, calculated by subtracting the MY2008-based fleet projection from the MY2015-based 
fleet projection.  The sales in MY2015 were significantly higher (by 3,025,250 vehicles) than in 
MY2008, when sales may have been impacted by an economic recession. MY2015 volumes are 
also higher than forecast at the time of the FRM. 

For 2015, there is an increase in the number of compact and midsize autos, large trucks, and 
all SUVs.  For 2025, one of the biggest differences between the two forecasts is the number of 
cars, which in part seem to be replaced by small and midsize SUVs.  The shift from cars to 
trucks is due to application of the unforced AEO 2016 data while the shifts within segments 
reflect the data from the IHS-Polk forecast.  

Table 1.20  Differences in Vehicle Segment Volumes 

Reference Class 
Segment 

Actual Sales 
Volume 

Difference in Projected Sales Volume 

2015-2008 2021 2022 2023 2024 2025 

SubCmpctAuto -306,978 -1,657,574 -1,688,249 -1,660,379 -1,734,262 -1,808,385 

CompactAuto 603,852 -107,830 -191,482 -147,905 -259,283 -257,112 

MidSizeAuto 813,354 -573,597 -623,142 -702,899 -761,429 -732,487 

LargeAuto -42,851 152,870 186,900 199,948 206,089 211,829 

             

SmallPickup -177,497 -150,123 -147,138 -151,315 -154,627 -154,838 

LargePickup 221,780 522,791 480,262 527,579 556,971 596,868 

SmallSuv 575,990 1,143,916 1,107,175 1,147,906 1,117,851 1,101,240 

MidSizeSuv 912,792 722,167 692,742 715,745 699,660 671,233 

LargeSuv 437,341 363,099 310,474 282,426 224,914 182,174 

ExtraLargeSuv 171,164 25,363 7,251 -64,288 -50,488 -78,501 

MiniVan -171,187 -351,891 -331,269 -329,887 -311,176 -341,658 

CargoVan -12,508 -70,492 -65,216 -64,878 -58,841 -58,889 
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Table 1.21  Differences in Actual and Projected Sales Volumes between MY2015 and MY2008 fleets 

C/T Type Difference in 
Actual Sales 

Volume 

Difference in Projected Sales Volume 

 2015 - 2008 2021 2022 2023 2024 2025 
Cars 1,468,413 -2,251,245 -2,393,927 -2,368,096 -2,551,279 -2,700,077 

Trucks 1,556,837 2,269,945 2,132,236 2,120,147 2,068,602 2,031,550 

Cars and Trucks 3,025,250 18,700 -261,691 -247,948 -482,677 -668,527 

 

Table 1.22 below shows the differences in sales volumes by manufacturer and car/truck type 
between the MY2008-based fleet and the MY2015-based fleet.  The manufacturers with the next 
largest increases in sales in MY2015 (from MY2008) are FCA, Ford, Hyundai/Kia, Nissan, 
Subaru, and Toyota.  The manufacturers with a net decrease in sales in MY2015 (from MY2008) 
are Aston Martin, Honda, GM, Mazda, Mitsubishi, and Volvo.  The manufacturers with the next 
largest increases in sales in MY2025 are FCA, Subaru, and Tesla.  The manufacturers forecast to 
have a significant net decrease in sales in MY2025 are GM, Mazda, and Volvo.  Table 1.22 also 
shows a projected decrease in the total vehicle market in MY2025 by 668,527 vehicles.  

Table 1.22  Differences in Sales Volumes by Manufacturer and Car/Truck Type between MY2008-based and 
MY2015-based fleets 

Manufacturers Segment 
Type 

2015-2008 
Difference 

in Sales 

2021 
Difference 
in Volume 

2022 
Difference 
in Volume 

2023 
Difference 
in Volume 

2024 
Difference 
in Volume 

2025 
Difference 
in Volume 

All Both 3,025,250 18,700 -261,691 -247,948 -482,677 -668,527 
All Cars 1,468,413 -2,251,245 -2,393,927 -2,368,096 -2,551,279 -2,700,077 
All Trucks 1,556,837 2,269,945 2,132,236 2,120,147 2,068,602 2,031,550 

Aston Martin Cars -251 326 271 284 149 240 
Aston Martin Trucks 0 0 0 0 0 0 

BMW Cars 46,908 -41,450 -27,768 -9,911 -31,050 -56,963 
BMW Trucks 25,811 -12,944 -18,211 -19,966 -41,005 -40,478 
FCA Cars 66,529 114,587 130,229 129,061 121,452 121,852 
FCA Trucks 459,695 921,486 898,435 905,949 911,505 943,261 

Ferrari Cars 1,195 -4,059 -647 677 1,078 1,532 
Ferrari Trucks 0 0 0 0 0 0 
Ford Cars -68,095 -570,009 -585,788 -656,719 -703,032 -706,784 
Ford Trucks 158,697 542,545 528,849 526,281 515,635 498,372 
GM Cars -255,949 -409,932 -415,805 -363,683 -395,769 -434,253 
GM Trucks 17,220 -271,990 -246,198 -285,906 -296,637 -324,134 

Honda Cars 13,671 -379,222 -398,082 -400,136 -412,658 -456,803 
Honda Trucks 51,724 325,935 318,695 332,212 316,355 278,400 

Hyundai/Kia Cars 668,550 184,479 171,669 180,369 158,483 145,845 
Hyundai/Kia Trucks -21,572 -24,148 -34,572 -29,097 -35,812 -38,120 

JLR Cars 6,004 -35,745 -35,087 -35,200 -38,572 -40,923 
JLR Trucks -1,149 44,352 41,420 37,543 37,215 37,544 

Lotus Cars -252 -278 -290 -299 -308 -316 
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Lotus Trucks 0 0 0 0 0 0 
Mazda Cars -39,561 -62,015 -68,882 -86,818 -82,676 -80,823 
Mazda Trucks 22,908 70,650 75,085 77,391 73,705 74,824 

McLaren Cars 625 941 1,045 1,199 1,372 1,336 
McLaren Trucks 0 0 0 0 0 0 

Mercedes Cars 23,704 -81,870 -80,689 -74,958 -93,364 -101,907 
Mercedes Trucks 44,592 78,647 71,526 63,561 60,171 65,666 
Mitsubishi Cars 6,464 -18,076 -16,659 -11,716 -10,352 -12,303 
Mitsubishi Trucks 23,995 -80 -635 657 -577 3,066 

Nissan Cars 498,523 -92,425 -120,529 -92,508 -117,848 -119,345 
Nissan Trucks 176,037 171,910 151,844 127,761 118,018 125,221 
Subaru Cars 59,317 -89,794 -89,310 -93,659 -99,560 -104,486 
Subaru Trucks 364,837 458,638 433,528 467,917 464,865 480,528 
Tesla Cars 23,522 61,924 60,475 71,240 71,792 77,485 
Tesla Trucks 0 0 0 0 0 0 

Toyota Cars 266,609 -694,059 -773,704 -797,805 -793,547 -802,220 
Toyota Trucks 175,920 -143,624 -187,497 -168,285 -149,561 -178,596 

Volkswagen Cars 173,933 -86,364 -94,983 -72,890 -69,314 -78,034 
Volkswagen Trucks 66,586 101,487 91,064 78,727 91,469 99,663 

Volvo Cars -23,033 -48,203 -49,395 -54,624 -57,555 -53,206 
Volvo Trucks -8,464 7,081 8,903 5,401 3,256 6,332 

 

Table 1.23 shows the difference in footprint distributions between the MY2015-based fleet 
projection and the MY2008-based fleet projection.  The differences between MYs 2015 and 
2008 are small, resulting from the manufacturers’ projected product mix in those model years.  
MY2025 shows an increase in average car footprints.  This is due to the significant decrease in 
subcompact cars forecast in the MY2015-based fleet projection.  Truck footprints decrease 
slightly due to the increase in small SUVs.  Because the total numbers of cars and trucks differs, 
production weighting can affect the average for the whole fleet as compared to the averages for 
cars and trucks.  This can cause the result to appear counterintuitive when taking the difference 
of the averages. 
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Table 1.23  Difference in Footprint Distributions between MY2015-based and MY2008-based Fleet 
Projections 

Model 
Year 

Difference in Average Footprint 
of all Vehicles 

Difference in Average 
Footprint Cars 

Difference in Average Footprint 
Trucks 

2015-2008 49.3- 48.9 = 0.4 46.1 – 45.4 = 0.7 53.7 - 54.0 = -0.3 

2017 49.8 - 48.3 = 1.5 46.0 - 44.9 = 1.1 53.0 - 53.8 = -0.8 

2018 49.7 - 48.1 = 1.6 46.1 - 44.9 = 1.2 53.0 - 53.7 = -0.7 

2019 49.7 - 48.0 = 1.7 46.1 - 44.9 = 1.2 53.0 - 53.6 = -0.6 

2020 49.5 - 48.0 = 1.5 46.1 - 44.9 = 1.2 53.0 - 53.7 = -0.7 

2021 49.5 - 48.0 = 1.5 46.1 - 44.9 = 1.2 53.0 - 53.6 = -0.6 

2022 49.5 - 47.9 = 1.6 46.1 - 44.9 = 1.2 53.0 - 53.6 = -0.6 

2023 49.4 - 47.9 = 1.5 46.0 - 44.9 = 1.1 52.9 - 53.5 = -0.6 

2024 49.3 - 47.7 = 1.6 46.0 - 44.9 = 1.1 52.9 - 53.4 = -0.5 

2025 49.3 - 47.7 = 1.6 46.1 - 44.9 = 1.2 53.0 - 53.3 = -0.3 

 

Table 1.24 shows the difference in the distribution of the number of engine cylinders between 
the MY2015-based fleet and the MY2008-based fleet.  The MY2015 fleet includes fewer 
vehicles with 6- and 8-cylinder engines than the MY2008fleet.  The presence of fewer 6- and 8- 
cylinder vehicles in the baseline fleet, along with vehicle mix changes, results in more 4-cylinder 
engines in trucks and cars by 2025. 

Table 1.24  Differences in Percentages of 4, 6 and 8 Cylinder Engines by Model Year 

 Trucks Cars 
Model 4 Cylinders 6 Cylinders 8 Cylinders 4 Cylinders 6 Cylinders 8 Cylinders 

Year 
2015-2008 18.1% -5.2% -12.8% 23.4% -20.7% -2.7% 

2017 20.4% -12.5% -8.0% 19.3% -17.1% -2.1% 

2018 21.7% -14.3% -7.4% 18.6% -16.5% -2.1% 

2019 22.4% -15.7% -6.7% 18.7% -16.5% -2.1% 

2020 22.6% -15.9% -6.7% 19.2% -17.1% -2.2% 

2021 22.7% -16.5% -6.3% 18.9% -17.0% -1.9% 

2022 22.6% -16.5% -6.0% 18.1% -16.4% -1.7% 

2023 23.2% -17.8% -5.3% 18.3% -16.6% -1.8% 

2024 23.0% -18.3% -4.7% 18.4% -16.6% -1.8% 

2025 23.1% -18.8% -4.3% 18.3% -16.5% -1.8% 

 

1.1.3.4 What Are the Differences in the Sales Volumes and Characteristics of the EPA 
MY2014-Based (Draft TAR) and the MY2015-Based Reference Fleets? 

This section compares some of the differences between the MY2014-based reference fleet 
(used in the Draft TAR analysis) and the MY2015-based reference fleet used in the current 
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analysis.  As described earlier in this chapter, the MY2014-based reference fleet projection is 
based on several sources: MY2014 certification data, a long-range forecast provided by IHS-
Polk Automotive, and the unforced AEO 2015.  The MY2015-based reference fleet projection is 
based on MY2015 certification data, a long-range forecast provided by IHS-Polk Automotive 
(the same source used to create the 2016 fleet volumes), and the unforced AEO 2016. All tables 
in this section show the differences between the MY2014-based and MY2015-based fleets. 

Table 1.25, Table 1.26, and Table 1.27 below list the sales volume differences between the 
two fleets, calculated by subtracting the MY2014-based fleet projection from the MY2015-based 
fleet projection.  The sales in MY2015 were significantly higher (by 1,218,062 vehicles) than in 
MY2014.  This suggests that automotive sales remain strong as advanced fuel-saving 
technologies have entered the market in response to the GHG/fuel economy standards, and that 
sales have increased even as the standards' stringency increased.  In addition, this comparison 
demonstrates the need to use final sales year data to construct the baseline fleet, rather than mid-
year fleet projections. The mid-year data provided by vehicle manufacturers to NHTSA did not 
reflect the actual substantial increase in sales that was seen in MY2015. 

For MY2015, there is a small increase in the number of compact and midsize autos, and all 
SUVs (except the largest).  For MY2025, the differences between the two forecasts is very small 
when compared to the size of the overall market, with the largest change being for pickup trucks 
at -246,276, which is only 1.5 percent of the total market and 3 percent of the truck market.  

Table 1.25  Vehicle Segment Volume Differences 

Reference Class 
Segment 

Actual Sales 
Volume 

Difference in Projected Sales Volume 
(2015-2014) 

2015-2014 2021 2022 2023 2024 2025 

SubCmpctAuto -41,437 130,356 141,833 154,668 151,677 136,131 

CompactAuto 19,228 -68,469 -51,745 -4,512 -81,261 -24,442 

MidSizeAuto 366,984 105,689 134,839 186,828 136,170 156,879 

LargeAuto 44,008 125,647 127,693 147,562 152,996 155,953 

             

SmallPickup -12,143 -15,227 -14,222 -16,067 -15,908 -16,123 

LargePickup -130,838 -235,294 -246,707 -233,482 -235,964 -246,276 

SmallSuv 172,388 88,569 97,330 128,525 107,569 87,439 

MidSizeSuv 656,145 141,260 127,151 121,146 141,228 106,402 

LargeSuv 34,554 -20,285 -24,211 -16,511 -9,111 -20,463 

ExtraLargeSuv 255,614 -51,336 -58,327 -52,516 -51,981 -55,367 

MiniVan -54,352 -59,725 -61,542 -63,043 -56,681 -78,215 

CargoVan -47,737 -57,663 -53,690 -58,918 -60,858 -63,169 
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Table 1.26  Differences in Actual and Projected Sales Volumes between MY2015 and MY2014 fleets 

C/T Type Difference in Actual Sales Volume Difference in Projected Sales Volume 
 2015 - 2014 2021 2022 2023 2024 2025 

Cars 391,150 526 78,901 208,341 173,114 117,786 
Trucks 826,913 -30,693 -72,677 -36,652 -78,788 -111,998 

Cars and Trucks 1,218,062 -30,167 6,225 171,689 94,326 5,788 
 

Table 1.27 below contains the differences in sales volumes by manufacturer and C/T type 
between the 2014 MY based fleet and the 2015 MY based fleet.  The manufacturers with the 
next largest increases in sales in 2015 MY (from 2014) are FCA cars, GM trucks, Honda cars, 
Hyundai/Kia cars, Nissan cars and trucks, and Toyota cars and trucks.  The manufacturers with a 
net decrease in sales in 2015 (from 2014) are Aston Martin, Ford, JLR, Mazda, and Mercedes.  
The differences in forecasted volumes are relatively small. 
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Table 1.27  Differences in Sales Volumes by Manufacturer and Car/Truck Type between MY2014-based and 
MY2015-based fleets 

Manufacturers Segment Type 2015-2014 
Difference 

in Sales 

2021 
Difference 
in Volume 

2022 
Difference 
in Volume 

2023 
Difference 
in Volume 

2024 
Difference 
in Volume 

2025 
Difference 
in Volume 

All Both 1,218,062 -30,167 6,225 171,689 94,326 5,788 
All Cars 391,150 526 78,901 208,341 173,114 117,786 
All Trucks 826,913 -30,693 -72,677 -36,652 -78,788 -111,998 

Aston Martin Cars -153 60 68 87 77 77 
Aston Martin Trucks 0 0 0 0 0 0 

BMW Cars 41,316 18,668 22,079 28,049 26,191 24,070 
BMW Trucks 5,197 5,411 4,499 4,283 3,766 3,294 
FCA Cars 121,310 -72,065 -68,327 -57,334 -60,510 -64,580 
FCA Trucks -29,878 -174,041 -174,870 -175,572 -181,415 -195,077 

Ferrari Cars 344 744 4,257 5,543 5,914 6,455 
Ferrari Trucks 0 0 0 0 0 0 
Ford Cars -370,128 -103,403 -93,708 -81,800 -83,955 -96,358 
Ford Trucks -102,611 -102,958 -111,309 -103,414 -105,913 -106,382 
GM Cars -225,259 -57,491 -47,791 -28,774 -34,774 -48,048 
GM Trucks 360,407 -66,520 -74,663 -68,675 -75,402 -80,294 

Honda Cars 151,973 25,092 34,239 47,588 44,120 38,803 
Honda Trucks -20,964 110,081 104,487 107,609 101,567 97,991 

Hyundai/Kia Cars 210,858 19,337 30,167 42,398 36,275 31,198 
Hyundai/Kia Trucks 23,860 68,341 65,663 74,274 71,742 70,503 

JLR Cars 3,277 -1,229 -969 -575 -699 -750 
JLR Trucks -798 -984 -1,062 -485 -998 -1,104 

Lotus Cars -280 -234 -232 -231 -232 -233 
Lotus Trucks 0 0 0 0 0 0 

Mazda Cars -10,233 -36,292 -35,287 -29,957 -30,241 -33,496 
Mazda Trucks -33 21,875 21,890 23,075 21,806 21,674 

McLaren Cars 346 41 54 79 82 73 
McLaren Trucks 0 0 0 0 0 0 

Mercedes Cars -46,227 -8,095 -5,958 -2,854 -4,509 -6,530 
Mercedes Trucks 31,415 18,217 16,872 16,834 15,879 15,534 
Mitsubishi Cars 31,143 679 1,261 2,177 2,052 1,675 
Mitsubishi Trucks 9,538 5,904 5,660 6,102 5,892 6,326 

Nissan Cars 280,397 52,328 58,513 75,317 69,960 67,479 
Nissan Trucks 91,944 20,248 18,265 15,072 10,560 9,668 
Subaru Cars 66,274 6,089 7,746 9,749 8,872 8,298 
Subaru Trucks 90,565 58,299 53,318 58,105 55,433 56,031 
Tesla Cars 6,531 3,911 4,609 6,549 6,124 5,957 
Tesla Trucks 0 0 0 0 0 0 

Toyota Cars 103,549 71,759 82,501 100,317 96,860 92,042 
Toyota Trucks 354,247 45,351 39,021 45,199 39,630 33,796 

Volkswagen Cars 22 76,717 81,615 87,411 87,343 86,996 
Volkswagen Trucks 4,803 -42,347 -43,073 -41,478 -43,598 -45,973 

Volvo Cars 26,090 3,911 4,065 4,601 4,165 4,657 
Volvo Trucks 9,221 2,431 2,625 2,419 2,263 2,013 
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Table 1.28 below shows the differences in engine technology penetration between MY2015 
and MY2014.  One of the larger differences is indicated by the increased use of turbochargers by 
Ferrari, Ford, Mercedes, Volkswagen, and Volvo.  Many manufacturers are also changing the 
type of variable valve timing employed.  Significant increases in use of direct injection is 
indicated for Ford, Honda, Hyundai/Kia, Subaru, and Volvo. 

Table 1.28  Change (2015-2014) in Engine Technology Penetration 
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All Both 1% 0% 0% 0% 0% 0% -3% 0% 2% 1% 0% 4% 
All Cars 0% 0% 2% -2% 0% 0% -5% 0% 5% 0% 0% 1% 
All Trucks 3% 0% -2% 3% -1% -1% 0% 0% -1% 2% -1% 9% 
Aston Martin Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Aston Martin Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
BMW Cars 2% 0% 0% 0% 0% 0% 0% 0% 4% -4% 0% 2% 
BMW Trucks 0% 0% 0% 0% 0% 0% 1% 0% -7% 6% 0% 0% 
FCA Cars -3% 1% 0% 2% -2% -2% -29% 0% 31% 0% -3% 0% 
FCA Trucks 1% 0% 1% 6% -7% -7% 1% 0% 5% 1% -7% 0% 
Ferrari Cars 32% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Ferrari Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Ford Cars 5% 0% 0% 0% 0% 0% -2% 0% 0% 2% 0% -4% 
Ford Trucks 19% 0% -7% 7% 0% 0% -16% 0% 0% 16% 0% 19% 
GM Cars -3% 0% 0% 0% 0% 0% -5% 0% 6% 0% 0% 6% 
GM Trucks 2% 0% 0% 4% -4% -3% 4% 0% 0% -1% -2% 9% 
Honda Trucks 0% 0% -1% 1% 0% 0% 0% 0% 0% 0% 2% 40% 
Honda Cars 0% 0% 10% -10% 0% 0% 0% 0% 0% 0% 1% 17% 
Hyundai/Kia Trucks -3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 21% 
Hyundai/Kia Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 
JLR Cars 7% -3% 0% 0% 0% 0% 4% 0% -4% 0% 0% 0% 
JLR Trucks 18% -18% 0% 0% 0% 0% 38% 0% -38% 0% 0% 0% 
Lotus Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Lotus Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Mazda Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 7% 
Mazda Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 4% 
McLaren Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
McLaren Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Mercedes Cars 33% 0% 0% 0% 0% 0% 1% 0% 0% -1% 0% 3% 
Mercedes Trucks 7% 0% 0% 0% 0% 0% 9% 0% 0% -9% 0% 0% 
Mitsubishi Cars -3% 0% -3% 4% 0% 0% 0% 0% 0% 0% 0% 0% 
Mitsubishi Trucks 0% 0% 0% 0% 0% 0% 29% -6% -23% 0% 0% 0% 
Nissan Cars -1% 0% 0% -2% 0% 0% -1% 0% 0% 2% 0% 2% 
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Nissan Trucks 0% -2% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 
Subaru Cars 8% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 14% 
Subaru Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Tesla Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Tesla Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Toyota Cars 2% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 0% 
Toyota Trucks 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
Volkswagen Cars 10% -2% -1% 1% 0% 0% 0% 0% 4% -4% 0% 7% 
Volkswagen Trucks 14% 3% 0% 0% 0% 0% -3% 0% 4% -2% 0% 0% 
Volvo Cars 21% 6% 0% 0% 0% 0% 0% 0% 0% 0% 0% 74% 
Volvo Trucks 44% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

 

Table 1.29 shows the difference in footprint distributions between the MY2015-based fleet 
projection and the MY2014-based fleet projection.  The differences between MYs 2015 and 
2014 are small, and are primarily the result of differences in the manufacturers’ product mix in 
those model years.  The decrease in large pickup trucks and the increase in small and midsize 
SUVs causes the average truck footprint and the overall average footprint to decrease slightly.  
The difference between the MY2014-based and MY2015-based forecasts are small. 

Table 1.29  2015 Projection - 2014 Projection Production Weighted Foot Print Mean Difference 

Model 
Year 

Difference in Average Footprint 
of all Vehicles 

Difference in Average 
Footprint Cars 

Difference in Average Footprint 
Trucks 

2015-2014   49.3 - 49.7= -0.5 46.1 - 46.0 = -0.1 53.7 - 55.0 = -1.3 

2017 49.8 - 50.0 = -0.2 46.0 - 46.0  = 0 53.0 - 54.0 = -1 

2018 49.7 - 50.1 = -0.3 46.1 - 46.1 = 0 53.0 - 54.0 = -1 

2019 49.7 - 50.1 = -0.3 46.1 - 46.1 = 0 53.0 - 54.1 = -1.1 

2020 49.5 - 50.0 = -0.5 46.1 - 46.1 = 0 53.0 - 54.0 = -1 

2021 49.5 - 50.0 = -0.5 46.1 - 46.1 = 0 53.0 - 54.1 = -1.1 

2022 49.5 - 50.0 = -0.5 46.1 - 46.1 = 0 53.0 - 54.1 = -1.1 

2023 49.4 - 49.9 = -0.5 46.0 - 46.0 = 0 52.9 - 54.0 = -1.1 

2024 49.3 - 49.9 = -0.6 46.0 - 46.0 = 0 52.9 - 54.0 = -1.1 

2025 49.3 - 49.8 = -0.5 46.1 - 46.1 = 0 53.0 - 54.0 = -1 

 

Table 1.30 shows the difference in distribution of number of engine cylinders between the 
MY2015-based fleet and the MY2014-based fleet.  MY2015 includes fewer vehicles with 6- and 
8-cylinder engines than MY2014.  Fewer 6- and 8-cylinder vehicles in the baseline fleet, along 
with changes in product mix, results in greater representation of 4-cylinder engines in trucks and 
cars by 2025. 
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Table 1.30  Differences in Percentages of 4, 6 and 8 Cylinder Engines by Model Year 

 Trucks Cars 
Model 4 Cylinders 6 Cylinders 8 Cylinders 4 Cylinders 6 Cylinders 8 Cylinders 

Year 
2015-2014 4.2% -0.1% -4.2% 3.0% -2.9% -0.1% 

2017 4.8% -0.7% -4.2% 2.5% -2.6% 0.1% 

2018 4.8% -0.5% -4.3% 2.4% -2.5% 0.1% 

2019 5.0% -0.7% -4.3% 2.4% -2.5% 0.1% 

2020 4.9% -0.8% -4.1% 2.4% -2.6% 0.2% 

2021 5.0% -0.7% -4.3% 2.4% -2.6% 0.2% 

2022 5.1% -0.9% -4.2% 2.4% -2.6% 0.2% 

2023 5.2% -1.0% -4.2% 2.3% -2.6% 0.2% 

2024 5.2% -1.0% -4.2% 2.3% -2.5% 0.2% 

2025 5.1% -0.9% -4.2% 2.2% -2.5% 0.2% 

 

1.2 The OMEGA Fleet 

The prior section presented the development of the baseline fleet and how future sales were 
estimated.  For OMEGA, we do not apply the baseline fleet as presented above in its "raw" form 
for a number of reasons:  

1) It includes small-volume manufacturers, which we exclude from this analysis since 
they are eligible to apply for unique standards.  

2) Despite the need to generate future sales projections for modeling purposes, of 
perhaps greater importance to OMEGA is the technology characterization of the 
baseline fleet. That is, OMEGA needs "know" the level of technology on baseline 
vehicles so that it can properly track costs and effectiveness improvements going 
forward.  

3) It focuses on consumer metrics for vehicle classification (e.g., small car, large car, 
SUV) rather than modeling metrics (e.g., road loads, power-to-weight ratios). 

4) It does not include the ZEV program and the fleet of battery electric vehicles (BEVs) 
and plug-in electric vehicles (PHEVs) that are projected to be part of the nationwide 
fleet in the time frame of the analysis (MYs 2021 through 2025).  

As a result, the baseline fleet as presented above undergoes a transition to put that fleet into a 
form and of proper content that it can be processed by OMEGA.  Removing small-volume 
manufacturers from the baseline fleet is easily done as the first step by simply removing Aston 
Martin, Ferrari, Lotus and McLaren.  The result is a slightly smaller fleet of remaining vehicles.  
The technology "walk" from what might be termed "real-world space" to "OMEGA space" is 
simply a process of coding specific technologies in the baseline fleet into the technology codes 
understood by OMEGA.  To properly track costs, OMEGA must, for example, understand that a 
vehicle has a V8 rather than an I4 engine, since the two engines have very different cost metrics 
for certain additional technologies (for example, engine friction reduction) for which costs are 
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based on the number of cylinders.  Determining the road load and power-to-weight ratio metrics 
is also important for modeling, and is described in more detail in Chapter 2 of this TSD.  

For the Proposed Determination analysis, converting the baseline presented in Chapter 1.1 
into a ZEV program-compliant "OMEGA baseline" was performed in largely the same way as 
for the Draft TAR analysis.  One notable difference is that, in the Draft TAR, EPA built ZEV 
program vehicles on the same platforms as the ICE vehicle from which the sales were taken. In 
this analysis, we have built those ZEV program vehicles on unique platforms.  The result is a far 
greater number of platforms in this analysis, but this also allows us to essentially leave those 
existing ZEV program vehicles, and all BEV/PHEV vehicles in our analysis, alone.  They simply 
pass through OMEGA untouched and unimproved.  Their emissions, both tailpipe and upstream, 
are considered by OMEGA in determining a path toward compliance, but those vehicles are not 
considered for improvement since most already perform considerably better than their respective 
footprint-based targets. 

1.2.1 Incorporation of the California Zero Emissions Vehicle (ZEV) Program into the 
OMEGA Reference Fleet 

1.2.1.1 The ZEV Regulation in OMEGA 

In its analysis for this Proposed Determination, EPA has considered sales of electrified 
vehicles as projected to be needed to meet state Zero Emission Vehicle (ZEV) requirements.  
Because these ZEVs are already required by separate regulations in California and nine other 
states, these vehicles are built into the OMEGA reference fleet.  This approach reasonably avoids 
attributing costs to the federal GHG program which necessarily occur due to another existing 
requirement, and assures that those costs are not double counted.  Note that this reflects a change 
from the 2012 FRM, where EPA did not account for compliance with the ZEV regulations in the 
reference case fleet for the 2017-2025 standards.  However, this was because CARB was 
simultaneously substantially revising the ZEV regulation in early 2012 just prior to the release of 
the 2012 FRM, and EPA had not yet acted upon California's waiver request for the ZEV 
program. The approach described here is consistent with the approach EPA took in the Draft 
TAR. 

Public comments on the Draft TAR included some comments related to our inclusion of ZEV 
program vehicles in the reference case. Specifically, the Alliance of Automobile Manufacturers 
and others commented that including compliance with the ZEV program as part of our reference 
fleet analysis was unfairly counting their benefits without estimating their costs.I  This comment 
is mistaken.  The presence of ZEV program vehicles in our analysis is done both in the reference 
and control cases. As such, costs associated with those vehicles and any benefits derived by them 
cancel out in calculating net benefits.  EPA's methodology is also consistent with OMB Circular 
A-4, which states that in developing a baseline for purposes of analyzing the potential effects of 
a proposed rule,"[t]his baseline should be the best assessment of the way the world would look 
absent the proposed action."J   

                                                 
I EPA-HQ-OAR-2015-0287-0928 at Section 4.1.2.1. 
J Office of Management and Budget Circular No. A-4, "Regulatory Analysis," at page 15, available at 

https://www.whitehouse.gov/omb/memoranda_m03-21. 
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Other commenters, including NGOs such as the Environmental Defense Fund and the Union 
of Concerned Scientists, believe that EPA correctly accounted for the ZEV program by including 
California's ZEV vehicles in its reference fleet, as this approach ensures that the costs of the ZEV 
program, which are not imposed by the 2022-2025 standards but rather by state law are not 
included as costs of the national rule.  EPA agrees.  The California ZEV program is an existing 
state requirement that has been adopted by California, as well as by several other states.  
Therefore, EPA included vehicles that are needed to comply with the ZEV program as part of 
our reference fleet in assessing the MY2022-2025 GHG standards.  Thus, as explained above, 
the Draft TAR did not include an assessment of the benefits or the costs of the ZEV program in 
the assessment of 2022-2025 National Program standards.  However, any ZEV vehicles sold in 
California and other states will help a manufacturer in meeting the EPA GHG standards.  While 
the fleet-average GHG emissions standards establish minimum standards, they do not limit the 
ability of manufacturers to achieve further reductions, and any manufacturer that does will 
generate credits that can be used or sold.  ZEVs sold in California and other states will help a 
manufacturer to meet (or exceed) the EPA GHG standards.    

The conclusions presented in this analysis are meant to be one example representation of how 
the ZEV program requirements could be fulfilled; it is in no way meant to reflect the exact way 
in which any given manufacturer would actually comply with the ZEV program.  Rather, it is 
meant as an illustration to reflect the potential number and penetration of ZEVs across the 
national fleet as part of the reference case.  To accomplish this, the baseline fleet with future 
sales projections had to be adjusted to account for the projected ZEV sales.  Those sales 
adjustments are described in detail below (see 1.2.1.2).  The analysis fleets used in OMEGA and 
in EPA's benefit cost analysis for the AEO reference fuel price case are shown in Table 1.31 
through Table 1.34, with additional breakdowns of these sales shares shown in Table 1.35. 

Note that, in Table 1.31 through Table 1.34, EPA shows "Baseline" BEV and PHEV sales and 
"Additional ZEV Program" BEV and PHEV sales.  The "baseline" sales are sales projected in 
EPA's MY2015-based baseline fleet. In other words, these vehicles are part of the future fleet 
described in Chapter 1.1.  The "additional ZEV program" sales are BEV and PHEV sales above 
and beyond those projected in Chapter 1.1. The "additional ZEV program" sales were taken from 
the ICE-only sales that were projected in Chapter 1.1.  We have not increased the size of the 
fleet, but have "converted" some ICE-only vehicles to BEVs and PHEVs to meet the projected 
sales required by the ZEV program in California and nine other states.  We describe the process 
of doing this in the text following the tables. Importantly, the costs of "converting" the 
"additional ZEV program" sales are attributable to the ZEV program and, therefore, those costs 
are not considered in the EPA analysis.  Similarly, any benefits from those vehicles are not 
considered explicitly in the EPA analysis. However, there is an implicit benefit that is 
considered. Since the ZEV program vehicles are part of the analysis fleet, they reduce slightly 
the GHG compliance burden (i.e., the fleet average GHG standards) for any manufacturer 
required to meet the ZEV program because the additional ZEVs, when averaged with other 
vehicles, lower that manufacturer's fleet average GHG emissions.K  By starting with a lower 

                                                 
K Importantly, we have modeled MY2025 electricity consumption considering the upstream emissions. As a result, 

BEV and PHEV miles driven using full electric power are not considered zero. Because of this, the impact of the 
ZEV program vehicles is less in this analysis than it was in the Draft TAR since that analysis considered upstream 
emissions to be zero. 
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GHG-emitting baseline fleet, the compliance burden to get to the final standards is smaller but 
this necessarily also means that the calculated GHG benefits (the delta between the baseline and 
final standards) are also smaller.  We model the fleet in this way because this is how ZEV 
program vehicles will be reflected in compliance with the national GHG standards. 

Table 1.31  OMEGA MY2021 Car Fleet using the AEO 2016 Reference Fuel Price Case 

 ICE-only Car 
Sales 

Baseline 
BEV Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program BEV Sales 

Additional ZEV 
program PHEV Sales 

Total Car 
Sales 

BMW 296,220 4,347 17,082 0 0 317,648 
FCA 523,734 5,704 0 1,172 4,990 535,600 
Ford 810,252 1,212 9,491 5,220 5,434 831,609 
GM 1,118,223 1,688 28,544 5,889 0 1,154,344 

Honda 800,481 0 0 7,472 11,705 819,658 
Hyundai/Kia 1,110,746 589 0 6,700 11,118 1,129,153 

JLR 22,382 0 0 214 336 22,932 
Mazda 208,312 0 0 1,719 2,693 212,725 

Mercedes 210,362 3,167 50 961 3,968 218,508 
Mitsubishi 47,071 0 0 275 430 47,775 

Nissan 785,250 25,188 0 34 9,732 820,204 
Subaru 137,854 0 0 1,220 1,912 140,987 
Tesla 0 90,547 0 0 0 90,547 

Toyota 1,172,623 0 4,695 11,415 15,111 1,203,844 
Volkswagen 526,653 2,737 1,343 3,026 7,761 541,520 

Volvo 43,480 0 0 406 636 44,523 
Fleet 7,813,644 135,179 61,204 45,723 75,827 8,131,578 

Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
 

Table 1.32  OMEGA MY2021 Truck Fleet using the AEO 2016 Reference Fuel Price Case 

 ICE-only Car 
Sales 

Baseline 
BEV Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program BEV Sales 

Additional ZEV 
program PHEV Sales 

Total Car 
Sales 

BMW 115,780 0 0 0 0 115,780 
FCA 1,258,798 0 0 2,150 9,151 1,270,099 
Ford 1,247,780 0 0 4,383 4,562 1,256,726 
GM 1,254,629 0 0 3,401 0 1,258,030 

Honda 841,687 0 0 7,856 12,308 861,851 
Hyundai/Kia 224,154 0 0 1,352 2,244 227,750 

JLR 100,048 0 0 957 1,500 102,505 
Mazda 127,183 0 0 1,050 1,644 129,877 

Mercedes 174,375 0 0 725 2,996 178,096 
Mitsubishi 34,710 0 0 202 317 35,229 

Nissan 573,978 0 0 21 5,941 579,939 
Subaru 519,605 0 0 4,600 7,206 531,411 
Tesla       

Toyota 1,055,084 0 0 7,243 9,588 1,071,915 
Volkswagen 253,117 0 4,120 1,185 3,040 261,463 

Volvo 47,705 0 0 446 698 48,849 
Fleet 7,828,633 0 4,120 35,571 61,196 7,929,520 

Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
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Table 1.33  OMEGA MY2025 Car Fleet using the AEO 2016 Reference Fuel Price Case 

 ICE-only Car 
Sales 

Baseline 
BEV Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program BEV Sales 

Additional ZEV 
program PHEV Sales 

Total Car 
Sales 

BMW 311,383 7,867 29,016 28 0 348,293 
FCA 540,170 5,579 0 4,679 7,904 558,331 
Ford 802,137 1,322 9,525 10,711 9,631 833,326 
GM 1,189,943 2,186 31,131 12,938 3,484 1,239,682 

Honda 848,485 0 0 16,107 18,926 883,518 
Hyundai/Kia 1,153,285 535 0 14,543 17,515 1,185,878 

JLR 23,499 0 0 458 538 24,494 
Mazda 218,037 0 0 3,652 4,292 225,981 

Mercedes 224,860 3,955 106 3,434 6,456 238,811 
Mitsubishi 59,477 0 0 701 824 61,002 

Nissan 846,189 26,490 0 6,734 16,017 895,430 
Subaru 146,744 0 0 2,640 3,102 152,485 
Tesla 0 109,459 0 0 0 109,459 

Toyota 1,244,257 0 4,742 24,558 25,915 1,299,472 
Volkswagen 573,109 3,049 1,509 8,708 12,811 599,186 

Volvo 46,000 0 0 874 1,027 47,901 
Fleet 8,227,574 160,441 76,029 110,766 128,441 8,703,251 

Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
 

Table 1.34  OMEGA MY2025 Truck Fleet using the AEO 2016 Reference Fuel Price Case 

 ICE-only Car 
Sales 

Baseline 
BEV Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program BEV Sales 

Additional ZEV 
program PHEV Sales 

Total Car 
Sales 

BMW 104,922 0 0 8 0 104,931 
FCA 1,253,319 0 0 8,071 13,632 1,275,022 
Ford 1,166,687 0 0 8,509 7,651 1,182,848 
GM 1,191,481 0 0 6,613 1,780 1,199,874 

Honda 802,944 0 0 15,243 17,910 836,097 
Hyundai/Kia 221,511 0 0 2,794 3,365 227,669 

JLR 90,516 0 0 1,762 2,071 94,350 
Mazda 131,404 0 0 2,201 2,586 136,192 

Mercedes 160,299 0 0 2,234 4,200 166,733 
Mitsubishi 38,466 0 0 454 533 39,452 

Nissan 539,914 0 0 3,481 8,280 551,676 
Subaru 534,344 0 0 9,612 11,294 555,249 
Tesla       

Toyota 1,003,343 0 0 13,661 14,416 1,031,420 
Volkswagen 253,335 0 4,056 3,146 4,629 265,166 

Volvo 46,980 0 0 893 1,049 48,921 
Fleet 7,539,466 0 4,056 78,682 93,397 7,715,601 

Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
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Table 1.35  Breakdown of MY2025 Internal Combustion Engine, Electric and Plug-in Electric Vehicle Sales 
using the AEO 2016 Reference Fuel Price Case 

 Car Truck Sum Share 
ICE-only 8,227,574 7,539,466 15,767,039 96.0% 

Baseline BEV 160,441 0 160,441 1.0% 
Baseline PHEV 76,029 4,056 80,085 0.5% 

ZEV BEV 110,766 78,682 189,447 1.2% 
ZEV PHEV 128,441 93,397 221,838 1.4% 

Total ICE+BEV+PHEV 8,703,251 7,715,601 16,418,851 100.0% 
     

Baseline BEV 160,441 0 160,441 24.6% 
Baseline PHEV 76,029 4,056 80,085 12.3% 

ZEV BEV 110,766 78,682 189,447 29.1% 
ZEV PHEV 128,441 93,397 221,838 34.0% 

Total BEV+PHEV 475,677 176,135 651,812 100.0% 
     

ICE 8,227,574 7,539,466 15,767,039 96.0% 
Baseline BEV+PHEV 236,470 4,056 240,527 1.5% 

ZEV BEV+PHEV 239,207 172,079 411,285 2.5% 
Total ICE+BEV+PHEV 8,703,251 7,715,601 16,418,851 100.0% 

     
ICE 8,227,574 7,539,466 15,767,039 96.0% 

Total BEV+PHEV 475,677 176,135 651,812 4.0% 
Total ICE+BEV+PHEV 8,703,251 7,715,601 16,418,851 100.0% 

 

The ZEV program sales are calculated based on the baseline fleet described in Chapter 1.1. 
From that fleet, we removed Aston Martin, Ferrari, McLaren and Lotus vehicles.  That fleet 
includes some BEVs and PHEVs consistent with the sales in the MY2015 baseline fleet as 
projected forward to MYs 2021 and 2025.  The additional ZEV program sales shown above in 
Table 1.31 through Table 1.34 were modeled as replacing ICE vehicles in the baseline fleet to 
maintain the same overall sales volume for each manufacturer's fleet.  To "generate" the 
projected additional ZEV program vehicles, each model within a manufacturer's fleet was 
mapped into a vehicle type matching its characteristics and capability.  For this analysis, it was 
assumed that only vehicle types classified as non-towing would be considered for conversion 
from an ICE to a ZEV to meet the ZEV program requirements.  The 24 vehicle types considered 
for additional ZEV program sales include all of vehicle types not designated as large pickups. In 
other words, we now allow many more types of vehicles to electrify than we allowed in the Draft 
TAR or the 2012 FRM where we essentially limited BEV and PHEV electrification to passenger 
cars.  Table 1.36 shows the 29 vehicle types being used in this analysis including the towing or 
non-towing designation and consideration as a “ZEV-source platform.”  Rather than selecting 
which individual vehicle models or platforms would be the most likely sources, all ICE vehicles 
within the non-towing vehicle types in a manufacturer's fleet were considered as a source for 
additional ZEV program sales.  Each manufacturer's additional ZEV program sales were then 
created by converting, on a platform-level sales weighted basis across all eligible vehicle types, 
the necessary number of ICE vehicles into the respective BEV and PHEV sales.  By sales-
weighting across all eligible vehicle types, the vehicle category and size (footprint) 
characteristics of each manufacturer’s fleet were kept consistent with the original baseline 
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projections.  The tables below are meant to provide clarity with a simple example of how this 
was done.L 

Table 1.36  Vehicle Types Considered for Conversion to ZEV Program Vehicles 

Vehicle Type Description Curb Weight Class ALPHA Class ZEV source? 
1 I4 DOHC 1 LPW_LRL Yes 
2 I4 DOHC 1 MPW_LRL Yes 
3 I4 DOHC 2 MPW_LRL Yes 
4 I4 DOHC 2 LPW_HRL Yes 
5 I4 DOHC 3 MPW_LRL Yes 
6 I4 DOHC 3 LPW_HRL Yes 
7 I4 DOHC 4 LPW_HRL Yes 
8 I4 DOHC 6 Truck No, Heavy-tow 
9 V6 OHV 6 Truck No, Heavy-tow 

10 V6 SOHC 3 HPW Yes 
11 V6 SOHC 4 MPW_HRL Yes 
12 V6 DOHC 1 LPW_LRL Yes 
13 V6 DOHC 2 MPW_LRL Yes 
14 V6 DOHC 2 LPW_LRL Yes 
15 V6 DOHC 3 HPW Yes 
16 V6 DOHC 3 MPW_LRL Yes 
17 V6 DOHC 3 LPW_HRL Yes 
18 V6 DOHC 4 HPW Yes 
19 V6 DOHC 4 MPW_HRL Yes 
20 V6 DOHC 5 HPW Yes 
21 V6 DOHC 5 MPW_HRL Yes 
22 V6 DOHC 6 Truck No, Heavy-tow 
23 V8 OHV 5 HPW Yes 
24 V8 OHV 5 MPW_HRL Yes 
25 V8 OHV 6 Truck No, Heavy-tow 
26 V8 DOHC 4 HPW Yes 
27 V8 DOHC 5 HPW Yes 
28 V8 DOHC 5 MPW_HRL Yes 
29 V8 DOHC 6 Truck No, Heavy-tow 

Note: DOHC=dual overhead cam; SOHC=single overhead cam; OHV=overhead valve; Curb Weight Class is a 
percentile-based weight classification with 1 being the lightest and 6 being the heaviest vehicles; ALPHA class is 
described in Chapter 2.3 of this TSD and designates low/medium/high power-to-weight (L/M/HPW) and 
low/medium/high road load (L/M/HRL) or Truck which is used for large pickups like the Ford F150 and Chevy 
Silverado. 

 

First, consider a simple manufacturer fleet consisting of seven vehicle models built on five 
platforms, which we have mapped into three vehicle types with total fleet sales of 600 vehicles, 
as shown in Table 1.37. 

                                                 
L The Excel spreadsheets used to generate the ZEV program fleet are in the docket and on our website at 

https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-
greenhouse-gases. The filenames include the keyword "FleetsABC." 
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Table 1.37  Example Manufacturer Fleet from which ZEVs are to be Created 

Platform index Vehicle index Model Fuel VehType Baseline sales 
100 1 A G 1 100 
100 2 B G 1 100 
101 3 C G 2 75 
101 4 D G 2 75 
102 5 E G 1 100 
103 6 F G 2 50 
104 7 G G 29 100 

Total     600 
 

For this manufacturer, we will assume that the needed additional ZEV program sales are 50 
BEVs and, for simplicity, no PHEVs.  As noted above, vehicle types 8, 9, 22, 25 and 29 are not 
considered to be ZEV-source platforms.  Thus, the 50 ZEV program vehicles cannot come from 
platform 104 since that is vehicle type 29.  We determine the number of BEVs to create from 
each platform according to its sales weighting within ZEV-source platforms.M  This is shown in 
Table 1.38.  We also need to know how many vehicles within each vehicle model to convert to a 
ZEV program vehicle. This is shown in Table 1.39. 

Table 1.38  Number of Additional ZEV Program Sales from each Platform 

Platform index VehType 1 VehType 2 Total %in Platform # of ZEV program sales 
100 200  200 40% 20 
101  150 150 30% 15 
102 100  100 20% 10 
103  50 50 10% 5 

Total 300 200 500 100% 50 
 

Table 1.39  Percentage of Additional ZEV Program Sales from Each Vehicle Model 

Platform index Model A Model B Model C Model D Model E Model F Total 
100 50% 50%     100% 
101   50% 50%   100% 
102     100%  100% 
103      100% 100% 

 

With the details shown in Table 1.38 and Table 1.39, we can then convert ICE vehicles into 
ZEV program vehicles as shown in Table 1.40. 

                                                 
M The ZEV-source platforms are those platforms “mapped” into the 23 "ZEV platform" vehicle types presented in 

Table 1.36. The point of Table 1.36 is to make clear that we are creating ZEV program vehicles in only those 
types of vehicles that we believe to make the most sense. Those types of vehicles being passenger cars and sport 
and cross-over utility vehicles that are not generally heavy-towing vehicles. The ZEV program vehicles are 
created only from within those vehicle types and, therefore, the creation of ZEV program vehicles is done using 
sales-weighting within those vehicle types rather than within all vehicles. 
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Table 1.40  Example Manufacturer's OMEGA Fleet including ZEV Program Sales 

Platform 
index 

Vehicle index Model Fuel VehType Baseline Sales OMEGA fleet 
with ZEV 

program sales 
100 1 A G 1 100 90 
100 2 B G 1 100 90 
101 3 C G 2 75 68 
101 4 D G 2 75 68 
102 5 E G 1 100 90 
103 6 F G 2 50 45 
104 7 G G 29 100 100 
105 8 ZEV E 1 0 20 
106 9 ZEV E 1 0 15 
107 10 ZEV E 2 0 10 
108 11 ZEV E 2 0 5 

Total sales G     600 550 
Total sales E     0 50 
Total sales     600 600 
 

As noted above, we then created each manufacturer's ZEV program fleet by converting, on a 
platform-level sales weighted basis, the necessary number of ICE vehicles into the respective 
BEV and PHEV sales.  EPA staff considered an alternate approach to look instead at which 
specific platforms, or even vehicle models, were the best candidates for conversion to 
BEV/PHEV.  However, that approach was rejected because there is no industry consensus on 
which characteristics make a vehicle the best candidate for conversion.  Is it the smallest cars, the 
lightest cars, those that already have a BEV or PHEV version, etc.?  Any attempt at determining 
the "best" candidates for conversion might be seen as "cherry picking" in order to provide a 
certain result.  Some might see us as choosing all of the smallest vehicles, thereby leaving all of 
the larger, perhaps "dirtier" vehicles as ICE vehicles needing costly improvements to comply 
with the future standards.  Others might see us as choosing all of the largest vehicles, thereby 
leaving all of the smaller, perhaps "cleaner" vehicles as ICE vehicles needing less costly 
improvements to comply with future standards.  Further, there is no clear trend as to which 
vehicles or platforms manufacturers are currently using for BEV or PHEV platforms.  Current 
and publicly-announced near term models span platforms from subcompact cars to large cars, 
large SUVs to minivans, and use of shared or dedicated platforms. Our final decision was to 
choose equally (by sales weighting) from each ZEV source platform such that there would be no 
net impact on the sales weighted footprint of remaining ICE vehicles needing technology to 
comply. 

1.2.1.2 The ZEV Program Requirements 

The preceding discussion describes how we determined which vehicles would be converted 
from ICE technology to BEV/PHEV.  Here we discuss the assumptions regarding the 
characteristics of the ZEVs used in the analysis and how compliance (total sales) with the ZEV 
mandate was modeled. 
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1.2.1.2.1 Overview 

California requires the largest vehicle manufacturers to manufacture ZEV credit producing 
vehicles to comply with the increasing number of ZEV credits required through 2025.7  The ZEV 
credits can be generated by producing battery electric vehicles, fuel cell electric vehicles, and 
certain plug-in hybrid vehicles.  In addition to the requirements applying in California (CA), 
several other states have used section 177 (S177) of the federal Clean Air Act to adopt the 
California ZEV requirements (referred to as S177 ZEV States).8  These states, when combined 
with CA, account for nearly 30 percent of all new light-duty vehicles sold in the United States.   

Under the ZEV regulation, manufacturers are required to generate ZEV credits to fulfill an 
annual obligation based on their cumulative vehicle sales as summarized in Table 1-40.  
Requirements are satisfied by producing vehicles that generate credit which, for MY2018 and 
beyond, means a combination of plug-in hybrid electric vehicles (PHEV), battery electric 
vehicles (BEV), and fuel cell electric vehicles (FCEV).  Each PHEV, BEV, and FCEV earns 
between 0.4 and 4 credits per vehicle depending on its electric range over a test cycle as 
specified in the CA ZEV regulation.9  For example, a PHEV with a 10-mile electric range earns 
0.4 credits and a BEV or FCEV with a 350-mile test range earns 4.0 credits.      

To incorporate the ZEVs into the OMEGA fleet, the ZEV regulation credit requirements were 
converted to a vehicle sales requirement as follows:  

1) Determine how many total ZEV credits each manufacturer will need in CA and the 
S177 ZEV states for each year being modeled in OMEGA (MY2021 and MY2025). 

2) Develop a nominal BEV electric range (described in Table 4.33) and a nominal 
PHEV set of electric range characteristics (described in Table 4.34) that are projected 
to be representative of BEV and PHEV capability in the MY2021-2025 time frame.  
The range and characteristics are then used to determine how many ZEV credits each 
vehicle will generate. For simplification and alignment with existing OMEGA 
technology packages, FCEVs were not included in the compliance scenarios. 

3) Calculate the incremental ZEV credits needed beyond those generated by any ZEVs 
already included in the OMEGA reference fleet projections and expected to be sold in 
CA and the S177 ZEV states.   

4) Determine how many incremental BEVs and PHEVs each manufacturer will need to 
sell to satisfy their ZEV credit obligations for MY2021 and MY2025. 

1.2.1.2.2 ZEV Credit Requirement 

Each manufacturer’s ZEV credit obligation is calculated by multiplying its projected total 
light duty vehicle sales in CA and S177 ZEV states by the ZEV credit percentage required (see 
Table 1.41 below).  The total projected CA and S177 ZEV states sales volume for each 
manufacturer was calculated by multiplying the manufacturer-specific reference fleet national 
sales volumes in OMEGA by the CA and S177 ZEV states sales volume ratio (MY2014).  For 
example, if manufacturer “A” is projected to sell 250,000 vehicles nationally in MY2021, and its 
CA and S177 ZEV state sales are 40 percent of its national sales, its projected MY2021 CA and 
S177 ZEV state sales would be 100,000 (250,000*40%).  Although the regulation has 
flexibilities in the technologies a manufacturer may use to generate credits, there is a cap on the 
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portion of the credits that can be satisfied with PHEVs as identified in Table 1.41.  For example, 
if manufacturer “A” sells 100,000 vehicles in CA and the S177 ZEV states in 2021, it is required 
to generate 12,000 ZEV credits (100,000*12%) in 2021 and, of those 12,000 ZEV credits, only 
4,000 (100,000*4%) can come from PHEVs.  For the purpose of this analysis, manufacturers are 
projected to comply with the ZEV requirements by maximizing their ZEV credits earned using 
PHEVs and using BEVs to generate the remaining credits. 

Table 1.41  ZEV Regulation Credit Requirements 

 2018 2019 2020 2021 2022 2023 2024 2025 
Total ZEV Credit Required 4.50% 7.00% 9.50% 12.00% 14.50% 17.00% 19.50% 22.00% 
Max. Credits from PHEVs 2.50% 3.00% 3.50% 4.00% 4.50% 5.00% 5.50% 6.00% 

 

1.2.1.2.3 Projected Representative PHEV and BEV Characteristics for MY2021-2025 

The first step to calculate the number of ZEVs needed to meet the manufacturer’s projected 
credit obligation is to determine the type of vehicles that will be used to comply with the 
regulation.  The primary characteristic for determining ZEV credits per vehicle is the urban 
dynamometer driving schedule (UDDS) test cycle range for BEVs and the UDDS test cycle 
“equivalent all electric range” for PHEVs.  ZEV credits are generated based on UDDS range, not 
label range, and a review of current certified BEVs indicates a UDDS range to label range 
correction factor of between 0.65 and 0.76.  For this analysis, a value of 0.7 was used for all 
vehicles.  Given that these would be future vehicles for which actual specifications are not yet 
known, assumptions were made regarding what future range(s) might be in the MY2021 and 
MY2025 time frame.  Further simplifications of such projections were also necessary to fit 
within the existing model framework of OMEGA including baseline vehicles and technology 
packages.  These simplifications include the use of a single nominal BEV range and a single 
nominal PHEV range for all manufacturers and all vehicle classes with characteristics projected 
to be representative of BEVs and PHEVs in the MY2021-2025 time frame.  Given these 
constraints, this projection reflects a scenario for minimum compliance with the ZEV regulation 
using a representative nominal BEV and PHEV, but not a ‘likely’ scenario that might reflect a 
wide variety of different ranges of PHEV and BEV offerings across manufacturers, vehicle 
classes, and model years, or the inclusion of FCEVs, which have already begun to enter the 
market. 

To develop the nominal BEV and PHEV electric range, EPA staff first looked at the relative 
impact of battery pack costs for a variety of battery costs (dollars per kilowatt-hour (kWh)).  For 
this simplified analysis, vehicle energy consumption was assumed to be constant for all vehicle 
types; therefore, all-electric vehicle range and battery pack size increase proportionally.  The 
relative costs to achieve longer range were then compared to the number of ZEV credits earned 
for the increased range.  The qualitative results are shown in Figure 1.4.  As the figure shows, 
building individual BEVs with a longer range directionally results in a lower cost per ZEV credit 
earned (i.e., satisfying the ZEV credit obligation with fewer long range BEVs is directionally 
more cost-effective than using a larger volume of shorter range BEVs).  And, as Figure 1.4 
illustrates, the relative impact is even larger at the lower battery costs projected for the 2022-
2025 time frame.  Accordingly, the nominal BEV and PHEV packages modeled longer range 
variants of both types of ZEVs rather than multiple variants of shorter and longer range vehicles.  
Note that the range of battery costs used in the figure (from $150/kWh to $300/kWh in the 2021-
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2025 time frame) is generally consistent with the projections of the EPA battery costing analysis 
for PHEVs and BEVs as reported in Chapter 2.3.4.3.7 of this TSD.  EPA's projected costs used 
in the 2012 FRM, the Draft TAR, and this analysis are supported elsewhere in the Draft TAR 
and this TSD, particularly in Chapter 5 of the Draft TAR where we evaluated the 2012 FRM and 
Draft TAR battery cost projections, and in Chapter 2 of this TSD where we discuss the battery 
cost projections used in this analysis. 

 
Figure 1.4  Relative Cost of ZEV Credits for Different Ranges and Battery Costs 

The projected range for the nominal BEV and PHEV in the MY2021 to 2025 time frame was 
developed assuming a constant sales weighted average percent improvement from the current 
range.  The MY2015 BEV sales-weighted label range is ~133 miles, as shown in Table 1.42 
below; for MY2015 PHEVs, the sales-weighted label electric range is ~25 miles as shown in 
Table 1.43. 
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Table 1.42  Range Characteristics of BEVs for MY2015 

Brand Model EPA Label All-electric Range (miles) 
BMW I3 BEV 81 
BMW I3 BEV 81 
BMW I3 REX 72 
BMW I3 REX 72 
FCA 500e 87 
Ford Focus Electric FWD 76 
GM SPARK EV 82 

Hyundai/Kia Soul Electric 93 
Mercedes B-Class Electric Drive 87 
Mercedes smart fortwo elec. drive (conv.) 68 
Mercedes smart fortwo elec. drive (coupe) 68 

Nissan LEAF 84 
Nissan LEAF 84 
Tesla Model S 260 
Tesla Model S AWD 260 

Volkswagen e-Golf 83 
Sales-Weighted Average Range (label Miles) 133 

 

Table 1.43  Range Characteristics of PHEVs for MY2015 

Brand Model EPA Label All-electric Range (miles) 
Ford C-Max Energi 20 
Ford Fusion Energi 20 

Cadillac ELR  37 
Chevrolet Volt 38 

   
Toyota Prius Plug-In 11 

Sales-Weighted Average Range (label Miles) 25 
 

For this analysis, the range for future vehicles was estimated to increase at a rate of 5 percent 
per year until the sales-weighted label range reaches 245 miles, which correlates to the maximum 
number of ZEV credits earned by any one vehicle.  While manufacturers are not expected to 
actually redesign vehicles to increase the range every year nor to cap the range when they reach 
245 miles, this rate of annual improvement is consistent with the improvements manufacturers 
have been making over more discrete intervals such as redesigns, refreshes, or other updates.  
For example, new or updated model introductions and announcements for the Ford Focus EV, 
VW e-Golf, Nissan Leaf, Tesla Model S, Tesla Model 3, Chevy Bolt EV, Chevy Volt PHEV, 
and BMW i3 have all included increased range compared to their predecessors.  The 5 percent 
rate of growth is an estimated average of both longer and shorter range vehicles.  It is not 
expected that BEVs with 200+ miles of range, such as some Tesla vehicles, will increase their 
range as quickly as shorter range vehicles such as the BMW i3.  This is supported by the 2.5 
percent per year increase observed in the Model S (85 to 90 kW-h) compared to the 9 percent per 
year increase seen by the GM Volt and the BMW i3.  Additionally, while some OEMs may 
continue offering BEVs with lower ranges, these may be offset by longer range offerings such as 
hydrogen fuel cell electric vehicles (FCEVs) like those announced by Toyota and Honda, having 
ranges that well exceed 200 miles.   
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Given that the time period of interest is MY2021-2025 and that the ZEV requirements 
increase annually, a nominal range for the single BEV variant to be used for the model years of 
interest was determined by calculating the sales-weighted average for the years being evaluated.  
Table 1.44 combines the results from Table 1.42 for average electric range with the projected 
BEV sales for MY2021-2025 to calculate a sales-weighted average BEV for MYs 2021-2025.  
The sales-weighted average was calculated as 209 miles.  Although this projection results in an 
estimated 209-mile range, a final range of 200 miles was chosen to provide for a potential 
slower-than-historical increase in range and to be consistent with an existing technology package 
in OMEGA (BEV200).  EPA believes that a 200-mile label range is reasonable given recent 
announcements in this magnitude for the Tesla Model 3, GM Bolt EV, and an announced future 
Ford BEV which will all be available prior to MY2021.N For the model years being evaluated, 
all BEV200s are assumed to have a label range of 200 miles and a UDDS range of 286 miles 
which generates 3.36 ZEV credits per vehicle. 

Table 1.44  Projected Sales Weighted BEV Range for MY2021-2025 

Model year BEV real-world range BEV sales 
(% of whole fleet) 

BEV sales  
(% of 2021-2025 cumulative BEV sales) 

2021 187 2% 14% 
2022 196 3% 17% 
2023 206 3% 20% 
2024 216 4% 23% 
2025 227 4% 26% 
Range Based on Sales Weighting MY2021-2025 209 

 

The projected ranges for PHEVs in the MY2021-2025 time frame were calculated in a similar 
manner to the BEV ranges, with one minor difference.  PHEVs generate credits based not only 
on electric range on the UDDS cycle, but also on the ability to drive all-electrically for at least 10 
miles of the US06 supplemental FTP test cycle.  PHEVs that can meet this US06 criterion earn 
an additional 0.2 credits per vehicle.  While the reality is that motor, inverter, and battery pack 
sizing along with the powertrain architecture all play a role in determining whether a PHEV can 
meet this criterion, for this analysis, the ability to meet it was assumed to increase linearly for 
vehicles with electric range from 20 to 40 miles (i.e., 0 percent of PHEVs with 20-mile range, 50 
percent of PHEVs with a 30-mile range, and 100 percent of PHEVs with 40-mile range can meet 
the US06 criterion).  The analysis summarized in Table 1.45 shows that, for MYs 2021-2025, the 
sales-weighted average PHEV is projected to have a range of about 39 miles, which was rounded 
down to a final range of 40 miles to be consistent with an existing technology package 
(PHEV40) in OMEGA.  A PHEV40 is assumed to be 100 percent US06 capable, so it generates 
1.07 credits per vehicle after adjusting from a 40-mile label range to an equivalent UDDS range 
and including the additional credits for US06 capability.  For perspective, the newly revised 
MY2016 GM Volt already exceeds this capability and other manufacturers are expected to 
further increase their range and capability over the next 5 to 9 years. 

                                                 
N More examples supporting the rationale for BEV200 and discussion of public comment on this topic can be found 

in Chapters 2.2.4.4.5 and 2.3.4.3.5 of this TSD. 
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Table 1.45  Projected Sales Weighted PHEV Range for MY2021-2025 

Model year BEV real-world range PHEV sales 
(% of whole fleet) 

PHEV sales  
(% of 2021-2025 cumulative PHEV sales) 

2021 35 4% 17% 
2022 37 4% 19% 
2023 39 5% 20% 
2024 41 5% 21% 
2025 43 5% 23% 
Range Based on Sales Weighting MY2021-2025 39 

 

1.2.1.2.4 Calculation of Incremental ZEVs Needed for ZEV Program Compliance 

Next, the number of ZEV credits generated from vehicles already included in the projected 
reference fleet was subtracted from the total credit obligation.  Given that the projected reference 
fleet only included national sales numbers for ZEVs, those numbers were first scaled to 
California and S177 ZEV state sales using the current (average of MY2014 and MY2015) 
manufacturer-specific percentage of national ZEV sales in California and the S177 ZEV states.  
For this analysis, all manufacturers are projected to generate ZEV credits using the nominal BEV 
and PHEV all-electric ranges calculated above, and each manufacturer is projected to fulfill their 
credit requirements without exercising any of the various additional flexibilities included in the 
ZEV regulation.  These earned credits were then subtracted from each manufacturer’s credit 
obligation to calculate the remaining incremental credits needed.  For example, if a 
manufacturer’s ZEV credit obligation for MY2021 is 12,000 credits, and the original baseline 
projected 1000 BEV sales in California and the S177 ZEV states, its incremental obligation is 
8,640 ZEV credits (12,000 credits -1000 vehicles*3.36 credits/vehicle). 

Finally, the incremental credits needed were translated to the number of additional PHEV and 
BEV sales for each manufacturer.  For this analysis, it was assumed that each manufacturer 
would satisfy the maximum amount of ZEV credits allowed with PHEVs, and the remaining 
portion with BEVs. Both the ZEVs in the original reference fleet and those incrementally added 
take this PHEV limitation into account.  No ZEV credit trading and banking was included in this 
analysis; each manufacturer was assumed to meet its ZEV obligation in MY2021 and MY2025 
with vehicles produced for those model years.  For the projected sales volumes used in this 
analysis, the overall effect of the ZEV regulation is as shown in Table 1.31 through Table 1.34.  
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Chapter 2: Technology Costs, Effectiveness, and Lead Time Assessment 
2) Ch2 DO NOT DELETE 

2.1 Overview 

Technology assessment was a critical element of the development of the 2017-2025 GHG 
standards in the 2012 final rulemaking (FRM).  The standards were ultimately guided by a 
detailed assessment of GHG-reducing technologies that were available as of the 2012 calendar 
year time frame.  The assessment included technologies that were currently in production at the 
time, or pending near term release, as well as consideration of further developments in 
technologies where there was reliable evidence that those technologies could be feasibly 
deployed by 2025.  

As the first step in the MTE process, the 2016 Draft TAR summarized the current state of 
technology through the mid-2016 time frame, including technology developments since the FRM 
and the outlook for future developments through MY2025.  The Draft TAR found that the fleet 
penetration of many of the GHG-reducing technologies identified in the FRM has proceeded 
steadily, accompanied by new technologies not anticipated at the time.  Technology assumptions 
for cost, effectiveness, and availability were then revised and incorporated into the Draft TAR 
GHG Assessment, a substantial and comprehensive update to the assessment performed for the 
2012 FRM. 

This Chapter 2 of the Proposed Determination Technical Support Document (TSD) provides 
EPA's updated assessment of the current state of technology and likely future developments 
through MY2025. A description of the technical work that has been done to inform the Draft 
TAR and the Proposed Determination analysis is also included in this chapter, along with a 
summary of the assumptions and inputs used to characterize technologies in the analysis.  In the 
cases where public comments received on the Draft TAR or updated information gathered since 
the Draft TAR have contributed additional insight on the current state of technology or on 
assumptions for technology cost and effectiveness, this information is incorporated into the 
discussion. The results of EPA's Proposed Determination analysis are discussed in Section IV of 
the Proposed Determination document. 

In researching the Draft TAR, the agencies (EPA, NHTSA, and CARB) relied on many 
sources to evaluate the state of technology, including vehicle certifications, vehicle simulation 
modeling, reviews of technical papers and conference proceedings, agency meetings with vehicle 
manufacturers and suppliers, and the 2015 NAS report. This collaborative effort produced an 
extensive catalog of information on fuel-saving and GHG-reducing technologies that built upon 
the 2012 FRM assessment.  In developing the assessment for this Proposed Determination, EPA 
has built further upon the body of information relied on for the Draft TAR assessment, by 
continuing our in-house vehicle benchmarking testing program, enhancing and refining our 
models, assessing the latest available data and literature, and considering public comments 
received on the Draft TAR. 

It is clear that the automotive industry is innovating and bringing new technology to market at 
a brisk pace. Many of the technologies that figured prominently in the analysis performed for the 
2012 FRM, such as gasoline direct injection, turbocharging and downsizing, and higher-
efficiency transmissions, have seen continued market penetration, and continued to have an 
important role in the Draft TAR analysis. Even some well-established technologies had advanced 
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enough to require a re-evaluation of cost, effectiveness, and implementation for the Draft TAR. 
For example, the ongoing improvements in transmissions with higher ratio spreads and gear 
count, and the application of light-weight materials that had previously been applied only to 
high-performance and luxury vehicles, were beginning to appear in mass-market vehicles. While 
the cost, effectiveness,A and feasibility of implementation of individual technologies projected in 
the Draft TAR were generally consistent with the compliance pathways projected in the 2012 
FRM, some developments did not unfold as predicted. The Draft TAR found that several new 
technology applications not considered in the FRM analysis, or which had been predicted to have 
very low market penetration, had continued to evolve and deserved a reassessment. For example, 
Atkinson Cycle engines have now been applied to non-hybrids successfully, and continuously 
variable transmissions (CVTs) have entered the market more widely than originally expected in 
applications that have been well-received by consumers and expert reviewers. Another example 
is 48-volt mild hybridization, which by some accounts is gathering momentum rapidly, offering 
significant efficiency benefits with lower complexity and system cost compared to the higher 
voltage mild hybrid systems examined in the FRM analysis. The Draft TAR built upon the FRM 
technology assessment by recognizing these technology developments and incorporating many 
of them into the Draft TAR technology assessment.    

Although some comments received on the Draft TAR were critical of EPA's assessment of the 
effectiveness of some technologies, as a whole, EPA believes that the Draft TAR was broadly 
accurate in its characterization of technology effectiveness. Through our consideration of public 
comments on the Draft TAR, as well as continued analysis of sources such as current vehicle 
certifications, continued benchmarking activities, literature reviews and modeling, it is our 
assessment that the effectiveness values developed for the Draft TAR are largely fair and 
accurate representations of benefits achievable by manufacturers within the time frame of the 
rule. This is not to imply that every manufacturer that has added a technology has achieved the 
effectiveness estimated in the Draft TAR. Some applications of technology are in their first or 
second design iteration, and we expect that successive iterations will improve their effectiveness. 
One example is the emerging use of integrated and cooled exhaust manifolds and the resulting 
improved effectiveness from turbo-charged downsized engines. Some manufacturers that have 
adopted technology have used some of the benefit to improve other vehicle attributes, rather than 
solely to improve fuel economy. For example, the efficiencies gained can often be used to 
promote other attributes such as acceleration performance, cargo capacity, towing capability, 
and/or vehicle size and mass while holding fuel economy relatively constant. Vehicle 
manufacturers have adopted many examples of technologies that perform very well, such as the 
Mazda SKYACTIV-G engine and the ZF 8-speed transmission, and when these technologies 
are combined with the sole intent of improving vehicle efficiency, our analysis continues to show 
that significant improvements from the baseline fleets are broadly achievable using conventional 
powertrains.  

This Chapter 2 provides a complete description of EPA's assessment of the status, cost, 
effectiveness, and application of the technologies that we considered in this analysis. We have 
included a brief review of the technology assessment conducted for the Draft TAR, as well as a 

                                                 
A The term 'effectiveness' is used throughout this Chapter to refer both to a reduction in tailpipe CO2 emissions and a 

reduction in fuel consumption. In cases where the two are not equivalent (e.g., when changing fuel type), separate 
values are presented.  
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summary of the updates that further inform the Proposed Determination assessment. Finally, we 
discuss how we synthesized all of the available information to derive our conclusions for cost, 
effectiveness, and application that informed the Proposed Determination technology assessment.  

Like the technology assessment conducted for the Draft TAR, the Proposed Determination 
technology assessment includes a wide array of fundamental assumptions, modeling constructs, 
and general methodologies, as well as assumptions for cost and effectiveness of specific fuel-
saving and GHG-reducing technologies. Key changes and updates EPA has implemented for this 
Proposed Determination assessment include:   

 An updated baseline fleet, based on MY2015 GHG compliance data, the latest 
complete data set available 

 Updated projections of future fuel prices and vehicle sales to AEO 2016, the latest 
available  

 All monetized values are updated to 2015 dollars 
 Better accounting for tire and aerodynamic improvements in the baseline fleet  
 Updated accounting for light duty truck mass reduction in the baseline fleet  
 Updated ZEV program sales using data from the California Air Resources Board 
 Updated vehicle class definitions for modeling effectiveness to improve 

representativeness of power-to-weight and road load characteristics  
 Expanded vehicle classification structure from 19 to 29 vehicle types to improve the 

resolution of cost-effectiveness estimates as applied in the OMEGA model  
 Updated characterization and modeling of certain advanced engine technologies, 

including Atkinson cycle  
 Updated effectiveness estimates for certain advanced transmission technologies  
 Updated battery costs for plug-in vehicles, resulting from several battery modeling 

improvements such as an improved battery sizing method, updated data from 
electrified vehicles released or certified since the Draft TAR, and an updated 
accounting for energy consumption and road load technology improvements 

 Added accounting in the compliance modeling for upstream emissions of plug-in 
vehicles phasing in from MYs 2022 to 2025  

 Incorporated additional off-cycle technology options into OMEGA to better account 
for manufacturer's expected use of off-cycle credit opportunities  

 Conducted additional sensitivity analyses to show the cost and technology penetration 
impacts of alternative technology pathways 

 Updated our vehicle simulation model, ALPHA, to include the latest data on 
technology effectiveness from the EPA vehicle benchmarking testing program and 
other sources, across vehicle types 

 Added quality assurance checks of technology effectiveness estimates into ALPHA 
and the lumped parameter model (LPM) 

Complete descriptions of these changes, as well as discussion of public comments received on 
the Draft TAR and updated information contributing to the Proposed Determination assessment, 
can be found in the corresponding technology and methodology chapters of this TSD.  

The remaining sections of this chapter provide detail on the state of development of specific 
fuel-saving and GHG-reducing technologies, and their estimated cost and effectiveness.  
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Section 2.2 of this chapter presents EPA's assessment of the current state of individual 
technologies and the advancements that have occurred since the 2012 FRM and up to the 
completion of the Draft TAR. EPA has reexamined every technology considered in the Draft 
TAR, as well as assessed some technologies that are currently commercially available but did not 
play a significant role in the Draft TAR analysis. We have also considered emerging 
technologies for which enough information has become known that they may be included in this 
Proposed Determination assessment. The categories of technologies discussed include engines, 
transmissions, electrification, aerodynamics, tires, mass reduction, and several other vehicle 
technologies. In addition, Chapter 2.2.9 provides an overview of the air conditioning efficiency 
and leakage credit provisions, a summary of the situation regarding low global warming potential 
(GWP) refrigerant, and discussion of key comments received on these topics. Chapter 2.2.10 
provides a summary of the off-cycle credit program and an overview of how off-cycle credits 
have been used by manufacturers in their current compliance with the GHG program. Chapter 
2.3.4.9 (Additional Off-cycle Credits and Costs) details how off-cycle credits have been 
considered in the Proposed Determination analysis. Key comments on the off-cycle credit 
provisions are addressed in Section B.3.4 of the Proposed Determination Appendix. 

Section 2.3 of this chapter presents details of the approaches, assumptions, and technology 
inputs used in the Proposed Determination technology assessment.  

The particular details of the assessment begin in Chapter 2.3.1 with a description of the 
fundamental assumptions for performance neutrality, fuels, methods for measurement of cost and 
effectiveness, and approach to vehicle classification, which together comprise the underpinnings 
of the technical analysis.  

Chapter 2.3.2 focuses on the approach for determining technology costs, which includes the 
determination of both direct and indirect costs, as well as the application of cost reduction 
through manufacturer learning, and maintenance and repair costs. The methodologies used to 
develop technology costs remain largely unchanged from the Draft TAR. However, as was the 
case in the Draft TAR, technology cost inputs have again been reevaluated based on updated 
information and comments received on the Draft TAR.   

Chapter 2.3.3 describes the approach for investigating technology effectiveness. Vehicle 
benchmarking is one of the foundations of EPA’s analysis of technology effectiveness. A 
description of testing and benchmarking conducted by EPA can be found in Chapter 2.3.3.1. 
Modeling of effectiveness across the vehicle fleet involves grouping vehicles into classifications, 
and the approach to classifying vehicles for this purpose is described in Chapter 2.3.3.2. These 
classifications and the data collected through benchmarking are used by EPA's full vehicle 
simulation model, known as ALPHA. The ALPHA model is described in Chapter 2.3.3.3. An 
outline of sources and methods for determining technology effectiveness is provided in Chapter 
2.3.3.4. EPA's modeling methodology also includes use of a "lumped parameter model" (LPM), 
which models incremental effectiveness differences between vehicle technology packages. 
Updates to the LPM and its application in the Proposed Determination assessment are described 
in Chapter 2.3.3.5.  

Chapter 2.3.4 describes the specific data and assumptions for individual technologies that are 
used in this Proposed Determination assessment. Informed by all of the information on the state 
of technologies described in Section 2.2, these inputs and assumptions for cost, effectiveness, 
and technology application ultimately led to the OMEGA model determination of the cost-



Technology Cost, Effectiveness, and Lead Time Assessment 

2-5 
 

minimizing compliance pathways that are outlined in Section IV of the Proposed Determination 
document and described in full detail in Section C of the Proposed Determination Appendix.  

 

2.2 State of Technology and Advancements since the 2012 Final Rule 

2.2.1 Individual Technologies and Key Developments 

2.2.1.1 List of Technologies Considered 

The key technologies considered in this Proposed Determination technology assessment are 
summarized below. Assumptions for cost, effectiveness, or application of some of these 
technologies have been updated for this Proposed Determination assessment, while others remain 
unchanged from the Draft TAR where EPA has determined that changes are not warranted. Full 
discussion of these technologies and any applicable updates is provided in the corresponding 
technology sections of this chapter. 

A number of technologies that were considered in the 2012 FRM analysis underwent 
significant updates in the process of developing the Draft TAR assessment, which was a major 
update of the FRM assessment representing more than four years of active technology evolution 
and development throughout the automotive industry. Some of these most actively changing 
technologies were significantly updated for the Draft TAR analysis, and in some cases further 
updated for the Proposed Determination analysis. They include: 

 HEV Atkinson cycle engines 
 Non-HEV Atkinson cycle engines 
 Turbocharging and downsizing 
 Miller Cycle Engine 
 Direct Injection Miller Cycle Engine 
 Turbocharger improvements 
 Cylinder deactivation 
 Variable geometry valvetrain systems (VVT, DVVL, CVVL) 
 Continuously variable transmissions (CVTs) 
 Dual clutch transmissions (DCTs) 
 48-volt mild hybrid electric vehicles (MHEVs) 

Other technologies that were included in the FRM and the Draft TAR analysis, some of which 
also received updates to how they were represented in the Proposed Determination analysis, 
include: 

 Stoichiometric gasoline direct injection 
 Exhaust gas recirculation with boost 
 Low-friction lubricants 
 Second level of low-friction lubricants and engine friction reduction 
 Reduction of engine friction losses 
 Diesel engines 
 Improved automatic transmission controls 
 Increased gear-count automatic transmissions 
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 Shift optimization 
 Manual 6-speed transmission 
 High efficiency gearbox (automatic, DCT, CVT, or manual) 
 Low-rolling-resistance tires 
 Aerodynamic drag reduction 
 Mass reduction 
 Low-drag and zero drag brakes 
 Secondary axle disconnect for four-wheel drive systems 
 Electric power steering (EPS) 
 Improved accessories (IACC) 
 Low-leakage and higher-efficiency air conditioner systems 
 Non-hybrid 12-volt stop-start 
 High-voltage mild and strong hybrids (HEVs), including strong P2 and power split 
 Plug-in hybrid electric vehicles (PHEVs) 
 Battery electric vehicles (BEVs) 

Each of these technologies are described in more detail in the following section. Full detail of 
the current development state of each technology can be found in the remaining sections of this 
chapter. 

2.2.1.2 Descriptions of Technologies and Key Developments since the FRM  

As described in the previous section, a number of technologies considered in the 2012 FRM 
analysis underwent significant updates in the process of developing the Draft TAR assessment. 
Some technologies that had not been considered in the 2012 FRM were added for the Draft TAR 
analysis, while others that had been included had developed differently than expected, and were 
updated accordingly.  

This section provides capsule descriptions of the fuel-saving and GHG-reducing technologies 
considered in the Proposed Determination assessment, beginning with this subset of actively 
changing technologies that largely distinguished the Draft TAR assessment from the 2012 FRM 
assessment. It highlights some of the key considerations and updates that affected how each of 
these technologies were considered for the Draft TAR and, in many cases, further consideration 
and updates that were implemented for the Proposed Determination assessment. Other 
technologies that were considered in both the 2012 FRM and Draft TAR assessments, and which 
continue to be considered in the Proposed Determination assessment, are also outlined in this 
section. 

This section is meant to provide only a brief outline of the technologies that EPA considered. 
For complete descriptions of the state of development of each technology, please refer to 
Chapters 2.2.2 through 2.2.10. Specific assumptions for cost and effectiveness for each 
technology as applied to the Proposed Determination assessment are discussed in Chapter 2.3.4. 

 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-7 
 

HEV Atkinson cycle engines. These engines have a substantial increase in geometric 
compression ratioB (in the range of 12.5 - 14:1) and intake valve event timing to provide much 
later intake valve closing (LIVC).  This lowers the trapped air charge, effectively lowering actual 
compression ratio to reduce knock-limited operation while maintaining the expansion ratio for 
improved efficiency. Although producing lower torque at low engine speeds for a given 
displacement, this engine has specific high efficiency operating points and is capable of 
significant CO2 reductions when properly matched to a strong hybrid system.  Electric 
motor/generators produce high torque at low speeds and are thus are capable of offsetting low 
engine speed torque deficiencies with Atkinson Cycle engines. 

Non-HEV Atkinson cycle engines. For non-HEV applications, this technology often combines 
direct injection, a substantial increase in geometric compression ratio (in the range of 13-14:1), 
wide authority variable intake camshaft timing, variable exhaust camshaft timing, and an 
optimized combustion process to enable significant reductions in CO2 compared to a standard 
direct injected engine.  This engine is capable of changing the effective compression ratio by 
varying intake valve events enabling Otto and Atkinson operation.  This multiple mode 
capability enables these engines to be applied in hybrid and non-hybrid applications.  The ability 
to reduce pumping losses over a large area of operation may allow avoidance of the additional 
cost of higher gear count transmissions.  The Mazda SKYACTIV-G engine is one example of 
this technology.  The 2GR-FKS engine used in the MY2015-2017 Toyota Tacoma pickup truck 
is another example.  The 2.0L "Nu" engine in the MY2017 Hyundai Elantra is another example 
of use of Atkinson Cycle in non-HEV application, although the "Nu" Atkinson engine uses PFI 
instead of GDI and has a slightly lower geometric CR than used by Mazda. The Toyota 1NR-
FKE and 2NR-FKE Atkinson Cycle engines use both PFI and cEGR instead of GDI. In the 
FRM, the use of Atkinson Cycle engines was primarily considered in HEV applications. In the 
past few years, a new generation of naturally-aspirated SI Atkinson Cycle engines applicable to 
non-HEVs has been introduced into light-duty vehicle applications. The most prominent 
application of this technology is the Mazda SKYACTIV-G system. It combines direct injection, 
an ability to operate over an Atkinson Cycle with increased expansion ratio, wide-authority 
intake camshaft timing, and an optimized combustion process.  Other OEMs have intruded non-
HEV Atkinson Cycle engines using PFI instead of GDI, in some cases combined with cooled, 
external EGR (cEGR).  This type of engine operation is also not limited to naturally aspirated 
engines and when applied to boosted engines is referred to as "Miller Cycle," as described below. 
In addition to Mazda, other manufacturers using non-HEV application of Atkinson Cycle 
engines include Hyundai, Toyota, and FCA. 

Turbocharging and downsizing. This approach increases the available airflow and specific 
power level, allowing a reduced engine size while maintaining performance.  This reduces 
pumping losses at lighter loads in comparison to a larger engine. In the FRM, turbocharged, 

                                                 
B Geometric compression ratio is a ratio of the piston clearance volume + displacement swept volume to the 

displacement swept volume in a reciprocating piston engine.  The actual effective compression ratio and 
expansion ratio must also take into account valve events governing the actual flows involved in the combustion 
process.  Effective compression ratio and expansion ratios for typical Otto-cycle engines are nearly equivalent 
and governed by the chosen geometric compression ratio.  Atkinson and Miller Cycle engines lower the trapped 
air or air-fuel charge volume during intake via either late intake valve closing or early intake valve closing to 
reduce effective compression ratio while simultaneously increasing effective expansion ratio.  This is done by 
reducing the piston clearance volume and thus increasing the geometric compression ratio. 
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downsized engines were anticipated to be a prominent technology applied by vehicle 
manufacturers to improve vehicle powertrain efficiency. The penetration rate of turbo-downsized 
engines into the light-duty fleet has increased from 3 percent in 2008 to 16 percent in 2014.1 The 
Draft TAR recognized that turbocharged, downsized engines are adopting head-integrated 
exhaust manifolds or separate, water-cooled exhaust manifolds. These systems also use separate 
coolant loops for the head/manifold and for the engine block. The changes allow faster warmup, 
improved temperature control of critical engine components, further engine downspeeding, and 
reduce the necessity for commanded enrichment for component protection. The net result is 
improved efficiency over the regulatory cycles and during real world driving. Engine 
downspeeding also has synergies with recently developed, high-gear-ratio spread transmissions 
that may result in further drive cycle efficiency improvements. In this Proposed Determination, 
consistent with the Draft TAR, EPA considered two levels of boosting, 18 bar brake mean 
effective pressure (BMEP) and 24 bar, as well as four levels of downsizing, from I4 to smaller I4 
or I3, from V6 to I4, and from V8 to V6 and I4. 18 bar BMEP is applied with 33 percent 
downsizing and 24 bar BMEP is applied with 50 percent.  To achieve the same level of torque 
when downsizing the displacement of an engine by 50 percent, approximately double the 
manifold absolute pressure (2 bar) is required.   

Miller Cycle Engine. This technology combines direct injection, a significant increase in 
geometric compression ratio relative to other boosted engines, wide authority intake camshaft 
timing, and variable exhaust camshaft timing, and an optimized combustion process to enable 
significant reductions in CO2 as compared to a standard direct injected engine.  This is 
essentially Atkinson Cycle with the addition of a turbocharger boosting system.  The addition of 
a turbocharger improves volumetric efficiency and broadens the areas of high-efficiency 
operation.  The ability to reduce pumping losses over a large area of operation may allow 
avoidance of the additional cost of higher gear count transmissions.  Examples include the 
Mazda SKYACTIV-G Turbo engine used in the MY2017 CX9; the VW EA211 evo 1.5L I4, 
EA888 3B 2.0L I4, and EA839 3.0L V6; the Toyota 8NR-FTS 1.2L I4 and 8AR-FTS 2.0L I4; 
the PSA 1.2L I3 PSA EB Puretech, and the Honda L15B7 1.5L I4. 

Direct Injection Miller Cycle Engine. This new generation of turbocharged GDI engine 
combines direct injection, the ability to operate over a Miller Cycle (boosted Atkinson Cycle) 
with increased expansion ratio, wide-authority intake camshaft timing, and an optimized 
combustion process. Current manufacturers include VW, Mazda, Toyota, and PSA. 

Turbocharger improvements. Newer turbochargers have been developed that reduce both 
turbine and compressor inertia allowing faster turbocharger spool-up. Improvements have been 
made to broaden the range of compressor operation before encountering surge and to improve 
compressor efficiency at high pressure ratios. The introduction of head-integrated exhaust 
manifolds or separate, water-cooled exhaust manifolds reduces exhaust turbine inlet 
temperatures under high-load conditions and improves exhaust temperature control. This allows 
the use of less expensive, lower temperature materials for the turbine housing and exhaust 
turbine. Reduced turbine inlet temperatures also allow the introduction of turbochargers with 
variable nozzle turbines into SI engine applications, similar to those used in light-duty diesel 
applications. Twin-scroll turbochargers are finding broad application in turbocharged, downsized 
GDI engines. Twin-scroll turbochargers improve turbocharger spool-up and improve torque 
output at lower engine speeds, allowing further engine downspeeding. Turbochargers with 
variable nozzle turbines (VNT) are now common in light-duty diesel applications and are under 
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development for gasoline spark ignition engines, particularly those that use cooled EGR and 
head-integrated exhaust manifolds. 

Cylinder deactivation. This technology deactivates the intake and exhaust valves and prevents 
fuel injection into some cylinders during light-load operation.  The engine runs temporarily as 
though it were a smaller displacement engine with fewer cylinders which substantially reduces 
pumping losses. Cylinder deactivation applied to engines with less than six cylinders was not 
analyzed as part of the FRM. Further developments in NVH (noise, vibration, and harshness) 
abatement, including the use of dual-mass dampening systems, have resulted in the recent 
introduction of a 4-cylinder/2-cylinder engine into the European light-duty vehicle market. The 
development of rolling or dynamic cylinder deactivation systems allows a further degree of 
cylinder deactivation for odd-cylinder (e.g., 3-cylinder, 5-cylinder) inline engines than was 
possible with previous cylinder deactivation system designs. Both 3-cylinder/2-cylinder and 3-
cylinder/1.5-cylinder (rolling deactivation) designs are at advanced stages of development.  

Variable geometry valvetrain systems. This technology includes systems that vary valve 
timing and/or valve lift. Variable valve timing alters the timing or phase of the intake valve, 
exhaust valve, or both, primarily to reduce pumping losses, increase specific power, and control 
residual gases. Discrete variable valve lift increases efficiency by optimizing air flow over a 
broader range of engine operation which reduces pumping losses, and is accomplished by 
controlled switching between two or more cam profiles. Continuous variable valve lift is an 
electromechanically controlled system in which cam period and phasing is changed as lift height 
is controlled.  This yields a wide range of performance optimization and volumetric efficiency, 
including enabling the engine to be valve throttled. Variable geometry systems were anticipated 
in the FRM and Draft TAR to be important technologies for reducing engine pumping losses. 

Continuously variable transmissions (CVTs). This transmission uses a belt or chain between 
two variable ratio pulleys, allowing a continuous (infinite) range of gear ratios and enabling the 
engine to operate in a more efficient operating range over a broad range of vehicle operating 
conditions. EPA did not assign a significant role to CVTs in the FRM analysis in part because of 
indications that some manufacturers had experienced consumer acceptance problems with CVTs, 
largely due to differences in shift feel compared to a conventional automatic transmission. Since 
the FRM, a new generation of CVTs has been introduced into the light-duty market by several 
OEMs. These new CVTs have significant improvements in shift feel as well as efficiency, and 
have achieved a wider ratio spread.  CVTs have become increasingly common in manufacturers' 
product lines today. 

Dual clutch transmissions (DCTs). This transmission is similar to a manual transmission, but 
the vehicle controls shifting and launch functions.  A dual-clutch automated shift manual 
transmission uses separate clutches for even-numbered and odd-numbered gears, so the next 
expected gear is pre-selected, which allows for faster, smoother shifting. Early DCTs, mostly in 
non-performance vehicles, were accepted in Europe but were not widely accepted in the North 
American market, in part because launch and shift characteristics differed from conventional 
automatic transmissions. However, strategies have been developed to improve overall DCT 
operational characteristics. DCTs occur in variations called wet clutch, dry clutch, and "damp 
clutch." The damp clutch DCT combines the durability and driveability of a wet clutch with the 
efficiency of a dry clutch DCT. The combination of a DCT with a torque converter can greatly 
improve operational characteristics and eliminates the need for complex crankshaft dampers and 
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other NVH technologies. The elimination of these NVH technologies approximately offsets the 
additional cost of the torque converter. DCTs also can be integrated into P2-architecture HEVs 
as well as 48-volt P2 hybrid drive systems, providing advantages such as improved launch assist, 
low-speed creep capability, and driving characteristics similar to a torque-converter/planetary 
gear-set automatic transmission. 

48-volt mild hybrids.  Mild hybrids provide idle-stop capability and launch assistance and use 
a higher voltage battery with increased energy capacity over typical automotive batteries.  The 
higher system voltage allows the use of a smaller, more powerful electric motor than possible 
with a 12-volt system, and reduces the weight of the motor, inverter, and battery wiring 
harnesses.  This system replaces a standard alternator with an enhanced power, higher voltage, 
higher efficiency belt-driven starter-alternator which can recover braking energy while the 
vehicle slows down (regenerative braking). At the time of the FRM, high-voltage (e.g. 120-volt) 
mild hybrids were known in the market (for example, the Chevrolet Malibu eAssist system), and 
were anticipated to grow in market share. In the time since the FRM, both mild and strong hybrid 
sales have not grown as quickly as expected, an outcome that is often attributed to lower fuel 
prices. Another factor may be the rate of improvements in the efficiency of conventional 
vehicles, which appear to be closing the fuel economy gap. However, a new generation of mild 
hybrid technologies is being introduced into the light-duty market, using a 48-volt electrical 
system, which can reduce costs by eliminating high-voltage safety requirements and battery 
cooling hardware (in many cases), while offering an effectiveness similar to that of higher-
voltage mild hybrids, potentially resulting in significantly greater cost effectiveness. The Draft 
TAR recognized this trend and added consideration of 48-volt mild hybridization technology.  

The following paragraphs outline other technologies that were included in the 2012 FRM and 
Draft TAR analyses and continue to be included in the Proposed Determination analysis. In 
many cases the cost, effectiveness, or specific applications of these technologies have also been 
updated for this analysis. For complete descriptions of the state of development of each 
technology, please refer to Chapters 2.2.2 through 2.2.10. Specific assumptions for cost and 
effectiveness for each technology as applied to the Proposed Determination assessment are 
discussed in Chapter 2.3.4. 

Stoichiometric gasoline direct-injection technology. This technology injects fuel at high 
pressure directly into the combustion chamber to improve cooling of the air/fuel charge within 
the cylinder, which allows for higher compression ratios and increased thermodynamic 
efficiency. In the FRM as in the Draft TAR and the current analysis, this technology is projected 
to be very widespread by 2025. 

Exhaust-gas recirculation with boost. Increases the exhaust-gas recirculation used in the 
combustion process to improve knock-limited operation and reduce pumping losses.  Peak levels 
of exhaust gas recirculation approach 25 percent by volume in these highly boosted engines (this, 
in turn raises the boost requirement by approximately 25 percent).  EPA applies this technology 
only to 24 bar BMEP and Miller cycle engines. 

Low-friction lubricants. Low viscosity and advanced low friction lubricants oils are now 
available with improved performance and better lubrication. 

Second level of low-friction lubricants and engine friction reduction. As technologies 
continue to advance between now and 2025, we expect further developments enabling lower 
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viscosity and lower friction lubricants and more engine friction reduction technologies available, 
including the use of roller bearings for balance shaft systems and further improvements to 
surface treatment coatings. As of MY2017, many of the friction reduction technologies classified 
as “second level” are already being introduced into light-duty vehicles. 

Reduction of engine friction losses. This can be achieved through low-tension piston rings, 
roller cam followers, improved material coatings, more optimal thermal management, piston 
surface treatments, cylinder wall treatments and other improvements in the design of engine 
components and subsystems that improve engine operation. 

Diesel engines. Despite recent controversy concerning emission control, diesel engines have 
several characteristics that give superior fuel efficiency, including reduced pumping losses due to 
lack of (or greatly reduced) throttling, and a combustion cycle that operates at higher 
compression and expansion ratios, with a very lean air/fuel mixture, than an equivalent-
performance gasoline engine.  This technology requires additional enablers, such as use of NOx 
adsorption exhaust catalyst (NAC), selective catalytic reduction (SCR) of NOx, or a combination 
of both NAC and SCR NOx catalytic after-treatment and use of a catalyzed diesel particulate 
filter (CDPF) for PM emissions control. 

Improved automatic transmission controls. This technology optimizes the shift schedule to 
maximize fuel efficiency under wide ranging conditions, and minimizes losses associated with 
torque converter slip through lock-up or modulation. 

Six, seven, and eight-speed (or more) automatic transmissions. Also described here as 
increased gear-count transmissions, the gear ratio spacing and transmission ratio are optimized to 
enable the engine to operate in a more efficient operating range over a broader range of vehicle 
operating conditions. In the FRM, EPA limited its consideration of the effect of additional gears 
to eight-speed transmissions. However, some ATs with more than eight gears are already in 
production, and more examples are in development.  At this time, nine-speed transmissions are 
being manufactured by ZF (which produces a FWD nine-speed incorporated into Fiat/Chrysler, 
Honda, and Jaguar/Land Rover vehicles) and Mercedes (which produces a RWD nine-speed). 
Ford has released a ten speed transmission in the F150 Raptor, and GM released a variation of 
the same ten speed in the 2017 Camaro ZL1. In addition, Ford and General Motors have 
announced plans to jointly design and build a nine-speed FWD transmission, and Honda is 
developing a ten-speed FWD transmission. 

Shift optimization. This technology targets engine operation at the most efficient point for a 
given power demand.  The shift controller emulates a traditional continuously variable 
transmission by selecting the best gear ratio for fuel economy at a given required vehicle power 
level to take full advantage of high BMEP engines.  The shift controller also incorporates 
boundary conditions to prevent undesirable operation such as shift busyness and NVH issues. 

Manual 6-speed transmission. This technology offers an additional gear ratio, often with a 
higher overdrive gear ratio, than a 5-speed manual transmission. 

High efficiency gearbox (automatic, DCT, CVT, or manual). This technology represents 
continuous improvement in seals, bearings and clutches, super-finishing of gearbox parts, and 
development in the area of lubrication, all aimed at reducing friction and other parasitic loads in 
the system for an automatic, DCT or manual type transmission. 
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Low-rolling-resistance tires. This technology includes tires that have characteristics that 
reduce frictional losses associated with the energy dissipated in the deformation of the tires under 
load, thereby reducing the energy needed to move the vehicle.  EPA's analyses have 
characterized two levels of rolling resistance reduction (LRRT1 and LRRT2), targeting a 10 
percent and 20 percent rolling resistance reduction from baseline tires, respectively. 

Aerodynamic drag reduction. This technology refers to approaches to reducing aerodynamic 
drag, which can be achieved by various means such as changing vehicle shapes, reducing frontal 
area, sealing gaps in body panels, and adding additional components including side trim, air 
dams, underbody covers, and aerodynamic side view mirrors.  EPA's analyses have considered 
two levels of aerodynamic drag reduction (AERO1 and AERO2), targeting a 10 percent and 20 
percent aerodynamic drag reduction, respectively. 

Mass reduction. This technology encompasses a variety of techniques ranging from improved 
design and better component integration to application of lighter and higher-strength materials.  
In addition to reduced road load, mass reduction can lead to collateral GHG benefits by enabling 
a downsized engine and/or downsized ancillary systems (transmission, steering, brakes, 
suspension, etc.) that directly result from the reduced vehicle weight.   

Low-drag and zero drag brakes. This technology reduces the sliding friction of disc brake 
pads on rotors when the brakes are not engaged by pulling the brake pads away from the rotors. 

Secondary axle disconnect for four-wheel drive systems. This technology applicable to all-
wheel drive systems provides a torque distribution disconnect between front and rear axles when 
torque is not required for the non-driving axle.  This results in the reduction of associated 
parasitic energy losses. 

Electric power steering (EPS). This represents an electrically-assisted steering system that has 
advantages over traditional hydraulic power steering because it replaces a continuously operated 
hydraulic pump, thereby reducing parasitic losses from the accessory drive. 

Improved accessories (IACC). This represents accessories with improved efficiency. EPA's 
analyses have considered two levels of IACC.  The first level may include high efficiency 
alternators, electrically driven (i.e., on-demand) water pumps and cooling systems.  This 
excludes other electrical accessories such as electric oil pumps and electrically driven air 
conditioner compressors.  The second level of IACC includes alternator regenerative braking on 
top of what are included in the first level of IACC. 

Low-leakage and higher-efficiency air conditioner systems. These technologies are focused on 
reducing leakage of high-GWP refrigerants and improved energy efficiency. Leakage measures 
include improved hoses, connectors and seals for leakage control.  Efficiency measures include 
improved compressors, expansion valves, heat exchangers and the control of these components 
for the purposes of improving tailpipe CO2 emissions and fuel economy when the A/C is 
operating. 

Non-hybrid stop-start. Also known as idle-stop or 12V micro hybrid, this is the most basic 
system that facilitates idle-stop capability.  This system includes an enhanced performance 
starter and battery but no additional hybridization features. While stop-start has been in 
production for a considerable amount of time in Europe (a predominantly manual transmission 
market), some of the initial product offerings in the U.S. met with consumer feedback concerns. 
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Since the FRM, some recent vehicles were introduced with stop-start implementations that were 
specifically designed for the U.S. market, such as the Chevrolet Malibu, and have been met with 
very good reviews. Indications from suppliers are that further improvements, including the use of 
continuously engaged starters, are under development. 

Strong hybrids (P2 hybrid).  Strong hybrids include what are known as P2 hybrids and power-
split hybrids, among other types. EPA models strong hybrids as P2 hybrids. The P2 hybrid is a 
technology that uses a transmission-integrated electric motor placed between the engine and a 
gearbox or CVT, with a wet or dry separation clutch which is used to decouple the 
motor/transmission from the engine.  A P2 hybrid would typically be equipped with a larger 
electric machine than a mild hybrid system, but smaller than a power-split hybrid architecture.  
Disengaging the clutch allows all-electric operation and more efficient brake-energy recovery.  
Engaging the clutch allows efficient coupling of the engine and electric motor and based on 
simulation, when combined with a DCT transmission, provides similar efficiency to other strong 
hybrid systems.   

Power-split Hybrid (PSHEVs).  While EPA models primarily P2 hybrids in this analysis, 
power-split hybrids are represented in the baseline fleet. Power split is a hybrid electric drive 
system that replaces the traditional transmission with a single planetary gearset and two 
motor/generators.  One motor/generator uses the engine to either charge the battery or supply 
additional power to the drive motor.  The second, usually more powerful, motor/generator is 
permanently connected to the vehicle’s final drive and always turns with the wheels, as well as 
providing regenerative braking capability.  The planetary gear-set splits engine power between 
the first motor/generator and the output shaft to either charge the battery or supply power to the 
wheels.  The Power-split hybrid provides similar efficiency to other strong hybrid systems.   

Plug-in hybrid electric vehicles (PHEVs).  Hybrid electric vehicles with the means to charge 
their battery packs from an outside source of electricity (usually the electric grid).  These 
vehicles have larger battery packs than non-plug-in hybrid electric vehicles with more energy 
storage and a greater capability to be discharged.  They also use a control system that allows the 
battery pack to be substantially depleted under electric-only or blended mechanical/electric 
operation, allowing for reduced fuel use during “charge depleting” operation. The FRM, Draft 
TAR and this Proposed Determination analysis models PHEVs with 20-mile and 40-mile ranges. 

Battery electric vehicles (BEVs).  Vehicles with all-electric drive and with vehicle systems 
powered by energy-optimized batteries charged from an outside source of electricity (usually the 
electric grid). In the FRM, BEVs were modeled with driving ranges of 75 miles, 100 miles, and 
150 miles. The Draft TAR revised the 150-mile BEV to a 200-mile BEV, which is retained for 
this analysis. 

In summary, this Chapter 2.2.1 has provided only a brief outline of the fuel-saving and GHG-
reducing technologies considered in the Proposed Determination analysis. For complete 
descriptions of the state of development of each technology, please refer to Chapters 2.2.2 
through 2.2.10. Specific assumptions for cost and effectiveness for each technology are 
discussed in Chapter 2.3.4. 

 

2.2.2 Engines: State of Technology 
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Internal combustion engine improvements continue to be a major focus in improving the 
overall efficiency of light-duty vehicles.  While the primary type of light-duty vehicle engine in 
the United States is a gasoline fueled, spark ignition (SI), port-fuel-injection (PFI) design, it is 
undergoing a significant evolution as manufacturers work to improve engine brake thermal 
efficiency (BTE) from what has historically been approximately 25 percent to BTE of 37 percent 
and above.  This focus on improving gasoline SI engines has resulted in the adoption of 
technologies such as gasoline direct injection (GDI), turbo-charging and downsizing, Atkinson 
Cycle, Miller Cycle, increased valve control authority through variable valve timing and variable 
valve lift, integrated exhaust manifolds, reduced friction, and cooled EGR (cEGR).  Vehicle 
manufacturers have more choices of technology for internal combustion engines than at any 
previous time in automotive history and more control over engine operation and combustion.  In 
addition, manufacturers have access to improved design tools that allow them to investigate and 
simulate a wide range of technology combinations to allow them to make the best decisions 
regarding the application of technology into individual vehicles.  Despite the access to improved 
tools and simulation, EPA believes that manufacturers have not yet explored the entire design 
space of modern powertrain architectures and that innovation will continue resulting in 
improvements in efficiency that are beyond what is currently being demonstrated in the new car 
fleet.   

As discussed in Chapter 3, the use of many of the major powertrain technologies analyzed in 
the 2012 FRM, including engine technologies such as VVT, direct injection, turbocharging, and 
cylinder deactivation have increased since the publication of the FRM and appear to be trending 
towards EPA projections of technology penetration levels from the 2017-2025 FRM analysis 
(see Chapter 3).  Engines equipped with GDI are projected to achieve a 46 percent market share 
in MY2015. Approximately 18 percent of new vehicles are projected to be equipped with 
turbochargers for MY2015.  Use of cylinder deactivation has grown to capture a projected 13 
percent of light-duty vehicle production for MY2015. Light duty diesel vehicles are projected to 
increase to a projected 1.5 percent of new vehicle production for MY2015, which is the highest 
level since MY1984.  Recently introduced light-duty diesels in the U.S. include several new 
pickup truck (2015 Ram 1500, 2016 Chevrolet Colorado, 2016 GMC Canyon) and SUV (2015 
Jeep Grand Cherokee, 2016 Land Rover Range Rover, Mercedes GLE300 and GLE350) models. 
Mazda has transitioned all of their products to either Atkinson Cycle or Miller Cycle engines.  
Volkswagen's entire gasoline vehicle product range uses downsized/turbocharged/GDI engines 
and most of these engine families are now transitioning to Miller Cycle. 
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Figure 2.1  Light-duty Vehicle Engine Technology Penetration since the 2012 Final Rule 

 

2.2.2.1 Overview of Engine Technologies 

Since the FRM, to prepare for the Draft TAR the agencies met with automobile 
manufacturers, major Tier 1 automotive suppliers and major automotive engineering services 
firms to review both public and confidential data on the development of advanced internal 
combustion engines for MY2022 and later.  A considerable amount of new work was completed 
both within the agencies and within industry and academia that was therefore available for 
consideration in the Draft TAR.  EPA completed several engine benchmarking programs that 
have produced detailed engine maps.  These engine maps represent some of the best performing 
engines available today and have been used in the ALPHA model to directly estimate the 
effectiveness of modern powertrain technology being applied to a wide spectrum of vehicle 
applications.  In addition, industry and academia regularly publishes similar levels of detail with 
regard to engine operation in the public domain, and EPA has also used this information to either 
directly inform or to compare effectiveness estimations.     

In addition to creating detailed engine maps for full vehicle simulation, EPA conducted proof-
of-concept, applied research to investigate the potential for further engine improvements.  This 
includes the use of both computer-aided engineering tools and the development and analysis of 
advanced engine technologies via engine dynamometer testing.  Further details are provided in 
Chapter 2.3. 

In the time since the FRM, in meetings with automobile manufacturers and Tier 1 suppliers, 
we learned about convergent and divergent trends in engine technologies.  Through this ongoing 
analysis and OMEGA modeling, it continues to be our assessment that through MY2022, with 
few exceptions, gasoline direct injection and VVT will be applied to most engines.  Significant 
attention will be placed on reducing engine friction and accessory parasitic loads.  In passenger 
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car and smaller light-duty truck segments, there will be considerable diversity of engine 
technologies, including turbocharged GDI engines with up to 25-bar BMEP, both turbocharged 
and naturally aspirated GDI engines with external cooled EGR, engines that combine GDI with 
operation over the Atkinson Cycle, use of Atkinson Cycle in non-HEV applications, and use of 
Miller Cycle (boosted Atkinson Cycle).  With respect to larger, heavier vehicles, including full-
size SUVs and pickup trucks with significant towing utility, some manufacturers will be relying 
on naturally aspirated GDI engines with cylinder deactivation, some will be relying more on 
turbocharged-downsized engines, and others will be using a variety of engine technologies, 
including light-duty diesels. Vehicle manufacturers are at advanced stages of research with 
respect to:  

 Stratified-charge, lean-burn combustion 
 Multi-mode combustion approaches 

 homogenous charge, compression ignition, lean-burn operation at light loads 
 stratified-charge, lean-burn spark ignition at moderate loads 
 stoichiometric homogenous charge, spark ignition at high loads 

 Variable-compression ratio (VCR) engines 
 Engines exceeding 24-bar BMEP 

 
While the introduction of variable compression ratio engines and highly boosted GDI engines 

above 24-bar BMEP is expected within the 2022-2025 time frame, these technologies will most 
likely be introduced into relatively low-volume, high performance applications.  Manufacturers 
and suppliers are finding that turbocharged engines can achieve lower CO2 emissions over the 
regulatory drive cycles and improved real-world fuel economy at more moderate (24 bar and 
below) BMEP levels.  While there are both performance and efficiency advantages to VCR at 
high BMEP levels, both Atkinson Cycle and Miller Cycle with VVT are technologies that 
compete with VCR and that have a comparable ability to vary effective compression ratio but 
with reduced cost and complexity.   

We also learned from manufacturers and suppliers that specific engine technologies have 
synergies with other CO2-reduction technologies.  For example, measures to reduce engine 
friction, particularly friction at startup, help reduce the motor torque necessary for restart in 12V 
start/stop systems.  GDI and electric cam phasing systems can be used for combustion assistance 
of engine restart.  There are also synergies between Miller Cycle, IEM, cooled-EGR, and the use 
of VNT turbochargers which are described in more detail in Chapter 2.2.2.7. 

Despite recent EPA and California ARB compliance actions with respect to light-duty diesel 
NOx emissions, diesel engines remain a technology for the reduction of GHG emissions from 
light-duty vehicles.  Advances in NOx and PM emissions control technology are bringing light-
duty diesels fully into compliance with Federal Tier 3 and California LEV III emissions 
standards at a cost that is competitive with the cost-effectiveness other high efficiency, advanced 
engine technologies.  In the FRM, diesel powertrains were not expected to be a significant 
technology for improving vehicle efficiency, however, since then many new light-duty vehicles 
have been introduced to the U.S. market with diesel engines, including the Ram 1500 full-size 
pickup truck, the Chevrolet Colorado mid-size pickup truck, the Jeep Grand Cherokee SUV, and 
the Chevrolet Cruze.  In addition, diesel engines are continuing to evolve using technologies 
similar to those being introduced in new light-duty gasoline engines and heavy-duty diesel truck 
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engines, including the use of advanced friction reduction measures, increased turbocharger 
boosting and engine downsizing, use of VNT and/or sequential turbocharging, engine 
"downspeeding,” the use of advanced cooled EGR systems, improved integration of charge air 
cooling into the air intake system, and improved integration of exhaust emissions control systems 
for criteria pollutant control.  The best BTE of advanced diesel engines under development for 
light duty applications is now 46 percent and thus is approaching that of heavy-duty diesel truck 
engines.2 

In addition to a reevaluation of all of the cost and effectiveness values of the technologies that 
were considered in the FRM, this TSD (as did the Draft TAR) includes evaluations of 
technologies where substantial new information has emerged since the FRM, including Atkinson 
and Miller cycle engines, and application of cylinder deactivation operation to 3-cylinder, 4-
cylinder, and turbocharged engines. 

2.2.2.2 Sources of Engine Effectiveness Data 

In addition to the sources of engine CO2 effectiveness data used in the 2017-2025 LD GHG 
FRM, EPA also used engine data from a wide range of sources to update engine effectiveness for 
the draft TAR and Proposed Determination, including:  

 Publicly available data (e.g., peer-reviewed journals, peer-reviewed technical papers, 
conference proceedings) 

 Data directly acquired by EPA via engine dynamometer testing at EPA-NVFEL or at 
contract laboratories 

 Benchmarking and simulation modeling of current and future engine configurations  
 Confidential data from OEMs, Tier 1 suppliers, and major automotive engineering 

services firms 
 Data from the U.S. Department of Energy Vehicle Technologies Program 

A considerable amount of brake-specific fuel consumption (BSFC), brake-thermal efficiency 
(BTE) and chassis-dynamometer drive cycle fuel consumption data for advanced powertrains has 
been published in journals, technical papers and conference proceedings since the publication of 
the 2012 FRM.  In some cases, published data includes detailed engine maps of BSFC and/or 
BTE over a wide area of engine operation.  In addition, these publications provide a great deal of 
information regarding the specific design changes made to an engine which allow the engine to 
operate at an improved BSFC and vehicles to operate with improved fuel consumption.  These 
design details often include changes to engine friction, changes to valvetrain and valve control, 
combustion chamber design and combustion control, boosting components and boosting control, 
and exhaust system modifications.  This information provides the agency an indication of which 
technologies to investigate in more detail and offers the opportunity to correlate testing and 
simulation results against currently available and future designs.  

Since 2012, many examples of advanced engine technologies have gone into production for 
the U.S., European and Japanese markets.  EPA has acquired many vehicles for chassis 
dynamometer testing and has developed a methodology for conducting detailed engine 
dynamometer testing of engines and engine/transmission combinations.  Engine dynamometer 
testing was conducted both at the EPA-NVFEL facility in Ann Arbor, MI and at other test 
facilities under contract with EPA.  Engine dynamometer testing of production engines outside 
of the vehicle chassis required the use of a vehicle-to-engine (or vehicle-to-engine/transmission) 
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wiring tether and simulated vehicle feedback signals in order to allow use of the vehicle 
manufacturer’s engine management system and calibrated control parameters.  In addition to fuel 
consumption and regulated emissions, many of the engines were also instrumented with piezo-
electric cylinder pressure transducers and crankshaft position sensors to allow calculation of the 
apparent rate of heat release and combustion phasing.  Engines with camshaft-phasing were also 
equipped with camshaft position sensors to allow monitoring of the timing of valve events.  
Engine dynamometer testing also incorporated hardware-in-the-loop HIL simulation of drive 
cycles so that vehicle packages with varying transmission configurations and road-loads could be 
evaluated.  Specific examples of engine benchmarking and HIL simulation used by EPA were 
published within peer reviewed literature prior to release of the Draft TAR.3 

While the confidential data provided by vehicle manufacturers, suppliers and engineering 
firms cannot be published in the Draft TAR, these sources of data were important as they 
allowed EPA to perform quality and rationality checks against the data that we are making 
publicly available.  In each case where a specific technology was benchmarked, EPA met with 
the vehicle manufacturer to confirm the results.  In cases where expected combinations of future 
engine technologies were not available for testing from current production vehicles, a 
combination of proof-of-concept engine dynamometer testing and engine and vehicle CAE 
simulations were used to determine drive cycle effectiveness.  For example, use of cooled EGR 
and an increased geometric compression ratio was modeled using Gamma Technologies GT-
Power simulations of combustion and gas dynamics with subsequent engine dynamometer 
validation conducted using a prototype engine management system, a developmental external 
low-pressure cooled EGR system, and a developmental dual-coil offset ignition system.  Finally, 
several of these benchmarking activities were the subject of technical papers published by SAE 
and included a peer review of the results as part of the publication process. 

2.2.2.3 Low Friction Lubricants (LUB) 

One of the most basic methods of reducing fuel consumption in gasoline engines is the use of 
lower viscosity engine lubricants.  More advanced multi-viscosity engine oils are available today 
with improved performance in a wider temperature band and with better lubricating properties.  
This can be accomplished by changes to the oil base stock (e.g., switching engine lubricants from 
a Group I base oils to lower-friction, lower viscosity Group III synthetic) and through changes to 
lubricant additive packages (e.g., friction modifiers and viscosity improvers).  The use of 5W-30 
motor oil is now widespread and auto manufacturers are introducing the use of even lower 
viscosity oils, such as 5W-20 and 0W-20, to improve cold-flow properties and reduce cold start 
friction.  However, in some cases, changes to the crankshaft, rod and main bearings and changes 
to the mechanical tolerances of engine components may be required.  In all cases, durability 
testing is required to ensure that durability is not compromised.  The shift to lower viscosity and 
lower friction lubricants also improve the effectiveness of valvetrain technologies such as 
cylinder deactivation, which rely on a minimum oil temperature (viscosity) for operation.  

2.2.2.4 Engine Friction Reduction (EFR1, EFR2) 

In addition to low friction lubricants, manufacturers can also reduce friction and improve fuel 
consumption by improving the design of engine components and subsystems.  Approximately 10 
percent of the energy consumed by a vehicle is lost to friction, and just over half is due to 
frictional losses within the engine.   Examples include improvements in low-tension piston rings, 
piston skirt design, roller cam followers, improved crankshaft design and bearings, material 
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coatings, material substitution, more optimal thermal management, and piston and cylinder 
surface treatments.  Additionally, as computer-aided modeling software continues to improve, 
more opportunities for evolutionary friction reductions may become available. 

All reciprocating and rotating components in the engine are potential candidates for friction 
reduction, and minute improvements in several components can add up to a measurable fuel 
economy improvement.   

2.2.2.5 Cylinder Deactivation (DEAC) 

In conventional spark-ignited engines throttling the airflow controls engine torque output.  At 
partial loads, efficiency can be improved by using cylinder deactivation instead of throttling.  
Cylinder deactivation (DEAC) can improve engine efficiency by disabling or deactivating 
cylinders when the load is significantly less than the engine’s total torque capability – the valves 
are kept closed, and no fuel is injected – as a result, the trapped air within the deactivated 
cylinders is simply compressed and expanded as an air spring, with reduced friction and heat 
losses.  The active cylinders combust at higher loads to compensate for the deactivated cylinders.  
Pumping losses are significantly reduced as long as the engine is operated in this “part-cylinder” 
mode. 

Cylinder deactivation control strategy relies on setting maximum manifold absolute pressures 
or predicted torque within which it can deactivate the cylinders.  Noise and vibration issues 
reduce the operating range to which cylinder deactivation is allowed, although manufacturers 
continue exploring vehicle and engine changes that enable increasing the amount of time that 
cylinder deactivation might be suitable.  Some manufacturers have adopted active engine 
mounts, active noise cancellations systems, and crankshaft dampening systems to address NVH 
concerns and to allow a greater operating range of activation.   

2.2.2.6 Variable Valve Timing (VVT) Systems 

Variable valve timing (VVT) is a family of valve-train designs that alter the timing of the 
intake valve, exhaust valve, or both, primarily to reduce pumping losses, increase specific power, 
and control the level of residual gases in the cylinder.  VVT reduces pumping losses when the 
engine is lightly loaded by controlling valve timing closer to an optimum needed to sustain 
horsepower and torque.  VVT can also improve volumetric efficiency at higher engine speeds 
and loads.  Additionally, VVT can be used to alter (and optimize) the effective compression ratio 
where it is advantageous for certain engine operating modes (e.g., in the Atkinson Cycle). 

VVT has now become a widely adopted technology.  In MY2015, more than 98 percent of 
light-duty vehicles sold in the U.S. are projected to use some form of VVT.195  The three major 
types of VVT are listed in the sub-sections below. 

Each of the three implementations of VVT uses a cam phaser to adjust the camshaft angular 
position relative to the crankshaft position, referred to as “camshaft phasing.”  The phase 
adjustment results in changes to the pumping work required by the engine to accomplish the gas 
exchange process.  The majority of current cam phaser applications use hydraulically-actuated 
units, powered by engine oil pressure and managed by a solenoid that controls the oil pressure 
supplied to the phaser.  Electric cam phasing allows a wider range of camshaft phasing, faster 
time-to-position, and allows adjustment of camshaft phasing under conditions that can be 
challenging for hydraulic systems, for example, during and immediately after engine startup. 
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2.2.2.6.1 Intake Cam Phasing (ICP) 

Valvetrains with ICP can modify the timing of the inlet valves by phasing the intake camshaft 
while the exhaust valve timing remains fixed.  This requires the addition of a cam phaser on each 
bank of intake valves on the engine.  An in-line 4-cylinder engine has one bank of intake valves, 
while V-configured engines have two banks of intake valves. 

2.2.2.6.2 Coupled Cam Phasing (CCP) 

Valvetrains with coupled (or coordinated) cam phasing can modify the timing of both the inlet 
valves and the exhaust valves an equal amount by phasing the camshaft of a single overhead cam 
(SOHC) engine or a cam-in-block, overhead valve (OHV) engine.  For overhead cam engines, 
this requires the addition of a cam phaser on each bank of the engine.  Thus, an in-line 4-cylinder 
engine has one cam phaser, while SOHC V-engines have two cam phasers.  For overhead valve 
(OHV) engines, which have only one camshaft to actuate both inlet and exhaust valves, CCP is 
the only VVT implementation option available and requires only one cam phaser. 

2.2.2.6.3 Dual Cam Phasing (DCP) 

The most flexible VVT design is dual (independent) cam phasing, where the intake and 
exhaust valve opening and closing events are controlled independently. This option allows the 
option of controlling valve overlap, which can be used as an internal EGR strategy.  At low 
engine loads, DCP creates a reduction in pumping losses, resulting in improved fuel 
consumption/reduced CO2 emissions.  Increased internal EGR also results in lower engine-out 
NOx emissions.  The amount by which fuel consumption is improved and CO2 emissions are 
reduced depends on the residual tolerance of the combustion system and on the combustion 
phasing achieved.  Additional improvements are observed at idle, where smaller valve overlap 
could result in improved combustion stability, potentially reducing idle fuel consumption. 

2.2.2.6.4 Variable Valve Lift (VVL)  

Controlling the lift of the valves provides a potential for further efficiency improvements.  By 
optimizing the valve-lift profile for specific engine operating regions, the pumping losses can be 
reduced by reducing the amount of throttling required to produce the desired engine power 
output.  By moving the throttling losses further downstream of the throttle valve, the heat 
transfer losses that occur from the throttling process are directed into the fresh charge-air mixture 
just prior to compression, delaying the onset of knock-limited combustion.  Variable valve lift 
control can also be used to induce in-cylinder mixture motion, which improves fuel-air mixing 
and can result in improved thermodynamic efficiency.  Variable valve lift control can also 
potentially reduce overall valvetrain friction.  At the same time, such systems may incur 
increased parasitic losses associated with their actuation mechanisms.  A number of 
manufacturers have already implemented VVL into all (BMW) or portions (Toyota, Honda, and 
GM) of their fleets, but overall this technology is still available for application to most vehicles.  
There are two major classifications of variable valve lift, discrete variable valve lift (DVVL) and 
continuous variable valve lift (CVVL). 

DVVL systems allow the selection between two or three discrete cam profiles by means of a 
hydraulically-actuated mechanical system.  By optimizing the cam profile for specific engine 
operating regions, the pumping losses can be reduced by reducing the amount of throttling 
required to produce the desired engine power output.  This increases the efficiency of the engine.  
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These cam profiles may consist of a low and a high-lift lobe or other combinations of cam 
profiles, and may also include an inert or blank lobe to incorporate cylinder deactivation (in the 
case of a 3-step DVVL system).  DVVL is normally applied together with VVT control.  DVVL 
is also known as Cam Profile Switching (CPS).  DVVL is a mature technology with low 
technical risk.   

In CVVL systems, valve lift is varied by means of a mechanical linkage, driven by an actuator 
controlled by the engine control unit.  The valve opening and phasing vary as the lift is changed 
and the relation depends on the geometry of the mechanical system.  BMW has considerable 
production experience with CVVL systems and has versions of its “Valvetronic” CVVL system 
since 2001.  CVVL allows the airflow into the engine to be regulated by means of intake valve 
opening reduction, which improves engine efficiency by reducing pumping losses from throttling 
the intake system further upstream as with a conventionally throttled engine. CVVL provides 
greater effectiveness than DVVL, since it can be fully optimized for all engine speeds and loads, 
and is not limited to a two or three step compromise.  There may also be a small reduction in 
valvetrain friction when operating at low valve lift, resulting in improved low load fuel 
consumption for cam phase control with variable valve lift as compared to cam phase control 
only.  Most of the fuel economy effectiveness is achieved with variable valve lift on the intake 
valves only.  CVVL is typically only applied to double overhead cam (DOHC) engines.   

2.2.2.7 GDI, Turbocharging, Downsizing and Cylinder Deactivation 

Between 2010 and 2015, automotive manufacturers have been adopting advanced powertrain 
technologies in response to GHG and CAFE standards.  Just over 45 percent of MY2015 light-
duty vehicles in U.S. were equipped with gasoline direct injection (GDI) and approximately 18 
percent of MY2015 light-duty vehicles were turbocharged.4  Nearly all vehicles using 
turbocharged spark-ignition engines also used GDI to improve suppression of knocking 
combustion.  GDI provides direct cooling of the in-cylinder charge via in-cylinder fuel 
vaporization.5  Use of GDI allows an increase of compression ratio of approximately 0.5 to 1.5 
points relative to naturally aspirated or turbocharged engines using port-fuel-injection (e.g., an 
increase from 9.9:1 for the 5.3L PFI GM Vortec 5300 to 11:1 for the 5.3L GDI GM Ecotec3 with 
similar 87 AKI gasoline octane requirements).   

Figure 2.2 shows a comparison of brake thermal efficiency (BTE) versus engine speed and 
load between a high-volume, MY2008 2.4L I4 engine equipped with PFI and a MY2013 GM 
EcotecTM 2.5L I4 equipped with GDI.  The GDI engine has a significantly higher compression 
ratio, (11.3:1 vs 9.6:1), higher efficiency throughout its range of operation, and achieves higher 
BMEP levels (approximately 12.5 bar vs 11.3 bar), allowing a significant increase in power per 
displacement.  The incremental effectiveness at approximately 2-bar BMEP and 2000 rpm was 
17 percent but varied from approximately 3 percent to approximately 11 percent at other speed 
and load points of importance for the regulatory drive cycles. 
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Figure 2.2  Comparison of BTE for A Representative MY2008 2.4L I4 NA DOHC PFI 4-valve/cyl. Engine 
with Intake Cam Phasing (Left)C and a GM Ecotec 2.5L NA GDI Engine with Dual Camshaft Phasing 

(Right).D  

Note: Area of Operation > 34% BTE is Shown in Light Green. Area of Operation >35% BTE is Shown in 
Dark Green. 

 

Toyota's D-4S system combines GDI and PFI systems, with two injectors per cylinder (one 
directly in-cylinder and one immediately upstream of the intake port).6,7,8  As of 2015, all Toyota 
vehicles in the U.S. with GDI appear to be using a variation of the D-4S dual GDI/PFI fuel 
injection system.  This system increases peak BMEP, provides additional flexibility with respect 
to calibration of the EMS for improved cold-start emissions and offers an efficiency 
improvement over GDI alone. Based on certification data and EPA confirmatory test data, 
Toyota vehicles using engines equipped with the D4S system have relatively low PM emissions 
over the FTP75 cycle that are roughly comparable to PFI-equipped vehicles (<0.60 mg/mi).9  A 
comparison of the Toyota 2GR-FSE engine is shown compared to a 3.5L PFI engine in Figure 
2.3.  The 2GR-FSE achieves a very high BMEP for a naturally aspirated engine (13.7 bar). 
Although both engines have comparable displacement, they are not directly comparable because 
the higher BMEP attained by the 2GR-FSE would allow further engine downsizing for a similar 
application, with potential for further improvement in BTE at light load relative to the 3.5L PFI 
engine.  The area greater than 34 percent BTE is significantly larger for the Toyota 2GR-FSE 
due to a combination of factors, including a higher compression ratio enabled by GDI and 
reduced pumping losses through use of a dual camshaft phasing system that enables reduced 
throttling and internal EGR at light loads.    

                                                 
C Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
D Based on EPA engine dynamometer test data. 
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Figure 2.3  Comparison of BTE for A Representative MY2010 3.5L V6 NA PFI 4-valve/cyl. EngineE (Left) 
and a Toyota 2GR-FSE GDI/PFI Engine with Dual Camshaft PhasingF (Right).  

Note:  Area of Operation > 34% BTE is Shown in Light Green. 
 

The recently redesigned Ford turbocharged 3.5L "EcoBoostTM" engine in the 2017 Ford F150 
also uses a dual GDI/PFI injection system to increase power, reduce emissions, and improve 
efficiency,10 but other engines in Ford's EcoBoost lineup use GDI alone.  In MY2015, Ford 
offered a version of the EcoBoost turbocharged GDI engines as standard or optional engines in 
nearly all of models of light-duty cars and trucks.  Ford's world-wide production of EcoBoost 
engines exceeded 200,000 units per month during CY2015.11  

Approximately 13 percent of MY2015 light-duty vehicles used cylinder deactivation, 
primarily in light-duty truck applications.  In MY2015, General Motors introduced their 
“Ecotec3” line of OHV V6 and V8 engines across their entire lineup of light-duty pickups and 
truck-based SUVs.  These engines are equipped with GDI, coupled-cam-phasing, and cylinder 
deactivation.  Both the V6 and V8 EcoTec3 engines are capable of operation on 4-cylinders 
under light-load conditions. Application of GDI has synergies with cylinder deactivation.  The 
higher BMEP achievable with GDI also increases the BMEP achievable once cylinders have 
been deactivated, thus increasing the range of operation where cylinder deactivation is enabled.   

Cylinder deactivation operates the remaining, firing cylinders at higher BMEP under light 
load conditions.  This moves operation of the remaining cylinders to an area of engine operation 
with less throttling and thus lower pumping losses (Figure 2.4) and reduced BSFC.  

 

                                                 
E Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
F Based on EPA engine dynamometer test data. 
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Figure 2.4  Graphical Representation Showing How Cylinder Deactivation Moves Engine Operation to 
Regions of Operation with Improved Fuel Consumption over the UDDS Regulatory Drive Cycle (shaded 

area).  

 

Since 2012, improvements in crankshaft dampening systems have extended the application of 
cylinder deactivation to four cylinder engines.  Volkswagen introduced their 1.4L TSI EA 211 
turbocharged GDI engine with “active cylinder management” in Europe for MY2013.12 This 
engine is the first production application of cylinder deactivation to an I4 engine and can 
deactivate 2 cylinders via cam-shifting under light load conditions.  VW recently introduced a 
Miller Cycle variant of the same EA211 engine family with cylinder deactivation (1.5L EA 211 
evo).13 Schaeffler has developed a dynamic cylinder deactivation system for I3 and I5 engines 
that alternates or "rolls" the deactivated cylinders.  This system allows all cylinders to be 
deactivated after every ignition cycle and reactivated during the next cycle. Cylinder deactivation 
thus alternates within a single deactivation phase and not each time a new deactivation mode is 
introduced.  The net result is that engines with an odd number of cylinders can operate, on 
average, with half their cylinder displacement (i.e., I3 can drop to 1.5 cylinders on average or an 
I5 can drop to 2.5 cylinders on average).  Ford and Schaeffler investigated both rolling cylinder 
deactivation and a system to deactivate one cylinder with Ford’s EcoBoost 1.0L I3 engine and 
found that, with appropriate vibrational dampening, either strategy could be implemented with 
no NVH deterioration and with 3 percent or greater improvement in both real-world and EU 
drive cycle fuel economy.14  Tula Technology has demonstrated a system with the capability of 
deactivating any cylinder that they refer to as "Dynamic Skip Fire.”15 Tula found a combined-
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cycle fuel economy improvement of approximately 14 percent for an unspecified vehicle 
equipped with a 6.2L PFI V8 and approximately 6 percent for an application equipped with the 
GM Active Fuel Management 4/8 cylinder deactivation system.  It should be noted that engines 
with more opportunity for pumping loss reduction over the regulatory drive cycles (e.g., larger 
displacement, naturally aspirated, PFI) generally have higher CO2 effectiveness when equipped 
with cylinder deactivation. 

Many automotive manufacturers have launched a third or fourth generation of GDI engines 
since their initial introduction in the U.S. in 2007.  Turbocharged, GDI engines are in now in 
volume production at between 21-bar and 25-bar BMEP.  Most recent turbocharged engine 
designs now use head-integrated, water-cooled exhaust manifolds and coolant loops that separate 
the cooling circuits between the engine block and the head/exhaust manifold(s).  Head-integrated 
exhaust manifolds (IEM) are described further in the section on thermal management in 2.2.2.11.  
The use of IEM was assumed within the EPA analysis of 27-bar BMEP turbocharged GDI 
engines for the FRM.  The benefits, including increased ability to downspeed the engine without 
pre-ignition and the potential for cost savings in the design of the turbocharger turbine housing 
appear to extend to lower BMEP-level turbocharged GDI engines and will likely be incorporated 
into many future turbocharged light-duty vehicle applications.  The application of IEMs does 
effect cooling system design and manufacturers will be required to provide sufficient cooling 
system capacity if they adopt this technology. 

The 2.7L Ford EcoBoost engine was introduced in the MY2015 Ford F150.  This engine uses 
one turbocharger per bank, IEM and dual camshaft phasing. Peak BMEP is approximately 24-bar 
and the maximum towing capacity of the F150 equipped with this engine is 13,300 lbs. when 
used with a 3.73:1 final drive ratio in the 2016 Ford F150.  Figure 2.5 shows a comparison of 
BMEP and torque vs. engine speed and BTE between a conventional MY2010 5.4L OHC V8 
light-duty pickup truck engine and the MY 2015 2.7L Ford EcoBoost engine. This comparison 
thus represents 50 percent engine downsizing using turbocharging and GDI. The 2.7L EcoBoost 
engine has higher peak torque and power, higher peak BTE, and approximately double the area 
above 34 percent BTE. Figure 2.6 shows data from operation of a 2015 Ford F150 with a 2.7L 
EcoBoost engine operated over the UDDS (City Cycle) and HWFET (Highway Cycle) 
superimposed over the BTE data from engine dynamometer testing.  Turbocharging and 
downsizing along with proper selection of transmission and final drive gear ratios and shifting 
strategy moves results in operation over the regulatory drive cycles that are more closely aligned 
with regions of higher BTE. 
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Figure 2.5  Comparison of BTE for A Representative MY2010 5.4L V8 NA PFI 3-valve/cyl. EngineG (Left) 
and a Ford 2.7L V6 EcoBoost Turbocharged, GDI Engine With Dual Camshaft PhasingH (Right).  

Note:  Area of Operation > 35% BTE is Shown in Green. 
 

 
Figure 2.6 Engine Speed and BMEP Points Taken from 10 Hz-sampled data over the UDDS and HWFETI 

Superimposed Over BTE Data From a Ford 2.7L V6 EcoBoost Turbocharged, GDI Engine With Dual Camshaft PhasingJ 
(Right). 

Figure 2.7 shows maps of BMEP and torque vs. engine speed and BTE for a representative 
MY2010 2.4L PFI engine with intake camshaft phasing and a MY2012 1.0L Ford EcoBoost 
turbocharged, GDI, engine with an integrated exhaust manifold (IEM) and dual camshaft 
phasing.16  The 1.0L EcoBoost engine also has a peak BMEP of 25-bar and center-mounted, 
spray-guided fuel injection.  While not a direct comparison for purposes of engine downsizing 
(the 1.0L EcoBoost is more comparable to a 1.8 – 2.0L NA PFI engine based on torque 

                                                 
G Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
H Based on EPA engine dynamometer test data. 
I Based on EPA Chassis dynamometer data. 
J Based on EPA engine dynamometer test data. 
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characteristics and rated power), this comparison of BTE does demonstrate the manner that 
turbocharging and downsizing can be used to expand regions of high thermal efficiency to cover 
a larger portion of engine operation.  For example, the EcoBoost engine exceeds 30 percent BTE 
above 6-bar BMEP/50 N-m torque over most of the engine’s range of engine speeds while the 
area above 30 percent BTE for the NA PFI engine is considerably smaller.   

 

 

Figure 2.7  Comparison of BTE for A Representative MY2010 2.4L NA PFI EngineK (Left) and A Modern, 
1.0L Turbocharged, Downsized GDI EngineL (Right).  

Note:  Area of Operation > 34% BTE is Shown in Light Green. 
 

A comparison of the same 2.4L PFI engine with a more recent, MY2017 Honda L15B7 1.5L 
Turbocharged GDI engine with IEM is shown in Figure 2.8.17,18  The torque characteristics of the 
Honda engine are a closer match to the 2.4L PFI engine and the Honda engine represents 
approximately 37 percent downsizing relative to the 2.4L PFI engine due to turbocharging and 
includes other improvements (friction reduction, dual cam phasing, higher rates of internal 
EGR).  The Honda 1.5L turbocharged GDI engine has significantly improved efficiency when 
comparing BTE across 20 speed and load points of significance for the regulatory drive cycles 
(1500 -2500 rpm and 2-bar to 8-bar BMEP as referenced to the 2.4l ENGINE).  The BTE of the 
Honda 1.5L turbocharged engine showed an incremental effectiveness of 6 percent to 30 percent 
across this entire range of operation.  The difference was more pronounced at lighter loads.  
Incremental effectiveness was 16 percent to 30 percent below 6-bar BMEP relative to the 2.4L 
engine (~112 N-m of torque).   

                                                 
K Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
L Adapted from Ernst et al. 2011.16 
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Figure 2.8  Comparison of BTE for A Representative MY2010 2.4L NA PFI EngineK (Left) and A Modern, 
1.5L Turbocharged, Downsized GDI EngineM (Right).  

Note:  Area of Operation > 34% BTE is Shown in Light Green. Area of Operation >35% BTE is Shown in Dark 
Green.  BTE Was Also Compared Across 20 Operational Points of Significance for Regulatory Drive Cycles between 
1500 and 2500 RPM. 

 

Recent turbocharger improvements have included use of lower-mass, lower inertia 
components and lower friction ball bearings to reduce turbocharger lag and enable higher peak 
rotational speeds.  Improvements have also been made to turbocharger compressor designs to 
improve compressor efficiency and to expand the limits of compressor operation by improving 
surge characteristics (see Figure 2.9).   

                                                 
M Adapted from Wada et al. 2016 and Nakano et al 2016.17,18 
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Figure 2.9  Typical Turbocharger Compressor Map Showing How Pressure And Flow Characteristics Can 
Be Matched Over a Broader Range of Engine Operation Via Surge Improvement and Higher Operational 

Speed. 

Turbochargers with variable nozzle turbines (VNT) use moveable vanes within the 
turbocharger to allow adjustment of the effective exhaust turbine aspect ratio, allowing the 
operation of the turbocharger to be better matched across the entire speed and load range of an 
engine.  VNT turbochargers are commonly used in modern light-duty and heavy-duty diesel 
engines.  The use of head-integrated exhaust manifolds (IEM) and split-coolant loops within the 
engine and the use of cooled EGR (Chapters 2.2.2.8 and 2.2.2.11) can reduce peak exhaust 
temperatures sufficiently to allow lower cost implementation of VNT turbochargers in spark 
ignition engines.  There are also synergies between the application of VNT and Miller cycle 
(increased low-speed torque, improved torque response).13 

 

Figure 2.10  Cross Sectional View of a Honeywell VNT Turbocharger 
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Note: The moveable turbine vanes and servo linkage are highlighted in red. 
 

2.2.2.8 EGR 

Exhaust gas recirculation (EGR) is a broad term used for systems that control and vary the 
amount of inert, residual exhaust gases left in cylinder during combustion.  EGR can improve 
efficiency at part-load by reducing pumping losses due to engine throttling.  EGR also reduces 
combustion temperatures and thus reduces NOx formation.  The use of cooled EGR can reduce 
knocking combustion, thus allowing compression ratio and/or turbocharger boost pressure to be 
increased or spark timing to be advanced.  EGR also slows the rate of combustion, so its use is 
often accompanied by other changes to the engine (e.g., inducing charge motion and turbulent 
combustion) to shorten combustion duration and allow improved combustion phasing.  Internal 
EGR uses changes in independent cam-phasing to vary the overlap between intake and exhaust 
valve timing events, thus changing the amount of residual gases trapped in cylinder after cylinder 
scavenging.  External EGR recirculates exhaust gases downstream of the exhaust valve back into 
the air induction system.  With turbocharged engines, there are variants of external EGR that use 
a low pressure loop, a high pressure loop or combinations of the two system types (see Figure 
2.11).  External EGR systems can also incorporate a heat-exchanger to lower the temperature of 
the recirculated exhaust gases (e.g., cooled EGR or cEGR), improving both volumetric efficiency 
and enabling higher rates of EGR.  Nearly all light-duty diesel engines are equipped with cEGR 
as part of their NOx emission control system.  Some diesel applications also use relatively large 
amounts (>25 percent) of cEGR at light- to part-load conditions to enable dilute low-temperature 
combustion (see Chapter 2.2.2.11 for a more detailed description of light-duty diesel 
technologies).  Research is also underway to apply similar forms of low-temperature combustion 
using high EGR rates to gasoline engine applications.  This includes lean-homogenous 
compression auto ignition (see Chapter 2.2.2.14) and other homogenous charge compression 
ignition concepts (see Chapter 2.2.2.11). 

The use of cEGR was analyzed as part of EPA’s technology packages for post-2017 light-
duty vehicles with engines at 24-bar BMEP, primarily as a means to prevent pre-ignition at the 
high turbocharger boost levels needed at 24-bar BMEP and above.  The analysis did take into 
account efficiency benefits from the use of cEGR with turbocharged engines due primarily to 
part-load reductions in pumping losses and the reduction or elimination of commanded fuel 
enrichment under high-load conditions. 

Prior to 2012, there were no examples of production vehicles equipped with turbocharged 
GDI engines using cEGR.  The PSA 1.2L EB PureTech Turbo engine was recently launched in 
the MY2014 Peugeot 308 in Europe as the first high-volume production application of cEGR on 
a turbocharged GDI engine.  This engine has over 24-bar BMEP and also operates using Miller 
Cycle (see Chapter 2.2.2.10 for a more detailed description of Miller-Cycle). The MY2016 
Mazda CX-9 2.5L SKYACTIV Turbo engine similarly combines the use of Miller Cycle with 
cEGR.     
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Figure 2.11  A Functional Schematic Example of a Turbocharged Engine Using Two Variants of External 
EGR.   

Note:  The Schematic On The Left Shows The Details Of A Low Pressure Loop (Post-Turbine To Pre-Compressor) 
CEGR System.  The Schematic Inset on the Right Shows High Pressure Loop (Pre-Turbine to Post-Compressor) 
EGR.19 In The FRM Analysis, Some TDS24 Packages And All TDS27 Packages Used Dual-Loop (Both High And 
Low Pressure) EGR. 

 

2.2.2.9 Atkinson Cycle 

Typical 4-cycle internal combustion engines have an effective compression ratio and effective 
expansion ratio that are approximately equivalent.  Current and past production Atkinson Cycle 
engines use changes in valve timing (e.g., late-intake-valve-closing or LIVC) to reduce the 
effective compression ratio while maintaining the expansion ratio (see Figure 2.12 and Figure 
2.13).  This approach allows a reduction in top-dead-center (TDC) clearance ratio (e.g., increase 
in “geometric” or “physical” compression ratio) to increase the effective expansion ratio without 
increasing the effective compression ratio to a point that knock-limited operation is encountered.  
Increasing the expansion ratio in this manner improves thermal efficiency but also lowers peak 
brake-mean-effective-pressure (BMEP), particularly at lower engine speeds.N  Depending on 
how it is implemented, some Atkinson Cycle engines may also have sufficient cam-phasing 
authority to widely vary effective compression ratio and can use this variation as a means of load 

                                                 
N BMEP is defined as torque normalized by cylinder displacement.  It allows for emissions and efficiency 

comparisons between engines of different displacement. 
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control without use of the standard throttle in some operating conditions, resulting in additional 
pumping loss reductions. 

 

Figure 2.12  Comparison of the Timing of Valve Events for Otto-Cycle (black and orange lines) and LIVC 
Implementations of Atkinson- Or Miller-Cycle (black and green lines). 

 

Figure 2.13  Diagrams of Cylinder Pressure Vs. Cylinder Volume For a Conventional Otto-Cycle SI Engine 
(orange line) Compared to a LIVC Implementation of Atkinson Cycle (green line) Highlighting the Reduction 

in Pumping Losses. 
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Prior to 2012, the use of naturally-aspirated Atkinson Cycle engines has been limited to HEV 
and PHEV applications where the electric machine could be used to boost torque output, 
particularly at low engine speeds.  Because of this, EPA’s analyses for the FRM did not include 
the use of Atkinson Cycle outside of HEV and PHEV applications.  Nearly all HEV/PHEV 
applications in the U.S. use Atkinson Cycle, including the Honda Insight, Toyota Prius, Toyota 
Camry Hybrid, Lexus 400h, Hyundai Sonata Hybrid and Chevrolet Volt.  The Toyota 2ZR-FXE 
used in the third-generation Toyota Prius and Lexus 200h uses a combination of LIVC Atkinson 
Cycle, cooled EGR, and port-fuel-injection (PFI) to achieve a peak BTE of 38.5 percent, the 
highest BTE achieved to date for a production spark-ignition engine.  Further refinements to this 
engine, including increased tumble to increase both the speed of combustion and EGR tolerance, 
have resulted in peak BTE of 40 percent.20 

Since 2012, Atkinson Cycle engines have been introduced into non-hybrid applications.  
These applications use camshaft-phasing with a high degree of authority together with either 
GDI (e.g., Mazda SKYACTIV-G 1.5L, 2.0L and 2.5L engines, Toyota 2GR-FKS engine), PFI 
(MY2017 Hyundai Elantra "Nu" 2.0-liter PFI Atkinson) or a combination of PFI with cooled 
EGR (Toyota 1NR-FKE and 2NR-FKE engines).  As of MY2017, all of Mazda's engines for the 
U.S. market are either Atkinson Cycle or Miller Cycle (boosted Atkinson).  Toyota's 2GR-FKS 
engine became an optional engine offered in the Toyota Tacoma pickup truck beginning in 
MY2016.  The Tacoma is currently the mid-size pickup truck segment sales leader in the U.S.   
The Toyota Tacoma equipped with the 2GR-FKS Atkinson Cycle engine has an SAE J2807 tow 
rating of 6,800 pounds.  The Hyundai "Nu" 2.0-liter PFI Atkinson Cycle engine is the base 
engine offering in the Hyundai Elantra.  The Hyundai Elantra is currently within the top 5 in 
sales within the compact car segment in the U.S.   

The effective compression ratio of Atkinson Cycle engines can be varied using camshaft 
phasing to increase BMEP and GDI (Mazda) or cEGR (Toyota) are used, in part, for knock 
mitigation.  These engines from Mazda and Toyota also incorporate other improvements, such as 
friction reduction from valvetrain and piston design enhancements.  The Toyota 1NR-FKE 1.3L 
I3 and 2NR-FKE 1.5L I4 engines achieve a peak BTE of 38 percent, very close to the BTE 
achieved with the 2ZR-FXE engine used in the Toyota Prius.20,21  EPA testing of 2.0L and 2.5L 
variants of the Mazda SKYACTIV-G engine achieved peak BTE of 37 percent while using either 
88AKI (91 RON) or 92 AKI (96 RON) fuel.  More important from a standpoint of drive-cycle 
fuel economy and CO2 emissions was the very large “island” of more than 32 percent BTE 
(Figure 2.14) which, depending on the transmission and road load, would cover most operation 
over the UDDS and HWFET regulatory drive cycles depending on the specific vehicle 
application (e.g., road loads, final drive, gear-ratio spread).  In the case of the Mazda 
SKYACTIV-G engines, the use of GDI and cam-phasing resulted in increased BMEP and rated 
power relative to the previous PFI, non-Atkinson versions of this engine and allowed a small 
degree of engine downsizing (e.g., replacement of the previous 2.5L PFI engine with the 2.0 
SKYACTIV-G) on some Mazda platforms with equal or improved performance.  In the case of 
the Toyota 1NR-FKE, the use of cEGR and cam-phasing allowed BMEP to be maintained 
relative to peak BMEP of the Non-Atkinson Cycle engine it replaced and allowed the use of a 
lower cost PFI fuel system.  Both the Mazda and Toyota Atkinson Cycle engines use electro-
mechanical systems for camshaft phasing on the intake camshaft. 
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Figure 2.14  Comparison of BTE for a Representative MY2010 2.4L NA PFI EngineO (left) and a 2.0L NA 
GDI LIVC Atkinson Cycle Engine (right) tested by EPA.P,22  

A recent benchmarking analysis by EPA of a 2014 Mazda SKYACTIV-G naturally aspirated 
(NA) gasoline direct injection (GDI) engine showed a peak BTE of approximately 37 percent, 
relatively high for SI engines.P,23  This was in part due to an ability to use late-intake-valve-
closing (LIVC) Atkinson-cycle operation to decouple the knock-limited effective CR from the 
expansion ratio available from a very high 13:1 geometric CR.  This can be seen in the variation 
of effective compression ratio observed during dynamometer testing, where the maximum 
effective CR (~11 to 11.5:1) is comparable to other GDI naturally aspirated GDI engines having 
87 AKI gasoline as a recommended fuel, for example 2015 and later GM Ecotec3 V6 and V8 
engines (see Figure 2.15). 

 

Figure 2.15 Measured effective compression ratio for 2.0L NA GDI LIVC Atkinson Cycle Engine (right) 
tested by EPA.   

                                                 
O Based upon engine dynamometer data provided to EPA under a contract with PQA and Ricardo, "Light Duty 

Vehicle Complex Systems Simulation" EPA Contract No. EP-W-07-064, work assignment 2-2.  
P Derived from EPA engine dynamometer data first presented by Lee et al. 2016. 22  

Note: Engine maps scaled equivalent torque to allow direct comparisons at 20 operational points
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Note that the thick black line denotes measurement and calculation limits for mapping and does not necessarily reflect maximum rated 
torque at each speed condition. 

 

The Mazda SKYACTIV-G is one of the first implementations of a naturally-aspirated, LIVC 
Atkinson-cycle engine in U.S. automotive applications outside of hybrid electric vehicles (HEV) 
and also appears to be the first Atkinson-cycle engine to use GDI. Port-fuel-injected (PFI) 
Atkinson-cycle engines have been used in hybrid electric vehicle applications in the U.S. for 
over a decade.  PFI/Atkinson-cycle engines have demonstrated peak BTE of approximately 39 
percent in the 2015 Honda Accord HEV and 40 percent in the 2016 Toyota Prius HEV.  
Atkinson-cycle engines can achieve comparable or better peak BTE in comparison with 
downsized, highly boosted, turbocharged GDI engines like the Ricardo EGRB configuration 
analyzed within the FRM.  However, such modern turbocharged GDI engines often have 
relatively high BTE across a broader range of engine speed and torque as well as improved BTE 
and fuel consumption at light loads compared with Atkinson-cycle engines, as shown in Figure 
2.16.  Based on EPA’s initial engineering analysis of the Mazda SKYACTIV-G engine, it 
appeared that another reasonable, alternative technological path to both high peak BTE and a 
broad range of operation with high BTE might be possible through the application of cooled-
EGR (cEGR), a higher compression ratio, and cylinder deactivation to a naturally-aspirated 
GDI/Atkinson-cycle engine like the SKYACTIV-G. Discussion of modeling and engine 
development by EPA of application of these technologies to an Atkinson-cycle engine are 
summarized in Chapter 2.3 of the TSD. 

 

Figure 2.16  A Comparison of BSFC Maps Measured For The 2.0L 13:1CR SKYACTIV-G EngineP (left) and 
Modeled For A 1.0L Ricardo “EGRB Configuration”O (right). 

 

2.2.2.10 Miller Cycle 

Like Atkinson Cycle, Miller Cycle engines use changes in valve timing to reduce the effective 
compression ratio while maintaining the expansion ratio.  Automakers have investigated both 
early intake valve closing (EIVC) and LIVC variants.  There is some disagreement over the 
application of the terms Atkinson or Miller Cycle to EIVC and LIVC valve event timing and 
sometimes the terms are used interchangeably.  For the purpose of EPA’s analyses, Miller Cycle 
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is a variant of Atkinson cycle with intake manifold pressure boosted by a either a turbocharger 
and/or a mechanically or electrically driven supercharger.  It is simply an extension of Atkinson 
Cycle to boosted engines and can use either EIVC or LIVC.  The first production vehicle offered 
using Miller Cycle was the MY1995 Mazda Millenia S, which used the KJ-ZEM 2.3L PFI 
engine with a crankshaft-driven Lysholm compressor for supercharging.  Until recently, no 
Miller Cycle gasoline SI engines were in mass production after 2003, and Miller Cycle was not 
evaluated as a potential gasoline engine technology as part of the 2017-2025 GHG FRM.   

As with Atkinson Cycle engines, the use of GDI and camshaft-phasing with a high degree of 
authority have significant synergies with Miller Cycle.  Modern turbocharger and charge air 
cooling systems allow Miller Cycle engines to attain BMEP levels approaching those of other 
modern, downsized, turbocharged GDI engines.  The 1.2L I3 PSA “EB PureTech Turbo” Miller 
engine launched in Europe, N. Africa and S. America in the MY2014 Peugeot 30824.  In addition 
to Miller Cycle, the engine also uses cEGR.  This engine has a maximum BMEP of 24-bar and is 
similar in many respects to the Ford 1.0L I3 EcoBoost but achieves 35 percent BTE over a 
slightly broader area of operation vs. 34 percent BTE for the EcoBoost (see Figure 2.17).   

 

Figure 2.17  Comparison of BTE for Downsized, Turbocharged GDI Engines.   

Note:  Ford 1.0L EcoBoost Engine Is On The Left And A 1.2L Miller Cycle PSA EB Puretech Engine Is On The 
Right.  A More Detailed BTE Map Is Not Yet Available For The PSA Engine. 

 

In MY2017, VW will be launching a Miller Cycle variant of the 2.0L EA888 turbocharged 
GDI engine in the U.S.  The VW implementation of Miller Cycle has a second Miller Cycle cam 
profile and uses camshaft lobe switching on the intake cam to go into and out of an EIVC 
implementation of Miller Cycle.25,26   The peak BTE of 37 percent is higher than that of the PSA 
Miller cycle engine, in part due to a higher expansion ratio (geometric CR of 11.7:1 for the VW 
engine vs. 10.5:1 for the PSA engine).  Like the PSA engine, the VW uses high-pressure cEGR.  
Peak BTE is comparable to the Mazda SKYACTIV-G engines but is available over a broader 
range of speed and load conditions.  Both Atkinson and Miller Cycle engines show broad areas 
of operation at greater than 32 percent BTE.  Figure 2.18 shows a comparison between a 

1000    2000    3000     4000    5000    6000
Engine Speed (rpm)

BM
EP

 (b
ar

)

0

4

8

12

16

20

24
200

150

100

50

To
rq

ue
 (N

-m
)

1000    2000    3000     4000    5000    6000
Engine Speed (rpm)

B
M

E
P 

(b
ar

)

0

4

8

12

16

20

24

To
rq

ue
 (N

-m
)

240

180

120

50

35% BTE

34% BTE



Technology Cost, Effectiveness, and Lead Time Assessment 

2-37 
 

MY2010 3.5L NA PFI DOHC V6 and the VW 2.0L EA888 Miller Cycle engine with 
comparable torque delivery.  The area of operation at greater than 32 percent BTE is 
approximately double for the Miller Cycle engine relative to the DOHC PFI engine.  BTE is 
improved by approximately 40 percent at light load for the Miller Cycle engine and peak BTE is 
improved approximately 6 percent. Mazda recently introduced a 2.0L Miller Cycle engine with 
cEGR and a unique exhaust scavenging system in the 2016 CX9 SUV.27 

 

 

Figure 2.18  Comparison of BTE for A Representative MY2010 3.5L NA PFI V6 EngineQ (Left) And A 
Downsized 2.0L I4 Miller Cycle EngineR (Right).  

Note:  The Light Green Area Shows Regions of >34% BTE. The Dark Green Area Shows a Region >35% BTE. 
 

Since VW has published detailed data for both Miller Cycle and a turbocharged GDI (non-
Miller) variants of the EA888 series of engines, a more direct comparison between turbocharged, 
downsized GDI and Miller Cycle engines is possible.  Figure 2.19 shows BTE for both variants 
of the 2.0L I4 VW EA888 engine.  When comparing BTE at comparable BMEP, there is a 6-10 
percent incremental improvement for the Miller Cycle engine relative to the turbocharged GDI 
engine over a broad area of operation from 1500-2500 rpm and from 2-bar to 12-bar BMEP (i.e., 
below 55 - 60 percent of peak BMEP - areas of importance for the regulatory drive cycles).S  
Comparing BTE of the 2.0 Miller cycle variant to the smaller displacement, 1.8L version of the 
same engine family (similar 22-bar BMEP to the 2.0L turbocharged GDI, but equivalent torque 
to the 2.0L Miller Cycle engine) lowers the incremental effectiveness for Miller Cycle to 
approximately 4-7 percent relative to a turbocharged GDI engine and comparable partial load 
operation from 1500-2500 rpm.  Confidential business information from a Tier 1 automotive 
supplier provided an estimate of approximately 5 percent CO2 combined-cycle incremental 

                                                 
Q Based upon engine dynamometer data provided to EPA under a contract with PQA and Ricardo, "Light Duty 

Vehicle Complex Systems Simulation" EPA Contract No. EP-W-07-064, work assignment 2-2. 
R Adapted from Wurms et al. 2015.Error! Bookmark not defined. 
S Note that VW did not significantly change the turbocharging system when applying Miller Cycle to this engine 

family, so the Miller Cycle variant has a peak BMEP of 20-bar instead of 22-bar due to the reduced volumetric 
efficiency from EIVC.  Turbocharger improvements (e.g., higher pressure ratio and different flow characteristics) 
would be necessary to maintain the 2.0L Miller Cycle engine at 22-bar BMEP, thus comparisons in this case are 
limited to 20-bar BMEP and below.   
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benefit for Miller Cycle relative to a 24-bar BMEP turbocharged, downsized engine and a loss of 
approximately 8-12 percent peak BMEP due to reduced volumetric efficiency for Miller Cycle.  
This is consistent relative to the data published by VW.  There may also be synergies between 
Miller Cycle and CDA.  A comparison Miller and non-Miller variants of the VW EA211 TSI 
turbocharged engine, both with CDA, shows a relative effectiveness of 5-30 percent for the 
Miller Cycle variant of the engine over regions of operation that are important for U.S. 
regulatory drive cycles.13 The Miller Cycle variant of the VW EA211 TSI has a geometric CR of 
12.5:1 and uses a VNT turbocharger. 

 

Figure 2.19  Comparison of BTE for 2015 Turbocharged, Downsized GDI (left) and 2017 Miller Cycle (right) 
variants of the same engine family, the 2.0L VW EA888.R   

Note:  Green area shows region of high (35%) BTE. 
 

2.2.2.11 Light-duty Diesel Engines 

Diesel engines have characteristics that differ from gasoline spark ignition (SI) engines and 
allow improved fuel efficiency, particularly at part-load conditions.  These include reduced 
pumping losses due to lack of (or greatly reduced) throttling, and a combustion cycle that 
operates at a higher compression ratio and at very lean air/fuel ratio when compared with an 
equivalent-performance gasoline engine.  Operating with a lean-of-stoichiometric air/fuel ratio 
poses challenges with respect to NOx control, requiring either a NOx adsorption catalyst (NAC), 
urea or ammonia-based selective catalytic reduction (SCR) or some combination of NAC and 
SCR in order to meet Federal Tier 3 and California LEV III NOx emissions standards.  
Beginning with Federal Tier 2 emission standards. It has also been necessary to equip light-duty 
diesels with catalyzed diesel particulate filters (CDPFs) in order to comply with light duty PM 
emission standards. 

Detailed analysis of the vehicle simulation results used within the FRM uncovered some 
shortcomings within the MSC EASY5 vehicle simulations used as light-duty diesel vehicle GHG 
effectiveness inputs into the Ricardo Surface Response Model.  The modeled light-duty diesel 
technology packages did not operate in the most efficient regions of engine operation.  This may 
have been in part due to inconsistencies in the application of the optimized shift strategy and in 
part due to an oversight that resulted in the apparent oversizing of light-duty diesel engine 
displacements.  For example, plotting the average engine speed and load operating points over 
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the regulatory drive cycles for the MSC EASY5 diesel simulations on top of the diesel engine 
maps showed that there was significant potential for improvement in the choice of selected gear.  
As a result, additional analyses using the ALPHA vehicle simulation model have been conducted 
for light-duty diesel engine technology packages in order to update GHG effectiveness from 
these packages.   

Light-duty diesel engines have also evolved considerably over the last five years, particularly 
in Europe.  Modern light-duty diesel engine designs appear to be following similar trends to 
those of turbocharged GDI engines and, in some cases, heavy-duty diesel engine designs, 
including: 

 Engine downsizing (increased peak BMEP) 
 Engine down-speeding 
 Advanced friction reduction measures  
 Reduced parasitics 
 Improved thermal management 
 Use of a combination of both low- and high-pressure-loop cooled EGR 
 Advanced turbocharging, including the use of VNT and sequential turbocharging 
 Incorporation of highly-integrated exhaust catalyst systems with high NOx and PM 

removal efficiencies 
 Adoption of high-pressure common rail fuel injection systems with higher injection 

pressures and increased capability (i.e., multiple injections per firing cycle) 

 
The highest BMEP engines currently in mass-production for high-volume light-duty vehicle 

applications are all diesel engines.  MY2016-2017 light-duty diesel engines are available from 
Honda, BMW and Mercedes Benz in the EU with approximately 26-bar to 29-bar BMEP and 
peak cylinder pressures at or above 200-bar. 28,29,30  The light-duty diesel technology packages 
used in the FRM analyses relied on engine data with peak BMEP in the range of 18 - 20 bar.  
These were engine configurations using single-stage turbocharging with electronic wastegate 
control, high-pressure or low-pressure (single-loop) cooled EGR, and common-rail fuel injection 
with an 1800 bar peak pressure.  The cost analysis in the FRM for advanced light-duty diesel 
vehicles assumed use of using a DOC+DPF+SCR system for meeting emissions standards for 
criteria pollutants. 

In response to EPA Heavy Duty GHG emissions standards, large Class 8 heavy-duty truck 
engine designs have exceeded 50 percent BTE.31,32  Despite their inherent differences, there now 
appears to be a significant transfer of technology from heavy-duty diesel engines to much 
smaller bore, higher speed light-duty diesel engines underway, particularly for engines with high 
BMEP. Use of CAE tools to design complex, stepped-geometry steel piston crowns and the use 
of carefully designed piston oil-cooling galleries result in remarkably similar approaches when 
comparing recent approaches to heavy-duty truck piston designs to recent light-duty diesel 
engine piston designs such as that of the Mercedes-Benz OM654.31,33  The Mercedes-Benz 
OM654 engine incorporates other design elements that are similar to current heavy-duty diesel 
engine designs, including driving the camshaft and some auxiliaries off of the rear of the engine, 
the use of a high pressure common rail (HPCR) fuel injection systems with 2050 bar peak 
pressure and the use of a VNT turbocharger.  BMW's B57 light-duty diesel engine used in the 
MY2017 BMW 730d and 740d uses an HPCR fuel injection system currently with 2500 bar peak 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-40 
 

pressure and with capability to expand peak pressures to 3000 bar.  Driving injection pressures 
higher allows more flexibility for use of multiple injections and allows better optimization of 
combustion phasing.  Modern, high BMEP light-duty diesel engines using conventional 
diffusional combustion are capable of peak BTE of approximately 42 percent (see Figure 2.20).34   

 

  

Figure 2.20  Comparison Of BTE For A Downsized SI 2.0L I4 Miller Cycle Engine (Left)T  And A 1.7L I4 
Turbocharged Diesel Engine With HPCR, Low And High Pressure Loop CEGR, And VNT Turbocharger 

(Right).U   

Note:  Green area shows region of high (35%) BTE. 
 

Advanced turbocharging and cooled EGR systems allow higher rates of EGR to be driven 
and, when combined with more capable, higher pressure (2000-3000 bar) HPCR systems can 
allow a degree of operation at light loads using pre-mixed charge compression ignition (PCCI) or 
other low-temperature modes of combustion with inherently low NOx and PM emissions and 
reduced thermal losses over a broader area of engine operation.  Cummins "Light-duty Efficient, 
Clean Combustion" engine development program for the U.S. DOE used mixed-mode, part-load 
PCCI/high-load diffusional combustion approach and achieved a 20 percent improvement in 
uncorrected city-cycle fuel economy (e.g., from 20.3 mpg to 24.5 mpg) when compared to a 
more conventional diesel in a 5000 lb. inertial test weight SUV at Tier 2, Bin 5 emissions levels.   
Peak BTE for the PCCI combustion mode was approximately 46 percent compared with 42 
percent peak BTE for conventional diffusional diesel combustion.  Cummins developed a similar 
dual-mode combustion approach as part of the Advanced Technology Powertrains for Light-
Duty (ATP-LD) and the Advanced Technology Light Automotive Systems (ATLAS) engine 
development programs for the U.S. DOE.35,36  The engines developed as part of this program 
combined dual-mode PCCI/diffusional combustion together with further improvements to the 
turbocharger and charge air cooler systems, improved integration of the catalytic CDPF and 
urea-SCR systems and addition of a NAC system for storage of cold-start NOx emissions.  
Developmental engines and emissions control systems were integrated into Nissan Titan full-size 

                                                 
T Adapted from Wurms et al. 2015.  
U Adapted From Busch Et Al. 2015.34   
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2-wheel-drive pickup trucks and achieved emissions consistent with Tier 3 Bin 30 compliance 
and 21.8/34.3/26.0 City/Highway/Combined (uncorrected) fuel economy at a 5500 lb. inertial 
test weight.  A similar engine used in the mid-size Nissan Frontier 4-wheel drive pickup at 
reduced peak BMEP (21.3 bar vs. 23.4 bar in the Titan demonstration) achieved a 35 percent 
combined cycle fuel economy improvement relative to the MY2015 4.0L PFI V6 Nissan 
Frontier.37 

2.2.2.12 Thermal Management 

Most recent turbocharged engine designs now use head-integrated, water-cooled exhaust 
manifolds and coolant loops that separate the cooling circuits between the engine block and the 
head/exhaust manifold(s) (Figure 2.21).  Examples include the head-integrated exhaust 
manifolds (IEM) and split-coolant loops used with the Ford 1.0L I3, 1.5L I4, 2.0L I4 and 2.7L 
V6 EcoBoost engines, the 2.0L VW EA888 engine, the GM EcoTec SGE 1.0L 3-cylinder and 
1.4L 4 cylinder engines, and the PSA 1.2L EB PureTech Turbo.  The use of IEM and split-
coolant-loops is now also migrating to some naturally aspirated GDI and PFI engines, including 
the GM 3.6L V6 LFX and EcoTec 1.5L engines and the 1.0L 3-cylinder Toyota 1KR-FE 
ESTEC.  These types of thermal management systems were included in the FRM analysis of 
turbocharged GDI engines at BMEP levels of 24-bar and above but were not considered for 
turbocharged engines at lower BMEP levels or for naturally aspirated engines.  Benefits include: 

 Improved under-hood thermal management (reduced radiant heat-load) 
 Reduced thermal gradients across the cylinder head 
 Reduction in combustion chamber hot spots that can serve as pre-ignition sources  
 Improved knock limited operation 
 Reduce or eliminate enrichment required for component protection, particularly at 

low-speed/high-load conditions 
 Enable additional engine “down-speeding” without encountering enrichment 

 Improved control of turbine inlet temperature (turbocharged engines only) 
 Enable use of lower-cost materials turbine and turbine housing materials 
 Enable use of variable-geometry turbines similar to light-duty diesel applications 

 Improved catalyst durability 
 Shorter time to catalyst light-off after cold-start 
 Improved coolant warmup after cold start 
 Reduced noise 
 Lower cost and parts count 

 Improved durability (fewer gaskets to fail) 
 Reduced weight (savings of approximately 1 kg/cylinder) 
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Figure 2.21  Exhaust Manifold Integrated Into a Single Casting with the Cylinder Head 

 

2.2.2.13 Reduction of Friction and Other Mechanical Losses 

In urban driving, approximately 60 percent of engine losses are due to mechanical losses, 
including engine friction.38 Piston and cylinder friction from the piston rings and piston skirts 
account for 35 percent or more of engine friction in modern light-duty gasoline engines and 
approximately 50 percent of engine friction in modern light-duty diesels engines.38,39,40  The 
remaining frictional losses are primarily due to crankshaft, connecting rod, valvetrain and 
balance shaft friction.  Piston skirt friction accounts for approximately 30 percent of piston 
friction.  Molybdenum disulfide (MoS2) and Diamond-like carbon (DLC) piston skirt coatings 
have demonstrated part-load engine friction reductions of approximately 16 percent and 20 
percent, respectively.39  Improvements in cylinder bore surface treatments such as plasma 
coatings29,30,41 and laser roughening42 have also been introduced in recent engine designs to 
reduce engine friction and improve cylinder bore wear characteristics.   

Offsetting the crankshaft from the bore centerline, sometimes referred to as a désaxé cylinder 
arrangement, can be used to reduce side forces on the piston and piston rings during the power 
stroke, reducing friction piston/liner friction and reducing component wear.43  For example, the 
2ZR-FXE engine used in the 2009-2015 Toyota Prius and the 2ZR-FE engine in the 2009-2016 
Toyota Corolla have the crankshaft centerline shifted 8 mm towards the intake side of the engine 
to reduce friction.44 

Schaeffler has developed roller bearings that can be applied to the first and last crankshaft 
main bearings without the added complexity of using built crankshafts or split main bearings to 
reduce crankshaft friction and increase front journal load bearing capability when used with 
higher power P0 mild hybrid systems.  Roller bearing balance shafts for 3- and 4-cylinder 
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engines have also been developed by Schaeffler, BMW and others that can reduce balance shaft 
friction by approximately 50 percent.  

In addition to reducing engine mechanical losses, engine friction reduction also improves 
engine restart when combined with stop/start systems.  Reducing engine friction can also allow 
additional engine downspeeding while maintaining idle and off-idle engine NVH characteristics. 

Hyundai and Delphi used a MY2011 2.4L 4-cylinder GDI engine to demonstrate a combined-
cycle fuel economy improvement of 4 percent by using a combination of a MoS2 piston skirt 
coating, CrN physical vapor-deposition coated piston rings, low tension oil control rings and 
engine downspeeding.45  They also achieved a further 2.9 percent combined-cycle fuel economy 
improvement through use of a 2-stage variable displacement oil pump. 

2.2.2.14 Potential Longer-Term Engine Technologies 

In addition to the engine technologies considered for this Proposed Determination assessment, 
and discussed above, there are many other engine technology development efforts underway that 
may be fruitful in the longer-term.  While introduction of engines using these combustion 
concepts may occur prior to 2025, EPA does not expect significant penetration of these 
technologies into the light-duty vehicle fleet in the 2022 to 2025 time frame.   

Homogenous charge compression ignition (HCCI), gasoline compression ignition and other 
dilute, low-temperature compression ignition gasoline combustion concepts are topics of 
considerable automotive research and development due to the potential for additional pumping 
loss improvements at light and partial load conditions and reduced thermal losses.  Challenges 
remain with respect to combustion control, combustion timing, and, in some cases, compliance 
with Federal Tier 3 and California LEV3 NMOG+NOX standards.   

Engines using variable compression ratio (VCR) appear to be at a production-intent stage of 
development, but also appear to be targeted primarily towards limited production, high 
performance and very high BMEP (27-30 bar) applications.  At lower BMEP levels, other 
concepts (e.g., Atkinson Cycle for NA applications, Miller Cycle for boosted applications) 
provide a similar means to vary effective compression ratio for knock mitigation with reduced 
cost and complexity with some tradeoffs with respect to volumetric efficiency.   

One vehicle manufacturer recently entered production with a water injection system for knock 
mitigation.  Injection of water and water/methanol or water/ethanol mixtures into the intake 
systems of turbocharged and/or mechanically supercharged engines for knock mitigation is not a 
new concept.  Aircraft engines predating World War II and some of the first turbocharged 
automobile applications for the U.S. market in the 1960s used such systems for knock mitigation.  
Water injection systems compete with other means of knock mitigation (EGR, Atkinson Cycle, 
Miller Cycle, and IEM/split-cooling) that do not require fluid replenishment.  Current and near 
term applications appear to be limited to low-volume production, high performance vehicles. 

The DOE Co-Optimization of Fuels and Engines (Co-Optima) initiative aims to improve 
near-term efficiency of spark-ignition (SI) and compression ignition engines through the 
identification of fuel properties and design parameters of existing base engines that maximize 
performance. 
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According to DOE, Co-Optima is a first-of-its-kind effort brings together multiple DOE 
offices, national laboratories, and industry stakeholders to simultaneously conduct tandem fuel 
and engine R&D and deployment assessment in order to maximize energy savings and on-road 
vehicle performance, while also reducing long-term transportation-related petroleum 
consumption and GHG emissions. Two parallel research tracks focus on: 1) improving near-term 
efficiency of spark-ignition (SI) engines through the identification of fuel properties and design 
parameters of existing base engines that maximize performance.  The efficiency target represents 
a 15 percent fuel economy improvement over state-of-the-art, future light-duty SI engines with a 
market introduction target of 2025; and 2) simultaneous testing of new fuels with existing CI 
engines (as well as advanced compression ignition [ACI] combustion technologies as they are 
developed) to enable a longer-term, higher-impact series of synergistic solutions.  The fuel 
economy target represents a 20 percent improvement over state-of-the-art, future light-duty SI 
engines with a market introduction target of 2030.  By using low-carbon fuels, such as biofuels, 
GHGs and petroleum consumption can be further reduced. EPA will continue to closely follow 
the Co-Optima program to provide input to DOE, including through EPA’s technical 
representative on the Co-Optima External Advisory Board, as this program has the potential to 
provide meaningful data and ideas for GHG and fuel consumption reductions in the light-duty 
vehicle fleet for 2026 and beyond.  

2.2.3 Transmissions: State of Technology 

2.2.3.1 Background 

The function of a transmission system is to reduce the relatively high engine speed and 
increase the torque, so that the power output of the engine can be coupled to the wheels.  The 
complete drivetrain includes a differential (integral to the transmission on front-wheel-drive 
vehicles; separate on rear-wheel-drive vehicles) which provides further speed reduction, and 
often a hydraulic torque converter which provides significant torque multiplication at low speed 
conditions.  The complete drivetrain – torque converter, transmission, and differential – is 
designed as a set to best match the power available from the engine to that required to propel the 
vehicle. 
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Figure 2.22  Transmission Technology Production Share, 1980 – 201546  

Different transmission architectures are available for use in light-duty vehicles.  Conventional 
automatic transmissions (ATs) are the most popular type, and still dominate the light-duty fleet, 
as seen in Figure 2.22.  Manual transmissions (MTs), although less popular than in the past, are 
also still part of the fleet.  Both ATs and MTs have, among other improvements, seen an increase 
in the number of gears employed. Figure 2.22 shows the recent gains in six, seven, eight, and 
nine speed transmissions in both the car and light truck segment.  Two other transmission types 
have also seen an increase in market share.  These are dual-clutch transmissions (DCTs), which 
have significantly lower parasitic losses than ATs, and continuously variable transmissions 
(CVTs), which can vary their ratio to target any place within their overall spread.  Each of these 
four types of transmissions is discussed in more detail in the sections below. 

2.2.3.2 Transmissions: Summary of State of Technology  

As EPA stated in the Draft TAR, in the analysis conducted for the 2012 rule, EPA estimated 
that DCT transmissions would be very effective in reducing fuel consumption and CO2 
emissions, less expensive than current automatic transmissions, and thus a highly likely pathway 
used by manufacturers to comply with the standards.  This expectation was supported by 
comments from many OEMs at the time of the 2012 rule indicating that DCTs were part of their 
future compliance strategies.  However, DCTs thus far, have been used in only a small portion of 
the fleet as some OEMs have reported in meetings with EPA.  In addition, some vehicle owners 
have cited drivability concerns for DCT.47  EPA also discussed in the Draft TAR that the 2017-
2025MY FRM analysis also predicted a low effectiveness associated with CVTs (due to the high 
internal losses and small ratio spans of CVTs in the fleet at that time), and thus CVTs were not 
included in the FRM fleet modeling.  However, internal losses in current CVTs have been much 
reduced and ratio spans have increased from their predecessors, leading to increased 
effectiveness and further adoption rates in the fleet, particularly in the smaller car segments.  The 
new CVTs also tend to give the best effectiveness for their cost. 
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Again in the Draft TAR we mentioned that in the 2017-2025MY FRM, EPA estimated that 
step transmissions with higher numbers of gears (e.g., AT8s) would be slowly phased into the 
fleet.  However, AT8s have been "pulled ahead," appearing in substantial numbers even before 
2015MY.  In addition, manufacturers have introduced nine speed transmissions and since the 
Draft TAR Ford has released an F150 with a 10-speed transmission. Transmissions with more 
than 8-speeds were not considered in the 2017-2025MY FRM. 

Consistent with the Draft TAR, highlights of transmission technology analysis in this 
Proposed Determination include: (a) the technology packages and vehicle classes where DCTs 
are applicable have been re-evaluated to reflect manufacturers' current choices, (b) the 
effectiveness of CVTs has been re-examined and increased to reflect current vintage CVTs and 
their use in the fleet, and (c) nine and ten-speed transmissions were considered  when 
determining the effectiveness of future transmissions in the fleet.  

2.2.3.3 Sources of Transmission Effectiveness Data 

In addition to the sources of transmission effectiveness data cited in the 2012 rule and Draft 
TAR, EPA also used data from a wider range of available sources to update and refine 
transmission effectiveness for this analysis.  These sources included: 

 Peer-reviewed journals, peer-reviewed technical papers, and conference proceedings 
presenting research and development findings 

 Data obtained from transmission and vehicle testing programs, carried out at EPA-
NVFEL, ANL, and other contract laboratories  

 Modeling results from simulation of current and future transmission configurations  
 Confidential data obtained from OEMs and suppliers on transmission efficiency 

 

For transmission testing programs, EPA contracted with FEV Engine Technologies to test 
specific transmissions in a transmission component test stand.  The testing program was 
primarily designed to determine transmission efficiency and torque loss over a range of input 
speeds, input loads, and temperatures.  In addition, other driveline parameters, such as 
transmission rotational inertia and torque converter K-factor were characterized.  Two automatic 
transmissions have been characterized in this test program, which is still on-going.  Torque loss 
maps were generated for both a six-speed 6T40 GM automatic transmission and an eight-speed 
845RE FCA automatic transmission (see Figure 2.23). 
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Figure 2.23  Average Torque Losses (Left) And Efficiency (Right) In Each Gear For An Eight-Speed 845RE 
Transmission From A Ram, Tested At 100 °C And With Line Pressures Matching Those Measured In-Use In 
The Vehicle. Torque Losses Were Averaged Over 1000 Rpm - 2500 Rpm. This Transmission Is A Clone of the 

ZF 8HP45. 

In addition to contracting to test specific transmission, EPA has obtained torque loss maps 
and/or operational strategies for current generation transmissions from manufacturers and 
suppliers.  These maps are CBI, but have been used to inform EPA on the effectiveness of 
transmissions currently on the market. Maps obtained from manufacturers and suppliers include 
examples of both CVTs and DCTs. 

To characterize transmission and torque converter operation strategies, EPA has also 
performed multiple chassis dynamometer tests of current-generation vehicles equipped with a 
range of transmission technologies.  The transmission gear and torque converter state (as well as 
other vehicle parameters) were recorded over the FTP, HWFET, and US06 cycles.  The recorded 
data were used to determine the drive strategy for the engine-transmission pair in the vehicle. 

The transmission losses and shifting strategy were used as modeling inputs to EPA's full-
vehicle ALPHA model.48  The shifting strategy was parameterized to allow sufficient flexibility 
to maintain reasonable shift strategies while changing other vehicle attributes.49  

EPA also performed a study using chassis dynamometer testing to determine effectiveness of 
transmissions. In particular, two Dodge Chargers, one with a five-speed transmission and one 
with an eight-speed transmission, were tested on the dynamometer.  Other than the transmission, 
these vehicles had identical powertrains, and so provided an ideal opportunity to test the effect of 
different transmissions in the vehicle.50  Multiple repetitions of the FTP and HWFET, cycles 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-48 
 

were run, with the result that the Charger equipped with the eight-speed transmission exhibited 
on average a 6.5 percent reduction in fuel consumption over the five-speed Charger on the 
combined FTP/HWFET cycle.  The eight-speed Charger also exhibited an increase in 
acceleration performance, according to tests by Car and Driver, with, for example, a 0.5 second 
improvement in 0-60 time.51,52 

2.2.3.4 Sources of GHG Emission Improvements: Reduction in Parasitic Losses, Engine 

Operation, and Powertrain System Design 

The design of the transmission system can affect vehicle GHG emissions in two ways.  First, 
reducing the energy losses within the transmission (and/or torque converter) reduces the energy 
required from the engine, which also reduces GHG emissions.  Reducing transmission losses can 
be accomplished by increasing gearing efficiency, reducing parasitic losses, altering the torque 
converter lockup strategy, or other means.  A more in-depth discussion of internal energy loss 
reduction is included in the "Transmission Parasitic Losses" and "Torque Converter Losses and 
Lockup Strategy" sections below. 

Another method to decrease GHG emissions is to design the entire powertrain system - the 
engine and transmission - to keep the engine operating at the highest available efficiency for as 
much time as possible.  Transmissions with more available gears (or, at the extreme, 
continuously variable transmissions) can maintain engine operation within a tighter window, and 
thus maintain operation nearer the highest efficiency areas of the engine map.  Likewise, 
transmissions with a wider ratio spread can maintain engine operation nearer the highest 
efficiency areas of the engine map for a wider range of vehicle speeds, in particular lowering the 
engine speed at highway cruise for reduced GHG emissions. 

In addition, the highest engine efficiencies for a given power output tend to be at lower 
speeds, so transmission control strategies that allow very low engine speeds (i.e., 
"downspeeding") also reduce GHG emissions.  Shifting strategies are discussed in the 
"Transmission Shift Strategies" section below. 

As a practical matter, transmissions with an increased number of gears tend also to have a 
wider ratio.  For example, the ZF 8HP eight-speed RWD transmission has a spread of 7.07,53 the 
Aisin eight-speed FWD transmission has a spread of 7.58,54 the Mercedes 9G-TRONIC nine-
speed transmission has a ratio spread of 9.15,55 and the ZF 9HP48 nine-speed FWD transmission 
has a spread of 9.8.56 

The effects of additional gears and a wider ratio can be seen in Figure 2.25, which compares 
engine operation of the same engine when coupled with a six-speed transmission and with an 
eight-speed transmission.  Compared to the six-speed transmission, the eight-speed transmission 
allows the engine to operate over a narrower speed range and at lower speeds, both of which tend 
to reduce GHG emissions. 
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(a) Six-speed       (b) Eight-speed 

Figure 2.24  Engine Operating Conditions for Six-Speed (Left) and Eight-Speed (Right) Automatic 
Transmissions on the FTP-75 Drive Cycle57  

The dominant trends in transmissions have been toward a larger number of gears and a wider 
ratio spread. However, it is recognized, including by the 2015 NAS Report, that above certain 
values, additional gearing and ratio spread provide minimal additional fuel economy benefits.58 
59 60  Thus, increasing the number of gears (except when going to effectively infinite the case of 
CVT transmissions) and ratio spread beyond that exhibited by the current market leaders is 
unlikely to result in significant fuel consumption benefits, although other vehicle attributes such 
as acceleration performance and shift smoothness may benefit. 

In fact, it is well-understood that typical implementations of high-gear transmissions provide 
both fuel consumption and acceleration performance benefits.  Performance benefits come from 
two factors: first, the gear ratio spread of transmissions with higher number of gears will 
typically "straddle" the ratio spread of the lower number of gear transmission they replace (i.e., 
first gear is a numerically higher ratio and the final gear is a numerically lower ratio).  This 
provides more launch torque and quicker acceleration from stop.  Second, the gear ratios of 
sequential gears tend to be closer together in transmissions with a higher number of gears.  This 
not only narrows the on-cycle operation range of the engine for improved fuel economy (as in 
Figure 2.25), but also maintains engine performance nearer the maximum power point in high 
power demand situations for better acceleration performance at higher vehicle speeds. 

To determine the relative cost-effectiveness of different technologies, it is important to 
account for all technology benefits where possible.  As the NAS point out, "objective 
comparisons of the cost-effectiveness of different technologies for reducing FC can be made 
only when vehicle performance remains equivalent."61  This is particularly relevant for advanced 
transmissions, which do affect performance when coupled with the same engine as transmissions 
with a lower number of gears.  In evaluating information on measured or modeled fuel 
consumption effects of advanced transmissions, it is important to consider both reported fuel 
consumption benefits and any simultaneous acceleration performance benefits, so that 
transmission effectiveness can be objectively and fairly estimated. 

Transmission design parameters that substantially affect engine operation - gearing ratios, 
ratio spread, and shift control strategy - are all used to optimize the engine operation point, and 
thus the effectiveness of these transmission parameters depend in large part on the engine it is 
coupled with.  Advanced engines incorporate new technologies, such as variable valve timing 
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and lift, direct injection, and turbocharging and downsizing, which improve overall fuel 
consumption and broaden the area of high-efficiency operation.  With these more advanced 
engines, the benefits of increasing the number of transmission gears (or using a continually 
variable transmission) diminish as the efficiency remains relatively constant over a wider area of 
engine operation.  For example, the NAS estimated that the benefit of an eight-speed 
transmission over a six-speed transmission is reduced by approximately 15 percent when added 
to a modestly turbocharged, downsized engine instead of a naturally aspirated engine.62  Thus, 
the effectiveness of transmission speeds, ratio, and shifting strategy should not be considered as 
an independent technology, but rather as part of a complete powertrain.  

Additionally, because the engine and transmission are paired in the powertrain, the most 
effective design for the engine-transmission pair is where the entire powertrain is running at the 
highest combined efficiency.  This most effective point may not be at the highest engine 
efficiency, because a slightly different operation point may have higher transmission efficiency, 
leading to the best combined efficiency of the entire powertrain. 

2.2.3.5 Automatic Transmissions (ATs) 

Conventional planetary automatic transmissions remain the most numerous type of 
transmission in the light duty fleet.  These transmissions will typically contain at least three or 
four planetary gear sets, which are connected to provide the various gear ratios.  Gear ratios are 
selected by activating solenoids which engage or release multiple clutches and brakes.  A 
cutaway of a modern RWD transmission (in this case the ZF 8HP70) is shown in Figure 2.25. 

 

Figure 2.25  ZF 8HP70 Automatic Transmission63 

Automatic transmissions are packaged with torque converters which provide a fluid coupling 
between the engine and the driveline, and provide a significant increase in launch torque.  When 
transmitting torque through this fluid coupling, energy is lost due to the churning fluid.  These 
losses can be eliminated by engaging ("locking up") the torque convertor clutch to directly 
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connect the engine and transmission.  A discussion of torque converter lockup is continued in the 
"Torque Converter Losses and Lockup Strategy" section below. 

In general, ATs with a greater number of forward gears (and the complementary larger ratio 
spread) offer more potential for CO2 emission reduction, but at the expense of higher control 
complexity.  Transmissions with a higher number of gears offer a wider speed ratio and more 
opportunity to operate the engine near its most efficient point (as shown in the previous section).   

In the past few years, manufacturers have taken advantage of this fact.  Four- and five-speed 
automatic transmissions, which dominated the market in 2005, have substantially declined in 
number, being replaced by six-speed and higher transmissions (see Figure 2.22 above).  In fact, 
the average number of AT gears in the fleet has rapidly increased, and in 2014 was above six for 
both cars and trucks (see Figure 2.26 below). 

 

Figure 2.26  Average Number of Transmission Gears for New Vehicles (excluding CVTs)64 

As six-speed ATs have supplanted the four-and five-speeds, seven- and eight-speed 
transmissions have also appeared on the market.  As we mentioned in the Draft TAR, in the 
FRM, eight speed ATs were not expected to be available in any significant number until 
approximately 2020. However, even as of 2014 seven- and eight-speed transmissions occupy a 
significant and increasing portion of the market.  

Seven-speed transmissions currently available include the RWD 7G-Tronic from Mercedes 
and the JATCO JR710E available in Nissan products. RWD eight-speed transmissions available 
include offerings from General Motors and Hyundai, as well as transmission suppliers Aisin and 
ZF. The ZF 8HP, introduced in 2009, has been incorporated into offerings from a range of 
manufacturers, including Fiat/Chrysler, Jaguar/Land Rover, and Volkswagen. ZF has begun 
production of a second generation of 8HP transmissions (the 8HP50), which features a higher 
ratio spread, lower drag torque, and improved torsional vibration absorption compared to the first 
generation.65 Aisin also offers a FWD eight-speed used by multiple manufacturers.  This 
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includes use in the compact 2016 Mini Cooper Clubman,66 a vehicle smaller than those assumed 
eligible for eight-speed transmissions in the FRM. 

As mentioned in the Draft TAR, in the FRM, EPA limited its consideration of the effect of 
additional gears to eight-speed transmissions. However, some ATs with more than eight gears 
are already in production, and more examples are in development.  At this time, nine-speed 
transmissions are being manufactured by ZF67 (which produces a FWD nine-speed incorporated 
into Fiat/Chrysler, Honda, and Jaguar/Land Rover vehicles68) and Mercedes69 (which produces a 
RWD nine-speed). Ford has released a ten speed transmission in the F150 Raptor, and GM 
released a variation of the same ten speed in the 2017 Camaro ZL1. In addition, Ford and 
General Motors have announced plans to jointly design and build a nine-speed FWD 
transmission, and Honda is developing a ten-speed FWD transmission.70  

Manufacturers have claimed substantial fuel consumption benefits associated with newer 
transmissions. ZF claims its first generation 8HP can reduce fuel consumption by 6 percent on 
the NEDC compared to a circa 2005 ZF 6HP, using the same engine, along with improving 
vehicle acceleration performance.71  ZF also outlined a series of potential improvements to the 
first generation 8HP that could provide an additional 5 to 6 percent fuel consumption reduction 
on the U.S. combined cycle.72  The second generation ZF eight-speed73 is expected to achieve up 
to 3 percent efficiency gain on the NEDC due to the improvements noted above; ZF also outlined 
additional potential savings associated with a third generation eight-speed transmission.74 
Likewise, Mercedes clamed a 6.5 percent fuel consumption improvement on the NEDC with its 
nine-speed transmission compared to the previous seven-speed.75 It should also be noted that the 
percent fuel consumption reported on the NEDC drive cycle will be different from the U.S. 
combined cycles. 

In FWD vehicles, ZF claims its nine-speed FWD transmission reduces fuel consumption by 
10 percent - 16 percent compared to an early- 2000s six-speed transmission.76  Aisin claims its 
new FWD eight-speed transmission decreases fuel consumption 16.5 percent compared to an 
early generation six-speed, and nearly 10 percent compared to the previous generation six-
speed.77  In addition, the new eight-speed improves acceleration performance.   BMW, using the 
Aisin FWD transmission, reports a 14 percent fuel consumption reduction on the NEDC over the 
previous six-speed transmission.78 

These efficiency improvements are due to a range of design changes in the transmissions.  In 
addition to improving the engine operation efficiency through changing the number of gears, 
overall ratio, and shift points, these transmissions also reduce parasitic losses, change torque 
converter behavior, and/or shift to neutral during idle.  Mercedes claims a total of 6.5 percent 
fuel economy improvement on the NEDC by using its nine-speed 9G-TRONIC in place of the 
earlier generation seven-speed.79  Of this, 2 percent is due to the change in the number of gears, 
ratio spread, and shift strategy, with the remainder due to transmission efficiency improvements. 

With the positive consumer acceptance, higher effectiveness, and increasing production of 
transmissions with up to ten forward gears, it may be possible that transmissions with even more 
gears will be designed and built before 2025.  Researchers from General Motors have authored a 
study showing that there is some benefit to be gained from transmissions containing up to 10 
speeds.80   However this appears to be near the limit for improved fuel consumption, and studies 
have shown that there is no added potential for reduction in CO2 emissions beyond nine or ten 
gears.81 82  In fact, ZF CEO Stefan Sommer has stated that ZF would not design transmissions 
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with more than nine gears: "We came to a limit where we couldn't gain any higher ratios.  So the 
increase in fuel efficiency is very limited and almost eaten up by adding some weight and 
friction and even size of the transmission."83  Although manufacturers may continue to add gears 
in response to consumer preference for other performance attributes, at this time we are not 
projecting that further increases will provide CO2 emissions benefits beyond that of optimized 
eight, nine or ten-speeds. 

2.2.3.6 Manual Transmissions (MTs) 

In a manual transmission, gear pairs along an output shaft and parallel lay shaft are always 
engaged.  Gears are selected via a shift lever, operated by the driver.  The lever operates 
synchronizers, which speed match the output shaft and the selected gear before engaging the gear 
with the shaft.  During shifting operations (and during idle) a clutch between the engine and 
transmission is disengaged to decouple engine output from the transmission. 

Manual transmissions are in general lighter, cheaper to manufacture, and have lower parasitic 
losses than automatic transmissions.  The 2015 NAS report found the overall energy loss in a 
manual transmission to be only about 4 percent, as compared to a 13 percent loss in automatic 
transmissions.84 

As with ATs, the average number of gears in MTs has increased (Figure 2.26), albeit at a 
reduced rate compared to ATs. As in ATs, the higher number of gears and associated increase in 
ratio spread increases potential fuel savings. 

However, manual transmissions have only a small market share, estimated at only 2.6 percent 
in MY2015 based on the data in the MY2015 GHG baseline. Automatic transmissions (ATs, 
CVTs, and DCTs) are more popular at least in part because customers prefer not to manually 
select gears. 

2.2.3.7 Dual Clutch Transmissions (DCTs) 

Dual clutch transmissions are similar in their basic construction to manual transmissions, but 
use two coaxial input shafts with two clutches to shift between the two shafts.  By 
simultaneously opening one clutch and closing the other, the DCT “hands off” power from one 
shaft to the other, and thus to sequential gears.  Unlike the MT, the DCT selects the appropriate 
gear automatically (as in an AT). DCTs offer an efficiency advantage over a typical automatic 
because their parasitic losses are significantly lower. In addition, DCTs in general do not require 
a torque converter, as gradually engaging the clutch (much like with a manual transmission) 
provides the application of launch torque. 
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Figure 2.27  Generic Dual Clutch Transmission85 

Multiple DCTs have been introduced into the marketplace, primarily in six- and seven-speed 
versions. Volkswagen has used multiple generations of DCTs in their products.  Ford has used 
six-speed DCTs jointly developed with Getrag.  Fiat has another version of a six-speed DCT, 
while both Honda and Hyundai have developed seven-speed versions. Honda introduced an 
eight-speed DCT with a torque converter on the 2015 Acura TLX.86  

As mentioned in the Draft TAR, DCTs have encountered issues with customer acceptance, 
and, as the NAS stated in its 2015 report, "are not likely to reach the high penetration rates 
predicted by EPA primarily due to customer acceptance issues."87  As noted by the NAS in their 
2015 report, “This difference in drivability and consumer acceptance [between wet and dry 
clutch DCTs] can be seen in the comparison of two of Volkswagen's MY2015 vehicles, the VW 
Golf and the VW Polo.  The Golf, with a wet-clutch DCT, has received many positive reviews 
and awards, while the Polo, with a dry-clutch DCT, has received poor reviews for transmission-
related drivability."88 

Getrag announced the 7DCT300 which has a wet clutch with lubrication on demand (we refer 
to these as damp clutch DCTs), equaling the efficiency of a dry DCT.  The "damp" clutch is also 
smaller and has a higher tolerance for engine irregularities.89  Wet/damp clutch DCTs tend to 
have better consumer acceptance than dry clutch DCTs.  The 7DCT300 is available in Europe on 
the 2015 Renault Espace.  Honda recently patented an 11-speed triple clutch transmission. 

As in ATs, it is expected that additional gears above the current maximum will not 
significantly decrease fuel consumption and resulting GHG emissions.  A 2012 study by DCT 
manufacturer Getrag indicated that additional gears above seven and additional ratio spread 
above 8.5 provided minimal additional fuel economy benefits.90   

2.2.3.8 Continuously Variable Transmissions (CVTs) 

Conventional continuously variable transmissions consist of two cone-shaped pulleys, 
connected with a belt or chain.  Moving the pulley halves allows the belt to ride inward or 
outward radially on each pulley, effectively changing the speed ratio between the pulleys.  This 
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ratio change is smooth and continuous, unlike the step changes of other transmission varieties. 
CVTs were not chosen in the fleet modeling for the 2017-2025MY FRM analysis because of the 
predicted a low effectiveness associated with CVTs (due to the high internal losses and narrow 
ratio spans of CVTs in the fleet at that time).  However, improvements in CVTs in the current 
fleet have increased their effectiveness, leading to rapid adoption rates in the fleet.  In their 2015 
report, the NAS recommended CVTs be added to the list of considered technologies, and EPA 
did indeed add re-evaluate the costs and effectiveness for this technology for its Draft TAR 
analysis and is continuing to consider CVTs in this Proposed Determination analysis. 

 

           

(a)          (b) 

Figure 2.28  (a) Toyota CVT91 (b) Generic CVT sketch92 

One advantage of CVTs is that they continue to transmit torque during ratio changes.  During 
a ratio change or shift the energy from the engine is wasted on ATs and some DCTs.  ATs and 
some DCT have a hesitation during shifts caused by the torque disruption during gear changes.  
This shift feeling is well known to consumers and in some cases comforting to drivers (they miss 
it when driving a vehicle with a CVT).  As mentioned in the AT section ATs efficiency peaks 
with 9 to 10 gears, while going to a CVT (with an effectively "infinite" number of gear steps) 
adds a new level of efficiency to the overall system.  This is in part due to the fact that CVTs do 
not need to stop transmitting torque to change ratios. 
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Another advantage of a CVT is that, within its ratio range, it can maintain engine operation 
close to the maximum efficiency for the required power.  However, CVTs were not considered in 
the FRM because at the time CVTs had a ratio range of near 4.0, limiting the range where the 
engine operation could be optimized.  In addition, the CVTs were less than 80 percent efficient 

93, and thus required more total output energy from the engine. These limitations overwhelmed 
the CVT’s inherent advantage compared to conventional ATs.   

However, in the recent past, manufacturers and suppliers have intensified development of 
CVTs, reducing the parasitic losses and increasing the ratio spread.  The current generation of 
CVT are now nearly 85 percent efficient, with ongoing work by suppliers to push that number to 
90 percent.94  Ratio spreads for new CVTs from Honda, Toyota, and JATCO now range between 
6.0 and 7.0. 95,96,97  JATCO has introduced a very small CVT what has a two speed output with 
take a CVT with a small ratio spread and doubles it for an overall ratio spread of 7.398 in the base 
version and 8.7 in the "wide range" version.99  As in ATs and DCTs, it is expected that additional 
increase in ratio range above the current maximum will not significantly decrease fuel 
consumption and resulting GHG emissions. 100 

Reducing losses in CVTs has been a particular focus of manufacturers. The JATCO CVT8 
featured a 40 percent reduction in mechanical losses compared to their earlier generation CVT.101  
The losses were reduced by decreasing the size of the oil pump, implementing a new, higher 
efficiency belt, and reducing the fluid churning losses.  Honda's new compact car CVT increased 
efficiency 1.0 percent to 1.5 percent at higher vehicle speeds compared to their previous 
generation CVT.102  The increased efficiency was primarily due to a reduction in oil pump losses 
and bearing friction. Honda's new midsize CVT increased efficiency up to 5 percent compared to 
the earlier generation CVT, primarily by reducing the required hydraulic pressure (by up to 38 
percent).103  Toyota's new K114 CVT reduced torque losses by 22 percent, compared to the 
earlier generation of CVTs, primarily by reducing the losses associated with the oil pump, and 
reducing the size of the bearings. 104 

The decreased transmission losses (5 - 10 percent) and increased ratio spread (from 4 to 
between 6 and 8.7) of CVTs has made them more effective in CO2 reduction than estimated in 
the FRM, and thus CVTs are anticipated to be used in an increasing share of the fleet (see Figure 
2.22).  The supplier JATCO supplies CVTs to Nissan, Chrysler, GM, Mitsubishi, and Suzuki 105  
In addition, other manufacturers' ‒ Audi, Honda, Hyundai, Subaru, and Toyota ‒ all make their 
own CVTs. 

The JATCO CVT8 demonstrated a 10 percent improvement in fuel economy for both the 
highway and city cycles compared to earlier generation CVTs. 106  Honda's new compact car 
CVT increased fuel economy approximately 7 percent compared to the earlier generation CVT 
over both the U.S. test cycle and the Japanese JC08 test cycle. 107  Honda's new midsize CVT 
increased fuel economy 10 percent over the earlier generation 5AT on the U.S. cycle, and 5 
percent compared to the earlier generation CVT on the Japanese JC08 test cycle. 108  Toyota's 
new K114 CVT increased fuel economy by 17 percent on the Japanese JC08 test cycle compared 
to the earlier generation CVT. 109 

Some initial introductions of CVTs suffered from consumer acceptance issues, where 
customers complained of the “rubber band” feel of the transmission, due to the indirect 
connection between the driver’s throttle input and the vehicle’s acceleration response.  To 
combat this perception, vehicle manufacturers have added a shift feel calibration to the CVT 
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control strategy, which mimics the feel of a conventional AT.110  This calibration, although 
having a slight effect on fuel economy, has improved consumer acceptance.111 

In this document, only conventional belt or chain CVTs are considered.  At least two other 
technologies – toroidal CVTs and Dana’s VariGlide® technology112 – are under development and 
may be available in the 2020-2025 time frame.  The Dana VariGlide is considered a CVP 
(Continuously Variable Planetary) with the major design difference being it using balls to 
transmit torque and vary the ratio.  Dana has stated that it is currently in development with an 
OEM.  Targeted production could be as early as 2020.  These technologies hold promise for 
increased efficiency compared to current design belt or chain CVTs. 

 

2.2.3.9 Transmission Parasitic Losses 

Reducing parasitic loses in the transmission improves drivetrain efficiency and lowers the 
required energy output from the engine.  In general, parasitic losses can come from (a) the oil 
supply, (b) electricity requirements, (c) drag torque, (d) gearing efficiency, and (e) creep (idle) 
torque.113 

2.2.3.9.1 Losses in ATs 

A study by ZF suggests that the largest sources of losses over the combined city/highway 
cycle in conventional automatic transmissions are the oil supply and the drag torque.114  This is 
followed by the creep torque (on the city cycle), with the electrical requirements and gearing 
efficiency being relatively minor. 

For conventional ATs, power required to supply oil to the transmission is one of the largest 
sources of parasitic loss. An oil pump is required for lubrication and for hydraulic pressure for 
clamping the clutches.  A baseline transmission would typically use a gerotor-type pump driven 
off the torque converter. Replacing or resizing the oil pump can result in a substantial decrease in 
torque losses.  For example, Aisin claims a 33 percent reduction in torque loss in its new 
generation transmission from optimizing the oil pump,115 and Mercedes claims a 2.7 percent 
increase in fuel economy on the NEDC by changing the pumping system.116  Pump-related losses 
can be reduced by substituting a more efficient vane pump for the gerotor.  Losses can be further 
reduced with a variable-displacement vane pump, and by reducing the pressure of the system.  
Losses can be further decreased by using an on-demand electric pump: Mercedes claims an 
additional 0.8 percent increase in fuel economy on the NEDC by implementing a lubrication on 
demand system.117  Another way to reduce losses from the pump is by reducing leakage in the 
system.  Reducing leakage reduces parasitic losses by reducing the amount of fluid that needs to 
be pumped through the system to maintain the needed pressure. 

A second large source of parasitic loss in ATs is the drag torque in the transmission from the 
clutches, brakes, bearings, and seals.  These components have the potential to be redesigned for 
lower frictional losses.  New clutch designs offer potential reductions in clutch drag, promising 
up to a 90 percent reduction in drag.118  Replacing bearings can reduce the associated friction by 
50 to 75 percent.  New low-friction seals for can reduce friction by 50 percent to provide an 
overall reduction in bearing friction loss of approximately 10 percent.119  
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Optimizing shift elements improved fuel economy on the Mercedes 9G-TRONIC by 1 percent 
over the NEDC.120 

Drag torque can be further reduced by decreasing the viscosity of the automatic transmission 
fluid used to lubricate the transmission.  A study of transmission losses indicates that about a 2 
percent fuel consumption reduction was obtained on the FTP 75 cycle by switching to the lowest 
viscosity oil.121  However, reduction of transmission fluid viscosity may have an adverse effect 
on long-term reliability. 

Transmission efficiency may also be improved through superfinishing the gear teeth to 
improve meshing efficiency. 

2.2.3.9.2 Losses in DCTs 

Advanced DCTs typically have lower losses than ATs, largely due to having an on-demand 
pump, splash lubrication, and fewer open clutches.  The primary losses in DCTs are load-
independent drag and splash losses. Unlike ATs, DCTs typically depend on splash lubrication for 
their internal components rather than forced lubrication.  This eliminates the losses associated 
with oil supply pumps, but adds churning losses due to rotating components moving through the 
oil.  Churning losses can be minimized by keeping oil levels low and warming up the lubrication 
oil. 

A primary consideration in DCT losses is the use of wet or dry clutches.122  Dry clutches do 
not require oil cooling flow, and therefore do not contribute to oil churning losses that are 
incurred with wet clutch systems; this has traditionally meant that dry clutch reduced GHG 
emissions by an additional 0.5 to 1 percent over wet clutch DCTs.  However, dry clutches have a 
limited maximum torque capacity, and have suffered from customer acceptance issues.  In 
response, so-called "damp" clutches have been introduced, where on-demand cooling flow has 
substantially reduced the parasitic losses associated with wet clutches. 

DCTs also may benefit from the same improvements in bearing and seal drag and gear 
finishing that are outlined in the AT section above. 

2.2.3.9.3 Losses in CVTs 

CVTs tend to have higher losses than either ATs or DCTs, in large part due to the high oil 
pressures required to keep the belt and pulleys securely clamped.  These losses increase 
significantly at high input torques, as even higher pressures are required to maintain the 
clamping force.123  

A study by JATCO suggests that losses in the CVT are dominated by oil pump torque and 
losses in the belt-pulley system, with fluid churning losses as the next largest player.124  By 
reducing leakage in the oil system and reducing line pressure when possible, JATCO's CVT8 
was able to run with a reduced size oil pump and considerable reduction in oil pump torque loss.  
JATCO also redesigned the belt for lower loss, and reduced the oil level and viscosity to reduce 
churning losses.  The overall result was a 40 percent reduction in mechanical losses compared to 
the earlier generation CVT. 

Honda developed a new CVT using a comparable strategy.125  They decreased the required 
pulley thrust by refining the control strategy and by using a fluid with increased coefficient of 
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friction, which combined for a transmission efficiency increase of 2.8 percent.  They also altered 
the belt trajectory around the pulley for an added 0.4 percent efficiency increase. 

Another opportunity for reduced losses in CVTs is Dana's VariGlide System.  Dana’s 
VariGlide system can provide more favorable system losses than traditional belt or chain 
technologies.  The VariGlide system eliminates the requirement for a high pressure pump, using 
instead a fully passive mechanical clamping mechanism.  The unique coaxial configuration, 
similar to a planetary gearset coupled with high power density, allows for simple integration into 
traditional transmission architectures and makes it uniquely suited for RWD applications. 

2.2.3.9.4 Neutral Idle Decoupling 

An additional technology that has been implemented in some transmissions, which was not 
considered in the FRM, is the application of a "neutral idle."  In this strategy, a neutral clutch is 
opened when the vehicle is at a stop, which effectively reduces the creep torque required from 
the engine.126,127  BMW demonstrated a reduction in fuel consumption of 2 - 3 percent on the 
NEDC for an optimized neutral idle decoupling system on an eight-speed transmission.128  
Similarly, ZF calculated that implementing a neutral idle decoupling system on its eight-speed 
transmission would reduce fuel consumption by 0.5 percent to 1.4 percent on the U.S. combined 
cycle, depending on the K-factor of the torque converter.129  It should be noted, of course, that 
the neutral idle decoupling simply reduces idling losses, and implementing stop-start system 
would eliminate the effectiveness of this technology. 

2.2.3.10 Transmission Shift Strategies  

The transmission shift schedule can strongly influence the fuel consumption over a drive 
cycle.  A more aggressive shift schedule will downshift the transmission earlier and upshift later 
(i.e., at lower engine speeds).  This moves engine operation, for a particular required power, to 
lower speeds and higher torques where engine efficiency tends to be higher.  Along with this, 
reducing time between shifts (i.e., allowing more shifts), reducing the minimum gear where fuel 
cutoff is used, and altering torque converter slip (covered in the next section) will also decrease 
fuel consumption.  Applying an aggressive shift strategy can reduce fuel consumption by about 5 
percent in a generic six-speed transmission or 1-3 percent in a generic nine-speed 
transmission.130  Similarly, BMW showed about a 2 percent reduction in CO2 from 
downspeeding the engine, comparing their current generation six-speed transmission to an earlier 
generation.131 

However, the application of the strategy is limited by NVH and drivability concerns, as lower 
engine speeds produce more significant driveline pulses and allowing more shifts may increase a 
shift busyness perception.  Manufacturers reduce the NVH impact by using allowing partial 
lockup, adding a torque convertor dampener, and/or adding a pendulum dampener.  These 
changes along with decreasing the ratio between gears has made higher gear numbers and 
increased shifting more acceptable.  Reducing the ratio between gears allows shifting to be less 
perceptible due to the smaller change in engine speed. 

2.2.3.11 Torque Converter Losses and Lockup Strategy 

Torque converters are typically associated with conventional ATs and CVTs, although they 
have appeared on Honda's eight-speed DCT.  Torque converters provide increased torque to the 
wheels at launch, and serve as a torsional vibration damper at low engine speeds. However, this 
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comes at the cost of energy loss in the torque converter fluid, and modern torque converters 
typically have a lockup clutch that mechanically locks the impeller and turbine together, 
bypassing the fluid coupling. 

 

Figure 2.29  ZF Torque Converter Cutaway132 

Although in the past torque converters remained unlocked up to high vehicle speeds, recent 
trends are to lock up at much lower speeds. Improvements in torsional vibration dampers, and 
the ability to utilize micro-slip across the lockup clutch has enabled lower lockup speeds.  
Mazda, for example, claims torque converter lockup as low as 5 mph for its SKYACTIV-Drive 
AT.133  Although not as aggressive, BMW claims a 1 percent reduction in CO2 from an early 
torque converter lockup.134 

2.2.4 Electrification: State of Technology 

Electrification includes a large set of technologies that share the common element of using 
electrical power for certain vehicle functions that were traditionally powered mechanically by 
engine power.  Electrification can thus range from electrification of specific accessories (for 
example, electric power steering) to electrification of the entire powertrain (as in the case of a 
battery electric vehicle).  Powering accessories electrically can reduce their energy use by 
allowing them to operate on demand rather than being continuously driven by the crankshaft 
belt.  Some electrical components may also operate more efficiently when powered electrically 
than when driven at the variable speed of a crankshaft belt.  Electrified vehicles that use 
electrical energy from the grid also provide a means for low-GHG renewable energy to act as a 
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transportation energy source where it is present in the utility mix.  The addition of a larger 
capacity battery in a vehicle also provides for energy recovery or recuperation.  Kinetic energy 
can be used to charge the battery and that recovered energy can be used to power accessories or 
to provide propulsion. 

Electrified vehicles (or xEVs) are considered for this analysis to mean vehicles with a fully or 
partly electrified powertrain.  This includes several electrified vehicle categories, including: 
battery electric vehicles (BEVs), which have an all-electric powertrain and use only batteries for 
propulsion energy; plug-in hybrid electric vehicles (PHEVs), which have a primarily electric 
powertrain and use a combination of batteries and an engine for propulsion energy; and hybrid 
electric vehicles (HEVs), which use electrical components and a battery to manage power flows 
and assist the engine for improved efficiency and/or performance.  HEVs are further divided into 
strong hybrids (including P2 and power-split hybrids) that provide strong electrical assist and in 
many cases can support a limited amount of all-electric propulsion, and mild hybrids (such as 
belt integrated starter generator (BISG) hybrids, crankshaft integrated starter generator (CISG) 
hybrids, and 48V mild hybrids) that typically provide only engine on/off with minimum 
electrical assist. BEVs and PHEVs are herein referred to collectively as plug-in electric vehicles, 
or PEVs. 

Fuel cell electric vehicles (FCEVs) are another form of electrified vehicle having a fully 
electric powertrain, and are distinguished by the use of a fuel cell system rather than grid power 
as the primary energy source.  FCEVs have only recently entered commercial production and 
their market has not yet developed as much as that of PEVs. Technology developments relating 
to FCEVs were reviewed in detail in Draft TAR Chapter 5.2.4.5.  Because EPA did not include 
FCEVs in its fleet compliance modeling analysis for the Draft TAR nor for the Proposed 
Determination, please refer to the Draft TAR for additional information on this technology.  

As with the other technologies presented in this chapter, EPA has reviewed, and revised 
where necessary, the assumptions for effectiveness and cost of electrification technologies for 
this Proposed Determination.  This effort extends the effort carried out for the Draft TAR, which 
included inquiries along several paths.  As discussed in the Draft TAR, EPA gathered 
information from many sources, including public sources such as journals, press reports, and 
technical conferences, as well as manufacturer certification data and information gathered 
through stakeholder meetings with OEMs and suppliers.  EPA has also benchmarked selected 
vehicles by means of dynamometer testing at the EPA National Vehicle and Fuel Emissions 
Laboratory (NVFEL), as well as utilized instrumented vehicle test data from the Argonne 
National Laboratory (ANL) Advanced Powertrain Research Facility (APRF).  Among other 
purposes, EPA has used this data to inform development of the ALPHA model.  EPA also 
utilized electric machine component performance data collected by Oak Ridge National 
Laboratory (ORNL) under U.S. DOE funding, and similar component and vehicle test data 
provided by other laboratories such as Idaho National Laboratory (INL).  EPA also worked 
closely with ANL to improve and update the battery costing model, known as BatPaC,135 which 
was used to update the projected costs of electrified vehicle battery packs.  All of these sources 
have contributed to our assessment of the progress of electrification technology, an assessment 
that has continued since the 2012 FRM and before. 

2.2.4.1 Overview of Chapter 
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This Chapter 2.2.4 is intended to review the current state of electrification technology as 
represented by developments since the 2012 FRM to the present, including updates since the 
Draft TAR that could inform the Proposed Determination assessment.  The information 
described in this section thus forms the basis for revised cost and effectiveness assumptions 
described in Chapter 2.3.4.3, which become inputs to the Proposed Determination analysis. 
Source data for many of the charts in this Chapter and Chapter 2.3.4.3 are available in the 
Docket.136 

This Chapter 2.2.4 is organized in the following way: 

Chapter 2.2.4.2 provides a high-level overview of the major developments in electrification 
technologies since the 2012 FRM.  This section is intended only as an executive summary to 
help place the topic of electrification into context. 

Chapter 2.2.4.3 provides a background in non-battery electrical components that are common 
to many of the electrification technologies, and briefly reviews the major directions of their 
development since the 2012 FRM.  An understanding of these components is helpful to 
understanding developments in cost and effectiveness of each of the electrified vehicle 
categories.  Developments in the cost or performance of specific classes of components are 
discussed in the context of the electrified vehicles in which they have been implemented.  

Chapter 2.2.4.4 includes subsections detailing each of the major electrified vehicle categories 
(stop-start, mild/48V and strong HEVs, PHEVs and BEVs).  These subsections serve to briefly 
review the significance of each electrified vehicle category as a means of reducing GHG 
emissions, and review industry developments relating to how the category has evolved and been 
taken up in the fleet since the 2012 FRM.  

Chapter 2.2.4.5 focuses on developments in battery technology.  Batteries are discussed 
separately and after discussion of the electrified vehicle categories for several reasons.  First, the 
battery performance requirements for each of the categories is best understood after the 
categories have been fully defined and discussed. Second, a greater level of technical detail is 
required to adequately assess some battery developments that have a strong influence on 
effectiveness or cost of xEV technologies.  Finally, and perhaps most importantly, battery cost 
estimation is a particularly influential input to the cost assumptions for xEVs, and the battery 
cost estimates for different xEV categories rely on many detailed parameters that are best 
understood and contrasted in the context of a battery discussion after trends in xEVs have been 
reviewed.  The bulk of battery-related developments are therefore covered in the battery chapter 
rather than the electrified vehicle category subsections. 

Chapter 2.2.4.6 acknowledges developments in FCEVs, and refers the reader back to the more 
complete analysis of this technology that was published as Chapter 5.2.4.5 of the Draft TAR.  
Because EPA did not include FCEVs in its fleet compliance modeling analysis for the Draft 
TAR nor for the Proposed Determination, the assessment of FCEV technology is not repeated in 
this TSD. 

Although these chapters may in some places refer to comments received on the Draft TAR, 
comments relating to electrification are primarily discussed in the context of specific modeling 
assumptions and inputs in Chapter 2.3.4.3. 

2.2.4.2 Overview of Electrification Technologies 
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Throughout the 2012 rule analysis, and the Draft TAR analysis, electrified vehicles have been 
identified as offering a strong potential for reducing greenhouse-gas emissions. In all of these 
analyses, the cost-minimizing compliance pathway showed electrified vehicles playing an 
important supporting role in a fleet composed primarily of non-electrified powertrain 
configurations.  For example, the pathway presented by EPA in the Draft TAR showed OEM 
compliance with MY2025 GHG standards with fleet penetrations of less than 3 percent BEVs, 3 
percent strong hybrids, and 18 percent mild hybrids.137  

In the years since the final rulemaking, the number of HEV, PHEV, and BEV models 
available to consumers has continued to grow.  HEVs are now part of the product line of almost 
every major OEM. In 2014, U.S. HEV sales were in excess of 450,000 units. This declined to 
about 385,000 units in 2015.138  Through September 2016, U.S. HEV sales are at approximately 
260,000 units, which would represent a drop of about 13 percent compared to the same point in 
2015.139 Plug-in vehicles (BEVs and PHEVs) are also being offered in increasing numbers. In 
MY2015, 28 models of plug-in vehicles were available, an increase from 23 models in MY2014, 
and only a handful in 2012.  In each of 2014 and 2015, U.S. plug-in vehicle sales were in excess 
of 115,000 units,138 and through September 2016 are already at about 110,000 units.  

Also in 2015 and 2016, a growing number of manufacturers announced ambitious plans to 
introduce multiple lines of plug-in vehicles by 2020-2025, including Volkswagen (planning more 
than 30 new all-electric vehicles with annual sales of 2-3 million units, or 20-25 percent of total 
sales, by 2025),140,141 Mercedes-Benz (all models to be electrified in a similar time frame),142 
BMW (plug-in hybrid versions of all of its core models),143 Volvo (battery electric power on all 
vehicles within the next decade),144 and Ford (13 new BEV nameplates and 40 percent 
electrification by 2020).145 In November 2016, it was reported146,147 that even Toyota, which had 
previously concentrated primarily on fuel-cell and hybrid technology, is planning to add BEVs to 
its lineup by 2020. 

In the Draft TAR, it was noted that some aspects of BEV implementation and penetration 
have developed differently than originally predicted in the 2012 FRM.  At that time the agencies 
expected that BEVs with a range between 75 and 150 miles would be most likely to play a 
significant part in OEM compliance.  By the time of the Draft TAR it was clear that the BEV 
market had developed two distinct segments, a consumer segment offering a driving range of 
around 100 miles at a relatively affordable price, and a premium segment offering a much higher 
range (well in excess of 200 miles) at a higher price. Tesla Motors has had notable success at 
producing and marketing BEVs in the premium segment, causing significant numbers of long-
range BEVs to enter the fleet that may not have been predicted by OMEGA on a pure cost-
effectiveness basis. Going forward, both BEV segments appear to be aggressively pursuing range 
increases in their second and third generation models.  In 2016 GM announced the 2017 Chevy 
Bolt, which has been EPA certified with a 238-mile range. Nissan has also announced plans to 
offer a 200-mile range BEV in 2017 or 2018, using a newly developed battery pack. Tesla is also 
making progress toward a long-stated intention to enter the consumer segment with the Model 3, 
which is targeted for introduction in late 2017 and is expected to offer a range of at least 215-
miles.  

An increasing number of OEMs are beginning to add PHEVs to their product lines, utilizing 
both blended-operation architectures as well as extended-range architectures that offer varying 
amounts of all-electric range.  The cost-minimizing pathway presented in the Draft TAR for 
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compliance with the 2025MY GHG standards projected less than 2 percent fleet-level 
penetration of PHEVs.148  The 2015 and 2016 MYs saw a discernible increase in PHEV20-style 
architectures from OEMs that tend to specialize in luxury or high-performance vehicles, which 
was consistent with projections in the 2012 FRM.149  Second-generation PHEV models have 
begun to appear, typically offering an increased all-electric range or a more robust blended-mode 
operation that allows for increased all-electric capabilities in normal driving.  Manufacturers 
have often cited customer demand for a more all-electric driving experience in making these 
changes.  

Charging infrastructure is also growing. While PEVs are manufactured with onboard chargers 
that can often take advantage of existing 110V or 220V charging connections in the home or 
garage, opportunities for public charging away from the home are poised to become much more 
common. Since 2008, various ongoing public and private efforts to provide charging stations at 
workplaces, along freeway corridors, and in cities have grown the number of public stations in 
the U.S. to more than 16,000.150 Since the Draft TAR was completed, two developments were 
announced that may increase this number substantially. The partial settlement between 
Volkswagen and U.S. authorities, approved in 2016, earmarks $1.2 billion in investment over 10 
years toward ZEV infrastructure, education, and access.151 Also, in November 2016 The White 
House announced a network of federal, state, and local initiatives to increase accessibility to 
PEV infrastructure,150 including a Department of Transportation (DOT) plan to designate 48 
national "alternative fuel corridors" along major highways to provide focus for build out of 
charging locations by related local and state efforts.152 Public charging infrastructure was 
explored in depth in Draft TAR Chapter 9 (Infrastructure Assessment), and is reviewed for this 
Proposed Determination assessment in Section B.3.2 of the Proposed Determination Appendix.   

Advancements in the cost and effectiveness of xEVs are closely related to advancements in 
battery, electric motor, and power electronics technologies.  These technologies have advanced 
steadily since the 2012 FRM, with significant improvements in battery specific energy, battery 
cost, and non-battery component efficiency and cost contributing to improvements in production 
xEVs.  The pace of industry activity in this area suggests that further advancements are likely to 
occur between now and the 2022 to 2025 time frame of the rule. 

At the time of the 2012 FRM, data regarding the cost and efficiency of xEV components was 
limited by the small number of production vehicles from which it could be gathered.  Today, the 
relatively large number of production models provides much greater opportunity to empirically 
validate projections made in the FRM. 

Battery cost is a major consideration in the cost of xEVs. At the time of the 2012 FRM there 
was great uncertainty in the potential for battery manufacturing costs to be reduced.  There was 
also uncertainty regarding battery lifetime.  Today, evidence of the need for battery replacement 
is rare, with most PHEV and BEV batteries showing good durability within the limits established 
by OEM warranties.  Although the battery cost projections published in the 2012 FRM were 
significantly lower than estimates of prevailing costs at the time, and those presented in the Draft 
TAR were even lower, evidence continues to suggest that these estimates were conservative, 
with at least one major manufacturer having announced battery costs from a major battery 
supplier that are very close to the Draft TAR projections.  Recent reports have suggested that 
lithium-ion battery cost has historically followed a pace of improvement of about 6 to 8 percent 
per year.153  Advancements in cost and energy capacity of battery technology continue to be 
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pursued actively by OEMs and suppliers alike, suggesting that there is room for further 
improvement within the 2022-2025 time frame of the rule. Projected battery costs were 
accordingly updated for the Draft TAR and are now being further updated for the Proposed 
Determination based on public comment and updated information gathered since the Draft TAR. 

The Draft TAR presented an analysis of current and past production BEVs and PHEVs that 
showed that the 2012 FRM analysis assigned a significantly larger battery capacity per unit 
driving range than manufacturers ultimately found necessary to provide.  The Draft TAR found 
that this was likely related to the chosen assumptions for parameters such as powertrain 
efficiencies, usable battery capacity, and application of road load reducing technologies.  The 
Draft TAR analysis also showed that the industry achieved comparable acceleration performance 
with significantly lower motor power ratings than the 2012 FRM analysis anticipated.  In other 
words, it was shown that in many ways the industry had found ways to do more with less, 
compared to many of the original predictions of the 2012 FRM analysis. The Draft TAR analysis 
incorporated these developments in its revised projections of battery cost. 

Because the vehicle architecture for electrified vehicles is fundamentally different from that 
of conventionally-powered vehicles, the consumer experience is likely to be different as well.  In 
particular, the fueling requirements of BEVs and PHEVs call for changes in accustomed fueling 
habits, some of which may improve convenience (e.g. the ability to charge at home) while others 
may pose a challenge (e.g. a relatively long fueling time).  A BEV with limited range might not 
provide an exact substitute for a conventional vehicle for many consumers today, while at the 
same time electrified vehicles can provide benefits of quiet operation, reduced maintenance, and 
the potential integration with future mobility systems that might include shared and autonomous 
vehicles.   

The primary factors that influence the cost and effectiveness of electrification technologies 
are the cost and efficiency of their components.  These include: energy storage components such 
as battery packs; propulsion components such as electric motors; and power electronics 
components, such as inverters and controllers, that process and route electric power between the 
energy storage and propulsion components.  For the purpose of this analysis, these components 
are divided into battery components and non-battery components.  

Battery components have a particularly strong influence on cost of xEVs.  Because 
developments in battery technology may apply to more than one category of xEV, they are 
discussed collectively in Chapter 2.2.4.5.  That chapter details developments in battery-related 
topics that directly affect the specification and costing of batteries for all xEVs, such as usable 
capacity, durability, thermal management, and pack topology, among others. 

Non-battery components have a strong influence on both cost and effectiveness of xEVs. 
Because non-battery technologies are important to understanding the differences in architecture 
among xEVs, they are introduced prior to discussion of the individual electrified vehicle 
categories in Chapter 2.2.4.3. 

2.2.4.3 Non-Battery Components of Electrified Vehicles 

Non-battery components largely consist of propulsion components and power electronics.  
Propulsion components typically include one or more electric machines (an umbrella term that 
includes what are commonly known as motors, generators, and motor/generators).  Depending 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-66 
 

on how they are employed in the design of a vehicle, electric machines commonly act as motors 
to provide propulsion, and/or act as generators to enable regenerative braking and conversion of 
mechanical energy to electrical energy for storage in the battery.  Power electronics refers to the 
various components necessary to route current between the battery system and the propulsion 
components, including such devices as inverters and rectifiers, DC-to-DC converters, motor 
controllers, and on-board battery chargers. 

The energy efficiency of non-battery components is a continuing focus of industry research 
and development.  The impact of resulting improvements in efficiency and overall system 
optimization therefore have been considered in updating the estimates of xEV effectiveness used 
in the Draft TAR and Proposed Determination analyses.   

Costs of non-battery components have been declining since the 2012 FRM and are widely 
expected to continue to decline.  However, compared to engines and other conventional 
powertrain components, many of which have been reduced to commodity products for many 
years, the market in xEV non-battery components is still not as fully developed.  As OEMs seek 
non-battery components for their electrified products, they are less likely to encounter stock 
items that fully meet their requirements and therefore have often chosen to either produce them 
in limited numbers in-house, or to source them from suppliers that build to specification.  While 
this dynamic may be expected to limit the potential for economies of scale to develop and be 
reflected in component costs in the near term, the Draft TAR noted that standardization and 
commoditization will likely grow as the industry matures.  For example, the decision of LG to 
leverage its position as battery supplier to several OEMs by expanding into non-battery 
components is one example of industry movement in this direction.  In a joint announcement 
with LG Chem in October 2015,154 GM described LG's role not only as supplier of battery cells 
for the Chevy Bolt BEV but also as supplier of many of its non-battery components.  LG's 
established role as battery supplier to multiple OEMs suggests that it may be planning to supply 
non-battery components across the rest of the xEV industry as well.  As another example, in 
2016 Siemens and Valeo announced the formation of a joint venture for the production of high-
voltage components across the full range of electrified vehicle types, citing among other 
advantages "substantial synergies in manufacturing and sourcing" and a focus on global 
markets.155  Developments such as these can promote the potential for economies of scale to 
develop, and may be a significant driver of cost reductions if they continue in the future. 

2.2.4.3.1 Propulsion Components 

The components that provide propulsion for xEVs are known variously as electric motors, 
traction motors, motor/generators, e-motors, or electric machines. In this discussion, they will be 
referred to either as electric motors or generators (depending on the functional context), or 
collectively as electric machines. 

The two main types of electric machines currently seen in production xEVs are permanent-
magnet motors (also known as synchronous motors) and induction motors (also known as 
asynchronous motors).  Although the permanent-magnet motors used in xEVs are sometimes 
called brushless direct-current (DC) motors, these as well as induction motors are powered by 
alternating current (AC), which must be converted from DC battery current by an inverter. 

In the duty cycles typical of xEV applications, permanent-magnet motors have certain 
advantages in energy efficiency due in part to the presence of integral permanent magnets to 
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generate part of the magnetic field necessary for operation.  However, these magnets add to 
manufacturing cost, particularly when they contain rare earth elements.  In contrast, induction 
motors use copper windings to generate all of the magnetic field and can be manufactured 
without rare earth elements.  Although the windings are significantly less costly than magnets, 
generation of the field in the windings is subject to additional I2R losses that are not present in 
permanent magnet motors.  In some conditions, this causes induction motors to be slightly less 
energy efficient than permanent-magnet motors,156,157 although the choice between the two types 
of motor ultimately depends on the specific application.  

The majority of current xEV products use permanent-magnet motors. Induction motors are 
found in products of Tesla Motors, as well as the Fiat 500e and Mercedes-Benz B-Class Electric 
Drive.  The BMW Mini-e and the Toyota RAV4 EV, both now discontinued, also used induction 
motors; in the case of the RAV4, the motor was supplied by Tesla.  

Another type of motor, the switched reluctance or axial flux motor, has recently been 
suggested for use in xEVs.158,159  Although current examples of this technology are challenged 
by difficulties with controllability, vibration, and noise, in the future these motors may 
potentially offer a lower cost solution than either permanent-magnet or induction motors. 

The Draft TAR noted that some manufacturers have demonstrated successful cost reductions 
in propulsion components since the 2012 FRM.  For example, the use of rare-earth metals in 
permanent-magnet motors has been a target of cost reduction due to the high cost of these metals 
and potential uncertainty in their supply.  The 2016 second-generation Chevy Volt reduced the 
use of rare-earths in its drive unit by more than 80 percent by using lower-cost ferrite magnets in 
place of rare-earths in one of its motors160 and significantly reducing the rare-earth content of the 
other.161  Another approach is seen in the BMW i3, which uses a hybridized motor design that 
combines aspects of the permanent-magnet motor and the reluctance motor, allowing rare earth 
content to be reduced by about half compared to a permanent-magnet motor of similar torque 
capability.157  

Component integration has also contributed to lower costs.  GM has cited integration of 
power electronics with the transmission and drive unit of the 2016 Volt as a significant enabler 
of cost reductions in that vehicle by eliminating long stretches of heavy cable and improving 
packaging efficiency.162,163  Major changes to the configuration of the electric propulsion system 
reduced the total torque and power requirements, allowing the use of smaller bearings and rotors, 
and an increase in maximum motor speed to 11000 rpm from the 9500 rpm of the previous 
system.  This led to a 20 percent reduction in motor volume and a 40 percent reduction in mass 
compared to the previous generation, as well as improved efficiencies. Similar improvements 
have propagated to the Cadillac CT6164 and the Chevy Malibu Hybrid165 through the sharing of 
related components.  The 2016 Toyota Prius also utilizes improvements to the transaxle and 
motor that result in significant weight reduction and efficiency.  A more compact motor design 
and an improved reduction gear allows for an improved power-to-weight ratio and provides for a 
20 percent reduction in frictional losses.166  

Industry activity is also focused toward improving the efficiency of propulsion motors. 
Although electric motors are already highly efficient (well in excess of 90 percent in many 
normal usage conditions), even small improvements in efficiency can pay significant dividends 
by reducing the battery capacity necessary for a given driving range.  For example, GM has said 
that the increased range of the second generation Chevy Volt was achieved in part by 
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improvements in motor efficiency.162  Even the first generation of the Chevy Spark EV was 
described as having the highest drive unit efficiency in the industry, with an average battery-to-
wheels efficiency of 85 percent in the city cycle and 92 percent in the highway cycle.167  These 
efficiencies are higher than EPA had assumed in the 2012 FRM xEV battery sizing analysis.  

2.2.4.3.2 Power Electronics 

Power electronics refers to the various components that control or route power between the 
battery system and the propulsion components, and includes components such as: motor 
controllers, that issue complex commands to precisely control torque and speed of the propulsion 
components; inverters and rectifiers, that manage DC and AC power flows between the battery 
and the propulsion components; onboard battery chargers, for charging the BEV or PHEV 
battery from AC line power; and DC-to-DC converters that are sometimes needed to allow DC 
components of different voltages to work together. 

Inverters are power conditioning devices that manage electrical power flows between the 
battery and propulsion motors.  While all batteries are direct current (DC) devices, modern 
traction motors operate on alternating current (AC) and therefore require an inverter capable of 
converting DC to AC of widely variable frequencies at variable power levels.  As implemented 
in an electrified vehicle, the component commonly known as an inverter may also act as a 
rectifier, that is, convert AC to DC to send energy to the battery. 

Modern inverters are semiconductor based, utilizing metal-oxide-semiconductor field-effect 
transistors (MOSFET) or insulated-gate bipolar transistors (IGBT).  These designs are highly 
efficient, often operating well above 90 percent efficiency. Inverter designs vary in output 
waveform (square wave, sine wave, modified sine wave, or pulse-width modulated), which 
accounts in part for differences in their efficiency and the potential for heat generation. Inverter 
manufacturing cost is strongly associated with wafer size in manufacturing of substrate materials 
such as silicon carbide.  While most wafer sizes are currently around 4 inches in diameter, larger 
wafers of 6 to 12 inches would reduce scrap rates and reduce cost substantially.168 

Despite these low losses, the high power levels of electrified vehicles generate significant heat 
and require inverters to have aggressive liquid cooling, often residing on the coolant loop in a 
position prior to the propulsion motor to ensure sufficient cooling.  Cooling elements such as 
fans, heat exchange surfaces and fins or heat sinks can add to volumetric requirements and are a 
common target of size and cost reduction.  The similarity of materials and cooling needs offer an 
opportunity to further reduce cost by integrating the inverter with other power electronics 
components such as DC converters.169  

The 2016 Chevy Volt provides one example of how improvements to the inverter and its 
packaging can lead to significant improvements in packaging and related costs.  Major changes 
to the electric propulsion system served to reduce the current requirements of the inverter, 
reducing its volume by about 20 percent (from 13.1L to 10.4L) and its mass from 14.6 kg to 8.3 
kg.  This allowed the inverter module to be integrated into a small space at the top of the 
transmission. This integration into the transmission saved on assembly costs, served to protect 
the components and their sensitive interfaces in a sealed environment, and eliminated the need 
for heavy 3-phase cables.  It also saved valuable under-hood space for other components 
commonly associated with electrification.  The reduction in inverter current was also said to 
reduce inverter switching loss by about half in conjunction with accompanying improvements to 
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cooling.  GM attributed a 6 percent improvement in electric drive system efficiency over the FTP 
cycle, a 30 percent increase in vehicle range and an 11 percent improvement in label fuel 
economy to these inverter improvements.162,163  Similar improvements have carried over to other 
models that share related components, such as the Cadillac CT6 and the Chevy Malibu 
Hybrid.164,165  Toyota also has introduced changes that improve inverter efficiency.166  The 2016 
Toyota Prius includes a new power control unit to which it attributes a 20 percent reduction in 
power losses.  The power control unit also benefits from integration, residing in a position above 
the transaxle.  Advances in the use of a silicon carbide substrate in the power control unit are 
also expected to significantly reduce power switching losses and allow a 40 percent reduction in 
the size of the coil and capacitor of the power control unit in production Toyota vehicles by 
around 2020.170  

Many systems require DC-to-DC converters to allow DC components of different voltages to 
work together.  They do not convert between AC and DC, but instead step up or down the DC 
voltage between two or more components or subsystems, either unidirectionally or bi-
directionally.  One common application of a DC-to-DC converter is to allow low-voltage 
accessories to be powered by energy from the high-voltage battery by reducing the voltage from 
300+ V to 14 V.  These are also known as buck converters, and commonly operate at about 1.5 
kW171 to 3 kW.188  Although many current-production BEVs and PHEVs retain a low-voltage 
battery to power accessories, a buck converter is needed to keep the low-voltage battery charged 
in the absence of an engine-driven alternator, and can provide additional power to the 
accessories.  Another purpose of a DC-to-DC converter is to allow certain powertrain 
components to operate at their optimum voltage rather than being tied to the voltage of the high 
voltage battery.  For example, a fuel cell stack or super capacitor may operate more efficiently at 
a higher or lower voltage than the high-voltage battery, or along a variable range of voltages.172  
A variety of topologies are under development to suit these varied applications.171,172 

Controllers are electronic devices that implement control algorithms that control power flows 
through the electrified powertrain. Motor controllers are responsible for issuing the complex 
commands that precisely control torque and speed of the propulsion motor.  A primary task of 
this controller is to determine the exact frequency of alternating current necessary for the motor 
to deliver the demanded speed and torque, and to control the inverter to provide it.  A 
supervisory controller is another form of controller that implements higher-level vehicle control 
algorithms, including issuing high-level torque and speed commands to the motor controller. 
Supervisory controllers are not unique to electrified powertrains but may be functionally 
integrated with other components that are.  Compared to other power electronics components, 
controllers are not typically large consumers of energy, but can benefit from cost reductions 
applicable to other components. 

Onboard chargers are charging devices permanently installed in a PHEV or BEV to allow 
charging from grid electrical power.  Level 1 charging refers to charging powered by a standard 
household 110-120V AC power outlet.  Level 2 charging refers to charging with 220-240V AC 
power. In practice, the charging power that is available in a given home installation may depend 
on the amperage capability of the household circuit. Typical household circuitry can usually 
support about 1 to 2 kW for Level 1 and about 5 to 7 kW for Level 2, although the SAE J1772 
standard for Level 2 charging can support up to 19.2 kW with proper electrical service.  Onboard 
chargers travel with the vehicle, and are distinct from stationary charging equipment (Electric 
Vehicle Supply Equipment, or EVSE) commonly installed at public or private charging stations.  
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The Draft TAR (in Chapter 9, Infrastructure Assessment) included an examination of PEV EVSE 
technology.  

The widespread home availability of 110-120V AC power does not necessarily mean that 
Level 1 charging is preferable either for convenience or efficiency.  Charging time at the Level 1 
rate is much longer than at Level 2. At Level 1, some longer-range BEVs may take longer than 
overnight to bring from a low charge to full charge (although, for a given daily mileage, they 
may reach a low charge state less often, and are equally capable of having daily mileage 
replenished at Level 1 nightly). Level 1 residential charging is commonly relied upon by many of 
the current users of BEVs and PHEVs, and provides a lower cost option for ownership that may 
continue to be sufficient for households with lower daily driving needs.  

Public charging infrastructure is also growing. As mentioned in the Draft TAR, since 2008, 
various ongoing public and private efforts to provide charging stations at workplaces, along 
freeway corridors, and in cities have grown the number of public stations in the U.S. from 
practically a handful to more than 16,000.173 Since the Draft TAR was completed, two 
developments were announced that may increase the availability of public charging substantially. 
The partial settlement between Volkswagen and U.S. authorities, approved in 2016, earmarks 
$1.2 billion in investment over 10 years toward ZEV infrastructure, education, and access.174 
Also, in November 2016 The White House announced a network of federal, state, and local 
initiatives to increase accessibility to PEV infrastructure,150 including a Department of 
Transportation (DOT) plan to designate 48 national "alternative fuel corridors" along major 
highways to provide focus for build out of charging locations by related local and state efforts.175 
Public charging infrastructure was explored in depth in Draft TAR Chapter 9 (Infrastructure 
Assessment), and is reviewed for this Proposed Determination assessment in Section B.3.2 of the 
Proposed Determination Appendix. Some additional discussion in the context of BEV 
technology is also found in Chapter 2.2.4.4.5 (Battery Electric Vehicles) of this TSD. 

Charging efficiency can also vary significantly. In general, the efficiency with which a battery 
accepts DC charge current is higher at lower charge rates.176  However, the degree to which the 
manufacturer has optimized the charging circuitry for a specific preferred charge rate can also 
have a strong influence, because the efficiency of AC to DC conversion is also an important 
factor.  According to tests performed by Idaho National Laboratory on a 2015 Nissan Leaf, the 
efficiency of Level 1 charging ranged from only 61.8 percent to a maximum of 78.4 percent, 
while that of Level 2 charging ranged from 81.5 percent to 90.5 percent.177  This suggests that 
the design of the charging circuitry can have a greater effect on charging efficiency than charge 
rate alone, and that manufacturers may optimize the charging system to accommodate the mode 
of charging it expects customers to most commonly utilize.  

DC fast charging is increasing in availability and popularity, and can support charging at 
much higher rates than Level 2 (up to 150 kW in some cases, subject to the capability of the 
vehicle being charged).  Charging at these higher rates may result in a lower net efficiency 
relative to Level 2, and may require more robust cooling of the battery and even the charging 
connection to dissipate the heat generated during a charge. 

Although charging efficiency is primarily relevant to upstream emissions and is not a factor in 
onboard energy consumption, there is significant potential for efficiency improvement in these 
components that may be indicative of similar potential in other power electronics components.  
For example, between Gen1 and Gen2 of the Chevy Volt, the energy efficiency, size and weight 
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of its onboard charger was improved significantly.178,163  Level 1 charging efficiency improved 
from 86.8 percent in Gen1 to 94.5 percent in Gen2, an improvement of 8.9 percent.  Efficiency at 
Level 2 increased similarly from 89.6 percent to 95.5 percent, an improvement of 6.6 percent.  
These improvements allowed the overall system efficiency (from the wall plug to the battery) of 
Level 2 charging to improve to 88.4 percent, and that of Level 1 to 86.7 percent (improvements 
of 8.6 percent and 9.3 percent, respectively).  Power density of the unit improved from 326 W/kg 
to 605 W/kg (85 percent), while volumetric power density improved from 492 W/liter to 889 
W/liter (81 percent), which led to significant packaging advantages.  The fact that these 
improvements to charger efficiency were achieved despite their lack of a strong impact on highly 
visible attributes such as driving range or power suggests that similar improvements to other 
components that do affect range or power are even more likely to be pursued successfully. 

Battery management systems (BMS)179,330 are an important factor in maintaining and utilizing 
the available capacity of the traction battery.  A primary role of a BMS is to maintain safety and 
reliability by preventing usage conditions that would damage or excessively degrade the battery.  
The BMS may therefore limit voltages and currents on the pack, module, or individual cell level, 
and monitor pack or cell temperature as well as other parameters. 

Another important role of the BMS is to balance the charge levels of the individual battery 
cells so that each cell is maintained at a similar voltage and state of charge.  This can play an 
important part in determining the usable portion of total battery capacity and in maintaining 
battery life. In a battery containing hundreds of cells, small variations in resistance will exist 
among individual cells, and differences in cell temperature will result not only from these 
differences but also from differences in cell location within the pack and proximity to cooling 
media.  During a normal charge or discharge of the pack, these differences will affect cell 
efficiency and cause some cells to approach their voltage or charge limits sooner than others.  
Without balancing, the entire pack will effectively reach its charge or discharge limit when the 
weakest cell reaches its limit. In this case, the charge contained in the remaining cells goes 
unutilized.  Effective cell balancing can increase utilization significantly.  

BMS systems may employ passive or active balancing.  Passive balancing acts to identify the 
cells that are approaching their limits and selectively modifies their charge or discharge rates, 
usually by dissipating their energy resistively, to allow the remaining cells to continue operating.  
Active balancing shuttles energy among cells rather than dissipating the energy.  Active 
balancing is potentially more energy efficient than passive balancing but is typically costlier to 
implement.  The cost and effectiveness of active balancing is an active area of industry research 
toward reducing the necessary battery capacity and power for a given application. 

Somewhat counterintuitively, all current production BEVs have a conventional 12-volt lead-
acid battery in addition to the high-voltage traction battery. There are many practical reasons 
why BEVs retain a low-voltage battery.180 Although the engine starting function is no longer 
needed, a low-voltage power source is still needed for accessories and other functions. While a 
DC-DC converter is available to step down the voltage of the traction battery to a suitable 
voltage for the accessory bus (and in fact this is how the 12-volt battery is kept charged in the 
absence of an engine-powered alternator), it is not a complete substitute for a battery because 
neither the converter nor the high-voltage battery are kept in a powered state when the vehicle is 
parked. Starting the vehicle therefore requires, at minimum, a low-voltage power source to close 
the contactors and activate the high-voltage battery system. The vehicle may also continue to 
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draw current from the low-voltage battery to perform BEV-specific functions even while the 
vehicle is off, perhaps for functions such as battery system maintenance and safety monitoring, 
in addition to the other current draws that are common to many conventional vehicles. The low-
voltage battery may also act as a buffer between the DC-DC converter and the low-voltage bus, 
allowing the DC-DC converter to operate intermittently rather than continuously to keep the 
battery charged, and providing a stable voltage source to power sensitive microprocessor 
components in the control circuitry.  

BEVs therefore may subject the 12-volt battery to a different duty cycle than in conventional 
vehicles. In recent years some evidence has accumulated that 12-volt lead-acid batteries in some 
BEVs are being replaced after a relatively short life; in many cases, replacement has been 
necessary on an almost annual basis.181,182 Although Tesla is said to specify a deep-cycle lead-
acid battery for the Model S, this battery is still reported to have a relatively short service life.183 

In conventional vehicles, the size of the 12-volt battery tends to be correlated with the size of 
the engine, due to its function in engine starting. Because a BEV 12-volt battery does not 
perform this function, most BEVs can likely utilize a relatively small 12-volt battery regardless 
of the power of the vehicle. For example, the 12-volt battery of the Tesla Model S has a capacity 
of 33 Ampere-hours and weighs about 27 lb, smaller than the batteries found in conventional 
vehicles of a similar power capability.184 

The low cost, familiarity, and widespread availability of lead-acid 12-volt battery technology 
is likely a factor in its selection as the basis for BEV low-voltage power. The potential tendency 
for a relatively short life in BEV applications would seem to suggest that over the longer term, 
other solutions such as a low-voltage lithium-ion battery may become competitive with lead-
acid. Despite the higher initial cost of lithium-ion, it could be a more cost effective solution if it 
prevents multiple replacements of a lead-acid battery, particularly if the manufacturer anticipates 
that many of those replacements may occur during the warranty period. While lead-acid has 
traditionally performed better in cold weather, formulations of lithium-ion exist that are robust in 
cold weather, and may weigh about half of an equivalent capacity lead-acid battery,185 
potentially making the 12-volt battery almost an insignificant component of the total weight of 
the vehicle. The Hyundai Ioniq PHEV, scheduled for introduction in the U.S. market in 2017, 
has been described as eliminating the 12-volt battery, in favor of a 12-volt tap from the high-
voltage battery pack.186 Whether or not this innovation makes it into the production PHEV or the 
BEV version, it indicates that some PEV manufacturers are actively investigating alternatives to 
the conventional lead-acid low-voltage battery. 

2.2.4.3.3 Industry Targets for Non-Battery Components 

Establishing targets can be an effective way of focusing industry effort toward a common 
goal.  For example, the battery cost and performance targets established by the United States 
Advanced Battery Consortium (USABC) are familiar to most in the battery industry and have 
become important reference points by which developments in battery technology are often 
measured.  While industry targets such as these can vary in their purpose and achievability, they 
can provide valuable guidance on what some in the industry consider to be potential directions 
for future technology.   

Targets for cost and performance of non-battery components have been established by U.S. 
DRIVE,187 a government-industry partnership managed by the U.S. Council for Automotive 
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Research (USCAR), which also manages USABC. Members include the U.S. Department of 
Energy, industry members of USCAR, and several other organizations including major energy 
companies and public energy utilities.  The U.S. DRIVE targets apply to electric motors, 
inverters, chargers, and other power electronics components for the 2015 and 2020 lab yearV 
time frames.188  These targets, some of which are shown in Table 2.1, include performance 
targets such as specific power, specific energy, and energy and power density (volumetric), as 
well as cost targets. 

The U.S. DRIVE targets were established specifically with respect to HEVs, which were seen 
as presenting the greatest challenge in meeting the targets due to their being on the low end of 
the power range compared to PEVs.  The targets therefore apply best to an HEV-sized 55 kW 
system.  U.S. DRIVE expects the targets to be less difficult to meet for higher-power PEV 
systems, in part because their more powerful powertrains may incur less overhead cost (for 
connectors and the like) that are not necessarily directly proportional to power.189  This suggests 
that the U.S. DRIVE targets would be relatively conservative when applied to PEVs.  

Although the U.S. DRIVE figures are only targets, the industry has shown remarkable 
progress in approaching these goals.  It is notable that U.S. DRIVE targets for specific power are 
quite close to what was already available in some production HEVs at the time they were set.  
Since some of the goals were being met in higher-priced products, bringing these levels of 
performance to the average PEV may largely be a matter of cost reduction rather than 
technological breakthrough. 

Table 2.1  U.S. DRIVE Targets for Electric Content Cost and Specific Power 

 
Component 

U.S Drive Target (Lab Year) 

2015 2020 

Electric motor 1.3 kW/kg 1.6 kW/kg 

$7/kW $4.7/kW 

Power electronics 12 kW/kg 14.1 kW/kg 

$5/kW $3.30/kW 

Motor and electronics combined 1.2 kW/kg 1.4 kW/kg 

$12/kW $8/kW 

3 kW DC/DC converter 
 

1.0 kW/kg 1.2 kW/kg 

$60/kW $50/kW 

 

The 2020 lab year target for specific power of combined motor and power electronics has 
some support in current literature.  Assuming a five-year lag between lab demonstration and 
production, the 2020 lab year corresponds to 2025.  A presentation by Bosch190 at The Battery 
Show 2015 states that the electric motor and power electronics for a 100 kW, 20 kWh BEV 
system in the 2025 time frame is expected to comprise about 37 percent of electric content 
weight, with battery weight comprising the remaining 63 percent.  Assuming the 20 kWh battery 
pack has a specific energy of about 140 Wh/kg (as indicated by ANL BatPaC for an NMC622 

                                                 
V It should be noted that a minimum of five years typically passes between successful demonstration of a technology 

in a lab and its introduction into the market. 
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pack at 115 kW net battery power), and a corresponding weight of 143 kg, the non-battery 
content would be estimated at about 53 kg.  The 100 kW system would then represent a non-
battery specific power of 100 kW/53 kg, or 1.88 kW/kg.  While the U.S. DRIVE target of 1.4 
kW/kg is not directly comparable because it is based on a 55 kW traction motor, the result for the 
100 kW example is directionally correct in the sense that U.S. DRIVE considers the targets 
easier to achieve for more powerful systems.189  Most BEV and PHEV motors modeled in this 
analysis are larger than 55 kW, suggesting that the U.S. DRIVE figure for a 55 kW system may 
represent a fairly conservative figure for these applications.  

Although the U.S. DRIVE figures are targets and therefore not necessarily indicative of 
industry status, EPA has confidence that the targets for specific power represent attainable 
production goals during the time frame of the rule.  This is based in part on the observation that 
the 2020 specific power target for electric motor and power electronics combined is very close to 
levels that were already being attained by some production vehicles at the time they were set.191  
Further, the motor of the recently announced Chevy Bolt BEV already appears to exceed the 
U.S. DRIVE target at 1.97 kW/kg (based on a mass of 76 kg and peak power of 150 kW).192  
This example is consistent with confidential business information conveyed to EPA through 
private stakeholder meetings with OEMs that suggests that cost and performance targets for 
some types of components are already being met or exceeded in production components today, 
or are expected to be met within the time frame of the rule.  

2.2.4.4 Developments in Electrified Vehicles 

In this Proposed Determination analysis, each of the electrified vehicle categories represents a 
distinct GHG-reducing electrification technology that manufacturers may choose to include as 
part of a compliance pathway.  These technologies range from 12-volt stop-start systems without 
accompanying hybridization, to mild and strong hybrids (HEVs), to plug-in vehicles (PHEVs 
and BEVs) and fuel-cell electric vehicles (FCEVs).  The propulsion and power electronics 
technologies discussed in the previous section are integral to understanding the architecture and 
capabilities of each of these electrification technologies. Developments in each of these 
electrification technologies are described in this section. 

2.2.4.4.1 Non-hybrid Stop-Start 

In this analysis, non-hybrid stop-start refers to a technology that reduces idling by temporarily 
stopping the engine when the vehicle stops, and restarting it when needed.  This eliminates much 
of the fuel consumption associated with idling. In urban driving conditions that include a large 
amount of idling at intersections and in congested traffic, stop-start can provide significant GHG 
benefit. 

Non-hybrid stop-start is also commonly known as idle-stop or micro hybrid. In the 2012 
FRM, it was referred to as conventional stop-start.  In this Proposed Determination analysis (as 
in the FRM and Draft TAR analyses), non-hybrid stop-start is limited to engine stopping and 
restarting in a 12V context, with no accompanying hybridization.  For this reason, the term 
micro-hybrid will not be used to refer to non-hybrid stop-start systems.  The non-hybrid stop-
start classification should not be confused with mild and strong hybrids that include a stop-start 
function.  Systems that include brake energy regeneration or other hybrid features would be 
classified as hybrids.  However, as in the Ricardo analysis of the 2012 FRM, non-hybrid stop-
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start may include a strategy known as “alternator regen” that charges the 12V battery more 
aggressively by increasing the alternator field upon vehicle deceleration. 

Non-hybrid stop-start is therefore the simplest form of electrification discussed in this section.  
It is typically implemented by: (a) upgrading to a higher-performance starter capable of higher 
power and increased cycle life, (b) upgrading to a higher-performance 12V battery to improve 
cycle life and reduce voltage drop on restart; (c) adding an appropriate control system to manage 
stopping and starting as transparently as possible; and in many cases, (d) modifying certain 
accessories to allow for adequate service while the engine is off. 

As originally modeled in the 2012 FRM, the effectiveness estimates for stop-start were 
derived from the Ricardo modeling study, which estimated 2-cycle effectiveness to be in the 
range of 1.8 to 2.4 percent, depending on vehicle class.  As originally represented in the 2012 
FRM, stop-start was considered to be a new technology and was assigned a steep learning curve 
for the years 2012-2015 and a flat learning curve for the years 2016-2025.  On the basis of 
projected costs and effectiveness, EPA projected that stop-start would achieve a fleet-level 
penetration of 15 percent193 in the cost-minimizing pathway for compliance with the 2025MY 
standards. 

As discussed in the Draft TAR, since the 2012 FRM, rapid growth in the application of 12V 
stop-start systems is evidence of the technology’s potential to provide cost-effective emissions 
reductions.  The 2015 EPA Trends Report projects that non-hybrid stop-start will be present on 
almost 7 percent of new non-hybrid car and truck production in MY2015, with total penetration 
of stop-start at nearly 9 percent when mild and strong hybrids are included.194  Penetration has 
grown steadily each year, reaching 0.6 percent in 2012, 2.3 percent in 2013, and 5.1 percent in 
2014, with 6.6 percent projected for 2015.195  BMW and Mercedes-Benz are the most notable 
adopters, each including stop-start in about 70 percent of their projected 2015 production.196 In 
comments on the Draft TAR, CALSTART described a survey of suppliers, performed by 
Ricardo. The comment indicated that suppliers in the survey consider stop-start to be among the 
top 5 technology strategies for meeting the 2025 standards. CALSTART also stated, 
"CALSTART has had a number of conversations with different suppliers who have indicated 
they are making major investments in 48V mild hybrid technology as a leading strategy to meet 
standards particularly in China and Europe."  

As a GHG-reducing technology, the effectiveness of stop-start depends on the amount of idle 
time included in the assumed test cycle.  The standard EPA test cycles contain short periods of 
idle, but less than some believe is present in real world driving.  In order to provide a more 
accurate credit basis for the real-world benefit of stop-start, stop-start technology is eligible for 
off-cycle credits under the Off-Cycle Program.  The Off-Cycle Program is discussed further in 
Chapter 2.2.10. 

As discussed in the Draft TAR, in contrast to the 2012 FRM projections of 1.8 to 2.4 percent 
effectiveness under EPA test cycles, other sources have suggested an average of 3.5 
percent.197,198,199  As one example, the Draft TAR noted that the 2015 Ford Fusion 1.5L TGDI is 
available with and without a 12V stop-start option, providing an opportunity to assess the 
effectiveness of stop-start as implemented in this vehicle.  The difference in estimated fuel 
economy between the two versions suggests an effectiveness of about 3.5 percent on a fuel 
economy basis.  The automotive supplier Schaeffler Group has presented an engine stop-start 
technology200 it describes as capable of providing a 2-cycle combined fuel economy 
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improvement of about 6 percent over the city cycle and 2 percent over the highway cycle, or 
about 3.42 percent combined.  The 2015 Mazda3 is available with and without the Mazda i-
ELOOP regenerative braking and stop-start system.  A comparison of certification test data for 
this vehicle with and without the system suggests that its two-cycle GHG effectiveness is about 
3.35 percent.201  

Some test cycles used in other parts of the world include a greater proportion of idle time and 
therefore assign a greater benefit to stop-start.  This would naturally make stop-start more 
attractive to manufacturers in regions that certify under these cycles, and may be a factor in the 
greater penetration of stop-start that has been observed worldwide.  Stop-start197 has been 
popular in Europe due to high fuel prices and the stringent EU CO2 emission target established in 
2009.  In 2014, about 60 to 70 percent of vehicles sold in the European market offered stop-start.  

Because stop-start technology alters the customary operation of the engine, it has potential to 
alter the traditional feel of driving.  Frequent restarts of the engine, although rapid and seamless 
in most implementations, can increase the sense of noise, vibration, and harshness (NVH).  
Drivers unaccustomed to stop-start may at first feel uncomfortable having the engine switch off 
in stop and go traffic, particularly if accessories such as heat or air conditioning are also affected.  
Some of the seamlessness and potential benefit of stop-start can be eroded by individual driving 
habits.  For example, if a driver repeatedly pulls up toward the leading car as traffic compacts 
while waiting at an intersection, the engine may restart each time, reducing fuel savings and 
adding to NVH. 

Manufacturers often cite consumer acceptance factors in the adoption of stop-start in the U.S 
market.  Early introductions of the technology involved lower volume vehicles and adaptations 
of systems originally designed for the European market.  Manufacturers have considered 
customer feedback from these early applications in the implementation of recent stop-start 
systems, which are now smoother and more unobtrusive to the driver.  For example, some 
suppliers have proposed continuously engagement of the starter motor to improve the restart 
process. Others have implemented systems that maintain a specific piston position while stopped 
in order to achieve a fast and smooth restart by firing a single cylinder.  As a result, improved 
systems promise greater effectiveness through more frequent and longer periods of idle stop time 
while operating in a more transparent manner.  

Vehicles with sufficiently smooth and seamless stop-start technology have been well-received 
by consumers,202 especially when paired with some explanation of the system’s benefits and 
operating characteristics at the time of delivery.  With these more recent implementations, it is 
more common now for stop-start systems to be applied as standard equipment on high-volume 
vehicles like the Chevrolet Malibu, Chrysler 200, Jeep Cherokee, and Ram 1500 truck. Ford also 
offers it on its high-selling F-150, and expects to offer it on 70 percent of its North America 
vehicle lineup by 2017.203   

The Draft TAR noted that the introduction of stop-start has stimulated development of 12V 
battery systems capable of providing the enhanced performance and cycle life that it requires.  
Much of this activity has involved variations of lead-acid chemistries, such as absorbed-glass-
mat (AGM) designs and lead-carbon formulations.  For example, at the 2015 Advanced 
Automotive Battery Conference (AABC), a Planar Layered Matrix (PLM) 12V enhanced lead-
acid battery was exhibited by Energy Power Systems (EPS). EPS claimed this technology 
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increases battery power and regenerative charging capability by a factor of four while increasing 
the battery life by a factor of five, at a similar cost to a conventional AGM lead-acid battery.   

The Draft TAR also noted that lithium-ion chemistries specially adapted for stop-start 
applications have begun to take hold.  As one example, Maxwell Technologies has developed a 
12V lithium-ion battery combined with a 395V ultra-capacitor pack designed for 12V stop-start 
systems.204  The dual pack was said to provide quicker engine start, lower voltage drop, capacity 
and life improvement while providing capability to operate at -30 degrees Celsius.  Since the 
battery and ultra-capacitor operate at different voltages, these systems require additional 
electronics for DC to DC conversion.  These systems are also likely to cost more than lead-acid 
based systems.  The cost of the Maxwell dual pack stop-start system is estimated at about 
$230/pack, which is higher than that of an advanced lead-acid battery.  In general, use of the 
lithium-ion chemistry for 12V stop-start applications continues to face challenges with regard to 
cost as well as cold-start operation.  

The Mazda i-ELOOP system205 represents an incremental step beyond basic stop-start, using 
ultra capacitors to store regenerative brake energy during deceleration and coasting.  While the 
system cannot use the reclaimed energy for propulsion, it supplements the energy used by 
accessories and climate control, potentially saving energy by allowing the engine to stay off for 
slightly longer periods.   

Based on a review of these and similar industry developments, as well as data collected from 
other sources, EPA updated effectiveness estimates for stop-start technology in the Draft TAR 
and these estimates remain current for this Proposed Determination analysis.  The cost and 
effectiveness estimates, as well as some of the public comments received on stop-start 
technology, are discussed further in Chapter 2.3.4.3.1. 

2.2.4.4.2 Mild Hybrids 

In this analysis, mild hybrid refers to a technology that supplements the internal combustion 
engine by providing limited hybridization, typically including a limited amount of electrical 
launch assistance, some regeneration, and stop-start capability.  Together, these features reduce 
energy consumption by optimizing loading of the engine, enabling some engine downsizing, 
allowing the engine to turn off at times, and recovering a portion of the energy that would 
otherwise be wasted by friction braking.  Mild hybrids commonly are implemented in part by 
replacing the standard alternator with an enhanced power, higher voltage, higher efficiency belt-
driven starter-alternator which can provide some propulsion assist and also recover braking 
energy while the vehicle slows down (regenerative braking).  Although the belt-driven basis of 
these systems can limit their power capability to approximately 10 kW to 15 kW,206 mild hybrids 
can provide greater benefit than stop-start systems while keeping cost significantly lower than 
that of a strong hybrid. 

Mild hybrids operate at a higher voltage than 12V stop-start systems.  Even the relatively mild 
demands of stop-start207 technology are very demanding on a 12V electrical system.  Achieving 
the 10 to 15 kW demanded of a mild hybrid application at 12V would require discharge currents 
of 1000 Amps or more, which would require very thick, heavy, and expensive electrical 
conductors. In order to achieve effective launch assist and regeneration, mild hybrids therefore 
operate at higher voltages of 48V to 120V or higher, with an increased battery capacity as well.  
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The higher system voltage allows the use of a smaller, more powerful electric motor and reduces 
the weight of the motor, inverter, and battery wiring harnesses.  

In the 2012 FRM analysis, mild hybrid technology was referred to as "higher-voltage stop-
start/belt integrated starter generator (BISG)" and was limited to BISG architecture, as 
exemplified by the Chevrolet Malibu eAssist system.  The primary source of effectiveness data 
used by EPA was derived from the Lumped Parameter Model based on modeling of the Malibu 
Eco BAS (BISG) system with a 15 kW motor and 0.5 kWh battery. EPA cost estimates were 
based on an analysis of this system with a 0.25 kWh battery.  EPA had then assumed an absolute 
CO2 effectiveness ranging from 6.8 to 8.0 percent depending on vehicle class (2012 RIA, p. 1-
18).  These effectiveness values included only the effectiveness related to the hybridized 
drivetrain (battery and electric motor) and supported accessories. 

The 2012 FRM analysis had projected that mild hybrids would achieve a fleet-level 
penetration of 26 percent208 in the cost-minimizing pathway for compliance with the MY2025 
standards. This was reduced to 18 percent in the Draft TAR analysis.137 

The EPA Trends Report does not distinguish between mild and strong hybrids in its 
accounting of hybrid vehicle penetration, which makes it difficult to separate the relative 
penetration of mild hybrids from that of strong hybrids since the 2012 FRM.  Although most 
analysts had forecast the market share of hybrid vehicles to slowly but steadily rise, hybrid 
market share (including mild and strong hybrids) has leveled off at about 3 to 3.5 percent209 of 
the total light vehicle market since 2009.  According to a report by the International Council on 
Clean Transportation (ICCT),210 GM mild hybrid systems accounted for about 2 percent of the 
2014 U.S. market, a decline from about 5 percent in 2013.  Other sources have remained 
optimistic that penetration levels will eventually grow substantially.  For example, the 
automotive supplier Continental has projected market penetration rates of three million BEVs, 12 
million strong hybrids and 13 million 48V mild hybrids by 2025.211 In comments on the Draft 
TAR, A123 stated that it expects "sales of more than 1 million 48V battery systems annually to 
its global customer base by the year 2020." Mercedes-Benz has announced plans to introduce a 
48V architecture, enabling mild hybrid functions, in some of its vehicles by 2017.142 Toyota has 
also been a leader in and proponent of hybridization, stating for example in comments on the 
Draft TAR, "Continued expansion of hybrids will play a key a role in the eventual shift to greater 
levels of vehicle electrification." 

Examples of high-voltage BISG mild hybrid systems currently present in the U.S. market are 
the 115V Buick Lacrosse eAssist and the 90V 2017 Chevrolet Silverado truck218 mild hybrid 
system. Hyundai is also using BISG technology for torque smoothing in its high voltage BISG 
Hybrid Starter Generator (HSG) drivetrain.  

Like stop-start technology, mild hybrid technology alters the customary operation of the 
engine and so can alter the traditional feel of driving.  In many situations the engine may turn off 
less frequently and be off for longer periods, although the cycling may appear more random 
because it is not necessarily connected to stop and go operation.  Some of the effectiveness of 
mild hybrids may be diminished by individual driving habits, leading to possible dissatisfaction 
with fuel economy.  For example, the fuel economy benefit of mild hybrids may fall off more 
quickly with aggressive driving due to the lower potential for engine-off operation under these 
conditions.  
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The 2015 National Academy of Sciences (NAS) report estimated a 10 percent effectiveness 
for mild hybrid technology212 based upon the 11 percent fuel consumption reduction observed in 
the 2013 GM Malibu Eco.  The NAS estimate appears reasonable when considering 
improvements in the GM Ecotec engine and six-speed automatic transmission, and when 
considering differences between the vehicle's 0-60 mph acceleration times (which are reported to 
be about 7.8 seconds for the base 2013 Malibu LT213 and 8.2 seconds for the 2013 Malibu 
Eco214).  

The GM Malibu 15 kW 115V eAssist BISG mild hybrid improved fuel economy about 11 
percent over the conventional Malibu Eco 2.5L PFI engine with a six speed transmission.  This 
effectiveness figure includes the benefits of other non-hybrid technologies (such as low rolling 
resistance tires, underbody aerodynamic panels and radiator grille active shutters) that are 
present on the e-Assist mild hybrid package.  

The 2013 GM Malibu Eco's eAssist system uses a 15 kW BISG induction motor with 11 kW 
launch assist during heavy acceleration and 15 kW of recuperative braking power.215  The 
effectiveness of a 12 to 15 kW electric machine with a liquid-cooled integrated inverter in a 48V 
mild hybrid is comparable to that of a 15 kW motor in 100V+ mild hybrid when taking into 
consideration the 30 pound weight reduction from the battery pack and the three, long and heavy 
3-phase AC cables used in the 100+V BISG system.  For an equivalent mass, 48V mild hybrid 
technology effectiveness216 will be slightly less than that of 100V+ mild hybrids.  

Since the 2012 FRM, the GM eAssist platform has migrated to other vehicles in the GM 
lineup.  In February 2016, General Motors announced a limited pilot program offering a version 
of its eAssist mild hybrid system on approximately 200 GMC Sierra 1500217 and 500 Chevrolet 
Silverado218 2WD pickups in California.  This option is offered at a retail price of $500, 
significantly lower than the approximately $1000 cost attributed to the 2013 Malibu Eco hybrid 
system by an FEV teardown analysis.219  GM credits this system with up to a 13 percent 
improvement in city fuel economy.  This development is significant in part because it is the first 
example of a BISG system applied to production pickup trucks by a major manufacturer.  GM 
stated that it would "monitor the market closely […] and adjust as appropriate moving forward."  
GM is also offering the eAssist BISG mild hybrid as an option to Chevrolet Equinox and GMC 
Terrain midsize SUVs, and Buick Verano, Buick Regal, and Buick Lacrosse.  At least one 
analyst expects annual sales of these vehicles to grow to about 100,000 by 2020,209 suggesting 
that BISG may become a significant contributor to the compliance path of manufacturers that 
rely on this technology. 

The Honda Civic IMA (Integrated Motor Assist) or P1 mild hybrid integrates a 1.5L inline 
four cylinder Atkinson cycle engine220 with a CVT transmission and a 17 kW CISG motor to 
achieve a 29.7 percent total GHG effectiveness (calculated from two-cycle certification data 
comparing the 2015 1.5L Honda Civic IMA to the 2015 1.8L Honda Civic sedan).  The 
effectiveness attributable to the mild hybrid technology alone can be estimated by subtracting the 
effectiveness of the other technologies present on the vehicle.  This includes about 1.9 percent 
for low rolling resistance tires (LRRT1), 0.7 percent for low drag brakes (LDB), 1.3 percent for 
electrical power steering (EPS), 0.7 percent for LUB, 3 percent for use of Atkinson cycle ICP 
and DCP, 3.5 percent for use of a CVT, 3 percent for HEG, 0.8 percent aerodynamics and 1.5 
percent for weight difference, resulting in about 13.3 percent GHG effectiveness for this system.  
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This comparison does not consider the small 0-60 acceleration performance loss (from 9 seconds 
to 9.8 seconds) between the standard 1.8L sedan and the IMA hybrid. 

Combined two-cycle certification test data comparing the 2015 Mercedes-Benz E400 
20kW120V P2 mild hybrid and the comparable E350 conventional vehicle indicated about 13 
percent GHG effectiveness. 

To date, most mild hybrids such as the aforementioned Malibu eAssist have been designed to 
operate at a voltage of 100V or higher.  However, as discussed in the Draft TAR, evidence has 
accumulated since the 2012 FRM to suggest that many functions of a BISG mild hybrid can be 
provided at a lower voltage, such as 48V, at significantly reduced costs.  Several attributes of 
48V systems contribute to this lower cost. The voltage is lower than the 60V safety threshold 
that would otherwise require more robust electrical shock protection.  The small power levels 
associated with these components promotes integration of the inverter with the motor and the 
elimination of long stretches of cable, further isolating the AC portion of the circuit.  The 
relatively small 48V battery pack is significantly less costly due to having a potentially smaller 
capacity as well as fewer cells due to its lower voltage.  The battery may not require liquid 
cooling, instead being passively cooled with appropriate placement and packaging.  The 
relatively low power requirements of a 48V system also promotes use of relatively inexpensive 
motor technology (such as induction or switched reluctance) without as strong a concern over 
NVH or efficiency. The lower voltage and capacity leads to a lower return in effectiveness216 (for 
example, a 48V system may have a regenerative energy capturing efficiency of about 50 
percent221 compared to perhaps 85 percent for a typical strong hybrid), but the cost reduction 
may make these systems more cost effective. For example, A123 Systems has projected a fuel 
economy effectiveness of 12 percent for a 48V mild hybrid system utilizing its 48V battery 
technology.222  At this level of effectiveness, this system was described as being more cost 
effective (at $55 per percent fuel economy gain) than a full hybrid solution (at $83). 

48V mild hybrid technology has received an increasing amount of attention since the 2012 
FRM, with a number of OEMs and suppliers introducing several developmental 48V mild hybrid 
systems capable of significant CO2 and fuel consumption reductions.  At the 2015 SAE Hybrid 
and Electric Vehicle Technology Symposium, Controlled Power Technology (CPT) exhibited a 
switched-reluctance motor-generator technology and an electric supercharger for 48V vehicle 
electrification.  Bosch has presented a 48V mild hybrid system scheduled to be ready for 
production by 2017223 that it describes as capable of a 15 percent reduction in fuel consumption. 
At the 2015 Consumer Electronics Show (CES), Continental exhibited a 48V mild hybrid system 
which consists of a 48V Belt Integrated Starter Generator (BISG) replacing 12V alternator, 
DC/DC converter and a 48V lithium-ion battery pack.  The BISG motor is an induction motor, 
and liquid cooled by engine coolant.  The motor can be decoupled for downhill coasting by 
disconnecting the transmission from the engine.  Continental expects this 48V mild hybrid 
system to begin production in 2016.224  In concert with these introductions, suppliers are also 
predicting significant market penetration for 48V systems within the time frame of the rule.  
Bosch projected some 4 million 48V mild hybrid vehicles worldwide in 2020, while Eaton 
expected up to 3 million 48V mild hybrids globally by 2020.210  

A 48V mild hybrid truck was announced in the recent FCA business plan225 for the 2018 
Dodge Ram 1500 large truck using next-generation powertrains.226 Schaeffler227 and Hyundai228 
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also recently demonstrated advanced engineering prototypes of small and mid-size SUV 48V 
mild hybrids. 

48V mild hybrid prototype demonstration vehicles from Audi, Hyundai, Mitsubishi, and 
Johnson Controls have been described as delivering about 10 to 15 percent CO2 reduction and 
fuel economy improvement.229  Continental, a major Tier 1 supplier of electrified automotive 
systems, has presented a prototype small car with a 10 kW BISG 48V mild hybrid system, said 
to provide a 7 percent CO2 reduction.230  In the FRM, the agencies calculated a 7.4 percent GHG 
effectiveness for small cars equipped with a 10 kW BISG mild hybrid system, which is 
comparable to the Continental results.  

Industry appears to be coalescing on a 48V standard for such mid-voltage hybrid applications, 
with manufacturers such as Audi, BMW, Daimler, Porsche and VW having initiated a 48V 
standard known as LV148.231  

48V mild hybrid technology can also be understood as an alternative to stop-start that is not as 
costly as adopting a higher voltage mild hybrid technology.  Compared to 12V stop-start, 48V 
mild hybrids provide several benefits for a relatively small cost increase,232 such as faster engine 
starting, more engine-off time, significant regenerative braking capacity, and better electrical 
support for accessories while the engine is off.  In comments on the Draft TAR, several 
commenters reiterated the conclusion that 48V technology is more cost effective than higher 
voltage systems. For example, A123 commented, "we expect 48V mild hybrids to remain one of 
the most cost effective forms of electrification through model year 2025 and beyond." 

As discussed in the Draft TAR, EPA expects 48V mild hybrid technology to become 
increasingly common and relied upon as a GHG reducing technology.  See generally Draft TAR 
at 5-77 and Chapter 5.2.4.3.2.  EPA therefore added the 48V mild hybrid architecture to the 
Draft TAR analysis and will retain it as part of this Proposed Determination analysis.  

Recent developments in the 48V platform have suggested that it is also capable of pushing the 
limits of what would be considered a mild hybrid. New P2, P2/P4 and P0/P4 48V system 
architectures have been presented by various suppliers such as Bosch, Schaeffler, Continental, 
and Control Power Technologies, ranging from 20 kW to 45 kW of assist capability.211  The 
effectiveness for these new, more powerful systems, particularly those on the higher end of the 
power range (30-45kW) may approach that of P2 strong hybrids but at a much lower cost.  For 
example, Bosch has presented a 2nd generation, 48V P2-architecture mild hybrid currently in 
development.233  In this 48V P2 system, a more powerful motor-generator is integrated into the 
transmission (to create a transmission-integrated starter-generator or TISG architecture).  As with 
a P2 strong hybrid, the motor can be decoupled from the engine to propel the vehicle in an 
electric-drive mode in stop-and-go traffic and for short distances.  

Transcending the BISG format provides a way around common mild hybrid limitations, such 
as the 15 kW peak motor power limit, belt efficiency losses, and tandem operation of the engine 
with the motor.  Stronger formats such as Crank-Integrated Starter Generator (CISG) P1 
architecture, as well as Transmission Integrated Starter Generator (TISG) P2 architecture, 
overcome the peak motor power limitation in BISG P0 mild hybrids and further increase the 
potential effectiveness of mild hybrid technology.  The Honda IMA CISG P1 mild hybrid system 
cannot run the electric motor alone without simultaneously operating the internal combustion 
engine,234 while the TISG P2 mild hybrid format allows the engine shut down while the electric 
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motor works independently for braking energy recuperation and vehicle propulsion.  The 
effectiveness of TISG P2 mild hybrids therefore may have higher effectiveness potential than 
that of CISG P1 mild hybrids. 

The effectiveness of TISG P2 mild hybrids appears to be higher than that of CISG P1 mild 
hybrids. GETRAG projected about 15 percent effectiveness for a 48V 21 kW TISG P2 mild 
hybrid at the 14th VDI Congress.206  This system employs a 7 speed dual clutch hybrid 
transmission, which integrates one common oil circuit for cooling and lubrication, and a 
combined e-machine and inverter applicable not only to the 48V 21 kW mild hybrid but also to 
other variants such as a 220V+, 50 kW strong hybrid and a 360V+, 110 kW plug-in hybrid 
application.  This hybrid transmission also supports other efficiency-enhancing features such as 
pure electric driving, extended sailing, more efficient launch assist and brake energy 
recuperation, battery charging when the vehicle is standing, and generator-mode/load shift; 
features very similar to those provided by strong hybrids. 

In addition to its own benefits, mild hybridization may help enable the use of other 
technologies that can further improve efficiency.  For example, fuel consumption reduction may 
approach 20 percent when an electric supercharger is used in 48V mild hybrids combined with 
regenerative braking energy recovery, engine downsizing and downspeeding.235  Audi is 
expected to market a system utilizing this technology in 2017.  As another example, a 48V, 7 kW 
electric supercharger236 has been shown to deliver an extra 40 to 70 kW at the crankshaft by 
boosting the engine combustion process.  Hence, the electric supercharger may be an effective 
accompaniment to engine downsizing and downspeeding. 

Based on a review of these and similar industry developments, as well as data collected from 
other sources, EPA updated effectiveness estimates for mild hybrid technology in the Draft TAR. 
EPA has reviewed these estimates and finds that they remain applicable to this Proposed 
Determination analysis. Cost and effectiveness estimates, as well as some public comments 
received on this technology, are discussed further in Chapter 2.3.4.3.2. 

2.2.4.4.3 Strong Hybrids 

In this analysis, strong hybrid refers to hybrid technologies that have higher power capability 
and larger battery capacity than mild hybrids, thus providing for more effective management of 
power from the internal combustion engine, greater levels of regenerative braking, and more 
powerful electric propulsion capable of accelerating the vehicle with less (if any) assistance from 
the engine.  Strong hybrids provide greater effectiveness than mild hybrids by better optimizing 
loading of the engine, allowing additional engine downsizing, allowing the engine to turn off for 
longer periods, and recovering a greater portion of braking energy.  These enhanced functions 
tend to require higher voltages (as high as 300V to 400V) and more powerful batteries with 
greater energy capacity, typically on the order of 1 to 2 kWh.  These attributes add to complexity 
due in part to safety requirements associated with higher voltages and greater battery capacity.  
Although strong hybrids are more expensive than mild hybrids, they can access a greater degree 
of fuel economy and CO2 reduction than mild hybrids, and include some of the highest fuel 
economy vehicles currently in production. 

Strong hybrids include several distinct architectures.  On a sales-weighted basis, the power-
split hybrid electric vehicle (PSHEV) represents the most common architecture, largely by virtue 
of its use for many years in the Toyota Prius hybrid.  This system replaces the traditional 
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transmission with a single planetary gearset and two motor/generators. The smaller 
motor/generator uses the engine to either charge the battery or supply additional power to the 
drive motor.  The second, more powerful motor/generator is permanently connected to the 
vehicle’s final drive and always turns with the wheels, as well as providing regenerative braking 
capability.  The planetary gearset splits engine power between the first motor/generator and the 
output shaft to either charge the battery or supply power to the wheels.  

The two-mode hybrid electric vehicle (2MHEV) is a hybrid electric drive system that uses an 
adaptation of a conventional stepped-ratio automatic transmission by replacing some of the 
transmission clutches with two electric motors that control the ratio of engine speed to vehicle 
speed, while clutches allow the motors to be bypassed.  Although the added mechanical elements 
can introduce their own losses, in many cases the system overall can improve the transmission 
torque capacity for heavy-duty applications while possibly reducing fuel consumption and CO2 
emissions at highway speeds relative to other types of hybrid electric drive systems. 

The P2 hybrid is a hybrid technology that uses a transmission integrated electric motor placed 
between the engine and a gearbox or transmission, with a wet or dry separation clutch which is 
used to decouple the motor/transmission from the engine.  A P2 hybrid would typically be 
equipped with a larger electric machine than a mild hybrid system but smaller than a power-split 
or 2-mode hybrid architecture.  Disengaging the clutch allows all-electric operation and more 
efficient brake-energy recovery.  Engaging the clutch allows efficient coupling of the engine and 
electric motor.  Based on simulation, when combined with a DCT transmission, the P2 hybrid 
architecture provides similar or improved fuel efficiency to other strong hybrid systems with 
reduced cost.  

In the 2012 FRM, P2 hybrid was the only hybrid architecture that was applied in the agencies' 
analysis.  Although PSHEV and 2MHEV technology were discussed because they were present 
in the market at the time of the FRM, they were not included in the analysis because the industry 
was expected to trend toward more cost-effective hybrid configurations such as P2. 

Going back to the 2012 FRM, the primary reference EPA used for strong hybrid effectiveness 
was the Ricardo modeling study, which modeled a P2 with a futured DCT. On this basis EPA 
had estimated an absolute CO2 effectiveness for P2 strong hybrids ranging from 13.4 to 15.7 
percent depending on vehicle class (see 2012 RIA, p. 1-18).  These figures included only the 
effectiveness related to the hybridized drivetrain (battery and electric motor) and supported 
accessories, and did not include the effect of any accompanying advanced engine technologies.  
The quoted figures were based on electric motor sizes assumed in the Ricardo vehicle simulation 
results and would vary with other motor sizes.  

On this basis, EPA had projected that strong hybrids would achieve a fleet-level penetration 
of about 5 percent237 in the cost-minimizing pathway for compliance with the MY2025 GHG 
standards. The Draft TAR analysis revised this to less than 3 percent.148 

The EPA Trends Report does not distinguish between mild and strong hybrids, nor specific 
architectures of strong hybrids, in its accounting of hybrid vehicle penetration.  Therefore it is 
difficult to use this source to assess the relative penetration of P2 and other strong hybrid 
architectures since the 2012 FRM.  However, it is expected that strong hybrids are making up the 
majority of the market.  
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A recent report by the International Council on Clean Transportation (ICCT)210 reviews 
market penetrations for various hybrid architectures.  According to this report, the market share 
of the P2 hybrid architecture among all hybrids has been relatively small, having grown from 
about 9 percent in 2013 to about 12 percent in 2014.  Toyota has continued to lead the U.S. 
hybrid market with 66 percent of U.S. hybrid sales in 2014.  These sales largely account for the 
dominance of power-split hybrids in the market. In the same year, Ford claimed a 14 percent 
share of the U.S. hybrid market, also with power-split hybrids. P2 hybrids are primarily 
represented in the U.S. market by Hyundai/Kia and Honda, with 8 percent of total 2014 hybrid 
sales.  The Honda integrated-motor-assist (IMA) architecture represented only 3 percent of the 
2014 hybrid market, and is expected to be replaced by a P2 system in the near future.    

Compared to the more mature, fourth generation power split hybrid architectures of Toyota 
and Ford, EPA believes the P2 hybrid architecture is still in a relatively early stage of 
development and has yet to be fully optimized.  Manufacturers are continuing to make strides 
toward improving this architecture in recently introduced models by refining power electronics 
and component efficiency and integrating parts.  For example, Hyundai has improved the 2nd 
generation Sonata hybrid by fully integrating a 38 kW traction motor and all of the other hybrid 
powertrain components within the transmission.  The reduced weight has led to improved fuel 
economy with reduced costs, as evidenced by the observation that there is no major difference in 
effectiveness between this P2 vehicle and the 2015 Toyota Camry power-split hybrid.  Going 
forward, similar opportunities for major cost reduction and fuel economy improvement are likely 
to arise in competing P2 hybrid systems. 

Differences in configuration account for some of the cost and effectiveness differences 
between P2 and power-split architectures.  The input power-split architecture requires two 
motors, which consist of a small generator and a bigger traction motor which drives through a 
simple power-split planetary gear set.  The P2 architecture uses a single, smaller traction motor, 
but drives through a more complex conventional transmission gearing.  The Honda two-motor 
architecture does not use a power-split planetary gear set, and therefore requires a bigger motor 
to directly transmit power to the drive axle compared to the typical input power-split hybrid 
system.  For example, the Honda Accord 2-motor hybrid uses a 124 kW traction motor238 while 
the Toyota Camry power-split hybrid uses a 105 kW traction motor.239  Highly efficient motor-
integrated DCT transmissions have recently entered production or are under development and are 
being adopted in the latest P2 parallel hybrid designs.  The architecture of the P2 parallel hybrid 
also may potentially provide for a greater towing capacity than the power-split hybrid 
architecture, which in the current production market appears to be limited to the 3500-lbtowing 
capacity of the Toyota Highlander hybrid. 

Even the relatively well-developed power-split architecture continues to show room for 
efficiency improvements.  Toyota redesigned the 2016 Prius240 transaxle and motor in its fourth 
generation Hybrid Synergy Drive (HSD) to reduce combined weight by 6 percent and volume by 
12 percent.  The planetary gear arrangement in the reduction gear has been replaced with parallel 
gears, reducing mechanical losses by approximately 20 percent.  The 53 kW main traction motor 
is mounted on a parallel shaft, enabling the transmission case volume to be reduced substantially 
while also reducing frictional losses by about 20 percent.  The power control unit, which 
combines the controller, inverter and DC/DC converter, was attached to the top of the transaxle 
and its size reduced by about 33 percent by eliminating several high-voltage cables.  The lithium-
ion battery pack, initially made available on the 'Eco' trim level, is 6 percent smaller and 31 
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percent lighter than the nickel-metal hydride (Ni-MH) version, while providing the same power 
output and degree of hybridization.  

Further evidence that the effectiveness of input power-split hybrids and P2 parallel hybrids 
are getting closer is shown by the 2017 Hyundai IONIQ P2 hybrid, announced in 2016.  The 
combined fuel economy of this vehicle, with the GEN2 Hyundai P2 parallel hybrid drive, is 
expected to be about 53 mpg, which is comparable to the 56 mpg fuel economy of the 2016 
GEN4 Toyota Prius Eco hybrid.  This vehicle also employs advanced technologies such as a 
gasoline direct injection (GDI) inline 4 cylinder Atkinson cycle engine, cooled EGR, CVVT, 
dual circuit cooling system, 6 speed dual clutch transmission (DCT), exhaust heat recovery 
system, and an intake oil control valve, which act together to increase engine thermal efficiency 
to as high as 40 percent.  

As reported by ICCT210 (and reproduced here in Figure 2.30), the estimated costs for hybrid 
systems have tended to decline steadily in the years after their introduction.  If these trends 
continue, significant reductions in hybrid system cost may be expected during the time frame of 
the rule.  

 

Figure 2.30  Hybrid System Direct Manufacturing Cost Projection (ICCT, 2015) 

The overall cost of power-split, P2 and two-motor hybrid systems appear to be comparable. 
For example, as estimated by an FEV teardown in 2010,241 the reported power-split hybrid cost 
of $2,565242 was only slightly higher than the $2,392 cost estimate for a P2 hybrid system. As 
discussed in the Draft TAR, EPA therefore combined all strong hybrid architectures under the 
strong hybrid category and continues to do so for this Proposed Determination analysis.  Several 
public comments received on the Draft TAR addressed this decision to model strong hybrids 
with the same cost and effectiveness without regard to specific architecture. These comments, as 
well as other comments considered in determining cost and effectiveness for strong hybrid 
technology, are addressed in Chapter 2.3.4.3 (Cost and Effectiveness for Strong Hybrids).  
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For the Draft TAR, EPA significantly updated cost and effectiveness estimates for strong 
hybrid technology. On consideration of the availability of any significant new information and 
consideration of public comments, EPA continues to believe these estimates are appropriate to 
use for this Proposed Determination analysis, as discussed in Chapter 2.3.4.3.3. 

2.2.4.4.4 Plug-in Hybrids  

A plug-in hybrid electric vehicle (PHEV) is much like a hybrid electric vehicle, but with at 
least three significant functional differences.  The first is the addition of a means to charge the 
battery pack from an outside source of electricity (usually the electric grid).  Second, a PHEV 
has a much larger battery capacity, and often a greater usable fraction as well.  Finally, it has a 
control system that allows the battery to be significantly depleted during normal operation. 

Deriving some of their propulsion energy from the electric grid provides several advantages 
for PHEVs. PHEVs offer a significant opportunity to replace petroleum used for transportation 
energy with domestically-produced electricity.  The reduction in petroleum usage does, of 
course, depend on the amount of electric drive the vehicle is capable of providing under its duty 
cycle. PHEVs also provide electric utilities the possibility to increase electric generation during 
off-peak periods overnight when there is excess generation capacity and electricity prices are 
lower.  Utilities like to increase this base load because it increases overall system efficiency and 
lowers average costs. PHEVs can lower localized emissions of criteria pollutants and air toxics 
especially in urban areas by operating on electric power.  The emissions from the power 
generation occur outside the urban area at the power generation plant which provides health 
benefits for residents of the more densely populated urban areas by moving emissions of ozone 
precursors out of the urban air shed. Unlike most other alternative fuel technologies, PHEVs can 
initially use an existing infrastructure for refueling (charging and liquid refueling) so investments 
in infrastructure may be reduced. 

Depending on the operating strategy chosen by the manufacturer, a PHEV either provides for 
a significant all-electric range (AER) during which the engine does not operate, or provides for 
blended operation in which the engine provides some of the propulsion energy while the battery 
contributes the remainder.  In this discussion, the former is referred to as a PHEV with AER, and 
the latter is referred to as a blended PHEV.  

EPA models PHEVs in two configurations, designated PHEV20 and PHEV40 (having 20 
miles and 40 miles, respectively, of all-electric range or its equivalent).  Range is modeled as an 
approximate real-world range comparable to an EPA label range (specifically, 70 percent of a 
projected two-cycle range).   

For GHG analysis purposes, PHEVs are assigned an effectiveness derived from the SAE 
J1711 recommended procedure for accounting for utility factor (the balance between miles 
traveled on electricity in all-electric mode and other miles powered by fuel).  On this basis, in the 
2012 FRM and the Draft TAR, PHEV20 was assigned an absolute CO2 effectiveness of 40 
percent, and PHEV40 was assigned 63 percent (see 2012 RIA, p. 1-18).  
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In the Draft TAR analysis, the cost-minimizing pathway for compliance with the MY2025 
standards projected a very low fleet-level penetration of PHEVs (less than 2 percent).148,W   

At the outset of the rule, only a few PHEVs were commercially available in the U.S. market. 
The most prominent examples were the Chevy Volt and the Fisker Karma, both of which 
debuted as MY2011 vehicles, and the 2012 Toyota Prius Plug-In Hybrid. Production of the 
Karma was discontinued in late 2012 as Fisker encountered financial difficulties.  Fisker was 
sold to the Chinese company Wanxiang Group, and renamed to Karma, but has not resumed 
significant production to date. 

Even these early PHEVs demonstrated important differences in their operating strategy that 
remain visible in today's market.  The Chevy Volt and Fisker Karma both offered a significant 
AER by including a distinct charge-depleting mode in its operating strategy.  In contrast, the 
Toyota Prius Plug-In utilized a more blended mode of operation in which the engine could 
regularly operate during the charge depletion stage depending on driving conditions, for 
example, if the vehicle exceeded a certain speed or power demand. Both strategies continue to 
appear in the market today, with some vehicles emphasizing AER and others emphasizing 
overall fuel economy in blended operation.  Some PHEVs that employ blended operation are 
able to achieve an all-electric range during EPA city and highway test cycles, but may operate in 
blended mode (using a combination of gasoline and electricity) when driven more aggressively.  
Operation in blended mode may be converted to an equivalent AER by applying a utility factor 
that considers the contribution of stored electricity to the total distance traveled in this mode.  
Both types of PHEVs are therefore capable of displacing conventionally-fueled mileage with 
electrically fueled mileage. 

The 2011 Chevy Volt had an EPA-rated AER of 38 miles, while that of the Fisker Karma was 
32 miles.  The Prius was rated at 6 miles AER (11 miles including blended mode). The market 
has since expanded to include many additional products. Table 2.2 shows a summary of PHEV 
models that are in current production or have been available during the period since the FRM.  

Table 2.2  Trends in EPA-Estimated Range of PHEVs 
 

EPA range (mi) 
 

PHEV model 2012 2013 2014 2015 2016 2017 

Chevy Volt 35 38 38 38 53 53 

Fisker Karma 33 - - - - - 

Toyota Prius Plug-In Hybrid 11 11 11 11 NL ** 

Ford Fusion Energi - 20 20 20 20 22 

Ford C-Max Energi - 20 20 20 20 ** 

Honda Accord PHV - - 13 - - - 

McLaren P1 - - 19 19 - - 

BMW i3 Rex - - 72 72 72 97 

BMW i8 - - 15 15 15 15 

Cadillac ELR - - 37 37 40 ** 

Cadillac ELR Sport - - - - 36 ** 

Porsche Panamera S E-Hybrid - - 16 16 16 14 

                                                 
W Because vehicles attributed to the ZEV program were included as part of the EPA reference case, absolute 

penetration of PHEVs would be greater. 
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Porsche 918 Spyder - - - 12 - - 

Mercedes-Benz S550e - - - 14 14 ** 

BMW X5 xDrive40e - - - NA 14 14 

Porsche Cayenne S e-Hybrid - - - 14 14 ** 

Hyundai Sonata PHEV - - - - 27 27 

Mercedes-Benz C350e - - - - 18.6* ** 

Audi A3 e-tron - - - - 16 16 

Audi A3 e-tron ultra     17 ** 

BMW 330e - - - - 14 14 

Mercedes-Benz GLE 550e 
4MATIC 

- - - - 12  

Volvo XC90 T8 Hybrid - - - - 14 14 

BMW 740e xDrive - - - - - 14 
Notes: 
NL = vehicle not listed in Fuel Economy Guide 
NA = rating not available in Fuel Economy Guide 
* approximated from press or manufacturer estimate 
** Not yet listed in 2017 Fuel Economy Guide at time of writing 

 

The growth in PHEV models as evidenced in Table 2.2 has likely been driven in part by 
manufacturers considering PHEVs as part of their pathway for compliance with the 2017-2025 
standards, but even more so by California's zero emission vehicle (ZEV) program. In 2012, 
CARB adopted increased requirements for ZEVs and PHEVs through MY2025, and nine 
additional states have adopted the ZEV program.  A 2015 National Academy of Science report 
on PEV deployment243 cites the California ZEV regulation as being particularly influential in 
increasing PEV production and adoption.  

In addition, PHEVs from all manufacturers continue to be eligible for a federal tax credit of 
up to $7,500, effectively reducing their net cost to consumers.244, 245  This credit applies to the 
first 200,000 PEVs (PHEVs and BEVs combined) that are produced by a given manufacturer and 
gradually phases out thereafter.  While most manufacturers are unlikely to approach this limit for 
at least several years, some of the leading PEV manufacturers such as General Motors, Nissan, 
and Tesla are making steady progress toward the limit.  For example, if the Gen2 Chevy Volt 
sells well, and the recently introduced Chevy Bolt EV does also, it is possible that General 
Motors could reach the limit by sometime in 2018.  Strong future sales of the Tesla Model X and 
Model 3, or the anticipated 200-mile version of the Nissan Leaf, could cause Tesla and Nissan to 
approach the limit in a similar time frame.246 Although reaching the limit does not immediately 
discontinue the incentive, which would continue to be applicable to additional sales until the 
second calendar quarter after it is exceeded, the amount of the credit phases out rapidly over the 
following year. However, in addition to federal incentives, many states including California and 
the states that have adopted California's ZEV program offer incentives at the state and local 
levels. 

It is important to note that most PHEVs are built on global platforms, meaning that economies 
of scale for the U.S. market may be driven in part by incentives in other countries.  Incentives for 
PHEVs in the European Union and China are particularly notable because many manufacturers 
that serve the U.S. also serve these markets.  

Trends in PHEV Electric Range 
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The electric range of a PHEV (either AER or equivalent AER) is largely a function of the 
provided battery capacity.  Figure 2.31 shows the relationship between the battery capacity of 
production PHEVs and their EPA-estimated electric driving range (or the best estimate available 
at writing).   

 

Figure 2.31  Battery Gross Capacity and Estimated AER or Equivalent for MY2012-2017 PHEVsX  

As the Table and Figure shows, PHEV electric range varies considerably among models.  
Among the 2012-2016 PHEVs depicted, two distinct clusters appear, one consisting of longer-
range PHEVs with AER in the vicinity of 35 to 40 miles, and another consisting of shorter-range 
vehicles offering between 10 and 20 miles of range (either AER or its equivalent in blended 
operation). Some longer-range examples are scattered between 53 and 97 miles AER. 

The 35-to-40 mile cluster consists of various versions of the Chevy Volt and Cadillac ELR 
(which shares the Voltec powertrain), and the discontinued Fisker Karma (at 33 miles). The 
longer-range examples consist of the 2016 Volt (at 53 miles) and two versions of the BMW i3 
Rex (at 72 miles and 97 miles).  These are all PHEVs with AER that can provide a true all-
electric drive mode under a wide range of operation. These PHEVs require a larger battery 
capacity than 10-to-20 mile PHEVs, which tends to increase their purchase price relative to the 
latter. 

The shorter-range cluster includes several blended-operation PHEVs.  With the exception of 
the Toyota Prius PHV (11 miles) and the Ford Energi models (20 miles), these emerged 
primarily in the 2015 and 2016 MYs from OEMs that tend to specialize in luxury or high-
performance vehicles.  This suggests that these OEMs are considering PHEVs as a compliance 
strategy, as projected in the FRM. For example, when BMW announced the U.S. versions of the 
330e and the X5 xDrive40e PHEVs in November 2015, BMW Product Manager Jose Guerrero 
was quoted as saying that the timing of introductions such as these "wasn't a competitive impulse 
by any manufacturer … it was an internal impulse that we know that in the future our cars need 

                                                 
X Range figures gathered from 2012-2017 EPA Fuel Economy Guides. 
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to be more efficient, and this is a way … into that efficiency."247  The Mitsubishi Outlander 
PHEV, expected to enter the U.S. market in 2017248 after several delays,249 is also expected to 
have an EPA AER in the neighborhood of 20 miles.  These and similar announcements suggest 
that a distinct segment of PHEV20-type vehicles is likely to continue in the future as 
manufacturers continue to select this lower cost pathway. 

Where new generations of the same model have been announced, the range has in some cases 
been increased. For example, the AER of the Chevy Volt has increased from 38 miles to 53 
miles.  Going forward, several OEMs have indicated that second generation PHEV products will 
have more AER and more electric power capability, by targeting US06 capability, with minimal 
if any reliance on the engine and 30 miles or more of AER.  For example, the FCA Pacifica plug-
in minivan was announced in January 2016 as targeting a 30 mile all-electric range, with 
capability to operate all-electric over most operating conditions.250  Honda is reported to be 
considering a 40 mile AER for an upcoming PHEV that would replace the now-discontinued 
Honda Accord PHV, which had an AER of only 13 miles.251  Similarly, other manufacturers 
including Toyota, GM, and Ford have suggested that their 2017 to 2018 PHEV products will be 
targeting at least 30 miles of electric range. 

In such announcements, manufacturers have frequently cited customer desire for an all-
electric driving experience.  As one example, GM appears to credit consumer demand for more 
range as part of the impetus for increasing the range of the 2016 Volt.  According to Chief 
Engineer Andrew Farah, "We listened to our customers … they were very clear when they told 
us that they wanted more range.”252  These manufacturers appear to be responding by increasing 
the potential for all-electric operation by increasing electric powertrain power ratings and battery 
capacity.  

The California Zero-Emission Vehicle (ZEV) program also may be influencing PHEV range. 
To qualify as transitional-zero emission vehicles (TZEVs) under the program, PHEVs must 
provide at least 10 miles of AER operation on the UDDS drive schedule (as well as meet certain 
criteria pollutant standards).253 Since many PHEV manufacturers market in ZEV states as well as 
other states, the ZEV program provides a strong incentive for producing PHEVs with AERs 
above this threshold. 

Other incentive programs may be encouraging longer PHEV electric range.  One example is 
the China New Energy Vehicles Program.254  Renewal of this program in 2013 increased the 
eligibility requirements for PHEVs to a minimum 50 km (30 mile) AER (under the NEDC cycle) 
in order to qualify for purchase subsidies.255  There is some evidence that this may be 
encouraging manufacturers of global-market PHEVs to increase AER to at least this level.256  
For example, the Cadillac CT6 PHEV was announced in April 2015 at the Shanghai Auto Show, 
where it was described as qualifying for the New Energy Vehicles incentives with a range in 
excess of 60 km (37 miles). 257  The U.S. version will have the same 18.4 kWh battery pack as 
the China version, suggesting that its AER will be similar.  As of July 2016, at least one local 
U.S. incentive in the state of Washington will also adopt a 30-mile PHEV range requirement to 
qualify for a sales tax exemption up to $3,100.258  

Manufacturers have continued to pursue and implement improvements in the efficiency and 
cost of battery and non-battery components for PHEVs.  One example is the 2016 Chevy Volt, in 
which the weight of the battery pack was reduced by 14 kg despite an increase in its capacity 
from 17.1 kWh to 18.4 kWh.  The weight of the traction motor was also reduced by 45 kg, and 
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additional weight and cost were saved by integrating the inverter with the motor and eliminating 
long runs of high voltage electrical cable.162,163  

Improvements in component efficiency and road load have both improved performance of 
production PHEVs.  For example, GM has indicated that the 2016 Chevy Volt improved its 
average electric powertrain efficiency over the EPA city and highway cycles by 3 percentage 
points (or 4 percent absolute) compared to the first generation Volt, improving from 86 percent 
to 89 percent for the city, and from 84 percent to 87 percent for the highway.  Drive unit losses 
(including losses of the electric motor, inverter, and transmission) were reduced by 39 percent in 
the city cycle and by 35 percent in the highway cycle.259  The Gen2 Volt also provides a good 
example of the use of standard road load improvements to increase range in a PHEV.178  Here, 
significant changes to the electric propulsion system were accompanied by improvements in 
brake drag, reductions in accessory load, and significant improvement of vehicle mass 
efficiency. 

In both the 2012 FRM analysis and the Draft TAR analysis, EPA envisioned PHEV20 and 
PHEV40 as representative of PHEVs that are likely to play a significant role in achieving fleet 
compliance during the time frame of the rule.  As Figure 2.31 shows, PHEV20 continues to be 
represented in the market by several 20-mile and shorter range PHEVs.  PHEV40 is also 
represented by several vehicles, primarily earlier versions of the Chevy Volt and Cadillac ELR. 
PHEV40 has also been surpassed in real-world range by the 2016 Chevy Volt at 53 miles, and by 
the BMW i3, which with its range extender option becomes classified as a PHEV with either 72 
or 97 miles AER, depending on configuration.  

As discussed in the Draft TAR, EPA considered replacing PHEV40 with a longer range, such 
as PHEV50, but ultimately decided not to do so based on an examination of PHEVs in the 
market.  Although the 2016 Chevy Volt has now exceeded PHEV40, other production PHEVs 
such as the Cadillac ELR and CT6 continue to fall on the lower side of this line. The BMW i3 
examples at 72 and 97 miles fall far beyond PHEV40 but at this time are not accompanied by 
other examples that would suggest a wider trend toward increasingly long PHEV ranges. The i3 
design is also unique in having a particularly small gasoline-only range, motivated at least in part 
by California regulations that apply to gasoline-powered range in PHEVs. At this time, EPA 
believes that PHEV20 and PHEV40 continue to serve as appropriate modeling constructs for the 
Proposed Determination analysis. 

Trends in PHEV Motor Sizing 

In addition to driving range, the electric motor power of PHEVs is another important input to 
the projection of battery and system costs for PHEVs. Accurately assigning motor power is 
important on several fronts.  First, the motor power rating has a direct effect on the battery power 
rating, which determines its power-to-energy (P/E) ratio and its cost.  Second, the EPA battery 
sizing methodology accounts for the weight of the propulsion motor and power electronics as a 
function of rated motor power.  An accurate determination of motor power rating is therefore 
quite critical. An accurate accounting of motor cost also requires an accurate accounting of 
motor power because EPA estimates PHEV motor cost as a function of peak power output.Y 

                                                 
Y For more discussion of the decision to scale motor cost to power output, see Chapter 2.3.4.3.6 (Cost of Non-

Battery Components for xEVs). 
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In the Draft TAR analysis, a significant change was made to the way motor power for PHEVs 
was originally assigned in the 2012 FRM. Originally in the FRM analysis, PHEVs of a given 
vehicle class (Small car, Large car, etc.) were assigned an electric motor power rating (in kW) 
that would preserve the same engine-power-to-weight ratio that was observed in baseline 
conventional vehicles of that class.  This method assumed that the all-electric acceleration of 
PHEVs relates to the power rating of the electric motor in the same way that the engine-powered 
acceleration of conventional vehicles relates to the power rating of the engine.  However, as 
discussed in the Draft TAR, electric motors differ markedly from combustion engines, 
particularly in their delivery of low-speed torque. Electric motors deliver maximum torque at the 
lowest end of their speed range, while combustion engines must develop significant speed to 
deliver a comparable torque.  This strong low-end torque allows electric-drive vehicles to deliver 
high acceleration at low speeds.  This might allow a PHEV or BEV to deliver acceleration 
performance similar to that of a conventional vehicle but with a significantly lower nominal 
motor power rating than a comparably performing combustion engine.  A new sizing method, 
based on an empirical survey of PHEV performance, was therefore developed and described in 
the Draft TAR analysis.  

As discussed in the Draft TAR, a number of production PHEVs have now been offered on the 
market, providing a significant sample size to allow some observations to be drawn regarding the 
necessary motor power to provide customary performance. Accordingly, the Draft TAR found 
that the 2012 FRM did in fact project significantly higher PHEV motor power ratings than the 
majority of PHEV manufacturers subsequently specified in their MY2012-2016 products.  Part 
of this effect was attributed to the significant presence of blended-operation PHEVs in the 
market, which do not require as large a motor power output as the non-blended PHEV20s that 
were modeled for the 2012 FRM analysis.  However, the Draft TAR noted that this alone would 
not account for the difference because many of the 2012 FRM estimates also over predicted the 
motor power of non-blended PHEV40s with AER.  

Accordingly, EPA significantly revised its PHEV motor power ratings for the Draft TAR 
analysis. PHEV20 was modeled under a blended-operation architecture which significantly 
reduced nominal power ratings, which were assigned at 50 percent of the total rated power of the 
vehicle. For non-blended PHEV40, an empirical equation was derived based on the relationship 
between 0-60 mi/hr acceleration time and electric motor power observed in MY2012-2016 
PEVs.  

Assigning a more accurate power rating to the PHEV motor provides for greater fidelity in the 
projected cost of both the battery and non-battery components of PHEVs.  More detail on the 
way PHEV battery and non-battery components were sized in the Draft TAR and revised for this 
Proposed Determination analysis are discussed in Chapters 2.2.4.4.6 (Relating Power to 
Acceleration Performance) and 2.3.4.3.7 (Cost of Batteries for xEVs). 

Trends in PHEV Battery Sizing 

Accurately assigning battery capacity to PHEVs is also important. To assess the fidelity of the 
EPA battery sizing methodology, the Draft TAR compared the 2012 FRM projections of PHEV 
battery capacity and range to the PHEVs that entered the market during MYs 2012-2016.  

Figure 2.32 compares the battery capacities of MY2012-2016 PHEVs to the battery capacities 
that were estimated for the Draft TAR analysis. 
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Figure 2.32  Comparison of MY2012-2016 PHEV Battery Capacities to Draft TAR Estimates 

For each PHEV range (20 and 40 miles), the Figure shows the battery capacity estimates 
generated for the Draft TAR, corresponding to each of the vehicle classes (Small Car, Standard 
Car, Large Car, etc.) and several target curb weight reductions (ranging from 0 percent to 20 
percent).  

It can be seen from the plot that the Draft TAR estimates lined up quite well with the 
population of production vehicles of a similar range.  This represented a significant improvement 
over the 2012 FRM projections, which had significantly overestimated capacities. As discussed 
in the Draft TAR, the improvement was a result of updating many of the parameters that are 
influential to the estimation of battery capacity, as described in Chapter 5.3 of the Draft TAR.  
This Proposed Determination analysis makes additional adjustments to the PHEV battery sizing 
methodology which are discussed in Chapter 2.3.4.3.7.  

2.2.4.4.5 Battery Electric Vehicles  

Battery electric vehicles (BEVs) are vehicles with all-electric drive powered by batteries 
charged from an outside source of electricity (usually the electric grid).  The 2012 FRM analysis 
modeled three BEV configurations, designated BEV75, BEV100 and BEV150 (having 75, 100, 
and 150 miles range, respectively).Z,AA BEV150 was updated to BEV200 for the Draft TAR 

                                                 
Z As with PHEVs, the indicated range was meant to represent an approximate real-world range comparable to an 

EPA label range (specifically, 70 percent of a projected two-cycle range). 
AA In the 2012 FRM and the Draft TAR, BEV75/100/200 were referred to as EV75/100/200. 
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analysis. Both the 2012 FRM and Draft TAR analyses predicted a very low fleet-level 
penetration of BEVs at about 2 percent or less.260,BB  

As the Draft TAR found, the BEV market has grown considerably since the time of the 2012 
FRM. At that time, only a few BEV models had become commercially available in the U.S. 
market.  The most prominent examples were the 2011-12 Nissan Leaf and the Tesla Roadster, 
which were available nationwide.  A few other BEVs were available in 2012 to very limited 
markets or through demonstration programs, such as the BMW Mini E and Toyota RAV4 EV.  
Production of the Tesla Roadster was discontinued in early 2012 but was soon replaced by the 
Tesla Model S. Other BEVs available near the time of the 2012 FRM were the Mitsubishi i-
MiEV, BYD e6, Coda Sedan, and Ford Focus Electric. 

These early BEVs were designed for different market segments, and showed significantly 
different philosophies on the matters of performance and driving range.  Most, such as the Leaf 
and Mini E, were designed as moderate-performance vehicles with a driving range of 100 miles 
or less, seen as best suited to driving in urban areas. In contrast, the Tesla Roadster was designed 
for a premium, high-performance market segment at a much higher price, allowing it to offer a 
much longer range (245 miles by EPA estimate).  Subsequent Tesla vehicles have continued to 
pursue similarly aggressive range and performance targets at relatively high purchase prices, 
while several other manufacturers continue to define a distinct segment targeting shorter ranges 
and moderate performance at lower purchase prices.  The Draft TAR concluded that these two 
segments would likely continue to exist within the time frame of the rule.261,262 

The current BEV market includes a wide variety of models either currently in production or 
announced for future production.  Table 2.3 shows a summary of BEV models that have reached 
production since the 2012 FRM, and their EPA estimated range.  

Table 2.3  Driving Range of MY2012-2017 BEVs 

 EPA range (mi) 

BEV model 2012 2013 2014 2015 2016 2017 

Azure Dynamics Transit 
Connect 

56 - - - - - 

Coda 88 88 - - - - 

BYD e6 122 127 127 127 187 ** 

Toyota RAV4 EV 103 103 103 - - - 

Mitsubishi i-MiEV 62 62 62 NL 62 59 

Ford Focus Electric 76 76 76 76 76 ** 

Tesla Model S (85 kWh) 265 265 265 265 265 ** 

Nissan Leaf (24 kWh) 73 75 84 84 84 - 

Tesla Model S (40 kWh) - 139 - - - - 

Tesla Model S (60 kWh) - 208 208 208 210 ** 

Scion iQ EV - 38 - - - - 

Honda Fit EV - 82 82 - - - 

Smart fortwo - 68 68 68 68 ** 

Fiat 500e - 87 87 87 84 84 

                                                 
BB Penetration driven solely by the GHG standards, since vehicles attributed to the ZEV program were included as 

part of the EPA reference case. Absolute penetration of BEVs (counting those attributed to the ZEV program) 
was projected at less than 3 percent. 
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Kia Soul EV - - - 93 93 93 

BMW i3 BEV - - 81 81 81 81 

Chevy Spark EV - - 82 82 82 ** 

Volkswagen e-golf - - NA 83 83 ** 

Mercedes-Benz B250e - - 87 87 87 87 

Tesla Model S (70 kWh) - - - - 234 - 

Tesla Model S 70D - - - 240 240 - 

Tesla Model S 85D - - - 270 270 - 

Tesla Model S P85D    253 253 - 

Tesla Model S (90 kWh) - - - 265* 265* - 

Tesla Model S 90D - - - 270* 294 ** 

Tesla Model S P90D - - - 253* 270 - 

Tesla Model X 90D - - - NA 257 ** 

Tesla Model X P90D - - - - 250 - 

Tesla Model X 60D - - - - 200 - 

Tesla Model X 75D - - - - 238 ** 

Tesla Model S 75 - - - - 249 ** 

Tesla Model S 75D - - - - 259 ** 

Tesla Model S P100D - - - - 315 ** 

Nissan Leaf (30 kWh) - - - - 107 ** 

Chevy Bolt EV - - - - - 238 

BMW i3 94 Ah - - - - - 114 
Notes: 
NL = vehicle not listed in Fuel Economy Guide 
NA = vehicle listed but rating not available in Fuel Economy Guide 
* Manufacturer applied 85 kWh EPA range figure for EPA labeling purposes 
** Not yet listed in 2017 Fuel Economy Guide at time of writing 

 

The growth in the number of BEV models has likely been encouraged in part by several 
factors, both regulatory and demand driven.   

Among the regulatory factors, the 2017-2025 rule assigns a high GHG effectiveness to BEVs, 
further enhanced by assigning 0 g/mi for upstream emissions and a multiplier for the earlier 
years of the rule.  Some manufacturers are therefore including BEVs as part of their pathway for 
compliance with the 2017-2025 standards.  Production of BEVs also generates GHG credits that 
may be used for future regulatory compliance (credit carryforward) or sold to other 
manufacturers.  Production of BEVs can also assist manufacturers in meeting fleet average 
criteria pollutant regulations such as EPA's Tier 2 and Tier 3 standards or CARB's LEV II and 
LEV III standards.  And, just as with PHEVs, California's ZEV regulation continues to drive 
BEV production to generate ZEV credits as manufacturers prepare for ever increasing 
requirements through MY2025.  

In addition, BEVs from all manufacturers continue to be eligible for a federal tax credit of up 
to $7,500, effectively reducing their net cost to consumers.244,245  Because this credit applies to 
the first 200,000 eligible vehicles (BEVs and PHEVs combined) produced by a given 
manufacturer, it continues to influence the BEV market today.  However, at current rates of 
production, it is possible that some manufacturers may begin approaching the 200,000 limit by 
2018, with others following soon after.246 Although reaching the limit does not immediately 
discontinue the incentive, which would continue to be applicable to additional sales until the 
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second calendar quarter after it is exceeded, the amount of the credit phases out rapidly over the 
following year. 

In addition to the federal tax credit, many states, including California and many of the states 
that have adopted California's ZEV regulation offer incentives for ZEVs at the state and local 
levels. These programs may supplement the federal program and have varying phase-out 
schedules and eligibility requirements. 

Demand for BEVs has also been a factor in their growth. The demand for premium BEVs, 
such as those produced by Tesla Motors, has accounted for a significant portion of BEV sales 
despite their relatively high purchase price.  These vehicles compete in a market segment with 
other high-priced vehicles and are seeing success in that segment.  For example, Tesla claims 
that the Model S outsold all other conventional vehicles in its market segment in 2015. 263 If the 
performance attributes that are attracting this segment of buyers away from the conventional 
competitors in this space can be sufficiently retained at a lower price point, this could further 
drive demand for BEVs in the future. Projections for the 2017 Chevy Bolt are similarly driven by 
expectations of significant consumer demand.264,265 Tesla cites over 373,000 reservations for its 
entry-level Model 3 as further evidence of consumer market demand for BEVs.263 Some have 
even suggested that the Tesla Model 3 and the Chevy Bolt may be "breakthrough" vehicles that 
will open a gateway to greatly increased demand for BEVs among mainstream auto buyers.266 

Demand for BEVs is also likely to grow in the future as consumers become more familiar 
with the technology. In comments on the Draft TAR, the Consumer Federation of America 
(CFA) cited two surveys, one reported by the Alliance of Auto Manufacturers and another 
performed by CFA,267 that indicate that knowledge about BEVs is an important factor in the 
willingness of car buyers to consider BEVs, further stating, "the more Americans know about 
EVs, the more likely they are to consider this purchase." The CFA survey also found that "only a 
little over a quarter of respondents say they know a great deal (6 percent) or a fair amount (21 
percent) about EVs," suggesting that consumer knowledge about BEVs has significant room to 
grow.  

Another potential vector for growth in BEVs could develop from the recent boom in 
autonomous vehicle research by OEMs (such as GM, Ford and Tesla, among others) and tech 
companies such as Google. Increasingly, these efforts are being united with other mobility 
models such as ride sharing (for example, the partnership between GM and Lyft,268,269 and efforts 
in vehicle autonomy by Uber).270 Some have made the case that electric vehicles may be the 
preferred technology for autonomous applications and ride sharing models,271 which if proven 
true, could act as another significant driver for BEV growth in the future. 

BEVs continue to be offered at a significant price premium to conventional vehicles, largely 
due to the cost of the battery, as well as non-battery components that have yet to reach high 
production volumes.  Some BEVs, particularly those targeted primarily for sale in the ZEV 
states, are available for purchase only in those states.   

BEV production levels have grown significantly since the 2012 FRM. Through October 2016, 
Nissan had sold about 100,000 Leaf EVs, and GM had sold about 117,000 Volt PHEVs, Cadillac 
ELRs and Spark EVs combined.272  Analysts have widely speculated that a slight decline in PEV 
sales in MY2015 (relative MY2014) was due at least in part to anticipation of new models with 
longer range and enhanced features. For example, expectations of a refreshed version of both the 
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2016 Volt and 2016 Leaf existed long before either became available.  The 2016 Leaf offers a 
larger 30kWh pack, increasing range significantly, while the 2016 Volt also offers a longer 
range, better fuel economy and other enhancements such as improved seating.  

Charging infrastructure, both at home and in public places, is a topic that is often associated 
with BEVs. Public charging infrastructure was explored in depth in Draft TAR Chapter 9 
(Infrastructure Assessment), and is reviewed for this Proposed Determination assessment in 
Section B.3.2 of the Proposed Determination Appendix, where public comments received on the 
topic of charging infrastructure are addressed. 

Since 2008, various ongoing public and private efforts to provide charging stations at 
workplaces, along freeway corridors, and in cities have grown the number of public stations in 
the U.S. to more than 16,000.150 As mentioned in Proposed Determination Appendix B.3.2, some 
public comments on the Draft TAR expressed concern that infrastructure is not growing fast 
enough even at this pace. Mercedes-Benz commented that "infrastructure investments are not 
meeting expectations," while Global Automakers commented, "infrastructure is not developing 
as quickly as needed to support electric drive vehicles."  

In addition to the consideration of these comments found in Appendix B.3.2, it is also relevant 
to note that since the Draft TAR was completed, two developments were announced that may 
increase the availability of public charging substantially. The partial settlement between 
Volkswagen and U.S. authorities, approved in 2016, earmarks $1.2 billion in investment over 10 
years toward ZEV infrastructure, education, and access.273 Also, in November 2016, the White 
House announced a network of federal, state, and local initiatives to increase accessibility to 
PEV infrastructure,150 including a Department of Transportation (DOT) plan to designate 48 
national "alternative fuel corridors" along major highways to provide focus for build out of 
charging locations by related local and state efforts.274  

Also as discussed in Appendix B.3.2, comments from the Alliance disagreed with some of the 
discussion in Draft TAR Chapter 9 (Infrastructure Assessment), including the discussion of the 
roles and availability of home and public charging, a supposed assumption that BEV users would 
rely on Level 1 charging at home, and the suggestion that public infrastructure was developing as 
required to support the penetration levels of PEVs projected in the Draft TAR. In addition to the 
comments provided in B.3.2, it should be noted that Chapter 9 of the Draft TAR was provided 
primarily as background on charging infrastructure, and the assumptions found in that discussion 
are specific to the assessment presented in that discussion. Costs used in the Draft TAR and 
Proposed Determination analyses for home charging infrastructure were developed 
independently of the Chapter 9 assessment, and include significant costs for installation of home 
charging capability for all PEVs. Specifically, all home charging installations are assumed to 
incur a significant cost for installation labor, plus an additional cost for Level 1 or Level 2 
charging hardware, depending on the vehicle type. These costs are outlined in more detail in 
Chapter 2.3.4.3.6 (Cost of Non-Battery Components for xEVs) of this TSD. Further, EPA did not 
assume that only Level 1 charging will be used. While PHEV20 and some PHEV40 vehicles are 
assigned a blend of Level 1 and Level 2 charging, all BEVs and larger PHEV are assigned 100 
percent Level 2 charging. With the availability of Level 2 charging at home therefore being 
largely assumed and provided for in EPA's cost assumptions, the importance of public charging 
availability to support the projected penetration of BEVs is minimized. EPA also notes the recent 
charging infrastructure developments cited above, as well as recent additions of hundreds of 
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public charging points by several OEMs (including Nissan, BMW, and Volkswagen),275 which 
suggest that development of public charging infrastructure continues to proceed at a significant 
pace. 

Trends in BEV Driving Range 

Continuing growth in the BEV market has greatly expanded not only the available choice of 
vehicle models and trims, but also the available driving ranges.  BEV driving range is largely a 
function of battery capacity. Figure 2.33 shows the relationship between the battery capacity of 
the MY2012-2017 BEVs in Table 2.3 and their EPA estimated driving range. 

 

 

Figure 2.33  Battery Gross Capacity and EPA Estimated Range for MY2012-2017 BEVsCC  

It has become apparent since the 2012 FRM that manufacturers have been pursuing increased 
driving range.  Several examples serve to illustrate this trend. The Nissan Leaf was introduced in 
2011 with an EPA-rated range of 73 miles.  The 2013 model increased this to 75 miles, while 
2014 and later models earned a higher rating of 84 miles by eliminating a partial charge option, 
allowing the range to be evaluated at 100 percent charge.  This trend indicates that Nissan 
perceives increased range as a desirable goal. As another example, in January 2016, it was 
reported that the range of the BMW i3 might increase by about 50 percent due to improved 
battery chemistry and electronics;276  by May 2016, BMW confirmed the increase in capacity, 
resulting in a new range of approximately 114 miles.277  In January 2016, Volkswagen also 
indicated that a new version of the e-Golf could expect a possible 30 percent increase in range 
over the current model (or about 108 miles) due to an increase in cell capacity from 28 A-hr to 
37 A-hr.278 The 2017 Ford Focus BEV is also expected to increase its range to over 100 miles 
compared to its original range of 76 miles.279  In November 2016, the 2017 Hyundai Ioniq 
BEV280 was certified by EPA with a range of 124 miles. 

                                                 
CC Range figures gathered from 2012-2017 EPA Fuel Economy Guides. 
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Future vehicles expected to enter the consumer market soon have increasingly targeted even 
longer ranges.  In addition to the 2017 Chevy Bolt, which recently certified for a range of 238 
miles, a future version of the Nissan Leaf has been described by Nissan as targeting a 200 mile 
range.  The Tesla Model 3 is described as offering a 215 mile range and entering production in 
late 2017.281 Ford has also announced intent to introduce a 200-mile competitor, possibly called 
the Model E, before 2020.282 Similar announcements have been made by Volkswagen283 and 
Audi284 among others. In November 2016 it was reported146,147 that Toyota is planning to 
produce BEVs with a range of more than 300 km (186 mi) by 2020. 

A trend toward increased range also seems to be playing out across manufacturers, as new 
products are introduced to compete in the market.  For example, the Kia Soul EV was introduced 
in 2014 with a range of 93 miles, surpassing the Leaf.  Not long after in 2015, Nissan announced 
the 2016 Nissan Leaf, offering an EPA range of 107 miles with a new 30 kWh battery pack. In 
late 2016, General Motors announced that the 2017 Chevy Bolt was certified for a range of 238 
miles, significantly greater than the rumored 215 mile range of the upcoming Tesla Model 3 with 
which it will directly compete. 

 Even Tesla Motors, which already offers a range in excess of 200 miles in all of its current 
vehicles, has shown an interest in increased range as evidenced by regular increases in battery 
capacity. After announcing in 2012 that the Tesla Model S would be available in three battery 
sizes (40 kWh, 60 kWh, and 85 kWh), the 40 kWh version was canceled in 2013, prior to its 
production.  In April 2015, the battery capacity of the 60 kWh version was increased to 70 kWh, 
which along with powertrain improvements increased its range from 208 miles to 240 miles.  In 
September of the same year the 85 kWh version was increased in capacity to 90 kWh by use of 
an improved chemistry.DD This was followed by another increase to 100 kWh, which increased 
the EPA estimated range to 315 miles.285 According to an informal statement attributed to Tesla 
CEO Elon Musk, 100 kWh may be the maximum capacity that will be offered for the Model 
S.286 Tesla also announced in 2015 an available battery upgrade for the discontinued Roadster 
that would increase its range by about 40 percent.287  

Manufacturers have frequently cited customer demand in the quest for increased range.  When 
the 40 kWh Model S was canceled, Tesla attributed the decision to low demand, further saying, 
"Customers are voting with their wallet that they want a car that gives them the freedom to travel 
long distances when needed."288  Although this statement clearly promotes Tesla's market 
strategy of offering a longer driving range than other BEV-manufacturing OEMs, similar 
sentiment has been expressed by other OEMs in marketing their electrified vehicles or 
announcing future plans.  Customer demand for an affordable BEV with a longer driving range 
than currently available is implicit in the 200-mile range target of both the future Nissan Leaf 
and the 2017 Chevy Bolt. 

As a way of increasing range, simply increasing the battery capacity in the absence of other 
improvements may be prohibitive because it increases the cost of the battery accordingly. On the 
other hand, improved battery manufacturing or battery chemistry (in terms of cost or energy 
density) might enable a larger capacity while offsetting some of the cost penalty of a larger 
battery. For example, both Tesla and Nissan have utilized improved chemistry to increase 

                                                 
DD The manufacturer chose to apply the 85 kWh EPA range figure to the 90 kWh version for EPA labeling purposes. 

Marketing materials attribute an additional 6% range to the 90 kWh version. 
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capacity within the existing footprint of their respective packs; while GM and Nissan have hinted 
strongly at improved chemistry being the enabler of the affordable 200-mile range target for the 
Bolt and future Leaf.  These and other examples are discussed in more detail in Chapter 2.2.4.5.1 
(Battery Chemistry).  

Increasing the usable capacity (i.e. widening the usable state-of-charge window) of the battery 
may be another route for increasing range; for example, by use of an improved chemistry, or by 
acting on experience that indicates that the existing buffer capacity may be reduced.  
Improvements in battery management systems (BMS) may also lead to greater utilization of the 
available battery capacity.  Examples of OEM activity in this area are reviewed in more detail in 
Chapter 2.2.4.5.3 (Usable Energy Capacity). 

Range can also be increased by reducing vehicle energy consumption.  This can be done by 
improving the energy efficiency or weight of non-battery powertrain components (electric 
machines and power electronics) or even the battery itself.  For example, the dual motor versions 
of the Tesla Model S achieve a slightly higher range than the single motor versions due to an 
improved powertrain efficiency resulting from the ability to selectively operate one or both 
motors as conditions warrant.  Range may also benefit from standard road load improvements 
such as light-weighting, improved aerodynamics, and lower rolling resistance.  

In addition to increased range, a larger battery may carry other ancillary benefits for 
manufacturers and consumers.  Because a large battery stores more energy per charge cycle than 
a small battery, it is likely to experience fewer charge-discharge cycles in the course of providing 
a given number of vehicle miles.  For example, a battery that provides for a range of 200 miles 
can provide a lifetime mileage of 150,000 miles with about 750 charge-discharge cycles, while a 
100-mile battery may require 1,500 cycles.  The smaller number of expected cycles may promote 
a longer battery lifetime or relax manufacturer provisions for battery durability, such as 
increasing the permissible charge rate or the usable capacity.  A larger battery might also 
experience a much shallower average state-of-charge (SOC) swing in the course of meeting its 
mileage target, with similar implications for durability.  Another advantage of a large battery is a 
reduction in average discharge rate (C-rate), which can allow consideration of chemistries and 
configurations that would not be suited to smaller batteries.  For example, Tesla may have 
selected a chemistry that supports notably low C-rates in recognition that the large size of the 
battery acts to minimize per-cell power requirements.289 Of course, a drawback of a larger 
battery over a smaller battery is its greater weight, which tends to reduce the overall energy 
efficiency of the vehicle. 

In the same way that cabin air conditioning can have a significant impact on fuel economy of 
conventional vehicles,290 both heating and air conditioning can have a strong impact on BEV 
energy efficiency and range.  While the impact of passenger comfort on range can be great for 
both BEVs and PHEVs, BEVs are at a particular disadvantage because all energy for heating and 
cooling must come from the battery.  In contrast, PHEVs may choose to operate the engine if 
needed (for example, the Chevy Volt operates the engine to help with cabin heating in cold 
weather).  Cabin heating and cooling for BEVs is therefore an active area of research toward 
increasing BEV range.291, 292  

Some BEVs, such as the Nissan Leaf, have employed heat pump-based HVAC in place of 
resistive heating.  When the temperature differential between the outside air and the desired 
cabin temperature is not too large, this method can be much more efficient than resistive heating 
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at controlling cabin temperature.  Another approach to passenger comfort that has been used for 
BEVs and PHEVs involves heated and cooled surfaces, for example, the steering wheel and 
seats, instead of or in addition to heating the cabin air, which one study has shown can reduce 
cooling and heating energy in a PHEV by about 35 percent.293  Pre-conditioning the passenger 
cabin while plugged in to a charging station is yet another approach, which can reduce the use of 
onboard energy for heating and cooling (although it does consume energy at the station). 

Modeled BEV Ranges in the Draft TAR and this Proposed Determination 

As noted in the Draft TAR, the EPA analysis models three BEV range configurations 
(BEV75, BEV100 and BEV200).  As previously noted, the Draft TAR adopted BEV200 in place 
of BEV150 due to several market developments since the 2012 FRM. Tesla vehicles with a range 
well in excess of 200 miles are growing in production rates and market share as well as range. 
Although these vehicles currently constitute a premium segment that may not be fully 
representative of a mass-market vehicle, their success at achieving significant market penetration 
shows that at least one OEM has found it preferable to comply with the 2017-2025MY standards 
and generate additional GHG credits by producing long-range BEVs.  Announcements from 
Nissan, GM, and several other OEMs target a 200-mile BEV range, suggesting that BEV200 
may become prevalent in the future BEV market. 

In the public comments to the Draft TAR, Volkswagen voiced a concern that over the longer 
term, BEV200 may not provide a long enough driving range to compete with conventional 
vehicles, and suggested that EPA consider adding an even longer range vehicle, which would 
have an accordingly higher cost than BEV200 due to having a larger battery.   

EPA acknowledges that BEV200 represents a shorter range than seen in many current 
premium segment vehicles with well over 200 miles range, and that over time the consumer 
market may increasingly exceed BEV200 in order to compete with conventional vehicles. But 
despite the announcement of the Chevy Bolt at 238 miles range, announcements of other near-
term future BEVs continue to target a range closer to BEV200. For example, Ford has 
announced intent to introduce a BEV, described as having an approximately 200-mile range, 
before 2020.294 It has also been reported146,147 that Toyota is planning to produce BEVs with a 
range of "more than 300 km" (or 186 mi) by 2020. Similarly, it continues to appear that Nissan is 
likely to be targeting a 200-mile real-world range with a future version of the Leaf.295 Tesla has 
suggested that the Model 3 will be available with at least 215 miles of range, which also is not 
far from BEV200. Of course, although Tesla may choose to increase the Model 3's range to 
compete with the Bolt, this is still uncertain. It remains unclear whether the market will coalesce 
around longer range vehicles at a somewhat higher cost, or settle at a lower range with a lower 
cost. Further, to the extent that manufacturers pursue future range increases by taking advantage 
of ongoing reductions in battery cost per kWh, the total cost of the battery could remain 
relatively constant even as range gradually exceeds BEV200.  

Compared to BEV75 or BEV100, there may be limited potential for BEV200 to be selected 
by OMEGA as part of a cost-effective compliance path, because the relatively high cost of the 
larger battery is likely to overshadow any gain in effectiveness.  That is, since BEV75, BEV100, 
and BEV200 are all assigned a GHG effectiveness of 100 percent (when upstream emissions are 
assessed at 0 grams per mile), the incremental cost of BEV200 vs. BEV75 or BEV100 strongly 
discourages its selection on a pure cost-effectiveness basis. Although this effect is reduced in this 
Proposed Determination analysis because the compliance model now phases-in an accounting for 
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upstream emissions for PEVs between 2021 and 2025, it still has some influence. Due to the 
structure of the OMEGA model and the low potential for even BEV200 to be selected on a pure 
cost-effectiveness basis, EPA is currently choosing to remain with BEV200 as a modeling 
construct.  (See also the discussion of public comments relating to BEVs in Chapter 2.3.4.3.5). 

As discussed in Draft TAR Chapter 5.3, EPA updated assumptions for many of the xEV 
parameters that affect battery sizing for the Draft TAR analysis.  In Chapter 2.3 of this TSD, 
EPA further updates certain assumptions for the Proposed Determination analysis, as suggested 
by updated information and public comment on the Draft TAR. These include assumptions for 
usable capacity, electric powertrain efficiencies, and power ratings of electric machines and 
power electronics.  EPA is also updating the assumptions for road loads as they affect battery 
sizing for BEVs. For further details on these changes, see Chapter 2.3.4.3.7 (Cost of Batteries for 
xEVs). 

Trends in BEV Motor Sizing 

In addition to driving range, the motor power of BEVs is another important input to EPA's 
projection of battery and system costs for BEVs.  As discussed previously with respect to 
PHEVs, the 2012 FRM analysis had assigned BEVs of a given vehicle class a motor power 
rating that would preserve the same engine-power-to-weight ratio observed in conventional 
vehicles of that class.  The Draft TAR found that this method overestimated the rated peak motor 
power necessary to achieve a given acceleration performance. The Draft TAR developed an 
improved methodology that more accurately assigned motor power specifications.  

As previously discussed in relation to PHEVs, accurately assigning the motor power of a BEV 
is important for several reasons. First, the motor power rating has a direct effect on the battery 
power rating, which determines its power-to-energy (P/E) ratio and its cost.  Second, EPA 
accounts for the weight of the electric motor and power electronics as a function of power.  
Finally, an accounting of motor cost requires an accounting of motor power.  As in both the 2012 
FRM and Draft TAR analyses, for this Proposed Determination analysis EPA estimates electric 
motor and power electronics costs as a function of peak output power, in accordance with several 
examples of similar industry practice.EE  

As with PHEVs (discussed in the previous section), the Draft TAR found that the FRM 
analysis tended to assign significantly higher BEV motor power ratings than the majority of BEV 
manufacturers subsequently found necessary to provide in their MY2012-2016 vehicles.  
Accordingly, in the Draft TAR, EPA revised the BEV motor power ratings to be closer to those 
suggested by the power-to-weight ratios that BEV manufacturers appear to be following, while 
maintaining an estimated acceleration performance equivalent to conventional vehicles. 

Assigning a more accurate power rating provided greater fidelity in the projected cost of both 
the battery and non-battery components of BEVs.  More detail on the way BEV battery and non-
battery components were sized in the Draft TAR and revised for this Proposed Determination 
analysis are discussed in Chapters 2.2.4.4.6 (Relating Power to Acceleration Performance) and 
2.3.4.3.7 (Cost of Batteries for xEVs).  

                                                 
EE For more discussion of the decision to scale motor cost to power output, see Draft TAR Section 5.3.4.3.6, Cost of 

Non-Battery Components for xEVs. 
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Trends in BEV Battery Sizing 

To assess the fidelity of the EPA battery sizing methodology, the Draft TAR compared the 
2012 FRM projections of BEV battery capacity and range to the BEVs that entered the market 
during MYs 2012-2016, and generally found that the 2012 FRM analysis had predicted 
significantly larger battery capacities for a given range.  The Draft TAR analysis revised these 
figures accordingly by making changes to many of the parameters that determine BEV battery 
sizing, as described in the Draft TAR. 

Figure 2.34 compares the battery capacities of MY2012-2016 BEVs to the battery capacities 
that were estimated for the Draft TAR analysis.  

 

 

Figure 2.34  Comparison of 2012-2016MY BEV Battery Gross Capacities to Draft TAR Estimates  

For each BEV range modeled (75, 100, and 200 miles), the Figure shows the battery capacity 
estimates used in the Draft TAR. For each BEV range, several values are seen, corresponding to 
each of the vehicle classes (Small Car, Standard Car, Large Car, etc.) and glider weight 
reductions of 0 percent to 20 percent.   

It can be seen from the plot that the Draft TAR estimates centered quite well upon the 
trendline established by the population of production vehicles of a similar range.  This 
represented a significant improvement over the 2012 FRM projections, which had significantly 
overestimated capacities. As discussed in the Draft TAR, the improvement was the result of 
updating many of the parameters that are influential to the estimation of battery capacity, as 
described in Chapter 5.3 of the Draft TAR.  This Proposed Determination analysis makes 
additional adjustments to the PHEV battery sizing methodology, based on updated information 
and public comments on the Draft TAR, which are discussed in Chapter 2.3.4.3.7 (Cost of 
Batteries for xEVs). 
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2.2.4.4.6 Relating Power to Acceleration Performance 

As discussed previously in the sections on PHEVs and BEVs, the high low-end torque 
associated with electrified powertrains means that the relationship between rated powertrain 
power and acceleration performance may differ substantially for electrified vehicles compared to 
conventional vehicles. Understanding the relationship between the rated power of an electrified 
powertrain and the performance it provides is important to properly sizing the powertrain for a 
target performance level. This section examines this issue further by comparing the power 
ratings and performance of electrified vehicles currently on the market to that of conventional 
vehicles, and deriving an empirical relationship between power and 0-60 time that better applies 
to electric drive. Although a more detailed discussion was presented in the Draft TAR, this 
Proposed Determination analysis adds additional acceleration data for MY2017 PEVs, which 
also serves to update the empirical relationship from that presented in the Draft TAR. 

One of the most common metrics of acceleration performance is the time it takes a vehicle to 
accelerate from zero to sixty miles per hour, also known as the 0-to-60 time.  Although there are 
other metrics that describe acceleration performance, including metrics such as 0-to-30 time, 30-
to-60 time, and quarter-mile time (and gradeability metrics as well), 0-to-60 time is likely the 
most familiar metric for understanding the acceleration performance of a vehicle.  

While in widespread popular use, the 0-60 metric is not reported by manufacturers to EPA nor 
is its measurement subject to uniform standards. As an alternative, acceleration times of vehicles 
with conventional powertrains are sometimes estimated by means of an equation developed by 
Malliaris et al.296  The Malliaris equation relates 0-to-60 time to the power-to-ETW ratio of a 
vehicle. This power-law equation has two numerical coefficients empirically obtained from a 
least-squares fit of vehicle performance data.  Until a different method was adopted in 2014, 
EPA historically used this equation and coefficients to estimate acceleration performance of 
vehicles for pre-2014 editions of the annual Trends Report.297,FF   

The Malliaris equation is depicted in Equation 1 below, with the coefficients 0.892 and 0.805 
representing conventional vehicles with automatic transmissions. 

𝑡 = 0.892 (
ℎ𝑝

𝑙𝑏 𝐸𝑇𝑊
)

−0.805

 

Equation 1.  Malliaris equation for 0-60 acceleration time in seconds 

 

The Malliaris equation suggests that the acceleration performance of a vehicle may be 
modeled as a function of power-to-ETW ratio, and therefore it suggests that acceleration levels 
may be maintained by maintaining a similar power-to-ETW ratio among modeled vehicles. It 
also suggests that a specific 0-60 time can be targeted by specifying the corresponding power-to-

                                                 
FF Subsequent editions of the Trends Report have used a newer method developed by MacKenzie et al.FF that EPA 

believes to be more accurate, particularly for newer vehicles.  However, the MacKenzie method is not directly 
applicable to electric powertrains due to the requirement for ICE-specific inputs. 
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ETW ratio. For example, Figure 2.35 plots the Malliaris equation (converted to SI units) for a 
range of power-to-ETW ratios, showing the approximate 0-60 times that it would predict. 

The fact that the Malliaris equation is derived from an analysis of conventional powertrains 
suggests that it might not be equally valid for electrified powertrains. The Draft TAR recognized 
that a significant number of PEV models had entered the market since the 2012 FRM, and took 
this opportunity to characterize the acceleration performance of a selection of MY2012-2016 
PEVs for which curb weights and estimated all-electric 0-60 times were available.  

To illustrate, Figure 2.35 plots the approximate 0-60 mph acceleration times of MY2012-2017 
BEVs and PHEVs as a function of their power-to-ETW ratio, as expressed by rated peak motor 
power (kW) divided by test weight (the published curb weight in kg, plus 136 kg payload).GG  
Acceleration times were collected from publicly available sources including manufacturers and 
press organizations, and in some cases were averaged when estimates from different sources had 
slight variation.  PHEVs for which an all-electric (battery only) acceleration time could not be 
established were not included. 

An empirical trendline was derived from this data and is shown in the Figure as a thin orange 
line.  For comparison, the acceleration times that would be predicted by the Malliaris equation 
for the same range of power-to-ETW ratios is shown in the Figure as a heavy black line.  As 
shown by Equation 2, the empirical trendline has the same equation form as the Malliaris 
equation, but with different coefficients of 1.1321 and -0.733 that result from a least-squares fit 
to the PEV data as expressed in SI units for power and weight.HH 

 

Figure 2.35  Acceleration Performance of MY2012-2017 PEVs Compared To Targets Generated By Malliaris 
Equation 

                                                 
GG Tesla high-performance vehicles represented by 85 kWh Model S. 
HH The coefficients are different from those reported in the Draft TAR due to the addition of several MY2017 BEVs 

to the data set. 
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𝑡 = 1.1321 (
𝑘𝑊

𝑘𝑔 𝐸𝑇𝑊
)

−0.733

 

Equation 2.  Empirical equation for 0-60 all-electric acceleration time of MY2012-2017 PEVs 

As described in the Draft TAR, it can be seen that the 0-60 times for MY2012-2017 
electrified vehicles fall on a significantly different line than that described by the Malliaris 
equation. As the Draft TAR found, using the Malliaris equation to size electrified powertrains 
results in significantly faster projected 0-60 acceleration times than would likely be intended. For 
example, to target a 0 to 60 mph acceleration time of 10 seconds, the Malliaris equation (shown 
by the heavy line) would indicate that the motor should be sized to achieve a power-to-ETW 
ratio of 0.08 kW/kg.  However, the empirical PEV trendline indicates that this power-to-ETW 
ratio would actually provide an electric powertrain with an acceleration time of about 7 seconds. 

As described in the Draft TAR and depicted in Table 2.4, the 2012 FRM therefore had 
effectively assigned significantly greater acceleration times than intended, which also inflated the 
necessary motor and battery power ratings. 

Table 2.4  PEV Acceleration Performance Intended in the FRM and Projected Probable Performance 

 0-60 mph time (sec) 

Class FRM intent FRM actual 

Small Car 11.1 7.7 

Standard Car 9.5 6.6 

Large Car 6.8 4.7 

Small MPV 11.3 7.9 

Large MPV 9.5 6.6 

Truck 8.8 6.1 

 

The empirically derived relationship  shown in Equation 2 is used for PEV motor power 
assignment in this Proposed Determination analysis. The equation differs slightly from that used 
in the Draft TAR analysis due to the addition of several MY2017 vehicles to the data set.II This 
change has negligible effect on the resulting motor power assignments. 

2.2.4.5 Developments in Electrified Vehicle Battery Technology 

For many types of electrified vehicles, particularly PHEVs and BEVs, battery cost is the 
largest single component of vehicle cost.  Battery pack cost is determined in part by the 
configuration of the pack, which should be tailored to the specific performance goals of the 
vehicle.  

Pack configuration may be decomposed into a large number of primary design parameters 
which the vehicle designer can specify to determine the performance of the pack and ultimately 
its cost.  In configuring a pack, the primary performance targets are energy capacity in kilowatt-
hours (kWh) and power capability in kilowatts (kW).  These performance targets are determined 
by design choices such as: battery chemistry (although all PEVs currently use lithium-ion 
chemistry, this is a family of chemistries composed of a number of specific cathode and anode 

                                                 
II For the equation used in the Draft TAR, see Draft TAR p. 5-329. 
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formulations); pack voltage, usable portion of total capacity, cell capacity (Ampere-hours per 
individual cell), cell topology (the electrical and physical arrangement of cells and modules in 
the pack), and cooling method (passive or active, and air or liquid), among others.  Further, for a 
pack defined by a given set of these design parameters, the assumed annual manufacturing 
volume will also influence the projected cost. 

It is customary to refer to battery cost in terms of cost per kWh.  However, in order to make 
valid comparisons on this basis it is important to understand that cost per kWh is strongly 
influenced by the power-to-energy (P/E) ratio of the battery.  Intuitively, a BEV battery 
optimized for energy storage capacity (low P/E) will have a low cost per kWh because the 
materials and construction are oriented toward providing maximum energy capacity.  
Conversely, an HEV battery optimized for power (high P/E) will have a higher cost per kWh, 
because the materials and construction are oriented toward providing power, while the metric of 
cost per kWh continues to focus on energy.  For these reasons, cost per kWh figures derived 
from energy-optimized BEV or PHEV battery packs should not be used to estimate the cost of a 
power-optimized HEV pack, or vice versa.  Comparisons of cost per kWh are only valid when 
the applications have a similar P/E ratio. 

It is also important to be aware of whether a cited cost per kWh is on a cell basis or a pack 
basis.  Figures found in press or manufacturer literature may be of either type.  Costs cited on a 
cell basis will be much lower than for a full pack that includes battery management, disconnects, 
and thermal management.  As in the 2012 FRM and Draft TAR analyses, for this Proposed 
Determination analysis all cost per kWh figures are presented on a pack basis.  

Finally, the energy capacity of a battery pack (kWh) may be characterized either by gross 
capacity or usable (net) capacity.  Gross capacity, also known as nominal or nameplate capacity, 
is the total amount of energy that can be reversibly stored in a complete charge and discharge 
cycle of the battery, without regard to long term durability.  It is a relatively fixed quantity that is 
a function of the amount of electrode active materials contained in the battery.  Usable capacity 
is the portion of gross capacity that the manufacturer believes can be regularly used in an 
application while maintaining a desired level of durability.  Although usable capacity is the 
metric that relates best to performance attributes such as driving range, usable capacity varies 
widely among different vehicle types and individual models of each type.  For consistency it has 
become customary to refer to the size of xEV battery packs by their gross capacity, and to refer 
to battery cost per gross kWh.  As in the 2012 FRM and Draft TAR analyses, the Proposed 
Determination analysis follows this standard. 

2.2.4.5.1 Battery Chemistry 

EPA bases its battery cost analyses on outputs of the ANL modeling tool BatPaC135, which 
models several well established lithium-ion chemistries.  As shown in Table 2.5, the choice of 
chemistries available in BatPaC includes: 

Table 2.5  Lithium-ion Battery Chemistries Available in ANL BatPaC 

Chemistry Cathode  Anode 

LMO-G Lithium-Manganese Oxide Graphite 

LMO-LTO Lithium-Manganese Oxide Lithium Titanate Oxide 

NMC333-G Nickel-Manganese-Cobalt (3-3-3) Graphite 

NMC622-G Nickel-Manganese Cobalt (6-2-2) Graphite 
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NCA-G Nickel Cobalt Aluminate Graphite 

LFP-G Lithium-Iron Phosphate (Olivine) Graphite 

 

Certain chemistries are better suited for certain applications than for others.  For example, the 
specific versions of NMC chemistry that are modeled by BatPaC are well suited for packs having 
a large energy capacity such as BEV packs, but due to limits on area specific impedance (ASI), 
they are not as well suited for small, power-dense packs for HEVs.  Considerations such as these 
ultimately led to the chemistry choices EPA employed for the FRM and Draft TAR analyses. In 
the Draft TAR, BEV and PHEV40 batteries were configured with NMC441-G, while PHEV20 
and HEV packs were configured with LMO-G. For the Draft TAR analysis this was updated to 
NMC622-G and a blended formulation of 75 percent LMO and 25 percent NMC, respectively. 
These chemistries continue to be representative of industry practice and so were retained for the 
Proposed Determination analysis. 

Since the 2012 FRM, the lithium-ion family of chemistries has continued to dominate xEV 
battery technologies seen in current and announced production vehicles.  As expected, 
NMC/NCM cathode formulations are increasingly being seen in BEVs announced since the 
FRM, including in mixed formulations with LMO. For example, the Kia Soul BEV uses an NCM 
cathode.298  In the 2015 NAS report (p. 4-26), the committee mentions the use of NMC cathodes 
for the 2020 to 2025 time frame, lending further support to EPA's choice. PHEVs and HEVs are 
being seen not only with LMO-dominant cathode formulations, such as in the original Chevy 
Volt, but also with NMC and blended NMC cathode formulations, as in the 2016 Chevy Volt,299 
the Ford C-Max Hybrid HEV and C-Max Energi PHEV.300  These are presumably optimized for 
the relatively high P/E ratio of these applications. Lithium-iron phosphate cathodes are also 
being promoted for HEV use.301  While it is not possible for BatPaC to model every (often 
proprietary) variation in cathode formulation, the available choices are likely sufficient to 
represent the cost spectrum applicable to this family of chemistries.  

As discussed in the Draft TAR, use of pure LMO cathodes in xEV batteries has gradually 
trended toward blends of NMC and LMO. 302 In particular, most HEV batteries currently in 
production appear to utilize either NMC or LMO blended with NMC.  For example, the 2016 
Chevy Malibu Hybrid battery is said to use an NMC cathode303 while the Volt uses NMC 
blended with LMO.299   

Version 3 of BatPaC, released for beta in November 2015, added the more common NMC622 
cathode formulation in place of NMC441, and a user-selectable blend of NMC and LMO.  The 
Draft TAR analysis was thus able to adopt a blended NMC-LMO cathode for HEV and PHEV20 
batteries, to better represent their usage in existing platforms. The November 2015 Version 3 
continues to be the most current version and was retained for use in the Proposed Determination 
analysis. 

At the time of the 2012 FRM, practically every production xEV was using a Li-ion chemistry, 
with the nickel-metal-hydride (NiMH) battery of Toyota HEV products being the primary 
exception.  After using NiMH in the Prius since its introduction in 1997, there are signs that even 
the Prius may be moving toward Li-ion. By 2012, Toyota had already adopted a lithium-ion 
chemistry for the Prius PHEV, a platform which requires a larger battery capacity than the 
standard hybrid.  In October 2015, Toyota announced that the 2016 Prius hybrid would also 
begin offering a Li-ion battery as an option.166,304 In November 2016, it was reported that Toyota 
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has taken further steps to incorporate lithium-ion technology in its portfolio by announcing plans 
to use Li-ion for the Prius Prime and potentially for future BEVs.305 

Since the 2012 FRM, industry research has continued into more energy- and power-dense 
variations of the lithium-ion platform, including improved cathode material blends, lithium-rich, 
manganese-rich, nickel-rich, and higher voltage (e.g. 5V) spinel cathodes, and the use of silicon 
in the anode.  Other research is concerned with even more advanced platforms, including 
lithium-sulfur, and several metal-air chemistries (lithium-air, aluminum-air and zinc-air) among 
others.  These advanced chemistries are not yet available in cells suitable for xEV use, but 
potential examples are beginning to emerge.  

Lithium-sulfur (Li-S) cells are beginning to be seen in some highly specialized applications. 
A Li-S cell manufactured by Sion Power is used in the Airbus-sponsored Zephyr high-altitude 
unmanned aerial vehicle (UAV) to store solar energy for nighttime flight.  The low-temperature 
performance of Li-S cells may have in part led to the choice of this chemistry for this 
application.306  Oxis Energy is expected to release a commercial Li-S battery cell in 2016, with 
an eye toward xEV applications.307,308  

Silicon is also beginning to appear in the anode of commercial Li-ion cells.  While it takes 6 
carbon atoms in a carbon anode to accept 1 lithium ion, a silicon atom can accept several.  
However, uptake of lithium ions by silicon is accompanied by extreme volumetric expansion, 
leading to complications such as disintegration of the anode matrix and loss of electrical 
conductivity. For this reason, many are currently focusing on very small additions of silicon to 
an otherwise carbon-based anode to achieve incremental improvements in specific energy.  In 
2015 Tesla Motors Inc. announced a 90-kWh Model S pack that was said to achieve a greater 
specific energy by including a small amount of silicon in the anode.309 

Solid-state lithium-ion cell technology is another active area of research.  Most solid-state 
construction concepts retain the traditional anode and cathode couples but replace the liquid 
electrolyte with a solid (usually polymer) electrolyte.  Others seek to enable use of lithium metal 
as the anode by leveraging the solid nature of the electrolyte to prevent dendrite formation.  Solid 
state construction leads to the possibility of more efficient production techniques, such as 
building complete battery cells by printing or deposition, potentially in complex shapes that 
conform to available packaging space, or in flat shapes that could be integrated structurally with 
the vehicle.  Minimizing the resistance of the solid electrolyte is a primary research target for 
enabling this technology.  As an indicator of interest in this technology, the British appliance 
manufacturer Dyson purchased the solid-state lithium-ion battery firm Sakti3 for $90 million in 
October 2015.310  In March 2016, it was widely reported that Dyson may be planning to produce 
an electric vehicle, as suggested by evidence that the company is receiving U.K. government 
funding for this purpose.311  Similarly, Bosch, a major automotive supplier, acquired solid-state 
lithium-ion developer Seeo in 2015, citing potential applicability of the technology for increasing 
the range of electric vehicles.312 

While promising, these and similar early examples of Li-S electrode couples, silicon anodes, 
and solid-state construction will need time to show that engineering targets for cycle life, 
dimensional stability, and durability in demanding xEV applications have been reliably met.  
Until then, reliable estimates of their cost or commercial availability will not be available.  
Metal-air chemistries will require even more development before they will be mature enough to 
characterize their potential use in automotive applications or their production costs.  The 2015 
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NAS report (Finding 4.5, p. 4-44) further supports the conclusion that "beyond Li-ion" 
chemistries such as these are unlikely to be commercially available during the time frame of the 
rule.  At this time EPA considers it unlikely that fully proven forms of such chemistries will 
become commercially employed in xEV applications on a broad scale during the time frame of 
the MY2022-2025 standards.  The developmental state of these chemistries and the 
unavailability of well-developed cost models prevent their inclusion in our analysis. 

2.2.4.5.2 Pack Topology, Cell Capacity and Cells per Module 

Pack topology refers in general to the way cells and modules are electrically connected to 
form a pack.  Modules are collections of cells that act as building blocks for a pack.  Cell 
capacity is the charge capacity of an individual cell, and is closely related to pack topology.  

To fully understand developments in these areas and EPA's choices for these parameters in 
the modeling of battery packs for costing purposes, an example of how these parameters interact 
will now be presented as background. 

One approach to configuring a battery pack would start with a target pack voltage for the 
application.  Target voltage typically refers to the nominal voltage expected at about 50 percent 
SOC. For PEVs, the targeted voltage is typically between 300 V and 400 V.  The most 
commonly used Li-ion chemistries provide a nominal voltage between 3 V and 4 V per cell.  
Assuming a 3.8 V cell and a target of 365 V, a BEV pack might be constructed of 96 cells 
connected as series elements (3.8 V * 96 = 365 V).  The target energy capacity of the pack 
(kWh) would then be achieved by specifying the capacity of each cell.  The larger the target pack 
capacity, the larger the required capacity of the cell.  In this example, to target a 24 kWh pack 
capacity, each series element would need to have a capacity of about 66 A-hr: 

24,000 W-hr / 3.8 V / 96 cells = 66 A-hr 

Manufacturers have several options for providing this cell capacity.  The simplest would be to 
manufacture cells of 66 A-hr capacity.  This results in one cell at each series position, 
minimizing the number of cells and interconnections, potentially minimizing the cost of the 
pack.  In practice, manufacturers may instead be compelled to use smaller cells, perhaps to better 
address thermal management considerations, or to match an existing cell size offered by a cell 
supplier.  The 66 A-hr required at each series position might then be provided by two 33 A-hr 
cells, or three 22 A-hr cells, connected in parallel.  The exact cell capacity could vary slightly to 
match available products if some variation in pack capacity or voltage are permissible. 
Increasing the pack capacity, for instance doubling it to 48 kWh, could in theory be achieved 
either by doubling the number of series elements (from 96 to 192) or by doubling the A-hr 
capacity of each series element (to 132 A-hr).  The first option is problematic because it would 
double the voltage to 730 V, which presents a potential safety issue and may be outside the 
typical operating voltage range of available power electronics.  The larger cell capacity of the 
second option may be difficult to achieve in a single cell while maintaining effective thermal and 
current distribution characteristics within the cell.  For these reasons, larger packs are often 
found to include parallel strings of two or more smaller cells at each series position.  Tesla 
products are an extreme example, composed of thousands of very small cells, which results in as 
many as 36 cells in each series position. 
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Another important aspect of pack topology is the format of the individual cell.  Most industry 
cell development and current automotive cell applications continue to be centered on prismatic 
(rectangular) cell formats composed of stacked or flat-wound electrode strips housed in metal 
cans or polymer pouches.  ANL BatPaC models a prismatic format housed in a stiff polymer 
pouch.  Tesla is almost unique among PEV manufacturers in its use of small, cylindrical 18650-
format cells.313 But because Tesla continues to build significant market share, this difference has 
potential significance to the projection of future pack costs.  Also, there is some evidence that 
other manufacturers are beginning to consider cylindrical cells.  In 2015 Volkswagen announced 
the R8 e-tron which has a pack composed of cylindrical cells; potentially, other products such as 
the Q6 e-tron and the Porsche Mission E might also share this format if this is an indication of 
VW's future battery construction approach.  Additionally, in November 2015 Samsung SDI 
announced that it would supply cylindrical cells to a China customer for use in electric SUV 
battery packs.314  According to one analysis, about 38 percent of currently available BEV models 
have packs composed of cylindrical cells, with the rest roughly evenly divided between prismatic 
pouch and prismatic metal can315 (although it is unclear whether the relatively large number of 
Tesla sub-models are counted as separate models).  About 40 percent of HEV models use packs 
composed of cylindrical cells, according to the same source. 

Despite the differences between prismatic and cylindrical cell formats, there may be limited 
potential for large differences in pack costs to result.  First, material costs per unit energy storage 
are likely to be similar on a cell basis.  Cylindrical cells and prismatic cells differ primarily in the 
manner in which layers of active materials are packaged together, one being a spiral winding of a 
single electrode strip and the other a stack of multiple smaller strips.  Although the assembly 
process is different, both methods utilize active material with similar efficiency.  This is 
significant because material costs are the most dominant component of total cell cost.135,316,317,153 
Second, while cylindrical cells may benefit from a somewhat simpler cell manufacturing process 
and the highly commoditized status of the 18650 format, the large number of 18650-format cells 
that must be connected to build a pack may work against these advantages.  While larger 
cylindrical cells might be used, their heat dissipation properties may limit their practical size.  
While 18650-format cells have good thermal qualities, larger cells begin to face challenges in 
rejecting heat from the core of the cylinder where the maximum temperature tends to develop.318  
Despite Tesla's success with the cylindrical format, it remains unclear whether either format 
possesses a greater potential to eventually minimize pack cost.  EPA therefore expects that the 
cost estimates of the BatPaC model should be reasonably accurate for both cell formats.  

xEV packs are often configured with a single series string of cells.  Larger BEV packs may be 
configured with a parallel string of two cells in each series position, in order to limit voltage to 
the desired range and limit the required A-hr capacity of the cells. xEV battery packs found in 
production vehicles (with the exception of Tesla, as previously mentioned) are largely continuing 
to follow the practice of having one, two or three cells in parallel at each series position.  

EPA expects that as the industry continues to mature, manufacturers will continue to pursue 
economies by gradually optimizing cell capacities to the requirements of the application, 
including an increase in cell capacity for large packs in order to minimize the number of cells 
while limiting the total voltage.  As described in the Draft TAR, there is evidence that 
manufacturers are continuing to increase BEV cell capacities.  
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As announced by GM in October 2014, the Chevy Volt generation 2 battery pack has fewer 
cells than the original generation (192 vs 288) that are each about 50 percent greater in capacity.  
In the original pack, each series element was composed of three cells in parallel, while the new 
configuration has only two.319  The 30 kWh trim of the 2016 Nissan Leaf, announced in 
September 2015, achieves its increased capacity within about the same size and footprint of the 
lower-trim 24 kWh pack by utilizing a more energy dense chemistry variation.  The number of 
cells remained unchanged at 192, implying an increase in the A-hr capacity of each cell.320  
Similarly, the 2017 BMW i3 achieves a 50 percent increase in capacity over the earlier model, 
within the same pack volume, by using a 94 A-hr cell in place of a 60 A-hr cell.277 

The latter example further suggests that cell suppliers are pushing the envelope of cell 
capacity for vehicular applications beyond the limit used in the 2012 FRM analysis, which was 
set at 80 A-hr for BEV cells.  The 60 A-hr cell format that Samsung SDI had been supplying to 
BMW for the pre-MY2017 BMW i3 pack was already one of the larger light-duty BEV cell 
formats in use when it was replaced by the 94 A-hr format.  At AABC 2015, Samsung SDI 
presented further plans for manufacturing prismatic cells of 90 to 120 A-hr by 2020.321  The 
presenter also mentioned a goal of eventually producing 180 A-hr cells for BEV use, using a new 
chemistry with high NCM content plus silicon.  This suggests that at least some suppliers are 
already anticipating a market in vehicular applications for these very large format cells. 

Module configuration is another topology issue.  In general, the more cells that are included in 
each module, the fewer modules and the lower the cost of their connections.  Since the number 
of modules must be a whole number, the number of cells per module can depend on the total 
number of cells necessary to reach a voltage or capacity target for the pack, and so need not be 
the same for every size of pack.  

In the 2012 FRM analysis, battery modules for all xEVs were configured with 32 cells per 
module. At the time of the FRM, the Chevy Volt provided one example of a manufacturer that 
was already using at least 32 cells per module, in a liquid-cooled application similar to that 
assumed in the analysis of BEVs and PHEVs.  Although most BEVs at the time had fewer than 
32 cells per module, this figure was selected to represent expected improvements in cell 
reliability and packaging methods as manufacturers gained experience over time.  It is now 
understood that the original Chevy Volt battery was configured with 7 modules of 36 cells each 
and 2 modules of 18 cells each.  A similar configuration is retained in the 2016 Volt. Similarly 
the Kia Soul EV battery consists of 192 cells in 8 modules,322,323 varying from 20 to 28 cells per 
module.  As another example, in September 2015, Nissan announced the 30 kWh battery pack 
option available with the 2016 Leaf, in which the number of cells per module is increased from 4 
to 8. The two higher-trim versions of the Leaf, the SV and SL, were the first to include the 30 
kWh pack option, followed by the elimination of the 24 kWh pack option in all trims as of 
October 2016.324  While the number of cells per module is still relatively small, Nissan's 
continued use of passive air cooling as a thermal management strategy may place a smaller limit 
on the number of cells per module than for the more common liquid-cooled packs that are 
modeled in the EPA analysis. 

In November 2015 at the Tokyo Auto Show, Nissan revealed its IDS concept vehicle, 
powered by a newly developed 60 kWh pack.325,326  In interviews with the press, a number of 
details were shared regarding the design of this pack.  The pack was described as having 288 
cells utilizing an NMC cathode chemistry.  Assuming a nominal cell voltage of 3.75V typical of 
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these chemistries, each cell would be sized at about 55.5 Ampere-hours, significantly larger than 
in the Leaf pack.  The IDS pack also appears to install in a footprint similar to that of the 30 kWh 
version of the Leaf battery.  It does not appear that Nissan has yet announced the number of cells 
per module in the 60 kWh pack, but appearance suggests that it is significantly larger than in the 
Leaf packs.  One interesting aspect of the design approach for this pack is its support for a 
variable module stack height, suggesting a variable number of cells per module may be specified 
depending on the target capacity of the pack.  In one press report,327 an official was described as 
saying that Nissan had taken a conservative approach to the number of cells per module in earlier 
packs, and due to the lack of failures or other issues with those packs, were now able to consider 
an approach that supports a much larger number of cells per module in the new pack. 

In January 2016, GM announced details of the Chevy Bolt battery pack.328 As with the 60 
kWh Nissan IDS pack, this 60 kWh pack is composed of 288 cells in 96 cell groups of 3 cells 
each. The cells are distributed among 10 modules, or about 28 to 30 cells per module.  Three 
individual cells are connected in parallel at each series position.  Assuming a nominal cell 
voltage of 3.75V, this suggests an individual cell capacity of 55.5 Ampere-hours (identical to 
that of the Nissan IDS pack). 

As noted above, the ideal number of cells per module may vary depending on the capacity of 
the pack and the size of the cells.  In the 2012 FRM, modules were assigned 32 cells each. This 
was updated to a variable number for the Draft TAR and Proposed Determination analyses, 
which achieves an improved optimization of the pack topology and a better targeting of pack 
voltage and cell capacity.  More details may be found in Chapter 2.3.4.3.7 (Cost of Batteries for 
xEVs). 

2.2.4.5.3 Usable Energy Capacity 

As previously noted in the introduction to this section, batteries may be described with respect 
to their gross energy capacity or their usable energy capacity. Usable capacity refers to the 
portion of gross capacity that the manufacturer believes can be regularly used in an application 
while maintaining a desired level of durability.  It is thus an important parameter for battery 
sizing because it determines the gross capacity necessary to provide a target usable capacity for 
an application.  

The concept of usable capacity is often accompanied by several closely related terms. In this 
discussion, the following terms are used and defined as follows. State-of-charge, or SOC, refers 
to the percentage of total energy (kWh) or charge (Ampere-hour) capacity that remains in a 
battery at a given time, ranging from 0 to 100 percent on a gross capacity basis.  SOC design 
window,329 or simply SOC window, refers to the usable portion of total capacity intended by 
design, expressed in terms of SOC; for example, an SOC design window might be described as 
the range between 25 percent and 75 percent SOC, or alternatively as an SOC window of 50 
percent. SOC swing may be used interchangeably with SOC window but is used here to refer 
more specifically to observed in-use behavior rather than a design context. Usable capacity is 
thus determined by SOC design window (in a design context) or implied by an observed SOC 
swing (in-use). Usable capacity may refer either to a usable energy (in kWh) or the usable 
portion of gross capacity (in percent). 

For lithium-ion chemistries, SOC is not always measurable with precision and is commonly 
estimated by means of algorithms that include measurements of current, voltage and battery pack 
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temperature, both instantaneous and over time.  The construct of SOC window therefore inherits 
some of these traits.  While it is most convenient to think of the boundaries of an SOC window in 
terms of SOC percentages, it may also be defined by an allowable range of battery voltages, or a 
combination of the two. 

The SOC design window that a manufacturer assigns to a battery is typically selected to 
balance battery durability with energy availability.  Owing to the complexity of battery behavior 
and vehicle control algorithms, it is possible that some controllers may not refer to a single 
rigidly defined SOC window, but instead, may define multiple or variable SOC windows that 
apply to different usage conditions or are determined by the controller's observation of patterns 
of usage or battery health monitoring over a short or long term.  For example (and particularly 
for HEVs), because extreme but intermittent usage conditions may have a different degree of 
impact on battery life than normal usage, it is possible that some manufacturers may program 
their controllers to define multiple target windows, to allow a wider swing to accommodate 
temporary, extreme conditions while following a narrower swing for normal conditions.  As 
another example, some manufacturers may widen the allowable SOC swing as the battery ages 
(perhaps by allowing a wider range of allowable voltages, or modifying the allowable SOC 
window) in order to maintain driving range or usable capacity.  Although the concept of a single 
SOC design window may therefore be overly simplistic for some vehicles, it remains useful for 
battery sizing purposes. 

Setting an appropriate SOC window can be influenced by the effectiveness of the battery 
management system (BMS).  Improved BMS systems are one potential path toward enabling a 
wider SOC window or a reduced battery capacity for a given range.330  

The SOC design window is a primary factor in the sizing of a battery for a particular use.  
That is, the desired electric driving range for a PEV, or the amount of energy buffering capability 
desired for an HEV, combined with the SOC window, directly suggests the necessary gross 
capacity of the battery.  In the 2012 FRM, for battery sizing purposes, EPA assumed a 40 percent 
usable SOC window would apply to HEVs, 70 percent for PHEVs, and 80 percent for BEVs.  

The Draft TAR noted that increases in PHEV and BEV driving range that have been observed 
since 2012 may have been enabled in part by increases in SOC design window and hence usable 
capacity.  The 2015 NAS report also stated (p. 4-5), "as extended in-use experience is obtained, 
the battery SOC swing may be increased for all electrified powertrains."  For these reasons, in 
the Draft TAR EPA reviewed the usable capacity assumptions used in the 2012 FRM and made a 
number of revisions, as described more fully in Draft TAR Chapter 5.3.4.3.7.1. The Draft TAR 
analysis updated these figures to 75 percent for PHEV40, 85 percent for BEV75 and BEV100, 
and 90 percent for BEV200. These figures are further discussed in the paragraphs below. 
Applicable updates to these figures for the Proposed Determination analysis are described in 
Chapter 2.3.4.3.7 (Cost of Batteries for xEVs). 

Usable capacity for HEVs 

For the 2012 FRM and Draft TAR analyses, a 40 percent usable capacity was chosen for 
strong HEVs in the 2020 to 2025 time frame.  Although many production HEVs have been 
reported to use about 20 to 30 percent, the Draft TAR examined and reaffirmed the case for 40 
percent on the expectation that improvements in battery technology and manufacturer learning 
would enable a wider SOC design window by 2022 to 2025.  
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As described in the Draft TAR, the 2015 NAS report (p. 4-5) was skeptical of the choice of a 
40 percent usable capacity for HEVs and suggested using a value closer to the 20 to 30 percent 
observed in production HEVs.  The NAS report supported this position in part by contending 
that, by virtually doubling the SOC window, the HEV batteries projected in the analysis would 
be "half the cost and size" of what would be required.  However, as discussed in the Draft TAR, 
EPA believes that a wider SOC window would not have this effect. At the high power-to-energy 
(P/E) ratio of an HEV battery, cost is not as strong a function of capacity (kWh) as a function of 
power (kW).  Therefore, reducing battery capacity from e.g. 0.50 kWh to 0.25 kWh, while 
holding the required power constant, would not correspondingly reduce the cost by half, because 
the reduction in capacity would push the P/E ratio to a higher level, counteracting much of the 
cost reduction.  Cost projections generated by BatPaC confirm this trend and show that, for a 
given power capability, the cost of a 0.25 kWh pack would be very similar to that of a 0.50 kWh 
pack. For example, BatPaC Version 3 projects that an HEV pack sized for a power output of 15 
kW would cost $634 as a 0.25 kWh pack, and $660 as a 0.50 kWh pack, a difference of only 
about 4 percent.JJ  Therefore at these relative pack capacities, EPA's use of a 40 percent SOC 
design window for sizing purposes does not have a large impact on projected cost. 

EPA also believes that developments in battery technology and manufacturer learning 
observed since 2012 have been consistent with the expectation that a 40 percent usable capacity 
will be applicable to HEVs in the 2022 to 2025 time frame.  Since the 2012 FRM, numerous 
HEV models and battery systems intended for such vehicles have been announced. It is clear that 
although some HEV manufacturers have continued to use a rather conservative SOC window 
(for example, at AABC 2015, it was reported that the 2016 Malibu Hybrid uses a 1.5 kWh pack 
of which 30 percent is usable (450 Wh of 1500 Wh)303), there is also evidence that some 
manufacturers have begun increasing the SOC design window in subsequent generations of 
HEVs.  

Specifically, recent developments in batteries for 48V mild hybrids, which have smaller 
batteries than strong HEVs but similarly demanding requirements, have supported a relatively 
wide swing.  At AABC 2015, Bosch presented a 0.25 to 0.50 kWh battery system designed for 
use in a 48V hybrid. This battery was described as having been designed for an SOC window 
from 30 percent to 80 percent SOC (a 50 percent usable capacity) despite its small total 
capacity.331  Also at AABC 2015, A123 Systems presented a battery system for a 48V hybrid 
that uses a proprietary chemistry variation on Lithium-iron phosphate which the company calls 
Ultraphosphate.  Like the Bosch system, this 0.37 kWh pack supports a window from 30 percent 
to 80 percent SOC (50 percent usable capacity).  A123 indicated that production of this pack is 
planned to begin in 2017.301 

 In 2014, EPA tested a 2013 Volkswagen Jetta Hybrid supplied by Transport Canada as part 
of an exploratory benchmarking exercise.  Several braking and acceleration episodes were 
performed with the intention of eliciting maximum swing of the 1.1 kWh battery.  Multiple 
energy swings were observed in both charge and discharge ranging from 0.56 to 0.65 kWh, 
equivalent to a gross SOC swing of about 51 to 59 percent.332  Although this testing documented 
that the vehicle controller will permit this SOC swing to occur under these usage conditions, it 

                                                 
JJ BatPaC inputs: LMO-G chemistry, 1 module of 28 cells, EG-W (liquid) cooling, HEV-HP vehicle type, 450K 

annual production volume.  
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remains unclear whether this degree of swing would be observed regularly over normal usage.  A 
limited amount of testing over steady-state and standard test cycles elicited smaller swings of up 
to approximately 30 percent.  The short duration of standard test cycles and variation in the 
observed swing prevented firm conclusions from being drawn about the exact SOC design 
window the controller regularly permits.  

Going forward, it is possible that improvements in cell balancing may also act to support 
downsizing of HEV battery sizes or widening of SOC windows from their current levels.  For 
example, at AABC 2015, NREL presented work showing that use of active cell balancing instead 
of passive balancing can result in a 50 percent reduction in the necessary capacity of an HEV 
battery while also eliminating the need for liquid cooling.333 Further, EPA models HEV battery 
costs using the liquid cooling option provided in BatPaC, which means these batteries have more 
effective cooling than the air cooling that currently prevails in HEV batteries, potentially 
allowing greater use of available capacity. HEV battery cooling is discussed further in Chapter 
2.2.4.5.4 (Thermal Management). 

These findings suggest that EPA's choice of 40 percent usable capacity for HEVs remains a 
reasonable estimate for the 2022 to 2025 time frame.  

Usable capacity for PHEVs 

The usable portion of total capacity for a PHEV tends to be narrower than for a BEV.  One 
reason for this difference is that when a BEV reaches its minimum SOC, it is taken out of 
operation and recharged, while a PHEV instead begins to operate in charge-sustaining mode 
(charging and discharging within a narrow SOC band) for an indefinite time.  The need to 
provide a proper lower-end buffer for the SOC band, and to avoid extensive operation at a very 
low SOC, encourages setting a higher minimum SOC point for a PHEV than for a BEV. PHEV 
batteries also tend to have a larger P/E ratio due to their need to provide similar power levels as a 
BEV battery while having a smaller capacity.  A smaller SOC window would be appropriate 
under such conditions to promote battery life. The 2015 NAS report (p. 4-12) affirmed the FRM 
assumption that a 70 percent usable capacity is appropriate for a PHEV architecture. 

At the time of the 2012 FRM, relatively few PHEVs were in production to serve as examples 
of this platform. Although the Draft TAR provided a comprehensive analysis of the PHEV 
models that have entered the market since, the primary production example available to inform 
the 2012 FRM was the Chevy Volt, which was about to be released in its first generation 
(referred to here as Gen1).  Prior to its release, the usable capacity of the pre-production Gen1 
Volt battery was commonly reported as approximately 8 kWh of a total 16 kWh, or about 50 
percent.  The first production Gen1 Volt is now understood to have utilized about 10.2 of 16 
kWh, or about 64 percent.334  Testing of a 2012 Chevy Volt by Argonne National Laboratory 
showed the vehicle to be utilizing an SOC window between 87 percent SOC and 18 percent SOC 
(69 percent usable capacity).335 

The initial generations of the Chevy Volt are often described as having adopted a conservative 
battery management approach by utilizing a narrow SOC design window and liquid cooling.  
GM widened the SOC window for the Volt on at least two occasions while increasing the battery 
capacity on at least three.  The Gen1 model was upgraded in the 2013MY from 16 kWh gross 
capacity to 16.5 kWh, and further increased for the 2015MY to 17.1 kWh.  During this process 
the usable energy increased from 10.2 kWh in the 16 kWh version to 11.2 kWh in the 17.1 kWh 
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version.  This represented a small increase in usable energy capacity, from 63.75 percent of gross 
capacity to 65.5 percent. The Gen2 Volt, released for the 2016MY, now uses 14 kWh of 18.4 
kWh gross, or about 76.1 percent usable capacity.  This represents a 25 percent increase in 
usable capacity from the last Gen1 model.334 

The PHEV batteries modeled in the 2012 FRM are similar to the Volt battery in that they are 
liquid cooled, enabling the same level of temperature control that is often cited as being 
responsible for the dependability of the Volt battery.  The production 2016 Volt battery now 
exceeds the 70 percent usable capacity EPA assumed for PHEVs for the FRM analysis.  

It should be noted that the 2016 Volt battery is sized for a 53 mile AER, and accordingly may 
have a significantly lower P/E ratio than that for a PHEV20.  This may allow it to enjoy a wider 
SOC design window than the smaller battery of a PHEV20 or possibly even that of a PHEV40.  
Therefore, the Volt example may not by itself be conclusive that a wider SOC window would be 
appropriate for PHEV20 or PHEV40. However, according to results of testing at Argonne 
National Laboratory, the Ford Fusion Energi utilizes about 5.9 kWh of its 7.6 kWh gross 
capacity, or about 78 percent.  This provides an additional data point suggesting that a wider 
SOC window than 70 percent may be appropriate even for some shorter-range PHEVs.  The 
Fusion Energi is rated at 20 miles of AER, and utilizes a blended depletion style that may utilize 
the engine if driven more aggressively than in the standard EPA test cycles.  This engine 
supplementation at elevated power demands is likely to result in lower peak power demands on 
the battery, potentially making wider swings less demanding on the battery.  

For the 2012 FRM, a 70 percent usable capacity had been chosen to represent both PHEV20 
and PHEV40 vehicles. As discussed in the Draft TAR, the findings reviewed above suggested 
that a 70 percent usable capacity for PHEVs may have been a conservative estimate for the 2022 
to 2025 time frame. The Draft TAR therefore updated the PHEV40 usable capacity to 75 
percent. EPA has further reviewed PHEV usable capacities for the Proposed Determination 
analysis, and has updated these estimates as described in Chapter 2.3.4.3.7 (Cost of Batteries for 
xEVs). 

Usable capacity for BEVs 

The Draft TAR examined the large number of BEV models that had reached production since 
the 2012 FRM.  Further activity in the industry has provided abundant opportunity for 
manufacturers to begin drawing conclusions regarding the appropriateness of the SOC design 
windows they chose to implement in their first generation models, and even to begin applying 
the findings to subsequent model generations.  It has also provided many opportunities for 
research organizations to test these vehicles to ascertain aspects of their design and behavior, 
including SOC swings observed in use.  Table 2.6 summarizes some estimated SOC swings 
observed in 2012-2016MY BEVs, which are further described below. 

Table 2.6  Estimated SOC swings for selected MY2012-2016 BEVs 

Example Estimated 
SOC 

swing 

Source 

ANL BEV benchmarking (various) 80 to 90 
percent 

Argonne National Laboratory 
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Tesla Model S 85 85 
percent 

AVL 

2015 Kia Soul EV 90 
percent 

Idaho National Laboratory 

BMW i3 87 
percent 

Idaho National Laboratory 

 

Argonne National Laboratory (ANL) operates an ongoing research program to benchmark 
xEVs.335  Vehicle testing from multiple instrumented battery electric vehicles has shown that the 
vehicles operate usable SOC windows ranging from 80 percent to 90 percent whether air cooled 
or water cooled.KK   

At AABC 2015, AVL presented the results of a teardown of a Tesla Model S battery pack.289 
AVL reported that cycling tests of the pack suggested that 73 kWh of the 85 kWh gross capacity 
is accessible, suggesting that this pack may be utilizing an 85 percent usable capacity.  This 
result is in line with reports from Model S owners that have suggested a usable capacity of about 
75 to 76 kWh.336  

The Advanced Vehicle Testing Activity group at Idaho National Laboratory has tested the 
batteries of several BEVs currently in production.337  In testing of the 2015 Kia Soul EV, the 
measured battery capacity ranged from 30.4 to 30.5 kWh in each of four test vehicles.  The 
service manual for the 2015 Kia Soul EV is reported to list a nominal SOC range of 5 percent to 
95 percent, or 90 percent usable, for the high voltage battery system.338  A 90 percent SOC 
window would amount to about 27 kWh of usable energy, the same as Kia advertises.  In a 
departure from the practice of most other OEMs, Kia may be advertising the usable capacity 
rather than the gross capacity. 

Technical specifications for the BMW i3 indicate a battery capacity of 18.8 kWh.339 
Numerous press sources widely repeat this figure as a usable SOC while consistently citing a 
gross SOC of 21.6 kWh or 22 kWh.  The 21.6 kWh figure is highly consistent with the results of 
battery testing by Idaho National Laboratory340,341,342,343 for four 2014 BMW i3 vehicles under 
test, which indicated gross capacity ranging from 21.4 kWh (one vehicle) to 21.7 kWh (three 
vehicles).  Like Kia, BMW appears to be advertising the usable capacity of the i3 battery rather 
than the gross capacity. A gross capacity of 21.6 kWh suggests a usable capacity of 87 percent. 

In May 2014, the Chevy Spark EV underwent changes to its battery that may indicate a 
widening of SOC design window.  In announcing a change in cell supplier from A123 Systems 
to LG Chem, General Motors also indicated that the new Spark battery would be reduced in 
capacity from 21 kWh to 19 kWh, while keeping the same range of 82 miles and the same 
mpge.344  Given that rated mpge did not change, this suggests that retention of the original range 
was more likely made possible by widening the SOC design window than by increasing 
powertrain efficiency.  A widened window could be enabled by either the use of a different 
battery chemistry (going from A123's Lithium-Iron Phosphate to LG Chem's NMC+LMO 
chemistry), and/or an increased comfort level due to ongoing experience with the platform.  
Since the original A123 cathode chemistry (Lithium-Iron-Phosphate or LFP) is comparable to 

                                                 
KK Instrumented battery electric vehicles include: 2015 Chevrolet Spark EV, Kia Soul EV, 2014 Smart EV, 2013 

Nissan Leaf, 2012 Ford Focus Electric. 
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LG Chem's LMO-dominant chemistry in terms of allowable SOC swing, it suggests that 
experience may have played at least some role in this change. 

At AABC 2015, Honda reported that their decision to extend the lease option on the Fit EV 
by 2 years was based on learning that the batteries in these vehicles were experiencing lower 
degradation than projected.345  This suggests that it might be possible to widen the SOC design 
window in future releases while maintaining durability targets. 

For the 2012 FRM, an 80 percent usable capacity was assigned to BEV batteries.  This was 
based on knowledge of manufacturer plans as well as examples seen in the press for early 
production BEVs such as the Nissan Leaf and other developmental vehicles.  The 2015 NAS 
report (p. 4-12) affirmed that an 80 percent usable capacity is appropriate for BEVs. These 
observations of industry practice may be compared with EPA's 2012 choice of 80 percent usable 
capacity for all BEVs. The Draft TAR found that a usable capacity of about 85 percent for 
BEV75 and BEV100, and 90 percent for BEV200, were more appropriate to assess. EPA further 
reviewed these figures for the Proposed Determination analysis, and concluded that they are still 
appropriate, as described in Chapter 2.3.4.3.7 (Cost of Batteries for xEVs). 

2.2.4.5.4 Thermal Management 

Battery thermal management includes battery cooling to reject heat generated during use, and 
in many cases battery heating to warm the battery in cold weather.  In systems where active 
thermal management is present, the battery management system (BMS) will work to keep the 
battery within a preferred temperature range during use.  

Battery thermal management systems are commonly divided into passive systems (where the 
outside of the pack is exposed to ambient air) and active systems (where a cooling medium is 
circulated through the pack, or thermoelectric components are integrated with the pack).  Active 
cooling media may be ambient air, cabin air, air conditioned by the vehicle A/C system, a liquid 
coolant, or the A/C system refrigerant.346,347,348,349 

For the FRM and Draft TAR analyses, EPA assumed all PEV packs would employ active 
liquid cooling, as seen in production vehicles such as the Chevy Volt and in several other PEVs.  
In contrast, the FRM analysis assigned passive air cooling to HEV packs. This was updated to 
active liquid cooling for the Draft TAR analysis. 

One recent approach to cooling battery packs involves placement of a bottom cooling plate 
beneath the packaged battery cells rather than between each cell.  Coolant or refrigerant 
circulates through the plate and cools the battery cells conductively.  This approach is used in the 
BMW i3 battery, was once used in the Chevy Spark A123-supplied battery, and is possibly being 
used in the Chevy Bolt pack.350 

Direct circulation of refrigerant rather than an intermediary fluid such as a glycol-water mix 
can also improve heat rejection and vehicle packaging by eliminating the secondary cooling loop 
that would otherwise be needed to reject heat to the atmosphere.  The BMW i3 utilizes 
refrigerant cooling.346 

Active liquid cooling continues to be the predominant thermal management method for the 
battery packs of BEVs and PHEVs announced since the FRM.  The notable exception is the 
Nissan Leaf, which continues to use passive air cooling as it has since its first generation.  At the 
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time of the FRM, some in the industry and press were expressing skepticism about Nissan's 
choice of passive air cooling.351,352,353  Some customers had also begun reporting unexpected 
battery degradation in hot climates such as Arizona, which some attributed to inadequate thermal 
management.  During the 2014 MY, Nissan adjusted the chemistry of the battery pack to better 
withstand high temperatures.354  Although Nissan has continued to use passive air cooling in the 
2016 Leaf (and also in the new 60 kWh pack under development), all other production BEV and 
PHEV packs introduced since the FRM use some form of liquid or refrigerant-based cooling.  
The 2015 NAS report (under "Cooling," p. 4-17) tended to affirm the agencies' assumption of 
liquid cooling for BEV packs by independently noting the potential inadequacy of passive air 
cooling in the Leaf pack.  

Although HEV packs were modeled with passive air cooling in the 2012 FRM analysis, the 
Draft TAR noted some evidence that even these packs may be moving toward liquid cooling, and 
adopted liquid cooling in that analysis partly for that reason and partly due to practical 
considerations with the BatPaC model, as described in the Draft TAR Chapter 5.3.4.3.7.1.  
Although air cooling continues to predominate in HEV packs,349 a presentation by Mahle at 
TMSS 2015 suggests that air cooling is increasingly being displaced by liquid cooling even in 
HEV packs.347 Johnson Controls has also described a 260 V, 1.7 kWh HEV battery product with 
provision for liquid cooling.355  Effective cooling and heating capability is often cited as a 
potential path toward reducing the size of xEV batteries by allowing more of their capacity to be 
utilized while avoiding the degradation that otherwise might result from heating.349,341  This 
suggests that liquid cooling may become one of the enablers for future HEV batteries to provide 
the 40 percent usable capacity EPA assumes in this analysis.  

As previously described, EPA uses ANL BatPaC to model the cost of xEV batteries, 
including mild and strong HEV batteries. BatPaC provides cost estimates for several cooling 
options, including active air cooling (cabin air or cooled air) and liquid cooling (glycol/water 
mix).  It does not model passive air cooling without air channels between the cells, as might be 
found in passively cooled HEV batteries.  For the Draft TAR analysis, EPA performed several 
trials to investigate the impact of the available cooling choices for HEV batteries, and found that 
BatPaC assigns similar or slightly lower costs for its implementation of liquid cooling than for its 
implementation of active air cooling.  For these reasons EPA adopted the liquid cooling option 
under BatPaC to model the cost of HEV packs for the Draft TAR analysis as well as the 
Proposed Determination analysis, as already true for PHEV and BEV packs. 

2.2.4.5.5 Pack Voltage 

Some of the HEV battery packs EPA studied for the 2012 FRM operated at approximately 
120V. This relatively low voltage (as compared to PHEVs and BEVs) has some advantages, such 
as being compatible with the use of a relatively small number of cells per pack, and reducing the 
voltage step between the high-voltage system and the 12V electrical system that typically 
remains in these vehicles. In contrast, some HEVs use a higher voltage more typical of PHEVs 
or BEVs, which may have the advantage of being more compatible with the voltage ranges of 
available power electronics components, or the desired power output of the battery to fulfill its 
role as part of the system.  

Larger packs for PHEVs and BEVs are typically composed of a large number of cells and so 
can reach almost any voltage level desired.  While safety considerations continue to place a 
practical upper limit on system voltage, a moderately high voltage is consistent with the greater 
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power flows required by these vehicles and offers the added benefit of conducting energy at a 
lower amperage, which reduces the necessary weight and cost of electrical conductors and 
reduces I2R losses.  Compatibility of available supplier parts may also encourage different 
manufacturers to target a similar voltage envelope.  Many manufacturers of PHEVs and BEVs 
appear to have targeted the range between 300V and 400V. 

In general, the system voltages EPA chose for modeling xEVs were based on those seen in 
production xEVs at the time of the FRM.  Accordingly in the 2012 FRM and Draft TAR 
analyses, EPA limited pack voltages to certain ranges depending on whether the pack was 
intended for an HEV, PHEV, or BEV. HEVs were targeted to about 120V while PHEVs and 
BEVs ranged from about 300V to 400V.   

Originally, in the 2012 FRM analysis, a 600V upper limit on BEV battery voltage had been 
applied to the largest BEV packs. At the time of the 2012 FRM, VIA Motors had been producing 
a plug-in electric truck with a 650V battery pack.  However, later versions of this and other VIA 
products by the time of the Draft TAR had adopted a lower battery voltage of around 350V to 
380V, suggesting that some advantage was seen to adopting a lower voltage. The Draft TAR 
analysis therefore reduced the 600V limit to about 400V, which is retained for the Proposed 
Determination analysis. 

Other examples of PHEVs and BEVs in the 600V region exist as past-production or concept 
vehicles.  The McLaren P1 PHEV, first introduced to the U.S. in 2014 as a very limited 
production high-performance vehicle, operated at 535V, but is no longer in production.  In 
September 2015, Porsche announced the Mission E concept BEV that would operate at 800V.  
The higher voltage was described as enabling much faster charging as well as lower conductor 
weight.356  However, this vehicle has not yet been introduced. These examples suggest that 
voltage ranges of 600V or greater may continue to be applicable at least to high performance 
BEVs and PHEVs, even though they are largely not present in the market today.  

For this Proposed Determination analysis, EPA has determined that the targets of 300V-400V 
for PHEVs and BEVs remain appropriate (as described in detail in Chapter 2.3.4.3.7).  

Public comment on the Draft TAR analysis from Toyota questioned the use of 120V for 
HEVs. Although it is true that some HEVs are currently targeting voltage ranges higher than 
120V, increasing the voltage of a small (approximately 1 kWh) pack to several hundred volts 
requires a larger number of relatively small cells, at a higher potential cost. Going forward to the 
2022 to 2025 time frame, it is unclear whether the advantage of operating an HEV at a higher 
voltage will continue to outweigh the higher cost of the battery. Therefore, EPA has retained the 
approximately 120V target for modeled high-voltage HEVs. More discussion of this comment 
and the target voltages for HEVs and PEVs in the Proposed Determination analysis is found in 
Chapter 2.3.4.3.7.4 (Assumptions and Inputs to BatPaC). 

2.2.4.5.6 Electrode Dimensions 

The electrodes of a lithium-ion cell are in the form of flat foil strips coated with active 
materials and stacked or rolled together.  Several important parameters of cell performance are 
controlled by the dimensions of the electrode; in particular, the thickness of the active material 
coatings on the electrodes and the aspect ratio (length-to-width ratio) of the electrodes.  
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In general, thinner electrode coatings promote power density, while thicker coatings promote 
energy density.  By default, BatPaC limits coating thickness to no less than 15 microns and no 
more than 100 microns due to various practical considerations.135  The lower limit represents 
interfacial impedance effects associated with very thin electrode coatings.357 The typical 
precision of coating equipment, at around plus or minus 2 microns,358 would also become 
challenged below this thickness.  The upper limit represents material handling and ion transport 
considerations.  Thicker coatings may be prone to flaking when uncut electrode sheets are rolled 
or unrolled for shipment and processing.  Thicker electrodes also require ions to travel a greater 
distance through the active material during charge and discharge, leading to effects such as 
increased resistance, reduced power capability, and the potential for lithium plating on charging.  
In the 2012 FRM and Draft TAR analyses, electrode coating thickness was therefore limited to 
100 microns.  In practice, this limit was only encountered by the most energy intensive packs for 
large BEVs.   

As discussed in the Draft TAR, updates to BatPaC between the FRM and Draft TAR included 
improvements to the model by which electrode thickness is determined.  In most cases this 
resulted in somewhat thinner electrodes than would have been projected in the version used for 
the 2012 FRM analysis.  This resulted in a slightly higher cost per kWh for most battery packs, 
all other things being equal.359  

Electrode aspect ratio is another important parameter, because it determines how far current 
must travel on average between where ions reside in the active materials and the current collector 
tabs. Longer distances are associated with greater resistance and heat generation.  If the length is 
much greater than the width, and the current collector tabs reside on the short dimension rather 
than the long dimension, current must travel farther on average than in the inverse situation.  
BatPaC assumes a default aspect ratio of 3:1, with tabs placed on the short dimension.  In the 
2012 FRM, EPA had used an aspect ratio of 1.5:1, loosely based on the dimensions of some 
commonly known cells at the time.  

As originally discussed in the Draft TAR, the 3:1 default aspect ratio used in BatPaC appears 
to be seeing increasing use in the industry.  In announcing the 200-mile Chevy Bolt EV328 at the 
2016 NAIAS, GM indicated that its battery cells, supplied by LG Chem, have an aspect ratio of 
3.35:1 (measuring 3.9 inches by 13.1 inches).  An animation accompanying the announcement 
shows that the cell tabs reside on the short dimension.  GM describes this aspect ratio as 
"landscape format," presumably to highlight the low-profile design of the pack that allows the 
entire pack to reside within the floor space of the vehicle. The Kia Soul EV battery also uses 
cells with a nearly identical aspect ratio and tab placement, supplied by SK Innovation.360,298     

Also at the 2016 NAIAS, Samsung SDI introduced a family of cells ranging from 26 to 94 
Ampere-hours,361 some of which have a similar aspect ratio to the GM Bolt cells but with tabs on 
the long dimension.  Samsung also displayed a line of "low height packs,” suggesting that it 
anticipates a trend toward low-profile applications for which these cells would be well suited.362  
In December 2015, Volkswagen also announced plans to pursue flat, low-profile pack designs 
for future electrified vehicles,363 which likely will also call for a similar cell aspect ratio. 

These examples lent support to the validity of the default 3:1 aspect ratio and tab placement 
assumed by BatPaC, and EPA therefore adopted a 3:1 aspect ratio for the Draft TAR analysis.  
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No public comment or new information suggested changing the targets for aspect ratio or 
electrode thickness for this Proposed Determination analysis. As described in Chapter 2.3.4.3.7 
(Cost of Batteries for xEVs), the Proposed Determination analysis retains the Draft TAR values 
for these parameters. 

2.2.4.5.7 Pack Manufacturing Volumes 

In the 2012 FRM analysis, EPA assumed that battery pack manufacturing would reach full 
economy of scale at an annual production volume of 450,000 packs in the year 2025.  This 
volume was based on the annual manufacturing volumes assumed by FEV in the teardown 
analyses performed for the FRM analysis.  

In BatPaC, when the user specifies a production volume of 450,000 for a given battery pack, 
it means that the cost estimate for that specific pack is based on a dedicated manufacturing plant 
that manufactures an annual volume of 450,000 of that identical pack.  Since all of the packs 
produced by the hypothetical plant are identical, it implies that the cost estimate is most 
applicable to a situation in which the packs are intended to be used by a single manufacturer in a 
single model of electrified vehicle. 

The 2015 NAS report noted (p. 4-42, and Finding 7.3, p. 7-23) that the technology penetration 
levels projected by the agencies for electrified vehicles are lower than the 450,000 annual 
production volume that the agencies assumed in projecting battery pack costs for the 2022 to 
2025 time frame.  Further, it noted that whatever annual production did occur would likely be 
divided among multiple manufacturers and multiple models, preventing the full economy of 
scale of 450,000 units from being achieved by any single manufacturer.  The report 
recommended that the agencies use a smaller manufacturing volume for electrified vehicle 
battery packs to better reflect projected technology penetration, rather than the 450,000 annual 
production assumed in the 2012 FRM.  

Despite EPA's use of an annual production of 450,000 units, it is unclear whether this results 
in more optimistic estimates of battery cost than the industry may realize.  The following 
discussion describes several points relevant to this consideration: (a) the potential for a "flex 
plant" manufacturing approach to realize economy of scale at much lower pack volumes; (b) the 
potential for economies of scale to fully develop at production volumes at low as 60,000; (c) 
examples of actual costs that are already lower than EPA's FRM estimates at a much lower 
production volume than 450,000; (d)EPA's placement of estimated costs in the year 2025 instead 
of 2020; and (e) the potential for consolidation in the battery industry to increase pack 
manufacturing volumes. 

There is evidence that optimizing the approach to battery manufacturing by adopting a "flex 
plant" approach may allow economies of scale to be realized at pack production volumes much 
lower than 450,000.  According to a recent ANL study,364 a battery manufacturing plant that is 
designed to simultaneously manufacture packs for multiple vehicle types (HEVs, PHEVs and 
BEVs) by standardizing on a single electrode width can significantly reduce the pack 
manufacturing volumes required to achieve maximum economy of scale.  The ANL study calls 
this approach a "flex plant."  Some manufacturers already appear to be adopting a similar 
approach for production of prismatic cells. For example, at AABC 2015, Samsung SDI described 
a strategy to build an "ecosystem" of xEV battery products by maintaining a "standard cell 
format between generations," that is, by maintaining the same cell dimensions and container size 
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and achieving different target capacities by varying the chemistry.321  At the same conference, 
Bosch similarly described a goal to produce packs of varying capacity by use of a standard 36 
Ampere-hour cell.331  XALT Energy also described its practice of achieving variable cell 
capacity (Ampere-hour) sizes by adjusting the electrode count within a cell while maintaining 
one of two fixed cell footprint areas.365  Cell standardization also may promote the economics of 
battery second life applications366 and so could provide an added motivation for manufacturers to 
reduce the number of cell formats. EPA anticipates that the most successful suppliers may 
continue to adopt similar approaches over time.  As this occurs, the production volume of the 
individual cells that compose the several pack types produced from those cells would increase 
dramatically, even though pack volume of any single pack type may remain relatively low.  This 
increased cell volume may recapture much of the economy of scale reflected at the pack level in 
the 450,000 unit assumption.  

There is also some evidence to suggest that economies of scale may be achieved at much 
smaller pack production volumes than 450,000, even without necessarily adopting a flex plant 
approach.  According to the ANL flex plant study, the benefits of a flex plant over a dedicated 
plant for reducing the cost of BEV batteries levels off past a production level of about 60,000 
units per year, suggesting that 60,000 units would approach maximum economy of scale for a 
dedicated plant.  The 2015 NAS report (p. 4-42), in noting that the agencies' projected costs for 
2012 "seem reasonable" despite the large volume assumed, cites as a possible explanation a 
TIAX study (referred to as Sriramulu & Barnett 2013 in a National Research Council report on 
Overcoming Barriers to EV Deployment243) that also suggests a 60,000 unit volume at which 
economies of scale would be realized.  This level of production is much closer to the technology 
penetration levels EPA predicts.  Individual manufacturers such as Nissan and Tesla are already 
approaching similar production levels, with Nissan having sold more than 30,000 Leaf EVs in 
North America in 2014, and Tesla projecting a similar amount in 2015.  The BMW i3 and i8 
PHEVs are also approaching a global production level of 30,000 units per year. 

There is also evidence that actual battery pack costs experienced by some manufacturers are 
already lower than EPA's FRM estimates, at a much lower production volume than 450,000.  As 
discussed in more detail below, General Motors has cited its rapidly falling battery cell costs 
from supplier LG Chem as evidence of their being "able to achieve lower costs earlier with much 
less capital and volume dependency" than presumably had been expected.  The cell-level costs 
cited by GM for the Chevy Bolt are lower than the BEV pack costs projected by the agencies in 
2012.  Because it appears to suggest a currently contracted price applicable at the very beginning 
of the Bolt product cycle, it therefore is likely to be based on an annual production level of far 
less than 450,000 packs.  Production of the 2017 Bolt has been characterized as capable of 
serving a demand of around 50,000 units per year.367   

The way EPA applies the BatPaC-generated costs also treats them conservatively.  Although 
the cost estimates generated by BatPaC are intended by its authors to represent technology being 
used in the year 2020, EPA assigns these costs to the year 2025 when applying reverse-learning 
to generate year-by-year cost estimates for earlier years.  Although this was a practical choice in 
order to cover the full time frame of the standards which run to MY2025, it has the effect of 
making the projected costs more conservative by assuming that the technology projected by the 
BatPaC authors will not take effect for an additional five years. 
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Consolidation among battery cell suppliers may also improve the ability for individual 
suppliers to begin approaching the production volumes assumed in the analysis.  Since the FRM, 
there has been significant consolidation among battery manufacturers.368,369,370  For example, 
A123 Systems, which at one time competed against LG Chem to supply battery cells for the 
Chevy Volt and was later chosen to supply the Fisker Karma and Chevy Spark, filed for 
bankruptcy in late 2012 and was sold to Chinese auto supplier Wanxiang in 2013.371  Wanxiang 
has since refocused A123's efforts toward smaller HEV and stop-start batteries as well as grid 
storage. Johnson Controls, which was ranked in second place as an industry leader by one 
analysis firm in 2013,370 also has refocused its effort on smaller batteries.  As of late 2015, three 
xEV cell suppliers appear to have been particularly successful at developing OEM partnerships: 
LG Chem, Panasonic, and Samsung SDI.372  LG Chem has grown its customer list to include not 
only GM but also Renault, Volvo, Daimler, Volkswagen, Audi, and Tesla.373  Panasonic is also a 
dominant player through its ongoing partnership with Tesla, as well as supplying smaller 
contracts with Ford and Volkswagen. Samsung SDI is a supplier to BMW and in 2015 
announced plans to acquire the battery division of Magna International.374  Nissan's joint-venture 
arm Automotive Energy Supply Corporation (AESC) is also an important player through its 
battery production for Nissan and Renault vehicles, including the Nissan Leaf.  In 2015 it was 
reported that Nissan is also considering a partnership with LG Chem for its future BEV 
batteries.375  Even Tesla, which has long-term plans to source cells from its so-called 
Gigafactory, is said to be investigating the possibility of sourcing cells from other leading 
suppliers in order to meet expected demand for the Model 3 in a timely manner.376  

As discussed in the Draft TAR, EPA believes that an assumed manufacturing volume of 
450,000, as a BatPaC input, is appropriate for the purpose of generating battery pack cost 
estimates applicable to the 2022 to 2025 time frame.  

Some public comments on the Draft TAR addressed EPA's manufacturing volume 
assumptions in the Draft TAR analysis. Comments on this topic are were considered and are 
addressed in Chapter 2.3.4.3.7.4 (Assumptions and Inputs to BatPaC). 

2.2.4.5.8 Potential Impact of Lithium Demand on Battery Cost 

At circa-2010 prices, the cost of lithium content was said to be only about 1 percent of total 
material cost at the battery pack level377 or perhaps 2 percent at the cell level.378 Lithium 
comprises a similar percentage by mass, and at time of manufacture resides primarily as ions in 
the cathode active material and the electrolyte solution.   

Lithium used in cell manufacturing is most commonly sourced as lithium carbonate.379 
Lithium carbonate is primarily recovered from ancient continental brines underlying salt lake 
deposits.  These are widespread in the southern Andes (primarily Bolivia, Argentina, Chile) and 
western China and Tibet, with deposits identified in the southwest United States as well. Brine 
mining operations are found or are under development in many of these areas. Lithium may also 
be recovered from some oilfield brines in the western U.S.  Some lithium is also recovered from 
hard-rock deposits, particularly in Australia. 380,381 

Controversy has periodically arisen about the adequacy of known lithium reserves to service 
the potential demand generated by the electrified vehicle industry.  Because industrial 
applications for lithium were relatively few and scattered prior to its use in batteries, known 
reserves may not be as well enumerated as for other commodities, and may have potential to 
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increase as demand increases and previously unidentified or unexploited sources are recognized. 
Recently, concerns about lithium prices have been renewed by a significant increase in the price 
of lithium, thought to be resulting in part from increased demand for use in electrified 
vehicles.382,383  Pressure also appears to be increasing on manufacturers to secure lithium sources 
that will be needed to supply increased production capacity.384   

However, lithium appears to be plentiful enough at this time to suggest that its availability 
will not be a constraint in the near term.385,386 A study released by Carnegie-Mellon University in 
May 2016387 addressed this issue directly by examining the sensitivity of battery cell 
manufacturing cost to the price of lithium carbonate and lithium hydroxide.  The study 
concluded that the effect on battery pricing would be minimal (never more than 10 percent) even 
for the most extreme lithium price fluctuations considered (about four times the historical 
average).  The researchers also suggested that the primary difficulty imposed by such 
fluctuations would be felt by cell manufacturers in maintaining profit margins, rather than by 
vehicle manufacturers or consumers. Development of new lithium resources is being actively 
undertaken in many areas across the world.  

2.2.4.5.9 Evaluation of Draft TAR Battery Cost Projections 

As described in the Draft TAR, EPA has adopted a bottom-up, bill-of-materials approach to 
projecting the future DMC of xEV batteries by using the ANL BatPaC battery cost model.135  As 
discussed in the Technical Support Document (TSD) accompanying the 2012 FRM,388 battery 
pack costs projected by this model were shown to compare favorably with cost projections 
provided by suppliers and OEMs that were interviewed during development of the rule.  In the 
2015 NAS report (Finding 4.4, p. 4-43), the committee found that "the battery cost estimates 
used by the agencies are broadly accurate," providing further support for the use of this model. 

The Draft TAR examined several sources that had emerged since the FRM that provide 
additional information on the evolution of battery costs and potential future trends.  

In 2015, a peer-reviewed journal article (Nykvist and Nilsson, 2015) appeared that provides a 
comprehensive review of over 80 public sources of battery cost projections for BEVs.153  Based 
on a statistical analysis of these estimates, it was shown that industry cost estimates for lithium-
ion batteries for BEVs have declined 14 percent annually between 2007 and 2014, and that pack 
costs applicable to leading BEV manufacturers have followed a cost reduction curve of about 8 
percent per year, with a learning rate of between 6 percent and 9 percent.  The authors concluded 
that the battery costs experienced by market leading OEMs are significantly lower than 
previously predicted, and that battery costs may be expected to continue declining. 

In Figure 2.36, the full population of cost estimates reviewed by Nykvist and Nilsson is 
compared to the battery pack cost projections of the Draft TAR analysis.  Because BatPaC does 
not produce cost estimates for multiple years, the OMEGA analysis applies a learning curve to 
generate costs for the years 2017 through 2025, with BatPaC output costs assigned to the year 
2025. The learning-adjusted costs shown in the figure include those for PHEV40, BEV75, 
BEV100, and BEV200 (Draft TAR). These vehicle types have relatively large battery capacities 
similar to those included in the review.  The plot shows that the battery costs per kWh projected 
in the Draft TAR (shown as green circles) fit well with the reviewed estimates (orange squares), 
and lie on a similar cost reduction curve.  
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Figure 2.36  Comparison of Draft TAR Projected Battery Cost per kWh to Estimates Reviewed by Nykvist & 
Nilsson 

Cost estimates and projections are most useful when they can be validated by comparison to 
actual costs. Unfortunately, information about actual battery costs being paid or under contract 
by manufacturers for production vehicles is rarely disclosed publicly.  However, when General 
Motors publicly commented on its battery costs for the Chevy Bolt EV (a BEV200) in October 
2015, it provided a valuable opportunity to evaluate the 2012 FRM projections of BEV200 
battery costs, as well as those projected by the Draft TAR analysis.  

General Motors held its Global Business Conference on Oct. 1, 2015, where various speakers 
described to an investor audience its current development status and plans with regard to various 
advanced vehicle technologies. In a presentation on electrification, GM disclosed its projected 
cost per kWh (on a cell basis) for battery cells for the Chevy Bolt EV.  Citing partnership with 
cell manufacturer LG Chem, Executive Vice President of Global Product Development Mark 
Reuss stated, "When we launch the Bolt, we will have a cost per kWh of $145, and eventually 
we will get our cost down to about $100.  We believe we will have the lowest cell cost with 
much less capital and volume dependency."389  An accompanying chart shows the $145 cost 
continuing to 2019, dropping to $120 per kWh in 2020 and to $100 per kWh in 2022.390,391  

It is important to note that the costs described above are cell-level costs and not pack-level 
costs.  To compare them to the pack-level costs that EPA projects in this analysis requires 
converting them to that basis using an appropriate methodology.  Also, although the context of 
the announcement suggests that the costs are comparable to a direct manufacturing cost, their 
exact basis is unknown. Although these factors introduce some uncertainty in comparing the 
announced costs to the EPA projections, a qualified comparison is possible. 
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Several sources exist that suggest a cost conversion factor from cell-level costs to pack-level 
costs for lithium-ion batteries.392,316,289,393,394,395  These are summarized in Table 2.7. Most of 
these sources suggest a conversion factor of about 1.25 to 1.4.  

Table 2.7 also includes two estimates that EPA derived from the ANL BatPaC model for a 
liquid-cooled BEV-sized pack at a production volume of 50,000 to 100,000.  Outputs from this 
model suggest that the ratio of pack-level cost to cell-level cost for the pack format modeled by 
BatPaC may range from about 1.5 for a 16 kWh pack to about 1.3 for a 32 kWh pack, and 
continuing to decrease for larger pack capacities. 

Table 2.7  Examples of Conversion Factors for Cell Costs to Pack Costs 

Source Low High 

Kalhammer et al.392 1.24 1.4 

Element Energy316 1.6 1.85 

Konekamp289 1.29LL 

USABC393 1.25MM 

Tataria/Lopez394 1.26NN 

Keller395 1.2OO 

BatPaC, 16 kWh 1.5 

BatPaC, 32 kWh 1.3 

 

On the basis of the BatPaC-derived ratios of 1.3 to 1.5, the 2015-2019 cell-level figure of 
$145 per kWh would translate to approximately $190 to $220 per kWh on a pack level.  The 
future projections of $120 and $100 per cell kWh in 2020 and 2022 would translate to 
approximately $156-$180 per kWh and $130-$150 per kWh at the pack level, respectively.  On 
this pack-converted basis the GM cell costs agree well with the BatPaC cost projections (which 
the Draft TAR analysis applies to 2025).  

Table 2.8 compares the estimated pack-level equivalents of the GM cell costs to the projected 
BEV150/200 pack-level costs of the 2012 FRM and Draft TAR analyses.  The pack-converted 
GM projection (for 2020), at $156-$180 per kWh, compares well to the Draft TAR costs for 
BEV200 (for 2025), which ranged from $160 to $175 per kWh.  Similarly, even though the Draft 
TAR projected costs are significantly lower than the FRM projected costs, they are very similar 
to the GM pack-converted costs for 2022.  Assuming that the GM pack-converted costs are 
reasonably comparable to the EPA projected costs, this tends to support the Draft TAR 
projections. Further, it should be noted that the EPA costs are projected using an annual volume 
of 450,000 units and are attributed to the year 2025.  This tends to make the EPA projections 
more conservative, because the GM figures are supposed to be achieved in earlier years, and are 
likely to be predicated on much smaller annual production volumes. 

                                                 
LL Cell cost = 620 Euros*16 modules = 9,920 Euros; pack cost = 12,800 Euros; 12,800/9,920 = 1.29.  
MM USABC 2020 goals for advanced EV batteries cite a cost of $125/kWh at pack level and $100/kWh at cell level 

= 1.25. 
NN For a 40 kWh pack, cell costs estimated at $258/kWh; pack-related costs at $2,626, or $66 per kWh; 

(258+66)/258 = 1.26. 
OO Cites one goal of 21st Century Truck Partnership as "Cost of overall battery pack should not exceed cost of the 

cells by more than 20% by 2016" (slide 6). 
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Table 2.8  Comparison of GM/LG Chem Pack-Converted Cell Costs to FRM BEV150 Pack Cost 

  Pack Cost/kWh (2015$) 

Source of Estimate Year Applicable Low High 

BEV150 in FRM 2025 $160 $175 

BEV200 in Draft TAR 2025 $120 $160 

GM/LG Global Business Conference 2015-2019 $190 $220 

2020 $156 $180 

2022 $130 $150 

 

Figure 2.37 compares the pack-converted GM costs to the year-by-year learning-adjusted 
costs used in the 2012 FRM and Draft TAR for Small, Standard, and Large Car BEV150 and 
BEV200.  It can be seen that the range of the pack-converted GM costs (solid orange lines) is 
much lower than the costs predicted by the 2012 FRM analysis (solid gray dots). The costs 
projected for the Draft TAR analysis (blue circles) are much closer to the pack-converted GM 
costs, and in some cases intersect with the line representing a 1.5x cell-to-pack conversion factor. 
Based on the BatPaC-derived conversion factors for large BEV packs, the 1.3x line is probably a 
more representative estimate than the 1.5x line due to larger pack size. All of the Draft TAR 
estimates are above the 1.3x line, suggesting that the Draft TAR projections continue to be 
conservative relative the pack-converted GM costs. Of course, it is uncertain whether the GM 
costs are directly comparable because it is unknown to what extent those costs represent direct 
manufacturing costs output by BatPaC. However, with these qualifications, this comparison 
provides a valuable perspective on the Draft TAR projected costs for EV200. 

 

 

Figure 2.37  Comparison of Estimated GM/LG Pack-Level Costs to 2012 FRM and Draft TAR Estimates for 
BEV150/200 

As discussed in the Draft TAR, at the time of the FRM, EPA's battery cost estimates appeared 
to be lower than costs being reported by many suppliers and OEMs at the time, and also lower 
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than some independent estimates said to be applicable to the time frame of the rule.  EPA chose 
to place confidence in the peer-reviewed ANL BatPaC model due to its rigorous, bottom-up 
approach to battery pack costing, and the expertise of leading battery research scientists that 
contributed to its development.  The comparisons described above suggest that this approach was 
effective and may in fact have been conservative not only with respect to characterizing the pace 
of reductions in battery cost that have taken place in the time since the FRM but also to 
projecting future costs for the 2020 to 2025 time frame.  Up to and including the development of 
this Proposed Determination analysis, EPA has continued to invest significant resources into 
understanding developments and emerging trends in battery technologies so that these critically 
important projections of xEV battery cost may be as reliable as possible. 

While other public examples of battery costs to manufacturers remain elusive, several 
suppliers and manufacturers have made battery-related product announcements since the FRM.  
Some of these include information suggestive of battery costs or pricing.  Some manufacturers 
have published pricing for battery replacement parts or upgrades available to authorized service 
providers.  Others have offered different options, such as battery size or purchase method, the 
relative pricing of which may suggest a relationship to battery cost.  Finally, stand-alone non-
automotive Li-ion battery packs are beginning to become available to end users and their pricing 
may be informative.  While EPA recognizes that the pricing of these early-stage product 
offerings may be subsidized by their manufacturers for competitive and marketing reasons, these 
announcements may still be relevant to understanding the evolution of battery pack costs as these 
products increase their presence in the market. 

In 2013-2014, Tesla Motors offered the Model S in two battery pack sizes, 60 kWh and 85 
kWh, at retail prices of around $69,900 and $79,900, respectively.  Assuming no content 
difference between the two versions, the retail price differential would suggest a battery cost of 
$10,000 / 25 kWh = $400/kWh.  An alternate analysis presented by Nykvist et al.396 subtracts the 
estimated value of added content found in the 85 kWh version (Supercharger, premium tires, and 
associated markup), resulting in a net price difference of $8,500 or $340 per kWh. 

In July 2014, Nissan announced the replacement cost of a 24-kWh battery for the Nissan Leaf 
at $5499 with core return, which amounts to about $229/kWh net.  Although Nissan requires 
return of the original battery (core), a $1000 credit is then applied for the core, suggesting a full 
retail price of $6499, or $271/kWh.397,398,399  Later the same month, Nissan followed up by 
pointing out that the quoted price is in fact subsidized by Nissan, although they declined to report 
the amount of subsidy or the actual manufacturing cost.400  Nissan does not allow purchase of the 
battery except as a Leaf battery replacement.  

In 2015, an independent vendor of OEM parts listed the 2011 Chevy Volt battery pack at 
$10,208 list price, discounted to $7,228, with no mention of core exchange.  Assuming a 16 kWh 
capacity, these prices would value the battery at $638/kWh and $452/kWh, respectively.  
Although the product was listed and priced by the vendor, it was on restriction from ordering for 
reasons that remain unclear.401,402 

In January 2015, it was reported that the MSRP for a BMW i3 battery pack module was listed 
at $1,805.89, each module being 2.7 kWh (21.6 kWh total divided by 8 modules).  This module 
price would equate to $669/kWh.  A specific dealer was reported to be offering the module at a 
price of $1715.60, or $635/kWh.403 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-131 
 

In September 2015, Tesla announced the price for a range-increasing battery pack upgrade for 
the Tesla Roadster at $29,000, including installation and logistics.  Tesla indicated that the 
quoted price is meant to be equal to Tesla's expected cost in providing the pack, and disclaimed 
any intention to make a profit.  Tesla also indicated that the price per kWh is higher than for a 
Model S battery due to the low volume production expected for the Roadster upgrade pack (only 
approximately 2,500 Roadsters were produced).  Tesla did not list the kWh capacity of the 
upgrade pack, but describes it as having approximately 40 percent more energy capacity than the 
original Roadster pack, which is commonly listed as 56 kWh.  This suggests that Tesla's cost for 
low volume production of this pack is around $29,000/(56*1.4) = $370 per kWh.404  In October 
2015, Tesla further announced that the Roadster upgrade packs would be provided through a 
partnership with LG Chem.405  This suggests that the price of the pack may not reflect 
anticipated savings from the Panasonic-Tesla "Gigafactory" partnership. 

In August 2013, the Smart ED was offered with a 17.6 kWh battery, with the option to either 
purchase the battery with the car, or lease it separately.  The vehicle price was $5,010 lower 
without the battery when the battery was leased at a price of $80/mo.  If the $5,010 differential 
was taken to represent the incremental cost of the battery, it would value the battery at 
$285/kWh.  Of course, the present value of the lease payments would also contribute value to the 
transaction, and it is possible that marketing considerations could also be represented in the 
pricing.406,407,408 

In September 2015, Nissan announced pricing in the UK for the 2016 Nissan Leaf. In a press 
release from Nissan, equivalent versions of the Leaf having a 30 kWh pack instead of a 24 kWh 
pack were priced at a difference of 1,600 British pounds.  This would amount to approximately 
267 British pounds per kWh, or U.S. $411 per kWh (assuming an exchange rate of 1.54 U.S. 
dollars per pound).  It should be noted, however, that although the two versions of the pack 
appear to be designed to install into the same footprint and volume, any cost comparison is 
potentially complicated by differences in chemistry and construction of the two versions.409 

In 2014, Tesla Motors began construction of a so-called "Gigafactory" in Nevada in 
partnership with Panasonic.  This factory is commonly cited by Tesla as enabling a potential 30 
percent reduction in battery pack costs from the levels Tesla currently pays.  According to one 
analysis,410 Tesla's current cost is estimated at about $274 per kWh.  A 30 percent reduction on 
that figure would bring costs to about $192 per kWh.  

In April 2015, Tesla announced a home battery pack product called Powerwall, pricing a 7 
kWh version at $3,000 ($428/kWh) and a 10 kWh version at $3,500 ($350/kWh).  Although 
designed for stationary home use, the pack design bears similarities to automotive packs, being 
liquid-cooled and using similar chemistries.  The 7 kWh version employs NMC chemistry 
similar to many production BEVs, while the 10 kWh version employs the NCA chemistry like 
the Tesla Model S.  Tesla also announced a similar product called Powerpack for commercial 
use. Powerpack was said to be priced at $25,000 for 100 kWh capacity, or $250/kWh.  These 
products are expected to take advantage of much of the cell output of the Gigafactory, suggesting 
that these products may be priced in anticipation of the cost reductions it is expected to achieve.  
Table 2.9 summarizes the estimated cost or pricing information derived from the foregoing 
examples. 
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Table 2.9  Summary of Published Evidence of Battery Pack Cost and Pricing 

  Pack Cost or Price 
per kWh 

Source of Evidence Year Applicable High Low 

Tesla Model S 60 kWh vs 85 kWh comparison 2013-2014 $340 $400 

Nissan 24 kWh replacement pricing 2015 $229 $271 

Vendor pricing for 2011 Volt pack 2015 $432 $638 

Dealer pricing for BMW i3 module 2015 $635 $669 

Tesla Roadster upgrade pricing 2015 $370 

Smart ED lease vs buy pricing 2013 $285 

Nissan UK price differential 30 kWh vs 24 kWh 2015 $411 

Tesla Lux Research estimate 2014 $274 

Tesla Lux Research estimate modified by Gigafactory 2017 $192 

Tesla Powerwall 2015-2016 $350 $428 

Tesla Powerpack 2015-2016 $250 

 

It is important to remember that the figures derived from these examples should be interpreted 
with caution.  EPA's cost projections represent direct manufacturing costs and not retail pricing.  
Also, as previously noted, retail pricing of these early-stage product offerings may be subsidized 
by their manufacturers and may reflect competitive and marketing considerations that further 
obscure their true manufacturing cost.  Furthermore, some of the estimates are derived from full-
product comparisons that may or may not accurately represent the battery portion of the 
comparison.  It should also be noted that the examples presented here represent current pricing, 
while the EPA analysis applies its BatPaC cost projections to the year 2025. 

The Draft TAR noted that the existence of these examples shows that the industry has 
progressed considerably since the 2012 FRM, when such examples were almost entirely 
unknown.  The identification and packaging of specific battery products for upgrade, 
replacement or standalone use is a significant development and suggests that the industry is 
continuing to gain in maturity and is growing along multiple paths.  The establishment of MSRPs 
for many of these products also suggests that manufacturers are beginning to gain confidence in 
their understanding of the cost structure of battery products.  The examples and estimates derived 
from this analysis, even if approximate, can serve to help ground the various cost estimates and 
projections that continue to comprise a very active area of research throughout the battery 
industry, its customer base and other stakeholders. 

2.2.4.6 Fuel Cell Electric Vehicles 

Fuel cell electric vehicles (FCEVs) are an emerging form of electrified vehicle having a fully 
electric powertrain, and are distinguished from BEVs by the use of a fuel cell system rather than 
grid power as the primary energy source.   

FCEVs have only recently entered commercial production, and their market has not yet 
developed as fully as that of PEVs. Currently, three automakers (Hyundai, Toyota, and Honda) 
have begun to offer fuel cell vehicles to the mass consumer market or announced specific near-
term plans for market launch. Hyundai has offered its Tucson Fuel Cell for lease in select regions 
of southern California since 2014. Toyota offers its Mirai sedan in at least eight dealerships 
across both northern and southern California with options for both lease and purchase. Honda 
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has recently released its production Clarity Fuel Cell in 2016. Other automakers are known to be 
involved in the development of FCEV technology and expected to be moving towards 
commercial production, but have not yet made public announcements of production models or 
release dates. 

Technology developments relating to FCEVs were reviewed in detail in Draft TAR Section 
5.2.4.5. Because EPA did not include FCEVs in its fleet compliance modeling analysis for the 
Draft TAR nor for this Proposed Determination, please refer to the Draft TAR for additional 
information on this technology. 

 

2.2.5 Aerodynamics: State of Technology 

This section provides an overview of technologies that improve vehicle aerodynamic 
performance.  The focus on vehicle aerodynamics has a long history stemming from the 
recognition of the relationship between aerodynamic drag and energy consumption.  Section 
2.2.5.1 outlines the significance of aerodynamic drag and some of the related physical principles 
and technologies. Section 2.2.5.2, discusses developments in the light-duty vehicle industry to 
reduce aerodynamic drag, including examples of some recent vehicle introductions.  Section 
2.2.5.3 focuses on an assessment of the amount of aerodynamic drag improvements that have 
been implemented by manufacturers in the light-duty fleet as of MY2015.  This assessment is in 
direct response to comments received from the AAM.  Section 2.2.5.4 discusses the off-cycle 
benefits of improved aerodynamic performance. Section 2.2.5.5 discusses the aerodynamics 
research performed in collaboration with Transport Canada in support of the Draft TAR and this 
Proposed Determination. 

2.2.5.1 Background 

Aerodynamic drag accounts for a significant portion of the energy consumed by a vehicle, 
particularly at higher speeds.  Reducing aerodynamic drag can therefore be an effective way to 
reduce fuel consumption and GHG emissions.  

The force imposed by aerodynamic drag results from the flow of air around the vehicle. 
Aerodynamic performance is thus intimately related to the shape of the vehicle; specifically, it is 
commonly represented by the product of its cross sectional area as viewed from the front (known 
as frontal area, or A) and the coefficient of drag (Cd). The product of the two, CdA, is also known 
as the drag area of a vehicle.  The force imposed by aerodynamic drag increases with the square 
of vehicle velocity, accounting for its dominance at higher speeds. 

The coefficient of drag Cd is a dimensionless value that essentially represents the aerodynamic 
efficiency of the vehicle shape.  The frontal area acts with the coefficient of drag as a sort of 
scaling factor, representing the relative size of the vehicle shape that the coefficient of drag 
describes.   

Cd and A are determined by the design of the vehicle, and so represent the primary design 
paths for reduction of aerodynamic drag.  The greatest opportunity for improving aerodynamic 
performance is during a vehicle redesign cycle, when the best opportunity exists to make 
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significant changes to the shape or size of the vehicle.PP  Incremental improvements may also be 
achieved mid-cycle as part of a model refresh through the use of revised exterior components 
and add-on devices.  Some examples of these technologies include revised front and rear fascias, 
modified front air dams and rear valances, addition of rear deck lips and underbody panels, and 
low-drag exterior mirrors. 

Aerodynamic technologies can be divided into passive and active technologies.  Passive 
aerodynamics refers to aerodynamic attributes that are inherent to the shape and size of the 
vehicle, including any components of a fixed nature.  Active aerodynamics refers to technologies 
that variably deploy in response to driving conditions.  These include technologies such as active 
grille shutters, active air dams and active ride height adjustment.  

Significant variations in CdA can be observed across vehicle classes and among individual 
vehicles within a class.411,412,413 Within a class, drag coefficients tend to vary more than frontal 
areas.  Frontal areas are in part a function of interior passenger and cargo space, and therefore 
tend to track with the interior space expectations associated with a vehicle class.  In contrast, 
drag coefficients are largely a function of body styling and airflow management and may vary 
significantly with changes in shape and exterior treatment.  

As is the case with many technologies that improve vehicle efficiency, manufacturers have a 
wide selection of technologies for improving aerodynamic performance.  These include both 
passive components, such as body shapes, air dams and underbody panels, and active systems 
such as grille shutters and adjustable suspensions.  In addition, manufacturers have robust 
development tools based on wind tunnels, clay models, and computational fluid dynamics (CFD) 
techniques that allow the evaluation of aerodynamic treatments in advance of the creation of 
physical prototypes.  This allows a manufacturer to set aerodynamic targets at the beginning of a 
vehicle program and simulate multiple alternative vehicle designs to determine which design has 
the best opportunity to meet the target. 

2.2.5.2 Industry Developments 

Many vehicle manufacturers have placed emphasis on reducing aerodynamic drag as a means 
of improving overall vehicle efficiency.  While many of the passive and active technologies that 
EPA identified in the 2012 FRM are not yet found on the entire fleet, the industry is increasingly 
adopting both types of technologies.   

In January 2015, EPA staff attended the 2015 North American International Auto Show 
(NAIAS) in order to gather information about the state of implementation of various 
aerodynamic technologies in the vehicles represented at the show.  A total of 76 vehicles that 
appeared to employ aerodynamic devices were viewed, across more than a dozen manufacturers.  
A memorandum414 describing this informal survey is available in EPA Docket EPA-HQ-OAR-
2015-0827.  Although the sample was collected informally and therefore was not random, the 
information gathered provides some insight into recent industry activity in the application of 
aerodynamic technology to light-duty vehicles. Table 2.10 shows a breakdown of the 
aerodynamic devices and technologies that were observed in these vehicles. 

                                                 
PP Changes in size are less preferable as a pathway to a reduced CdA due to the change in utility (e.g., interior space) 

this may imply. 
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Table 2.10  Aerodynamic Technologies Observed in Vehicles Investigated at the 2015 NAIAS 

Technology Number of 
vehicles 

equipped 

Percentage 
equipped 

Active Grill Shutters 14 18% 

Underbody Panels front (full) 28 37% 

front 
(partial) 

22 29% 

middle or 
side 

27 36% 
 

rear 2 3% 

Wheel Dams Front 56 74% 

 Rear 59 78% 

Front Bumper Air Dam 18 24% 

Total vehicles inspected 76 

 

This informal survey suggests that manufacturers are implementing both passive aerodynamic 
devices (panels and dams) and active devices (active grill shutters), as permitted by the various 
levels of model refresh or vehicle redesign represented in the surveyed vehicles.  Further 
opportunity for more optimized applications of both passive and active aerodynamic 
technologies is likely to occur as these and other vehicles enter further model refresh or redesign 
cycles. Besides active grill shutters, other active technologies, such as active ride height or wheel 
shutters, were not observed in this survey. This could indicate that manufacturers have so far 
focused on the most cost-effective technologies.  Active technologies not yet implemented 
remain available as additional options for further reducing aerodynamic drag in the future. 

Optimizing airflow under the vehicle is an important aspect of improving aerodynamic drag, 
and is being addressed in a growing number of vehicles by the addition of underbody panels. As 
indicated by the informal survey, many vehicles already include partial underbody panels 
covering a portion of the underbody, typically where they would not interfere with mechanical 
access or exhaust cooling. With careful consideration of access and cooling needs, in many 
cases, most of the underbody may potentially be streamlined in this way. For example, the Audi 
R8 includes extensive underbody panels covering almost the entire underbody. 415  

Redesign cycles often present increased opportunities for aerodynamic improvement beyond 
what is possible in a model refresh. While the 2004 Prius was widely reported as having 
achieved a very low drag coefficient of 0.26, the 2017 Prius achieves 0.24.416  Its styling lines, 
stabilizing fins and underbody panels, supplemented by an active grill shutter, all work together 
to help reduce aerodynamic drag, providing an example of how whole body analysis can often 
help maximize the potential for drag reduction even in a vehicle that is already quite 
aerodynamically efficient. 

Another example of optimized application of aerodynamic technology enabled by a redesign 
cycle can be seen in the 2015 Nissan Murano.  Nissan's goal in the Murano effort was to achieve 
a Cd of 0.31.  Its exterior was completely redesigned from its previous 2008-era generation, with 
the goal of minimizing drag by combining passive aerodynamic devices with an optimized 
vehicle shape.  The development process included 20-percent-scale wind tunnel testing as well as 
full scale wind tunnel testing and CFD simulations. 417   
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The aerodynamic features of the Nissan Murano are listed in Table 2.11.  The primary passive 
devices employed include optimization of the rear end shape to reduce rear end drag, and 
addition of a large front spoiler to reduce underbody air flow and redirect it toward the roof of 
the vehicle, thus augmenting the rear end drag improvements.  Other passive improvements 
include plastic fillet moldings at the wheel arches, raising of the rear edge of the hood, shaping 
of the windshield molding and front pillars, engine under-cover and floor cover, and air 
deflectors at the rear wheel wells.  An active lower grille shutter also redirects air over the body 
when closed.  Together, these measures give the 2015 model a drag coefficient of 0.31, 
representing a 16 to 17 percent improvement over the 0.37 Cd of the previous model.417,418   

Table 2.11  Aerodynamic Features of the 2015 Nissan Murano 
Design417 Detail 

Ideal Flow Features 

Minimum airflow into engine compartment Reduces resistance (just enough to cool) 

Airflow under front bumper toward underbody 
minimized 

Reduce as much flow as possible underbody for resistance is caused by the uneven 
floor 

Flow around ends of front bumper toward body sides Reduce drag, covers front of front tires 

Airflow at front wheel arches is routed alongside 
surfaces of front tires 

Reduce resistance that occurs at the front surfaces of the tires 

Separation angle at rear of hood is large Minimize resistance by reducing pressure at low end of windshield, 'hide' 
windshield wipers and reduce rain droplets in area of air flow 

Smooth area at front pillars toward body sides Vertical vortices are minimized to reduce drag 

Optimize of the rear end shape Assure clean separation of airflow from rear to minimize drag, and equate velocity 
of airflow from over roof and along body sizes as much as possible to minimize 

vortices.   

Floor -lower bottom edge of front bumper Reduces airflow toward underbody, route airflow toward vehicle rear in straight 
path to min flow resistance by uneven floor. 

Airflow at front of wheelhouses is minimized and wheelhouse design is optimized 
to direct rearward the air trapped inside - all to reduce resistance at back of the 

wheel arches. 

Computational Fluid Dynamics (CFD) Simulations (80 simulations) 

Active Lower grille shutter at lower opening Redirects air over the body when closed 
Higher opening allows sufficient air when grill shutter closed 

Duct type structure is used to provide direction to the airflow to the heat 
exchanger and minimize entry into engine compartment elsewhere 

Large front spoiler beneath front bumper Reduces underbody airflow and redirect toward roof of the vehicle 
Bottom edge is provided with a lip to increase the flow separation angle to further 
reduce airflow under the body (same as if would further lower the bottom edge of 

the front spoiler) 

Plastic fillet moldings at the wheel arches To assure air flows along the side surfaces of the front tires (avoid adjusting design 
of front bumper ends) 

Optimize shape of rear edge of hood To promote separation by increasing flow separation angle, distance windshield 
wipers from airflow, reduce collection of water droplets 

Optimize windshield molding shape To smooth for wind flow 

Outside mirrors optimized for placement Avoid airflow coming over rear edge of hood and lower edge of front pillar 

Optimize shape of vehicle rear end Shape of rear spoiler, rear combination lamps and rear bumper optimization. 
Secure larger roof approach resulted in increased pressure recovery and reduced 

drag by wake flow. 

Overall vehicle shape and equal airflow Balance roof flow and body side flow to reduce vortices 

Design optimization to increase airflow to roof Reduces rear drag caused by wake flow 

Rear Spoiler part of roof approach Tapered toward vehicle rear 

Engine under-cover and floor cover Covers beneath front bumper and over suspension links and muffler piping, raise 
fuel tank, resulting in smooth underbody flow of air (not full cover) 

Reduce airflow into wheelhouses  Large front spoiler extends as far as the front of the wheelhouses and deflectors 
(optimally shaped) in front of the rear tires, bottom of front spoiler lowered on 

both sides as capable (governed by ground clearance) 

Smoother fenders Reduce gaps between closure panels 

Small vortex-creators Put vortices in desired places to minimize drag 
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Despite the extensive use of drag reduction technology on this vehicle, the Murano does not 
appear to include active ride height technology, which could represent an opportunity to reduce 
drag even further. While the ride height of an SUV is typically higher than that of a passenger 
car to provide for off-road capability, this increased ride height can reduce aerodynamic 
performance. Active ride height technology reduces the ride height at highway speeds, when off-
road performance is unlikely to be necessary. These systems may adjust the ride height 
downward as pre-established speed thresholds or other criteria are met, restoring the original ride 
height at lower speeds.  

An extensive study of advanced drag reduction technologies, including active ride height, has 
been conducted by Transport Canada and National Research Council Canada.419 The study 
suggests that the aerodynamics of even a highly aerodynamic SUV could potentially be 
improved further by a front and rear ride height reduction of about 40 mm. Several additional 
active techniques were also explored, including active grill shutters and active extension of the 
OEM air dam. With grill shutters fully closed, OEM air dam extended 45 percent, and ride 
height lowered by 40mm in front and rear, estimated Cd was reduced to 0.282 from a baseline of 
0.314.  Table 2.12 details the effect of other combinations explored in the study.   

Table 2.12 Effect of Active Ride Height on SUV Aerodynamic Performance 

Technology Package Baseline Cd (0) Cd (0 angle) Difference 

Shutters 100% open 0.314   

Baseline (shutters 100% closed, OEM air dam extended 
45%, baseline ride height) 

0.295 
-6% 

  

Shutters 100% closed, OEM air dam extended 45%, 
ride height 40mm down front and back 

 0.282 
-4.4% 

(total 10%) 

-0.013 

Baseline (shutters 100% closed, OEM air dam extended 
30%, baseline ride height) 

0.297 
-5.4% 

  

Shutters 100% closed, OEM air dam extended 30%, 
ride height 40 mm down front and back 

 0.2802 
-5.7% 

(total 10.8%) 

-0.017 

 

In addition to reducing Cd, it is also possible to reduce drag losses by reducing frontal area. 
While a reduced frontal area would seem to imply a loss of interior volume, the redesigned 2015 
Acura TLX sedan shows that with thoughtful design, a reduction in frontal area need not 
necessarily result in a reduction in interior space. In a 2015 presentation,420 Acura states that the 
TLX was redesigned with the help of CFD as well as wind tunnel and real-world coast down 
testing to achieve a 15 percent lower CdA compared to the 2012 Acura TL. This was achieved in 
part by a reduction in frontal area of 1.5 percent (removing 0.5 inches in height and 1 inch in 
width) that was described as not resulting in a sacrifice in interior space. Further improvements 
were attributed to a sloped hood and a short rear deck.  In addition, welds were eliminated from 
the forward and rearward edges of the wheel arches by use of a roller hem wheel arch design in 
place of spot welds, and smoothing transitions between body panels in this area.  

The Chevrolet Cruze provides another example of the application of drag-reducing 
technologies by a major manufacturer in a popular vehicle. The aerodynamic technologies on the 
2011 Cruze included active air shutters in the lower grille opening, a front air dam, lower ride 
height, underbody pans, tire blockers, and rear deck-lid spoiler. GM described these changes as 
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reducing the drag coefficient by more than 10 percent.421 This program of improvement appears 
to have continued with the 2016 Cruze,422 which benefits from what GM describes as: faster 
windshield rake, faster-sloping rear profile, a rear spoiler, "layered line work" in the hood and 
body-side panels, headlamp sweep, mounting location of the center-rear stop lamp, and seamless 
rocker panels. GM describes this vehicle as having a drag coefficient of 0.28.  

As another example, the redesigned Ford F150 incorporated a number of aerodynamic 
improvements over the previous, 2008-era design. However, some trim levels of the 2015 F150 
are slightly larger in cross sectional area than the previous model, and as a result some of the 
aerodynamic benefits may have been lost to this feature. This also indicates that the remaining 
benefit of these improvements was achieved without loss of interior space. Extensive testing and 
analysis led to the improved design, including CFD simulations and wind tunnel testing that, 
according to Ford, allowed aerodynamic performance to be improved while "maintaining the 
tough truck looks expected from F-150." 423  Some of the technologies on this vehicle include: 
active grill shutters, underbody covers, canted headlamp and bumper end corners, flush-mounted 
windshield, a tailgate top that acts as a rear spoiler, a cargo box narrower than the cab (without 
reducing its volume), angled rear corners, and an air curtain enabled by a duct under the 
headlamp channels, which minimizes turbulence from airflow around the vehicle.424,425,426 

Replacement of side view mirrors with side view cameras is another potential drag-reducing 
technology being considered by OEMs (for example, Tesla and BMW), but has not yet been 
approved by NHTSA, which sets standards for safety-related equipment including rear- and side-
view mirrors. According to the NAS report, side-view mirror replacement with cameras can 
reduce Cd by as much as 2 to 7 percent.  In the interim, one way to reduce mirror drag is to 
determine optimal placement and optimal design, as noted with respect to the aerodynamic 
changes to the 2015 Nissan Murano. 

2.2.5.3 Feasibility of Aerodynamic Improvements 

Public comments on the Draft TAR included several comments regarding the feasibility of 
aerodynamic improvements as represented by the Aero1 and Aero2 technology cases assessed in 
the Draft TAR. These cases represent a 10 percent and 20 percent improvement, respectively, in 
aerodynamic performance from a baseline (2008-era) vehicle. 

Some comments expressed concern with the representation of aerodynamic technology that 
had already been applied by manufacturers to vehicles in the baseline fleet that was created for 
the Draft TAR analysis. Specifically, there was a concern that every baseline vehicle was 
considered to have no applied aerodynamic technology, allowing even vehicles that had achieved 
above average aerodynamic performance to be considered eligible for up to a 20 percent 
additional improvement. Commenters also suggested that aerodynamic potential should be 
evaluated on the basis of Cd alone (rather than CdA, which would imply the possibility of a 
reduction in interior volume), and that feasible limits on improvement of aerodynamic 
performance should be recognized and observed.   

In the Draft TAR, EPA indicated that it planned to "look at various vehicle categories and 
examine the … best and worst aerodynamically performing vehicles, using CdA as a metric," in 
order to better consider "the remaining potential for aerodynamic improvement within [each] 
category." EPA has proceeded with this effort by better representing aerodynamic technology 
present in the baseline. More detail on this update is described in Chapter 2.3.4.4 of this TSD. 
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In comments on the Draft TAR, Ford commented that the potential for aerodynamic 
improvement is constrained by other considerations such as consumer desires and needs for 
utility, space, and styling. While the pursuit of any engineering goal is constrained by competing 
concerns, EPA continues to believe that manufacturers have a wide variety of technologies from 
which to draw upon to pursue the reduction of drag losses, as appropriate to the functional 
characteristics of the vehicle in question. It is not to be presumed that cargo vans, large SUVs or 
light-duty pickup trucks should be expected to achieve the same potential aerodynamic 
performance as passenger cars, but within a given segment, paths and opportunities exist to 
pursue significant improvements as measured relative to less aerodynamically-optimized model 
generations within the same segment. 

2.2.5.4 Results of U.S.-Canada Joint Test Program 

In 2013 a Joint Aerodynamics Assessment Program was initiated between Transport Canada 
(TC), Environment and Climate Change Canada (ECCC), National Research Council (NRC) of 
Canada, and EPA.411  This program was conducted in four phases over three years, and examined 
aerodynamic technologies as currently implemented in a selection of production vehicles, and 
the effectiveness of potential improvements that were yet to be implemented at the time.  

The participating organizations and their respective programs share mutual interests in the 
primary goals of the program, which are to quantify the aerodynamic drag impacts of various 
OEM aerodynamic technologies, and to explore the improvement potential of these technologies 
by expanding the capability and/or improving the design of current state-of-the-art aerodynamic 
treatments. This program also has provided an important contribution to EPA's technical 
assessment by offering an opportunity to further validate the feasibility and effectiveness 
estimates for the passive and active aerodynamic technologies assumed for Aero1 and Aero2.  

As discussed in the Draft TAR, the program also provided an opportunity to further validate 
off-cycle credits that were assigned to active aerodynamics in the 2012 FRM.  Two active 
aerodynamic technologies were identified for pre-defined credit availability of specified amount: 
Active Grille Shutters and Active Ride Height. See 86.1869-12 (b)(1)(iv).  The default value for 
these credits offered were determined in large part by analysis, using an early version of the EPA 
ALPHA model to simulate aerodynamic improvements for varying Cd inputs.  A key assumption 
in development of these credits was that active technologies only affect the coefficient of drag, 
which is assumed to be constant over the speed range of the test.  Further validation of this 
assumption, and of the list of creditable active technologies assumed to be available in 
production vehicles during the time frame of the rule, was seen as valuable in further supporting 
the basis of the program.  A total of four project phases consisting of twenty-five test vehicles in 
all EPA vehicle classes was undertaken by the project partners.412 

Active technologies evaluated by this program include: active grille shutters (opened, closed, 
intermediate positions, speed effects, yaw effects, leakage effects); a detailed sealing study (i.e. 
grille shutter sealing; external grille shutter concept); and an active ride height concept (i.e. 
manual ride height adjustment on vehicles not necessarily equipped to do so from factory).  
Passive technologies include: Air dams (front bumper and wheels); active front bumper air dams 
(concept/prototype); underbody smoothing panels (both OEM and idealized prototypes); larger-
than-baseline wheel/tire packages; wheel covers (i.e. solid hubcaps); and miscellaneous 
improvements (including front license plates, decorative grille features and smoothing, tailgates 
(opened/closed/removed), and tonneau covers).  Significantly, NRC facilities include a 9-meter x 
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9-meter rolling road/moving floor wind tunnel that allows testing of full scale vehicles for 
accurate comparison of aerodynamic performance with and without active technologies.  Listed 
technologies were not evaluated on every vehicle due to stock configuration, timing and funding. 

One valuable outcome of this testing was further validation of the default credit menu values 
established in the 2012 FRM for active aerodynamic technologies under the off-cycle credit 
program.  Phase 1 of the Joint Program evaluated the aerodynamic performance of eleven (11) 
vehicles (3 small cars, 5 midsize cars, 2 sport utility vehicles and 1 pickup truck).  The 
conclusions of the Phase 1 study indicated that the active aerodynamic technologies studied are 
within the range of the default menu credit values anticipated in the TSD of the 2017-2025 GHG 
rule TSD for active aerodynamic off-cycle credits.  

The Phase I study also concluded that the benefit of active grille shutters is constant across the 
operating speed range, confirming one key assumption in the FRM analysis.  In addition, it 
concluded that passive technologies may each improve the aerodynamics of future vehicles by 1 
to 7 percent depending on the passive technology employed and overall vehicle design.  This 
conclusion was based on individual component installation, and does not account for synergistic 
component effects, nor the effect of integrating passive technologies into an overall vehicle 
redesign.  

Depending on stock vehicle equipment, sometimes it was necessary to fabricate prototype 
components to make an A to B comparison possible.  Prototype components were constructed by 
study partners Röchling Automotive and Magna International, both of which are Tier 1 suppliers 
of various aerodynamic technologies to the industry. 

Effectiveness values identified in Phase 1 of the Joint Program are shown in Table 2.13.   

Table 2.13  Aerodynamic Technology Effectiveness from Phase 1 of Joint Aerodynamics Program 

Aero Feature (A-B Testing) Aero Drag Reduction (%) Comments 

Fixed Air Dam-Bumper 1 - 6% OEM stock components 

Active Air Dam – Bumper 
(Conceptual) 

4 - 9% (fixed air dam + 3%) Fixed, prototype parts w/ lowest 
deployment height used 

Fixed Air Dam-Wheels 1% (front)/4.5% (front & rear) 
 

Underbody Panels 1-7% (stock OEM) Additional 0.5%-4% w/ full body panels. 
LDT prototype:  8% 

Increased Tire Size -2.0 - 3.2% 17”/18” stock OEM rims vs. 22” optional 
OEM rims 

Wheel Covers 1.5 - 3% Solid wheel covers only; brake cooling 
affects not considered 

Front License Plates +/- 0.3% Negligible impact 

Decorative Grille Optimization 1.6% Smoothing of grille features; function vs. 
styling trade-offs 

Pick-up Tailgates Open -5.2% 
 

Removed -7.5% Open tailgate + 2.3% 

Pick-up Tonneau Cover 3.7% 
 

 

Phase II of the Joint Program427 investigated similar technologies using the same 
methodology of Phase I.  Vehicles studied in Phase II included nine vehicles including one small 
car, one midsize car, one large car, one minivan, and five SUV/crossovers.  Active technologies 
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studied included: active grille shutters (including yaw sweep) and active ride height (stock and 
conceptual).  Passive technologies included: underbody panels and air dams, and optional wheel 
packages.  Other technical assessments included turbulent flow impacts and yaw sweep impact.  
To take into account the fact that vehicles are generally traveling in a windy environment from 
potentially all wind azimuth angles, the wind averaged drag area was calculated for all cases 
where a yaw sweep was carried out. 

Phase III involved the testing of 4 vehicles: one sedan, one minivan, and two sport utility 
vehicles.413  Phase IV involved the retesting of previous vehicles with a focus on turbulent flow, 
including a small car and a pick-up truck. A report summarizing the results of all four phases is 
in press at the time of this writing. 

One significant outcome of the study was the identification of several high-impact areas for 
drag reduction.  For example, the study found that lowering the ride height while pitching the 
vehicle nose down could provide significant drag reduction.  Also, it was shown that certain 
combinations of technologies (such as active grille shutters with air dams) often acted with 
positive synergy (i.e. more than additive) to result in greater reductions in overall drag than the 
individual technologies alone would suggest. 

It should be noted that the Phase I and Phase II studies found that some technologies could 
potentially increase drag area if poorly applied, and that some individual technologies did not 
appear to be fully additive when combined with certain others.  For example, presence of active 
air dams was seen in some cases to reduce the effectiveness of adding underbody coverings.  
Further, combination of active air dams or underbody coverings with active ride height tended to 
reduce the effectiveness of active ride height.  This latter result corroborates with information 
related to EPA in an OEM meeting that suggested that vehicles that already have underbody 
coverings are not as highly responsive to adjustments in ride height.  On the other hand, 
combining certain aerodynamic technologies (for example, active grille shutters with air dams) 
often demonstrated higher total drag reduction than individual additive measurements would 
have suggested. 

Tests conducted during the study often found that lowering ride height while pitching the 
vehicle at highway speeds (for example, 40mm in the front and 20mm in the rear) provided 
measurable drag reduction for all vehicles.  The highest reduction was observed for vehicle 
classified as "Large Car".  Additionally, underbody panels that are extended to cover the entire 
surface area underneath the vehicle (full underbody cover) proved to be an efficient way to 
reduce drag.  

It was also found that yaw angle had a significant effect on measurement.  Some technologies 
that perform well at 0° wind angle were found to perform relatively poorly at different wind 
angles (for example, at 8° to 10°, the differences were quite significant).  It was also found that 
some technologies that tend to work well for one class of vehicle may not perform well for 
another vehicle class (for example, air dams in turbulent flow conditions were shown to perform 
better on SUVs than on Large Cars. 

In an effort to better represent real-world aerodynamic performance of aerodynamic 
technologies, the study also investigated the effect of turbulent flow conditions on aerodynamic 
measurements.  The study produced an extensive data set comparing steady smooth and turbulent 
flow performance for most of the vehicle classes.  The study found that both turbulent flow and 
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yaw angle can be important to understanding the effectiveness of aerodynamic technologies in 
real-world use. 

2.2.6 Tires: State of Technology 

2.2.6.1 Background 

Tire rolling resistance is a road load force that arises primarily from the energy dissipated by 
elastic deformation of the tires as they roll.  Deformation, and hence rolling resistance, for a 
given tire design is largely a function of vehicle weight and is fairly constant across the normal 
range of vehicle speeds.  Rolling resistance therefore carries an ever-present and often quite 
significant effect on fuel economy and CO2 emissions. 

Tire design characteristics (for example, materials, construction, and tread design) have a 
strong influence on the amount and type of deformation and the energy it dissipates.  Designers 
can select these characteristics to minimize rolling resistance.  However, these characteristics 
may also influence other performance attributes such as durability, wet and dry traction, 
handling, and ride comfort.  

Although most tires do not carry markings that indicate their rolling resistance characteristics, 
indications are that tires with reduced levels of rolling resistance are increasingly being specified 
by OEMs in new vehicles, and are increasingly becoming available from aftermarket vendors. 
Lower-rolling resistance tires commonly include attributes such as a higher recommended 
inflation pressure, optimized materials, optimized tire construction (for lower hysteresis), special 
geometry (for example, modified aspect ratio or narrower tread width), or stiffer sidewalls for 
reduced deflection.  OEM specification of these tires may be accompanied by changes to vehicle 
suspension tuning or suspension design to counter any potential impact of the use of these tires 
on other performance attributes of the vehicle. 

2.2.6.2 Industry Developments 

As discussed in the Draft TAR, since the 2012 FRM EPA has continued to follow industry 
developments and trends in application of low rolling resistance technologies to light-duty 
vehicles, by holding meetings with OEMs and suppliers, attending conferences and trade shows, 
and regularly monitoring the press and technical literature. 

 Tires that achieve a 10 percent reduction in rolling resistance (compared to a MY2008-level 
baseline) are available today, and since the FRM, appear to have continued to comprise an 
increasing share of tire manufacturers’ product lines as the technology has continued to improve 
and mature.  Improvements that would reach up to a 20 percent decrease in rolling resistance 
relative a 2008 baseline have also seen significant progress in the industry, with indications of 
increased availability and improved traction and performance characteristics. 

Since the 2012 FRM and even before, the tire industry has become increasingly focused on 
improving tire performance.  Recent industry momentum in this direction was captured well in a 
quote by Kurt Berger of Bridgestone, in a 2014 article in Automotive News.428 "A low-rolling-
resistance tire of 2010 would not be considered a low-rolling-resistance tire today.  We've really 
been pushed in a short time to reduce rolling resistance further."  Several typical examples of 
industry research and implementation efforts are outlined in a 2015 report by Auto World429.  
One example of a specific product embodying lower rolling resistance technology is the Falken 
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Sincera SN832 Ecorun Tire, with a 22 percent improvement over its immediately previous 
generation, while maintaining a 27 percent improvement in braking distance.  According to a 
Continental spokesperson cited in the Auto World report, “…improvements of more than 20 
percent from one generation to the next [are possible] by introducing rolling resistance optimized 
tires … an additional 5 percent improvement generation-to-generation is possible.”  According to 
Indraneel Bardhan, Managing Partner of EOS Intelligence, so-called "green tires" have achieved 
a global market share of about 30 percent. 

The Automotive News article cited above also discussed ongoing challenges for low rolling 
resistance tires, including issues such as wet traction, tread wear, and the magnitude of real world 
benefits in comparison to customer expectations.  Customers were said to be relatively 
indifferent about the fuel economy benefits of low rolling resistance tires, but the perception of 
differences in handling performance between these tires and traditional tires appeared to be 
stronger.  Due to these perceptions, it was suggested that although original equipment fitments of 
low rolling resistance tires have been increasing, consumers may tend to replace them with more 
conventional tires after the original tires wear out, potentially reducing the net fuel-saving impact 
that would otherwise be expected over the full useful life of the vehicle. 

Preliminary results of a study currently underway by Transport Canada (TC) and Natural 
Resources Canada (NRCan) provides additional support for the view that traction and lower 
rolling resistance are not necessarily mutually exclusive. In this study, TC and NRCan are 
coordinating with EPA as they conduct a multi-year testing and evaluation campaign to 
investigate the rolling resistance and traction characteristics of commercially available tires.QQ  
One aim of the program is to study any correlation that may exist between rolling resistance 
performance and safety performance (traction) for winter and all-season tires. To date, the 
campaign has tested 24 winter tires, 50 all season tires, and 5 all-weather tires, testing for energy 
efficiency, traction performance, and viscoelastic properties of the tread (indicators of rolling 
resistance and traction performance).  

As shown in Figure 2.38, preliminary results of the Transport Canada/Natural Resources 
Canada study show that winter tires are available with a wide variety of rolling resistance and 
wet grip characteristics, including tires with both low rolling resistance and good wet grip. For 
instance, one tire had a rolling resistance coefficient less than 9.0, and a wet grip index greater 
than 1.1.  

                                                 
QQ The primary purpose of this study is to support development of a Canadian consumer information program for 

replacement tires. 
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Figure 2.38  Relationship between Wet Grip Index and Rolling Resistance for Winter Tires from Transport 
Canada/NRCan Study 

Countering the common perception that reducing rolling resistance must sacrifice traction 
performance, the scatter of points in the plot suggests that the range of design variables currently 
available to tire designers is sufficient to achieve a wide variety of combinations of traction 
performance and rolling resistance performance, including combinations with low rolling 
resistance and good traction. Further optimization with respect to cost (which is not represented 
in the plot) is largely sensitive to manufacturing optimization and production volume, and will 
play out as demand and production levels for low rolling resistance tires continues to grow. 

One example of the potential for careful design to maintain traction in a low rolling resistance 
tire is seen in the Bridgestone "ologic" design, which appears on the BMW i3 electric vehicle. 
This tire has a relatively large diameter coupled with a narrow width, reducing rolling resistance 
by maintaining low deformation through a stiffer belt tension.  The larger diameter and unique 
construction increases the length of the contact patch, which serves to provide improved braking 
performance and wet and dry traction.  An advanced rubber compound and special tread design 
also contributes.430  The relatively narrow design is also said to improve aerodynamic 
performance.429  The trend toward larger diameter tires with narrower cross-sectional width is 
also associated with lower tire noise levels, and have been described as one of the likely tire 
design trends that will continue into the future, particularly for BEVs that value both energy 
efficiency and quiet performance429.  As another example, the tire manufacturer Pirelli has 
ongoing projects focusing on development of new tire polymers through joint ventures with 
chemical suppliers429. 

Research data presented at the 2014 U.S. DOE Merit Review strongly suggests that 
significant rolling resistance improvements are accessible to much of the tire market.  A project 
involving Cooper Tires, funded by the U.S. Department of Energy, targets a 30 percent reduction 
in rolling resistance and a 20 percent reduction in tire weight, while maintaining traction 
performance.431  By investigating new materials and methods for reducing rolling resistance in 
ways that maintain wet traction and tread wear capabilities, this project has suggested that 
potential improvements in rolling resistance of 10 to 20 percent are achievable by selection of 
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appropriate materials and construction, with examples of reduction in rolling resistance from a 
prevailing 0.08 to 0.10 down to 0.064 to 0.08.  

2.2.7 Mass Reduction: State of Technology 

2.2.7.1 Overview of Mass Reduction Technologies 

Mass reduction is a key technology for reducing vehicle energy consumption. Vehicle mass 
has a direct effect on the energy consumed by tire rolling resistance, as well as on the energy 
needed to accelerate a vehicle, much of which is later lost to friction braking. Through its 
relationship to acceleration, mass also has implications for the necessary power rating of the 
propulsion system, with an increased engine size potentially leading to reduced average 
powertrain efficiency.  

Several techniques are available for reduction of vehicle mass, including adoption of lighter-
weight materials and part consolidation, among others. Computer-aided engineering (CAE) 
provides an efficient tool for optimization of vehicle designs along these lines, by allowing rapid 
modeling and evaluation of potential material substitutions and part modifications.  

The cost of reducing vehicle mass is highly variable.  Design optimization, consolidation of 
components, and adoption of secondary mass savings opportunities can result in some cost 
savings.  Secondary mass reduction refers to weight reduction opportunities that become 
available as the base vehicle becomes lighter.  A smaller engine block, transmission and brakes 
are examples of secondary mass reduction opportunities.  Cost increases are often the result of 
changing from a high density, lower cost material, such as steel, to a lower density, higher cost 
material, such as high-strength steel, aluminum, magnesium, or composites.  The cost for a given 
mass reduction solution depends on the approach and the material being used.  In some cases, 
cost savings can offset cost increases. Benefits from adopting mass reduction technologies can 
also include improved performance, such as acceleration, vehicle dynamics, and overall 
responsiveness. 

For the Draft TAR, EPA reevaluated many aspects of mass reduction, including the 
techniques described above, the cost of mass reduction, the FRM conclusions, and the amount of 
mass reduction present in the baseline fleet. EPA completed work including research, 
stakeholder meetings, supplier meetings, technical conferences and literature searches.  Public 
information from these sources were fully described in the Draft TAR, and ultimately formed the 
basis for the mass reduction cost curves that were developed for the purpose of technology 
package modeling for that analysis.  

EPA has continued monitoring the state of the art of mass reduction, and where applicable, 
has included updated information on this topic in the present discussion, which builds on the 
discussion presented in the Draft TAR.  

The discussion in this chapter forms the basis for the specific data and assumptions that were 
used for modeling mass reduction for this assessment, which are described in Section 2.3. This 
includes the 2015 baseline fleet mass reduction estimates, including mass allowances for safety 
and footprint changes between the 2008 and 2015 vehicles; a review of the development of the 
mass reduction cost curves and their application, and mass reduction effectiveness.  Further 
discussion of specific materials (steel, aluminum, magnesium, plastic, glass, and glass fiber and 
carbon fiber composites), as well as details of their application in regards to issues such as 
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feasibility, cost, safety, and current areas of research, were included in the Appendix to the Draft 
TAR. 

The relationship between mass reduction and safety is an important consideration when 
considering opportunities for applying this technology. As described in the Draft TAR, NHTSA 
performed an updated analysis of this issue that was described in Chapter 8 of the Draft TAR. 

In recent years, manufacturers have been adopting mass reduction in varying degrees.  From 
vehicles that have adopted large amounts of lower-density materials in their body-in-white 
(BIW), as with the MY2015 Ford F150 and MY2014 BMWi3, to vehicles that have adopted 
smaller changes in vehicle design such as an aluminum hood or a steel clamshell control arm in 
the suspension such as the MY2014 Silverado 1500.  The EPA 2015 Trends report illustrates, in 
Figure 2.39, how in overall sales weighted basis, vehicles have not yet achieved a notable 
decrease in curb weight, or have continued the trend of using mass reduction to offset increased 
vehicle content or larger footprint, as the mass difference has remained constant over the past 10 
years.  The detail within the report notes 2014 results show a 0.5 percent mass increase for cars 
and 0.7 percent mass decrease for trucks, each on a sales weighted basis.   

 

Figure 2.39  Change in Adjusted Fuel Economy, Weight and Horsepower for MY1975-2015432 

One reason for the current trend of curb weight changes may be the desire to make significant 
mass-reducing design changes during major vehicle redesigns, hence limiting large mass 
reductions to new vehicle designs. Recent announcements, as listed in Table 2.14, indicate that 
the adoption of mass reduction technologies, and resultant lower curb weights, will continue into 
the future as vehicles are redesigned and as some mass reduction solutions become less costly.  
One example of significant mass reduction is the 2017 GMC Acadia. GM has stated that the 
mass of the Acadia has been reduced by 700 pounds through adoption of high-strength steels, a 
smaller engine option and a smaller footprint.433  The announcement of the 2017 Chrysler 
Pacifica in January 2016 also noted 250 pounds of mass reduction through "extensive use of 
advanced, hot-stamped/high-strength steels, application of structural adhesives where necessary, 
and an intense focus on mass optimization."  Magnesium is also used in the instrument panel and 
the inner structure of the Pacifica’s lift gate, the rest of which is aluminum.434   
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To illustrate the general trend in the use of lightweight materials, Figure 2.40 shows a 
comparison of metallic material adoption from 2012-2025 included in the 2014 Executive 
Summary for a study by Ducker Worldwide.435  The study notes that there was a slight increase 
in the use of light-weight materials for BIW and closures between 2012 and 2015.  The use of 
AHSS/UHSS grew from 15 percent to 20 percent of the vehicle body and closure parts.  
Aluminum sheet also grew from 1 percent to 4 percent and aluminum extrusions made it onto the 
pie chart in 2015.  Overall, the analysis expects that steel will remain the dominant material in 
BIW and closures.  According to his, use of plastics is expected to grow to 350kg per average car 
in 2020, up from 200 kg in 2014, as shown in Figure 2.41.  Use of carbon fiber for auto 
manufacturing is expected to increase from 3,400 metric tons in 2013 to 9,800 metric tons in 
2030.  According to Ducker Worldwide, the use of magnesium is expected to increase through 
2025, as magnesium castings are expected to grow significantly over the next 10 years, further 
stating, "Growth is highlighted within 'large tonnage' parts like closure inners, IP structures etc. 
and other body/structural parts." 

 

Figure 2.40  Estimated Vehicle Material Change over Time 2012-2025 - Ducker Worldwide435 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-148 
 

 

 

 

Figure 2.41  Forecast of Automotive Market Consumption of Composites436 

 

 

Figure 2.42  Magnesium Growth Expectations through 2025 (Ducker Worldwide)437 

EPA expects that innovative mass reduction solutions will continue to be developed and 
adopted through MY2025 and that some mass reduction solutions will be less costly than they 
are today.  Expected advancements include the development of lower-cost high strength steel 
alloys for body structures (3rd generation steels), lower-cost and higher quality product (for 
Class A surfaces) from the aluminum Micromill sheet manufacturing processes, and 
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advancements in engineered plastics and composites for structural applications.  Developments 
are also anticipated in design, including further development and use of CAE design tools to 
characterize new material properties and behaviors.  This is expected to result in advances in 
material use, including optimized load pathway analyses in BIW geometries, and consolidation 
of multi-part components, resulting in the achievement of mass reduction in the most cost 
effective way.   

2.2.7.2 Mass Reduction Feasibility 

Since the FRM, EPA has continuously gathered information on technological advancements 
and application of mass reduction technologies through a variety of sources, including technical 
conferences, public reports, material association meetings, academic research, news articles, and 
stakeholder meetings with manufacturers and suppliers (often including discussion of 
confidential business information).  As previously mentioned, an overview of publicly available 
information on lightweight materials was included in the Appendix of the Draft TAR.  EPA and 
NHTSA generated two independent holistic lightweighting studies for mass reduction and cost 
data on light duty pickup trucks (MY2011 and MY2014) and updated existing passenger car 
(EPA Midsize CUV and NHTSA Passenger car) holistic lightweighting studies completed in 
2012. The light duty truck holistic reports join the projects currently described in the FRM on a 
midsize CUV, one conducted by EPA and one by ARB, and a passenger car, conducted by 
NHTSA. The Aluminum Association also conducted several projects including a project with 
EDAG, Inc. to evaluate the EPA Midsize CUV high strength steel BIW CAE model with 
aluminum material replacement. 

DOE also collaborated with Ford and Magna to develop a multi-material lightweight vehicle.  
This program included a vehicle prototype build and initial durability tests.  In addition to 
vehicle lightweighting, research projects were performed on the mass increases due to safety 
requirements, for example the IIHS small overlap test (2012).  NHTSA conducted a CAE 
passenger car evaluation and Transport Canada conducted a CAE light duty truck study 
evaluation which included a crash test of the baseline vehicle.  With respect to mass reduction 
efficiency, the Aluminum Association conducted a study on the impact of mass reduction on fuel 
economy for various vehicles with Ricardo, Inc. on which the 2015 NAS report comments were 
based.  EPA and NHTSA (through ANL) also re-evaluated the effectiveness of mass reduction 
on CO2 and fuel consumption reductions for several vehicle classes, including standard car and 
light duty truck.  The studies on efficiency are addressed in Section 2.3. 

In comments on the Draft TAR, Global Automakers and the Alliance of Automobile 
Manufacturers (AAM) commented that the Draft TAR did not thoroughly discuss some of the 
real-world constraints on mass reduction.  They also commented that the agencies should take 
into account the time needed to test and qualify new materials before they may be incorporated 
into vehicles, and the prevalence of global platforms using the same parts in several different 
vehicle models made in multiple locations.  In addition, they recommend that EPA should also 
consider the need of manufacturers to satisfy customer needs and expectations and regulatory 
requirements. In addition, Global Automakers stated that many mass reduction technologies have 
unintended consequences that customers will not accept. For example, they contend that light-
weighting technologies can increase noise, vibration and harshness (NVH) to levels unacceptable 
to consumers.  
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EPA recognizes that there are many factors which contribute to the implementation of mass 
reduction technologies by vehicle manufacturers.  These potential barriers to mass reduction are 
different from manufacturer to manufacturer and are related to level of experience with the 
technology, supplier experience, vehicle functional objectives, and global and platform 
manufacturing constraints.  In each of the mass reduction studies used to inform the Draft TAR 
and the Proposed Determination analyses, many alternatives are presented for reducing mass.  
Because the studies were done holistically, mass reduction solutions were identified across the 
entire vehicle and the studies considered technologies from a wide variety of sources.  In 
addition, the results of the Proposed Determination analysis do not project a large amount of 
mass reduction, on average, across the light-duty fleet.  As such, manufacturers will most likely 
have many choices as to which mass reduction solutions to choose which meet the requirements 
for OEM and supplier experience, global manufacturing and vehicle functional objectives. 

AAM also commented on some of the challenges associated with mass reduction, specifically 
on material availability. The September 2016  study by the Center for Automotive Research 
(CAR)438 contains (page 11) a list of challenges for various lightweight materials (HSS, 
Aluminum, Magnesium, Composites).  In addition, in order to achieve the higher levels of 
percent mass reduction, the study maintains that magnesium and composites would be required.  
EPA agrees that magnesium, aluminum and composites are important materials for mass 
reduction and are already being applied on many current production vehicles to reduce mass. 

Regarding composites, one of the primary concerns has been CAE simulation for various 
material compositions, availability of low cost carbon fiber to use in the composite material, and 
a recyclable resin material. Modeling composite behavior can and has been done: for example, 
BMW has produced the BMWi3 which has a composite/aluminum BIW.  BMW is also 
supporting work at the University of Delaware to develop a B-pillar made of composite material 
and the results have been presented at the SAE Government/Industry meeting in 2015 and 
presentation of component build and test in 2016.   

With respect to aluminum, the September 2016 CAR report438 states there are concerns with 
conversion of the steel-based supply-chain infrastructure, paint shop issues (thermal expansion, 
aluminum surface characteristics), robustness of the supply base, and the need for redesign of 
body shop assembly technology. The aluminum industry is poised to supply aluminum needs and 
the Micromill technology can be used to supply some of that demand as is being done on the 
F150.439  EPA agrees that aluminum stamping is different from steel stamping, but as 
demonstrated by the F150 program, it is feasible in a high volume production environment. In 
regards to thermal expansion, OEMs are able to manage the thermal properties of various 
materials, including aluminum, as demonstrated by the many current production vehicles that 
have aluminum hoods and other closures.  Further, GM has developed a way to join aluminum 
vehicle components as an alternative to the vehicle manufacturing techniques used by Ford on 
the F150.440  

The following section provides a description of the multi-material approach to lightweighting 
being used by OEMs, and presents some examples of current vehicle designs that have adopted 
notable mass reduction which resulted in significant curb weight reductions.  Further sections 
present an overview of the various holistic mass reduction and cost studies that were completed 
since the FRM.  The studies provide technology, primary and secondary mass reduction, and cost 
information that was used to create cost curves for application of mass reduction technology for 
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a passenger car and light duty pickup truck, which were used in the Draft TAR analysis and 
remain largely unchanged for the Proposed Determination analysis.  

2.2.7.3 Market Implementation of Mass Reduction 

A trend of slight reductions in curb weight in the new vehicle fleet has been observed in both 
the MY2014 baseline used in the Draft TAR analysis and the MY2015 baseline used in this 
Proposed Determination analysis.  Data reported in the 2016 EPA Trends report indicates that 
the overall sales-weighted curb weight has remained steady over the past 10 years.  In MY2008, 
the sales weighted vehicle weight was 4,085 pounds with a footprint of 48.9 square feet, but by 
MY2015 it was 4,035 pounds and 49.4 square feet, a decrease of 50 pounds and an increase of 
0.5 square feet. 441  During this period, additional equipment to meet safety regulations led to 
addition of mass, which would be included in the MY2015 weights.   

Table 2.14 lists a number of vehicle lightweighting efforts that have been introduced into the 
market over the past few years.  Some vehicles adopted high strength steel solutions, up to 2 GPa 
tensile strength steels, in their BIW such as in the Audi Q7, Acura TLX, Nissan Murano and 
Cadillac CTS redesigns.  The MY2015 F150 and the MY2014 Range Rover by Land Rover have 
both adopted a number of lightweighting components including aluminum body and cabin 
structure, aluminum closures, etc.   

Table 2.14  Examples of Mass Reduction in Selected Recent Redesigns (Compared to MY2008 Design)RR 

Vehicle Make 2008 Model Year 
curb Weight (kg) 

Model Year Change in Vehicle 
Curb Weight (kg) 

% Change % Footprint 
Change 

Acura MDX     2070  2014 238 11.5% +0.5% 

Audi Q7 2320 2014 325 14% 0 

Land Rover Range Rover 2400 2014 336 14% +5.2% 

Silverado 1500 Crew Cab 
4x4 

2422 2014 86 3.6% n/a 

Ford F150  
2.7L EcoBoost, 4x2 

Supercrew 

2446 2015 318 13% n/a 

Nissan Murano 1500 2015 30 2% n/a 

Cadillac CTS 1833 2015 110 6% +1.6% 

Honda Pilot 4367 2016 131 3% +6.1% 

Chevy Cruze442 1425 2016 114 8% n/a 

Chevy Malibu443 1552 2016 136 9.2% +0.3% 

GMC Acadia 2120 2017 318 15% -7.8% 

Chrysler Pacifica 2110 2017 114 5.4% +8.2% 

Cadillac XT5444 1893 2017 82 4.5% +2.7% 

 

The following excerpt from an Audi445 press release  represents the holistic engineering 
approach that achieved significant levels of cost effective mass reduction:  

                                                 
RR Some vehicles were redesigned twice since 2008 and so the changes are not exactly the same as noted in the 

articles from which some of the information was taken, because the table references differences between 2008 
and 2014. 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-152 
 

"Although it [the Audi Q7] is shorter and narrower than its predecessor, the cabin 
is longer and offers more head room.  20 years of experience with lightweight 
construction flow into the new Audi Q7. Equipped with the 3.0 TDI engine, the new Audi 
Q7 tips the scales at just 1,995 kilograms (4,398 lb.), which is 325 kilograms (716.5 lb.) 
less weight … the Q7 with the 3.0 TFSI engine is even lighter, weighing just 1,970 
kilograms (4,343.1 lb.).  Lightweight construction has been applied in all areas, from the 
electrical system to the luggage compartment floor. The key is the body structure, where 
a new multi-material design reduces its weight by 71 kilograms (156.5 lb) … ultra-high-
strength parts made of hot-shaped steel form the backbone of the occupant cell. 
Aluminum castings, extruded sections and panels are used in the front and rear ends as 
well as the superstructure.  They account for 41 percent of the body structure. Other parts 
made entirely of aluminum are the doors, which shave 24 kilograms (52.9 lb.) of weight, 
the front fenders, the engine hood and the rear hatch.  Audi uses new manufacturing 
methods for the production and assembly of the parts. The crash safety and occupant 
protection of the new Audi Q7 are also on the highest level."   

The holistic design approach enables secondary mass savings that can be achieved due to 
reduced load requirements as the overall vehicle becomes lighter. One example of secondary 
mass reduction is the potential adoption of a smaller engine in a light weighted vehicle.  Ford 
mentioned in a 2010 International Magnesium Association article that:  

"Strategic use of lightweight and down-gauged material allows a vehicle’s 
powertrain to be smaller and more fuel-efficient.  Combining magnesium with aluminum 
for the MKT lift gate’s panels instead of steel saves 22 pounds in vehicle weight. When 
coupled with other weight-saving measures, re-matching the vehicle with a smaller 
powertrain – known as right-sizing of power to weight -- is a key factor in achieving 
greater fuel economy."446   

 

2.2.7.4 Holistic Vehicle Mass Reduction and Cost Studies 

As shown in the Draft TAR, the 2017-2025 FRM Joint Technical Support Document (2012 
TSD) contained a linear mass reduction cost curve for direct manufacturing costs (DMC) in the 
expression of DMC ($/lb.)=$4.36(percent-lb.) x Percentage of Mass Reduction level (percent) as 
shown in Figure 2.43.  This equation starts at $0/kg for no mass reduction and increased at a 
constant rate of $4.36/( percent-lb.) for each percent mass reduction (ex: $0.44/lb. for 10 percent 
MR on a 4,000 lb. vehicle and $0.66/lb. for 15 percent on same) and was applied to all 
2008/2010 MY vehicles in which no mass reduction was assumed.  This cost curve expression 
was based on a number of available data sources on mass reduction which included a number of 
papers on individual components.   
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Figure 2.43  Mass Reduction Cost Curve ($/lb.) for 2017-2025 LD GHG Joint Technical Support Document 

In order to capture a more complete picture of the potential for mass reduction and related 
costs, EPA, NHTSA, ARB, and DOE committed significant resources to acquire mass and cost 
information through a number of holistic vehicle studies as listed in Table 2.15. The projects 
were performed with constant performance as a goal, and hence the benefits of all mass 
reduction solutions were applied to improve fuel efficiency and lower CO2 emissions.  Each 
project includes many steps including baseline vehicle teardown, component/system examination 
for mass reduction technologies, direct manufacturer cost estimation for mass reduction 
technologies and related tooling, CAE safety crash evaluation, NVH assessment and durability 
analyses.  The mass reduction technologies included in these studies were found in a variety of 
sources including those found on other vehicles, technologies in development at suppliers and 
material companies, technologies developed in other government funded projects, etc.  Cost 
estimates were made by the project contractors based on their extensive automotive experience 
and industry contacts.   

The DOE/Ford/Magna joint project itself did not include a cost study for its two evaluations - 
Mach 1 (25 percent MR) and Mach 2 (50 percent MR).  However, DOE did fund two 
independent cost studies related to this work.  One study was for a 40 to 45 percent mass 
reduction vehicle which identified the necessary cost of carbon fiber in order to make the design 
solution a reality.  These results were presented at the DOE Annual Merit Review (AMR) in 
2015. A second independent study was also funded by DOE in 2016 and presented at the 2016 
DOE AMR.  This study focused on an assessment of the multiple strategies addressed in the 
earlier phase in terms of weight reduction, cost premiums, and risk factors in order to establish a 
prioritized spectrum of lightweighting opportunities. The work then applied process Technical 
Cost Models (TCMs) to priority lightweight material manufacturing technologies to evaluate 
cost structures and understand the relative leverage of key cost drivers.  

The Mach 1 work also included several additions which included the buildup of seven 
lightweight vehicles for a number of durability and crash analyses as well as testing of some of 
the project's new technologies.  Two other studies provided insights into the mass add for 
meeting the IIHS small overlap test which is required in order to achieve the IIHS rating of Top 
Safety Pick.  NHTSA funded a follow-up study on their 2012 passenger car work and Transport 
Canada funded a follow-up study on the EPA 2015 light duty pickup truck.  The studies provided 
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a revised final cost and mass reduction to the original works.  EPA also greatly appreciate and 
acknowledge the work of many individual companies, academia representatives, and material 
associations to provide information on lightweighting technologies, both in production and in 
research, to the agency contractors for the holistic vehicle studies.  This information was also 
used as the basis for material information contained in the Appendices to the Draft TAR to 
address topics of feasibility, mass reduction, cost, safety, research and recycling.   
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Table 2.15  Agency-Sponsored Mass Reduction Project List since 2012 FRM 

 Agency Description Completion 
Date 

Reference 

Pass 
Car/ 
CUV 

Studies 
 
 
 
 

US EPA Phase 2 Midsize 
CUV 

(2010 Toyota 
Venza)  

Low Development  
(HSS/Al focus) 

2012 Final Report, Peer Review and SAE Paper 
EPA-420-R-12-019, EPA-420-R-12-026, 

SAE Paper 2013-01-0656 

ARB Phase 2 Midsize 
CUV  

(2010 Toyota 
Venza)  

High Development  
All Aluminum 

2012 Final Report and Peer Review 
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_p

hase2_report-compressed.pdf 
http://www.arb.ca.gov/msprog/levprog/leviii/carb_versio

n_lotus_project_peer_review.pdf 

NHTSA Passenger Car  
(2011 Honda 

Accord)  

2012 Final Report, Peer Review, OEM response, Revised Report 
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf 

http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-
+Fuel+Economy/ci.NHTSA+Vehicle+Mass-Size-

Safety+Workshop.print  
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/81

2237_LightWeightVehicleReport.pdf 

DOE/ 
Ford/ 

Magna 

-Passenger Car  
(2013 Ford Fusion)  
Mach 1 and Mach 2 

projects 
-Cost Study for 40-

45% Mass 
Reduction 

-Mass Reduction 
Spectrum Analysis 
And Process Cost 
Modeling Project  

2015 http://energy.gov/sites/prod/files/2015/06/f24/lm072_sk
szek_2015_o.pdf 

http://energy.gov/sites/prod/files/2014/07/f17/lm072_sk
szek_2014_o.pdf 

http://energy.gov/sites/prod/files/2014/07/f17/lm088_sk
szek_2014_o.pdf 

http://avt.inl.gov/pdf/TechnicalCostModel40and45Percen
tWeightSavings.pdf 

http://energy.gov/sites/prod/files/2016/06/f33/lm090_m
ascarin_2016_o_web.pdf 

SAE papers include:2015-01-0405~0409,2015-01-
1236~1240,2015-01-1613~1616 

NHTSA Passenger Car small 
overlap mass add 

2016 Final Report 
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/81

2237_LightWeightVehicleReport.pdf 

Light 
Duty 
Truck 

Studies 
 

EPA 2011 Silverado 1500 2015 Final Report, Peer Review and SAE Paper 
EPA-420-R-15-006,SAE Paper 2015-01-0559 

NHTSA 2014 Silverado 1500 2016 Final Report November 2016 

Transpo
rt 

Canada 

IIHS small overlap 
mass add on LDT 

(EPA) 

2015 
 

Final Report and Peer Review 
https://www.tc.gc.ca/eng/programs/environment-etv-

summary-eng-2982.html 
Peer Review (EPA docket)447 

 

The holistic vehicle studies in Table 2.15 are nearly all focused on MY2008/2010 designs.  
This was important for two reasons.  The first is that the 2012 FRM analysis was based on the 
ability to reduce the mass of the MY2008 fleet.  Second, these mass reduction studies provided 
insight into many mass reduction solutions that had not yet been widely adopted by 
manufacturers.  The MY2014 new-generation light duty pickup truck evaluated by NHTSA was 

https://www3.epa.gov/otaq/climate/documents/420r12026.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ci.NHTSA+Vehicle+Mass-Size-Safety+Workshop.print
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ci.NHTSA+Vehicle+Mass-Size-Safety+Workshop.print
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ci.NHTSA+Vehicle+Mass-Size-Safety+Workshop.print
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://energy.gov/sites/prod/files/2015/06/f24/lm072_skszek_2015_o.pdf
http://energy.gov/sites/prod/files/2015/06/f24/lm072_skszek_2015_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://energy.gov/sites/prod/files/2016/06/f33/lm090_mascarin_2016_o_web.pdf
http://energy.gov/sites/prod/files/2016/06/f33/lm090_mascarin_2016_o_web.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
https://www.tc.gc.ca/eng/programs/environment-etv-summary-eng-2982.html
https://www.tc.gc.ca/eng/programs/environment-etv-summary-eng-2982.html
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a 'next step' approach to evaluate the mass reduction potential and cost of converting from a 
more high strength steel approach (compared to the 2008 design) to other lightweight materials 
including aluminum and CFRP.  It should be noted that the cost curve expression used by  EPA 
in the Draft TAR and this Proposed Determination differs from that used by NHTSA in the Draft 
TAR CAFE assessment . 

EPA is using the information from the publicly available government sponsored studies in its 
modeling of mass reduction and related costs for all the vehicles sold in the US.  The vehicles for 
the holistic vehicle projects were chosen based on their representation of high sales volume 
vehicles, as the Honda Accord and Chevy Silverado 1500, and/or representative of new vehicle 
designs that were showing increasing popularity, as the Toyota Venza.  The projects were 
conducted over the past 6 years and were multi-million dollar efforts.  The same detailed 
information collected in these projects were not readily available from any other source - 
especially cost information and secondary mass effects.  Additional mass comparison 
information was found to be available through the A2Mac1 vehicle databases and that 
information has been used to supplement our analyses on mass differences - especially on mass 
add for vehicle footprint increases.  Ducker Worldwide executive summaries have also provided 
insights into aluminum and steel material trends.   

To understand how the results from our projects relate to real world lightweighting efforts, 
EPA has met with OEMs and attended many technical conferences over the past four years.  It 
was observed that there are cost savings to be achieved from lightweighting MY2008/2010 
design vehicles and more is expected as costs are reduced through material recycling and 
optimization of material use.  EPA agrees that some mass reduction technologies will add cost, 
however recent developments in material processing, as with development of 3rd generation 
steelsSS and Alcoa's Micromill for aluminum, indicate that these costs may be less than that 
utilized in the studies.  In addition, the decrease in metal material pricing over the past year has 
not been included in most of the holistic vehicle studies.  EPA understands that OEMs have 
typically utilized mass reduction technologies to offset the weight of added features or safety 
measures. 

In their comments on the Draft TAR, AAM commented that the mass reduction studies used 
to develop the cost curves were "overly optimistic" due to the vintage of the vehicles studied 
(Venza and Silverado) and scope of the studies (Venza). (AAM also noted that they did not have 
cost curves to present as an alternative.) EPA disagrees that the cost curves used in the Draft 
TAR analysis are inappropriate and has continued to apply these cost estimates in the Proposed 
Determination. Within any given model year, the fleet will be comprised of vehicles with a 
variety of design vintages, and designs with varying degrees of mass reduction implementation. 
In recognition of these variations, EPA adopted an approach in the Draft TAR to determine the 
initial starting point on the cost curve that is appropriate for each individual model in the 
baseline. When applying the cost curves based on studies with earlier vintage vehicles (i.e. the 
2009 Venza, 2011 Accord, and 2011 Silverado) and the more recent 2014 Silverado, EPA 
aligned the curves so that they would maintain a consistent "null" technology reference point at 0 
percent mass reduction. EPA believes that the critical point, consistent with the comment from 

                                                 
SS Nanosteel mentioned in their comments to the Draft TAR that our costs were overestimated for 3rd generation 

steel. 
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AAM, is that vehicles in the baseline are placed at the appropriate location on the cost curve. As 
mass reduction technologies are continuously introduced into the fleet from year-to-year, 
analyses based on progressively updated baseline years would involve placing vehicles further 
along the cost curve. Using this approach, differences in the vintages of the vehicles used to 
create the cost curves will not have a primary influence on the incremental costs applied for mass 
reduction.   

2.2.7.4.1 EPA Holistic Vehicle Mass Reduction/Cost Studies 

EPA funded two holistic vehicle mass reduction/cost studies for the Midterm Evaluation 
between 2010 and 2015.  The first study was the Phase 2 low development (steel BIW) 
lightweighting study on a Midsize CUV performed by EPA with FEV North America, Inc., 
EDAG, Inc. and Munro and Associates, Inc. and was focused on achieving 20 percent mass 
reduction which resulted in a high strength steel structure with aluminum closures amongst other 
technologies.  This was a follow up to the Phase 1 paper study on the Midsize CUV performed 
by Lotus Engineering and includes in-depth analyses on cost and CAE safety analyses of the 
vehicle.  The second study was a lightweighting study on a 2011MY light duty pickup truck and 
was performed by the same contractors using a similar methodology however added in the 
dynamic vehicle analyses and a number of component evaluations performed with CAE.  The 
result was an aluminum intensive vehicle with high strength steel/aluminum ladder frame. 

EPA's cost curve development methodology for both projects is based on a cumulative 
additive approach of the best-rated technologies in terms of $/kg.  Primary mass reduction 
technologies (technologies not dependent on mass savings in other areas of the vehicle) are listed 
along with the related costs and mass savings.  The $/kg for each technology is calculated and 
then the order of the technologies is sorted from lowest $/kg to highest.  The original mass and 
costs are then each added in a cumulative manner and then the resultant $/kg is calculated at each 
technology and a related percent mass reduction. Secondary mass savings, those mass savings 
which are dependent on other mass savings within the vehicle, are noted on a component 
evaluation basis, summed, and then applied at the solution point for the project.  Since the 
secondary mass savings are based on the size of the component - hence material basis - then this 
can be proportioned across the whole range of primary mass reduction curve.  The cost savings 
are also proportioned.  Two assumptions work into this costs curve methodology: 1) OEMs will 
adopt the lowest cost mass reduction technologies first; and 2) secondary mass savings, such as a 
resized engine and/or chassis systems, can occur at all percent mass reduction points.  This 
methodology works into EPA's mass reduction modeling methodology for the Proposed 
Determination. 

Other related studies to the Phase 2 Low Development Midsize CUV include the Phase 2 
High Development study funded by ARB.  ARB hired Lotus Engineering to compete an in-depth 
look into the aluminum intensive (High Development) Midsize CUV and included CAE safety 
analyses and an in-depth cost analyses. Both of the Phase 2 studies, High Development and Low 
Development, are follow-up studies to the Phase 1 paper study by Lotus Engineering on the 
Midsize CUV.  Following the Phase 2 studies, the Aluminum Association Automotive 
Technology Group contracted with EDAG, Inc. to evaluate aluminum material replacement 
within EPA's CAE model of the Midsize CUV BIW.  A cost analyses was also performed by 
EDAG for this project.   

2.2.7.4.1.1 Phase 2 Low Development Midsize CUV Updated Study and Supplement  
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The Phase 2 Low Development (steel BIW) Midsize CUV lightweighting study was 
completed in August of 2012.  The results of this work were peer reviewed through an 
independent contractor as well as through the SAE paper publication process.  Feedback was 
received by OEMs and others independent of the official peer review process. 

The MY2010 Toyota Venza was chosen as the base vehicle for this work and vehicle 
teardown and coupon testing revealed that the base vehicle BIW included high strength steel 
components made of HSLA 350, HSLA 490, DP500, a 7000 aluminum rear bumper and HF1050 
B pillar and side roof rail. After consideration of nearly 150 lightweighting ideas, the project's 
final lightweighting results stated that 18.5 percent mass reduction was achieved for a cost 
savings of $0.47/kg.  The report also stated that if aluminum doors were included then the mass 
save would be 20.2 percent with a cost savings of $0.11/kg.  To make the non-compounded cost 
curve, the primary lightweighting ideas were listed with the lowest $/kg to the highest $/kg 
which reflects an approach where the OEMs would choose the less expensive, or cost saving, 
technologies first.  Then the mass and cost data were individually cumulatively added and a 
cumulative $/kg was determined at each technology addition to create the non-compounded 
curve.  The compounded curve was developed by determining the secondary mass savings at the 
primary solution point and then the mass savings were ratioed across the primary cost curve to 
yield the final cost curve with compounding.  A short summary of this work and the cost 
curve(Figure 2.44) were included in the 2012 FRM analysis.  

 

Figure 2.44  Original Phase 2 Low Development Midsize CUV Lightweighting Cost Curve448 

Additional consideration was given to the feedback EPA and FEV received on the study as 
well as to methodology updates which were made during the MY2011 light duty truck 
lightweighting study after the FRM. Modifications made to the data for the original curve, shown 
in Figure 2.44, included adding in the aluminum doors as a lightweight technology, and 
removing several features including the magnesium engine block and the cost savings for some 
of the light weighted plastic components.  Several customer features were put back into the 
vehicle including the lumbar and active head rest for the back seat and the cargo cover. A mass 
and cost allowance for NVH was added as well as the related cost savings for the secondary 
mass which had not been accounted for in the FRM methodology.  The revised cost curve is 
shown in Figure 2.45 and is 17.6 percent mass reduction at +$0.50/kg.  Also included are the 
$/kg and percent mass reduction solution points for two aluminum BIW Midsize CUV studies.  
First is the work funded by ARB from Lotus Engineering on the Phase 2 High Development 
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Midsize CUV aluminum intensive project which utilized an aluminum BIW design and results 
came in at -$0.64/kg for 31 percent MR,452 per our calculations of study results.  Second is the 
aluminum intensive point from the Aluminum Association work of 27.81 percent mass reduction 
at $1.12/kg, in which EDAG utilized the same CAE baseline model developed for the EPA 
Phase 2 Low Development Midsize CUV work.454  

 

Figure 2.45  Revised Cost Curve for the Midsize CUV Light Weighted Vehicle 

This cost curve, in Figure 2.45, is clearly different from the 2012 FRM cost curve for mass 
reduction, in Figure 2.43, in which all mass reduction points were associated with positive costs.  
The EPA Phase 2 Low Development Midsize CUV holistic vehicle study is a whole vehicle 
study which examines nearly every component in the vehicle for mass reduction potential and 
calculates a related cost and mass save for each and reviews them from most cost/kg saved to 
most costly cost/kg.  This methodology was chosen based on the understanding that OEMs will 
choose the cost saving technologies first and that some cost mass reduction technologies will be 
paid for by the cost save mass reduction technologies.  A vehicle cost curve similar to the FRM 
expression could be achieved if cost technologies were listed first in the cumulative adding 
approach and hence losing the appearance of the cost saving technology ideas.  However, this is 
not the approach that OEMs are utilizing for lightweighting.  For example, a 2016 publication by 
CAR contains an illustration and caption which states that "(Figure 2.46) illustrates a generic 
cost curve for lightweighting that is broadly supported."450  GM has also claimed publicly to its 
potential investors that over $2B449 was saved in material costs, which suggests that costs can be 
saved with mass reduction over several passenger vehicles.  It is very likely that some of this 
savings was due to the decreased material costs over the past year in addition to the cost-saving 
lightweighting approaches.   

y = 3968.3x3 - 1282.6x2 + 160.78x - 9.9319

-$12

-$10

-$8

-$6

-$4

-$2

$0

$2

$4

0% 5% 10% 15% 20% 25% 30%

A
ve

ra
ge

 C
o

st
 o

f 
C

u
m

u
la

ti
ve

  M
as

s 
R

e
d

u
ct

io
n

 (
$

/k
g)

% Vehicle Mass Reduction

ARB/Lotus Engineering Aluminum 
Intensive Design ( -$0.64/kg (est) at 31%) 

EPA Final Vehicle Solution (HSS BIW) 
($0.50/kg @ 17.6% Mass Reduction) 

 

Aluminum Association Inc. Published Data Point 
Developed from EPA Venza Analysis and EDAG Al 
Intensive BIW ($1.12/kg 27.81% Veh MR) 

 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-160 
 

 

Figure 2.46  Cost Curve Figure from CAR: "A Cost Curve for Lightweighting That Is Broadly Supported"450 

 

2.2.7.4.1.2 Light Duty Pickup Truck Light-Weighting Study 

The U.S. EPA NVFEL contracted with FEV North America to perform this study utilizing the 
methodology developed in the Midsize CUV lightweighting effort (2012) and the study was 
completed in 2015.  The results of this work went through a detailed and independent peer 
reviewed as well as through the SAE paper publication process.  Feedback was received by 
OEMs and others independent of the official peer review process. 

For this study a 2011 Silverado 1500 was purchased and torn down.  The components were 
placed into 19 different systems.  The components were evaluated for mass reduction potential 
given research into alternative materials and designs.  The alternatives were evaluated for the 
best cost and mass reduction and then compared to each other.  CAE analyses for NVH and 
safety was completed for the baseline and the light-weighted aluminum intensive vehicle.  A 
high strength steel structure with aluminum closures was the first choice of a solution for this 
project; however, this was not fully completed for the decision was made by the project team to 
change course and pursue the aluminum structure solution due to the expected introduction of the 
aluminum intensive F150 into the marketplace.  Durability analyses on both the baseline and 
light-weighted vehicle designs were performed through data gathered by instrumenting a 
Silverado 1500 light duty pickup truck and operating it over various road conditions.  Included in 
the durability analyses are durability evaluations on the light weighted vehicle frame, door and 
other components in CAE space.  The crash and durability CAE analyses allowed for gauge and 
grade determinations for specific vehicle components.  Load path redesign of the light duty truck 
structure (cabin and box structure and vehicle frame) was not a part of this project.  

As shown in Figure 2.47, the most mass reduction was achieved in the Body System Group -
A- (Body Sheet metal) in which the cabin and box structure and the closures, etc. were converted 
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to aluminum.  The suspension system is the second highest system for mass reduction and 
includes composite fiber leaf springs.  Mass reduction technologies with cost save examples 
include 1) material and design optimization in the connecting rods, 2) material and design 
through use of vespel thrust washer versus roller bearings, 3) material processing in the Polyone 
and Mucell applications, 4) material substitution in the thermoplastic vulcanizates (TPV) vs. 
EPDM static and dynamic weather seals, 5) material and part consolidation in the passenger side 
airbag housings, and 6) design and processing through incorporation of the half shafts and the 
Vari-lite® tube process by U.S. Manufacturing Corporation.  A complete listing of vehicle 
technologies can be found in the online report451 and Figure 2.47 shows that there was a 50kg 
and $150 allowance for NVH considerations.   

 

Figure 2.47  Light Duty Pickup Truck Lightweighting Study Results 

The individual technology mass and cost saving used to develop the system summaries listed 
in Figure 2.47 were used to develop EPA's cost curve for the light duty pickup truck 
lightweighting study, as shown in Figure 2.48.  It should be noted that the blue squares are 
individual solutions and are not based on the cost curve technology points which lead to the red 
square solution point. 
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Figure 2.48  Light Duty Pickup Truck Lightweighting Cost Curve 

The curve without compounding in Figure 2.48 (green curve) includes primary mass 
reduction ideas which do not depend on the vehicle being made lighter.  The mass reduction 
ideas based on a resultant lighter vehicle are called secondary mass saving ideas and are based on 
components decreasing in size and hence material.  In this study the engine was able to be 
downsized 7 percent due to the mass reduction in the vehicle design and still maintain the current 
towing and hauling capacities.  The other systems that were reduced in size, while considering 
truck performance characteristics, included the transmission, body system group A (bumpers), 
suspension, brake, frame and mounting systems, exhaust, and fuel systems.  The systems 
considered for secondary mass are included in Figure 2.49 and show the total 83.9kg mass save 
at $68.74 savings.  Overall, the secondary mass savings are 17.6TT percent of the primary.  The 
compounded curve in Figure 2.48 is the EPA light duty truck cost curve utilized in the 
development of the overall cost curve for light duty trucks described in Section 2.3. 

                                                 
TT % Secondary Mass = 560.9 compounded-83.9secondary =477kg primary, 83.9/477 = 17.6% secondary.   
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Figure 2.49  Light Duty Pickup Truck Lightweighting Study Secondary Mass  

2.2.7.4.2 NHTSA Holistic Vehicle Mass Reduction/Cost Studies 

To support the Midterm Evaluation, NHTSA funded two holistic vehicle mass reduction/cost 
studies. These studies are described in full detail in the Draft TAR. For complete information on 
these studies, please see Draft TAR Section 5.2.7.4.2 (Draft TAR page 5-176). 

2.2.7.4.3 ARB Holistic Vehicle Mass Reduction/Cost Study 

The California Air Resources Board funded Lotus Engineering on further analysis of in-depth 
cost and CAE, of the Phase 2 High Development of the Midsize CUV.452  The project focused on 
the BIW design through CAE and more in-depth costing of the BIW.  A full vehicle solution 
point was developed by adding the cost and mass save results of the BIW analysis to the cost and 
mass save information on the other vehicle systems from the Phase 1 work.453  The report 
changed the original BIW design of 30 percent magnesium, 37 percent aluminum, 6.6 percent 
steel and 21 percent composites to one of 12 percent magnesium, 75 percent aluminum, 8 
percent steel and 5 percent composites, shown in Figure 2.51.  The report states that its BIW 
design reduced the number of parts from 419 parts in the baseline Venza to 169 parts in the low 
mass design.  Specifically, the report states "By factoring in the manufacturability of the 
materials and designs into the fundamental design process, it is expected that … this type of 
design [will] be production ready in 2020." 

The summary write-up for this work is contained within the LD GHG 2017-2025 FRM Joint 
Technical Support Document.  A cost curve was not developed for this work.  Values of cost and 
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overall mass reduction were located in several areas of the report.  The overall results, including 
all of the mass reduction items in the Phase 1 report and including powertrain were taken from 
Table 4.5.7.2.f. totaling 531.2kg reduced (31 percent of 1711kg) and the total cost was taken 
from the 4.6.1.  Conclusions section of $342/vehicle cost save.  The cost per kilogram for this 
solution is calculated as -$0.64/kg cost saved.  This point, along with two other all aluminum 
vehicle solution points - one by NHTSA and the other by the Aluminum Association, helps to 
indicate the direction for additional mass reduction beyond the AHSS BIW/Aluminum closure 
solution on which the cost curve for the passenger car/Midsize CUV is based. 

 

Figure 2.50  Phase 2 High Development BIW - Lotus Engineering 

 

2.2.7.4.4 Aluminum Association Midsize CUV Aluminum BIW Study 

The Aluminum Association funded a project with EDAG, Inc.454 in 2012 to perform an 
aluminum substitution analysis in the BIW of the Midsize CUV work by EPA using the EPA 
CAE baseline model for the work.  The baseline model was also developed by EDAG, Inc.  The 
analyses utilized CAE crash safety and NVH verifications when determining the specifics, gauge 
and grade, of the aluminum to be utilized in the BIW (Figure 2.51).   
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Figure 2.51  Midsize CUV Baseline vs Midsize CUV Aluminum Intensive Vehicle 
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Figure 2.52  Summary Table of Mass Reduction and Cost for Aluminum BIW and Closure Components 

Figure 2.52 lists the results from aluminum material substitution into the existing BIW and 
closures.  When combined with the remaining mass and cost saved identified in the U.S. EPA 
Midsize CUV report, resulted in a $1.12/kg for 27.8 percent mass reduction for the entire 
vehicle, as shown in Table 2.16.  This data point is included in the overall cost curve shown in 
Figure 2.45.   

Table 2.16  Summary of the Automotive Aluminum 2025  

 Multi-Material  
(MMV - EPA low dev) 

Aluminum (AIV) 

Body and Closure MR -14% -39% 

Total Vehicle MR -19.2% -27.8% (-476kg) 

Cost Impact -$0.23/kg $1.12/kg (+$534)* 
*Note: Full Vehicle Mass Optimization 

 

2.2.7.4.5 Comparison of Data for Lightweight Car/CUV with Aluminum BIW 

The alternatives presented here are not reflected in the cost curves used in the present 
analysis, but are included to recognize that EPA does not expect a significant inflection upward 
in cost with mass reduction beyond what has been considered in this analysis. Several additional 
design solutions at higher levels of mass reduction with all aluminum BIW were developed using 
the Venza and Accord-based studies as starting points, as discussed in previous project 
descriptions, and solution points are shown with an extrapolation of the best fit Car/CUV cost 
curve (see Figure 2.53). The feasibility of achieving higher levels of mass reduction was also 
shown in the work by DOE/Ford/Magna, described in a following section, in which 23.5 percent 
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mass reduction was achieved relative to a MY2013 FusionUU for the Mach 1 design. The overall 
BIW design was multi-material with 64 percent aluminum, 29 percent steel and 7 percent hot 
stamping.  A number of vehicles were built and crashed, including IIHS ODB, with acceptable 
results and several notes for further improvement in the BIW design to CAE predictive 
correlation were noted.  Costing was not a part of this project; however, the SAE paper states 
"multi-material automotive bodies can achieve weight reduction with cost effective 
performance." 455 

 

Figure 2.53  Car/CUV DMC Curve Extended to Points with Aluminum BIW 

Figure 2.53 shows two points for the CUV aluminum intensive solution.  One point is from 
the ARB-sponsored study by Lotus Engineering456 and one point is from the Aluminum 
Association study through EDAG.457  The ARB full vehicle data point with optimized BIW 
design and reduction of BIW components is 531kg (31 percent) mass reduction at -$0.64/kg.  
The Aluminum Association study of an all-aluminum BIW, based on material replacement into 
the CAE model from the original U.S. EPA Midsize CUV study, resulted in a total vehicle 
solution of $1.12/kg at a total of 476kg (27.8 percent) mass reduced. NHTSA studied the 
aluminum intensive vehicle design for the passenger car (based on the MY2011 Accord) and the 
result is a point at $2.83/kg for 23.2 percent.  

Table 2.17 shows the detailed results of the studies.  The cost/kg estimate for the NHTSA 
study is likely overestimated given the recent reduction in the commodity price for aluminum.   
The 2001 JOM source document used for the cost estimate indicates that costs have very likely 

                                                 
UU The MY2013 Fusion was one redesign beyond the 2008 era Fusion. The base vehicle is approximately 250 lbs 

heavier and the top trim is approximately 100 lbs heavier in 2013 compared to 2008.  The 2013 Fusion is 
approximately 2.80sq ft larger in footprint compared to the 2008 era Fusion and slightly taller and wider overall. 
Several safety features were also included. (https://en.wikipedia.org/wiki/Ford_Fusion_(Americas)) 
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decreased since this work was completed.VV,458  The Lotus Engineering and EDAG are similar 
and achieve results for three major systems which are only 6kg apart (201.7kg v 207.7kg 
respectively).  The differences between the two projects include the BIW designs used and the 
resultant estimated costs.  The EDAG study used the existing BIW design and the materials of 
aluminum alloy sheet, extrusion and casting.  The Lotus Engineering solution also utilized the 
different aluminum components while optimizing component aggregation as only 169 
components were used in the BIW compared to the original 419 and significant savings with the 
new manufacturing processes were assumed. 

Table 2.17  Three Aluminum Intensive Vehicle Design Summary - DMC ($), %MR and $/kg 

Aluminum BIW, 
Closures, Chassis  

2012 ARB/Lotus  
(midsize CUV-1711kg) 

2012 Al Assoc/EDAG  
(midsize CUV -1711kg) 

2012 NHTSA/Electricore/ 
EDAG (Pass Car-1480kg) 

Mass save 
(kg) 

Cost  
($) 

Mass save 
(kg) 

Cost 
($) 

Mass save 
(kg) 

Cost 
($) 

BIW 140.7 239 162.2 780 113 782 

Closures/Fenders 59 -381 43.2 106 44 153.7 

Bumpers 2 9 2.3 8.6 - - 

SUB-TOTAL 201.7 -133 207.7 894.6 157 935.7 

Total Vehicle 530 -342 464* +520* 343.6 971.9 

$/kg -$0.64/kg $1.12/kg $2.83/kg 
Note: *adjusted for changes in the EPA baseline Midsize CUV cost curve into which the aluminum BIW was placed 

 

2.2.7.4.6 DOE/Ford/Magna MMLV Mach 1 and Mach 2 Lightweighting Research Projects 

The Multi Material Lightweight Vehicle (MMLV) project was initiated in 2012 by the 
Department of Energy and co-funded by Magna International and Ford Motor Corporation under 
the project number DE-EE0005574.  The objectives of the project included identifying 25 
percent (Mach 1) and 50 percent (Mach 2) vehicle mass reduction packages. This work was peer 
reviewed through the DOE AMR and the SAE publication processes.  The "Multi-Material 
Lightweight Vehicles" presentation, which was a combination of the Mach 1 and Mach 2 
projects, was peer reviewed at the 2015 DOE AMR in front of a panel of experts in the field and 
the results of the peer review were included in the final report for the DOE AMR.459  The project 
received a weighted average score of 3.77 out of 4.0 and was measured on reviewer questions 
related to approach, technical accomplishments, collaborations, and future research.  The results 
were also presented in a number of SAE papers and hence reviewed through the SAE publication 
process.   

The DOE/Ford/Magna project developed the lightweight vehicle solutions off of a MY2013 
Ford Fusion platform (used to represent a 2002 Ford Taurus).  Results include 23.5 percent for 
the Mach 1 design.  Seven vehicles were built and the vehicles, and certain components, were 
tested under a series of durability tests.  New technologies of composite fiber springs, carbon 
fiber wheels, seat back frame, and the multi-material body structure were included in the 

                                                 
VV Investigation into the supporting documentation for the analysis revealed that the information was taken from a 

2001 article in the Journal of Minerals, Metals and Materials Society.  The article states "In fact, design 
developments by Audi already have resulted in significant cost reductions between its first- and second-
generation vehicles.  These have come about through parts consolidation, process substitutions, and part 
simplification."  

http://www.audi.com/java/index.html
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durability tests.  For the Mach 2 design, 50 percent mass reduction is achieved however the 
vehicle is not market viable due to extensive de-contenting and use of materials that are not yet 
ready for full volume production including composite "tub" package tray and roof.  A 
comparison of the MMLV structures weight for BIW, Closure, Chassis and Bumper is displayed 
in Figure 2.54. 

 

Figure 2.54  MMLV Structures Weight Comparison BIW, Closure, Chassis, Bumper460 

 

Gaps identified by the MMLV projects (I and II) include those listed in Table 2.18. 

Table 2.18  Gaps Identified by MMLV Project 

Topic GAP 

Steel Improved coatings on ultra-high strength steels for multi material applications 

Aluminum Increased die life and bi-metallic (inserts, etc.) for Al die castings plus low cost 7000 series 
aluminum sheet and extrusions 

Magnesium High volume warm forming, hemming, class A finish, plus improved die life and bi-metallic 
inserts in high pressure vacuum die casting 

Carbon Fiber 
Composites 

Material characterization for CAE, joining, corrosion, paint, class-A finish 

Multi Material 
Vehicles 

Corrosion mitigation strategy including universal equivalent of phosphate (or eqiuv) bath for 
any mix of steel, aluminum and magnesium before e-coat and paint 

Joining methods with corrosion mitigation 

Aluminum rivet, high hardness, high strength 
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Alternative NVH treatments for lightweight panels sheet metal and glazings 

Design for disassembly, end of life, for reclaiming, recycling 

 

No cost analysis was performed for the Mach 1 study.  A 40-45 percent MR cost analyses 
from the base 2013MY vehicle was completed under a separate DOE project, through Idaho 
National Laboratories performed by IBIS Associates Inc., and results indicate the cost of carbon 
fiber must decrease in order to make the technology viable for mass market vehicles.461  This 
project is described in 2.2.7.4.7.   

A second cost study was funded by DOE Office of Nuclear Energy and completed in June 
2016.  The title was "Vehicle Lightweighting: Mass Reduction Spectrum Analysis and Process 
cost Modeling" by IBIS Associates, Energetics and Idaho National Laboratory.  The objectives 
of this report were to "Assess the multiple strategies addressed in the earlier phases in terms of 
weight reduction, cost premiums and risk factors in order to establish a prioritized spectrum of 
lightweighting opportunities." And "Apply process technical Cost models (TCMs) to priority 
lightweight material manufacturing technologies to evaluate cost structures and understand the 
relative leverage of key cost drivers.  The processes targeted were aluminum extrusion, 
magnesium sheet forming and carbon fiber composite molding."  This study examined mass 
savings and costing for a range of technologies from a number of lightweighting studies 
available as of 2015. 

2.2.7.4.6.1 Mach I  

The MMLV Mach I project achieved 364 kg (23.5 percent) mass reduction from the baseline 
weight of the 2013 Ford Fusion (representing a 2002 Ford Taurus).  Seven prototype vehicles 
were built and these vehicles were used to conduct a number of test such as, corrosion, 
durability, NVH (noise vibration harshness), and crash. Maintaining performance and 
capabilities, along with safety and durability were also goals of the MMLV.  All parts used in the 
MMLV are either low volume or high volume production capable up to 250,000 vehicles per 
year.  The Mach I mass reduction was achieved using materials such as aluminum, carbon fibers, 
magnesium, and high strength steels.  Results of the Mach I project were presented in 13 SAE 
papers.462,463,464,465,466,467,468,469,470,471,472,473,474 

The Mach I project group presented an estimate of the fuel economy improvement at the 2015 
SAE World Congress 2015 as being an increase to 34 mpg from 28 mpg.  This change in fuel 
economy was estimated by taking the fuel economy of a Ford Fiesta (which is the equivalent 
weight of the lightweight Mach-I) and comparing to the 2013 Ford Fusion.  The fuel economy 
numbers were from fueleconomy.gov.  Key requirements of durability, safety, and Noise 
Vibration Harshness (NVH) were also met within the Mach I design as illustrated in a report 
presentation at the 2015 DOE AMR.475  All components of the MMLV were specifically chosen 
for optimal weight reduction without shorting on performance or technicality.  

Five subsystems of the Mach I compared to the baseline 2013 fusion of full body mass 
reduction.475  

 The body-in-white (BIW) and closures contributed 76 kg (4.9percent) to the overall 
vehicle mass reduction.  The baseline 2013 BIW is 326 kg and the Mach-I BIW is 
250 kg. The 2013 Fusion BIW is steel intensive, and the Mach-I design included 
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advanced high strength steels were integrated for use as primary safety structures like 
crush rails, B-pillars, and selected cross car beams.  Closures in the Mach 1 were 
aluminum intensive.  The transition from steel to aluminum is also the primary design 
strategy for the light weighting of the deck lid, and front fenders, as well as the side 
door structures and hinges.  Also, chemically foamed plastics were used in the door 
design as trim.  

 Body Interior and Climate Control consists of the seats, floor components, instrument 
panel/ cross car beam (IP/CCB), and climate control system which contributed 28 kg 
(1.8 percent) to the overall vehicle mass reduction.  The IP/CCB decreased in part 
count from 71 to 21, new material design involved carbon fiber reinforce nylon from 
the baseline welded assembly of steel stampings and tubes.  The material selection of 
the seat structures was carbon fiber reinforced nylon composite compared to the 
baseline steel stampings and tubes. 

 Chassis subsystem reduced its total mass by 98 kg (6.3 percent) to the overall vehicle 
mass reduction.  The major components identified in the Mach 1 subsystem include 
hollow coil springs, carbon fiber wheels, and tires with a tall and narrow design, 
hollow steel stabilizer bars, aluminum sub frames, control arms and links.  

 The powertrain subsystem was reduced by 73 kg (4.7 percent) to the overall vehicle 
mass reduction.  The baseline engine is a 1.6 liter four-cylinder gasoline turbocharged 
direct injection (EcoBoost) with a six-speed automatic transmission.  The Mach-I 
design has a 1.0 liter three-cylinder gasoline turbocharged direct injection (Fox 
EcoBoost) with a mass reduced six-speed automatic transmission.  The use of carbon 
fiber within this subsystem encouraged mass reduction and include components such 
as the engine oil pan.  

 The electrical subsystem achieved a 10 kg (0.64 percent overall vehicle mass 
reduction). A few adjustments were made to accomplish this number.  The battery 
was switched to a lithium ion 12-volt start battery from the baseline lead-acid battery.  
The change of the battery achieved 5 kg mass reduction.  Also, copper electrical 
distribution wiring was replaced with aluminum conductors meeting a 4 kg mass 
reduction.  The remaining 1 kg mass reduction was achieved by small adjustments to 
the speakers, alternator, and the starter motor.  

 

The Mach-I used computer aided engineering (CAE) for many safety simulations in addition 
to performing a number of actual vehicle safety crashes.  Seven MMLV Mach-I vehicles were 
built and selectively tested. Seven different validation tests were completed as listed in Table 
2.19. 

Table 2.19  Safety Tests Performed on the Mach-I. 

VEHICLE TESTING 

Test Buck Body-in-White + Closures + Bumpers + Glazing + Front 
Subframe - Body-in-Prime NVH modes, global stiffness, 

attachment stiffness, selected Durability 

Durability A  DRIVABLE, full MMLV content with Fusion powertrain - 
MPG Structural Durability, Square Edge Chuckhole Test 

for Wheels and Tires 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-172 
 

Corrosion A Traditional Surface 
Treatments 

DRIVABLE, with alternative surface treatment and paint 
process - MPG Corrosion R-343. Humidity soaks and 

salt spray etc. 

Corrosion B MMLV Alternative 
Surface Treatments 

DRIVABLE, with traditional surface treatment and paint 
process - MPG Corrosion R-343. Humidity soaks and 

salt spray etc.  

Safety A NON-Drivable, most MMLV content, without carbon 
fiber instrument panel - Low Speed Damageability test 

(front) Right Hand (passenger) side - IIHS Front ODB 
40% Offset 40 mph, Left Hand (driver) side - Side Pole 

Test on Right Hand (passenger) side (FMVSS 214) 

Safety B NON-Drivable, most MMLV content, without carbon 
fiber instrument panel - NCAP Frontal 35 mph rigid 

wall, then 70% Offset Rear Impact (FMVSS 301) 

NVH + Drives DRIVABLE, full MMLV content with downsized and 
boosted powertrain, 1.0-liter I3 EcoBoost, gasoline 
turbocharged direct injection engine plus six-speed 

manual transmission - Wind Tunnel, Rough Road 
Interior Noise, Engine & Tire Noise, Ride & Handling 

 

The overall outcome of the safety and durability tests provided assurance a multi-material 
lightweight vehicle was successful.  Noise Vibration Harshness was tested in a high frequency 
range of 200-10000 Hz and fell within acceptability but slightly short of requirements. Durability 
test classified the Mach-I as a durable vehicle and showed no major cracking or durability 
incidents in the test mileage. Frontal crash safety tests showed that nine parts withstood the test 
at a good level.  Table 2.20 is a list of the parts that performed the best.  The carbon fiber wheels 
had one issue in the durability test with the outer coating on the carbon fiber, however it was 
solved and the wheel is currently planned for the Shelby Mustang.  The composite fiber springs 
performed better than expected and it is understood that they are in production, or planned for 
production, in the Audi A6 Ultra Avant and the Renault Megane Trophy RS vehicles.  The 
durability issue for the composite fiber wheels was solved and the improved wheels are being 
employed in the Shelby Mustang.  Some new discoveries were made including the near zero 
mass add for NVH considerations and corrosion concerns will be better addressed with a correct 
amount of sealant and the proper choice of nuts and bolts in the multi material vehicle design.   

Table 2.20  Mach-I Components to Maintain Frontal Crash Performance. 

PART MATERIAL 

Front bumper Extruded aluminum 

Crush Can Extruded aluminum 

Subframe Cast and extruded aluminum  

Shock Tower Cast aluminum  

Coil Spring Chopped glass fiber composite 

Wheel Woven carbon fiber composite 

A-Pillar joint node Cast aluminum 

Windshield  Chemically toughened laminate 

Seat frame Woven carbon fiber composite  

 

2.2.7.4.6.2 Mach 2 
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The goal of the Mach 2 project was to create a lightweight design that achieved 50 percent 
mass savings from the 2013 Ford Fusion (representing a 2002 Ford Taurus).  This amount of 
mass reduction is forward looking and of limited use for the time frame considered for this 
Proposed Determination (2022-2025) which has a top application of 20 percent mass reduction.   

The project achieved 51.1 percent (798kg) mass reduction with a significant degree of mass 
reduction using materials and processes that have some initial research but not ready for high 
volume.  Significant vehicle de-contenting was employed which included items from air 
conditioning to thinning the windows and the resultant vehicle was not marketable. 

The vehicle technologies for the BIW and Closures includes carbon fiber and composites as 
seen in Figure 2.55.  However, the CAE inputs were not mature for the materials and as a result 
the outputs were insufficient.  CAE information included cards for stiffness, durability, and 
fatigue analyses. In terms of production, the composite material and manufacturing infrastructure 
was also not mature for automotive volumes.  The carbon fiber and composite panels were not 
deemed acceptable for Class A surfaces and as a result aluminum or magnesium sheet products 
were chosen for the BIW and closure applications.   

Table 2.21  Mach II Design Vehicle Summary475 

System Technology Material/Approach 

Body and Closures Body Composite intensive 

Closures Magnesium 

Windows Reduced Thickness 

Interior & Climate 
Control 

Seats Carbon fiber seats with reduced function 

IP Carbon fiber composite 

Reduced content No bins, center console, air conditioner, etc. 

Chassis Subframes Cast magnesium 

Coil Springs Composite 

Reduced 
capacity 

For reduced weight cargo and towing 

Powertrain Engine 1.0L 3 cyl naturally aspirated 
Remove turbocharger and intercooler 

Material change 

Transmission Reduced capacity manual  

Electrical  Eliminate content and features 

 Reduced battery, alternator, wiring 
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Figure 2.55  Mach II Mixed Material BIW and Closure Design (brown is carbon fiber)475 

 

2.2.7.4.7 Technical Cost Modeling Report by DOE/INL/IBIS on 40 Percent-45 Percent 
Mass Reduced Vehicle 

The U.S. Department of Energy's Vehicle Technologies Office Materials Area funded a study 
to provide cost estimates and assessment of a 40 percent and 45 percent weight savings on a 
North American midsize passenger sedan based on the work of the Mach 1 and Mach 2 
lightweighting projects.  The title of the report is "Vehicle Lightweighting: 40 percent and 45 
percent Weight Savings Analysis: Technical Cost Modeling for Vehicle Lightweighting"476.  
This work was peer reviewed through the 2015 DOE AMR "Technical Cost Modeling for 
Vehicle Lightweighting". Results of the peer review were included in the final report for the 
DOE AMR.477   

The goal of the work was to achieve 40 percent-45 percent mass reduction relative to a 
standard North American midsize passenger sedan at an effective cost of $3.42/lb.  This study 
utilized existing mass reduction and/or cost studies including those from FEV, Lotus 
Engineering, DOE Mach 1 and Mach 2.  The Executive Summary to this report states "The 
analysis indicates that a 37 to 45 percent reduction in a standard mid-sized vehicle is within 
reach if carbon fiber composite materials and manufacturing processes are available and if 
customers will accept a reduction in vehicle features and content, as demonstrated with the 
Multi-Materials and Carbon Fiber Composite-Intensive vehicle scenarios."   
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Figure 2.56  Technical Cost Modeling Results for 40 Percent to 45 Percent Lightweighting Scenario (Based on 
Mach 1/Mach 2 Project Technologies) 

2.2.7.4.8 Mass Reduction Spectrum Analysis and Process Cost Modeling Report by 
DOE/IBIS/Energetics/INL 

A cost study funded by the DOE Office of Nuclear Energy and completed in June 2016 was 
presented at the 2016 DOE Annual Merit Review.478  The objectives of this report were to 
"Assess the multiple strategies addressed in the earlier phases in terms of weight reduction, cost 
premiums and risk factors in order to establish a prioritized spectrum of lightweighting 
opportunities," to "process technical cost models (TCMs) to priority lightweight material 
manufacturing technologies to evaluate cost structures and understand the relative leverage of 
key cost drivers.  The processes targeted were aluminum extrusion, magnesium sheet forming 
and carbon fiber composite molding."  This study examined mass savings and costing for a range 
of technologies from a number of lightweighting studies available as of 2015. 

The findings of the study are threefold: 

1. "Low Risk strategies that involve well understood materials and processes can be employed 
in the near-term to reduce the overall vehicle weight of a conventional North American midsize 
vehicle by up to 17 percent with cost of weight savings from $0-$2.00/lb.  This is achieved with 
increased aluminum, moderate price premium and low technical risk."478  

2. "Medium Risk strategies can be used to reduce the overall vehicle weight up to a total of 27 
percent with a best case cost of weight savings still about $2.00/lb.  Extensive lightweighting 
needed: Increased magnesium, component redesign, system downsizing, lightweight interior 
materials and glazings."478 
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3. "High Risk strategies are needed to achieve the highest levels of weight reduction that 
approach 45 percent overall vehicle weight savings with cost of savings up to $7.00/lb under 
optimum conditions.  Requires: carbon fiber at significantly reduced cost per pound, Extensive 
use of Mg, advanced electrical and interior systems, consumer acceptance of some de-
contenting."478 

 
Figure 2.57 Results for Weight Reduction Strategies by Risk Factor and Cost of Weight Savings478 

2.2.7.4.9 Studies to Determine Potential Mass Addition for IIHS Small Overlap 

One of the requirements of the IIHS Top Safety Pick is to meet the IIHS small overlap (SOL) 
crash test (see Figure 2.58).  The IIHS SOL test is designed to reproduce what happens when the 
front corner of a vehicle hits another vehicle or an object like a tree or utility pole.  Estimating 
the mass impact to succeed this test can vary widely among different types of vehicles.  The 
structure of the vehicle must be redesigned in order to design load paths such that the passenger 
compartment remains sound throughout the crash event.   

 
Figure 2.58  Post-test Laboratory Vehicle of IIHS Small Overlap Test 
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Two studies were funded to examine the mass add to existing vehicle study models.  NTHSA 
funded the passenger car study using their LWV model and Transport Canada funded the light 
duty truck study using the LDT model from the EPA light duty pickup truck study.  All of the 
CAE modeling, from the base studies to the IIHS small overlap studies were performed by two 
separate groups within EDAG, Inc.  The results of these studies are described in the following 
sections. 

2.2.7.4.9.1 NHTSA Mass Add Study for a Passenger Car to Achieve a "Good" Rating on the 
IIHS Small Overlap 

The analysis of the IIHS Small Overlap resultant mass add for a variety of unibody passenger 
car vehicle classes are included in the February 2016 report "Update to Future Midsize 
Lightweight Vehicle Findings in Response to Manufacturer review and IIHS Small-Overlap 
Testing.”479  In order to improve the structural performance during the IIHS SOL test, several 
options were considered and implemented using a detailed LS-DYNA crash model that was 
originally part of the NHTSA LWV study. Changes regarding the SOL test include 
reinforcement of major areas in the body structure and were designed for easy manufacturability 
and assembly into the body structure.  The findings for the IIHS SOL solution was a mass 
addition of 6.9 kg and $26.88 in cost.   

The report also includes the IIHS mass add results for a range of unibody vehicle classes as 
shown in Table 2.22 (MY2010) and Table 2.23 (MY2020).  The overall Light Duty Vehicle 
Average is based on a straight average of the values for each vehicle class. The report also notes 
that estimated mass increases for 'body on frame' vehicles should be further reviewed due to a 
differing body structure design.  This was done in Transport Canada's evaluation of the 2011 
Silverado 1500 discussed in the section following this section. 

Table 2.22  Estimated Mass Increase to Meet IIHS SOL for 2010 Vehicle Classes 

 2010 Vehicle Class Average 

Vehicle Class Curb Vehicle 
Weight (kg) 

Test Vehicle 
Weight (kg) 

Increase in mass to 
meet IIHS SOL (kg) 

Curb Vehicle Weight with IIHS 
SOL Changes (kg) 

Sub-Compact Car 1261 1411 7.4 1268 

Compact Car 1345 1495 7.8 1353 

Mid-Sized Car 1561 1711 8.9 1570 

Small SUV/LT 1592 1742 9.1 1601 

Large Car 1752 1902 9.9 1762 

Mid-Sized SUV/LT 1916 2066 10.8 1927 

Minivans 2035 2185 11.4 2046 

Large SUV/LT 2391 2541 13.3 2404 

Light Duty Vehicle 
Average 

1732 1882 9.8 1741 

 

Table 2.23  Estimated Mass Increase to Meet IIHS SOL for 2020 Vehicle Classes 

 2020 Vehicle Class Average 

Vehicle Class Curb Vehicle 
Weight (kg) 

Test Vehicle 
Weight (kg) 

Increase in mass to 
meet IIHS SOL (kg) 

Curb Vehicle Weight 
with IIHS SOL 
Changes (kg) 

Sub-Compact Car 1055 1205 6.3 1062 

Compact Car 1119 1269 6.6 1125 
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Mid-Sized Car 1294 1444 7.5 1302 

Small SUV/LT 1318 1468 7.7 1326 

Large Car 1453 1603 8.4 1462 

Mid-Sized SUV/LT 1632 1782 9.3 1641 

Minivans 1689 1839 9.6 1699 

Large SUV/LT 1962 2112 11.0 1973 

Light Duty Vehicle Average 1440 1590 8.3 1449 

 

2.2.7.4.9.2 Transport Canada Mass Add Study for a Light Duty Truck to Achieve a "Good" 
Rating on the IIHS Small Overlap 

Transport Canada funded a project with EDAG, Inc.480 in which a body on frame 2013MY 
Silverado 1500 light duty pickup truck (designed in 2007) was evaluated and modeled in order to 
achieve a “Good” rating on the IIHS small overlap crash test. The study utilized the work done 
by FEV in EPA's light-weighting light duty pickup truck study and has been peer reviewed 
through EPA’s peer review process. 

The baseline CAE model was used to correlate the modeled performance with an actual 
impact test conducted at Transport Canada’s Motor Vehicle Test & Research Centre in 
Blainville, Québec.    The state of the truck from the barrier impact is shown in Figure 2.59.  A 
number of components were material tested through the assistance of Natural Resources 
Canada's CanmetMATERIALS facility in Hamilton, Ontario.  This was done in order to ensure 
that the most accurate materials properties were being input into the baseline model at the start of 
the process and in order that the CAE modeling could reproduce the video from the actual crash 
test as closely as possible.  The baseline model was modified with failure criteria and timing of 
respective components involved in the IIHS small overlap test.  Figure 2.60 shows the baseline 
model correlating to the baseline truck crash event. 

 

Figure 2.59  MY2013 Silverado 1500 IIHS Small Overlap Test Crash Before and During 
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Figure 2.60  Converting the Actual Crash Event to a Model 

Development of the light duty truck design modifications to the baseline structure began with 
research on existing IIHS crash results including those from the GM Equinox, Mercedes ML, 
and design information on the 2014MY Silverado 1500 and the 2015MY Ford F150 which had 
been released before the conclusion of this project.  A solution for a “Good” rating on the IIHS 
small overlap crash test was determined for the steel intensive vehicle in order to highlight the 
areas for improvement in the lightweight model.  The mass add for this design was not optimized 
for the minimum mass add that would still achieve a "Good" rating.  

To develop the lightweight model mass add to the “Good” rating on the IIHS small overlap, 
the vehicle lightweighting ideas from the original U.S. EPA lightweight light duty truck project 
were first adopted onto the vehicle.  The solution from the baseline vehicle was then optimized 
and the mass add determined.  The report states "Like the original EPA Project cab, the T5-LW 
(light-weighted) cab exploited the low density and manufacturing methods specific to 
Aluminum, …Extrusions and castings were used to meet and exceed the static bending and 
torsion requirements with mass efficient solutions."  The components in the area of the crash 
(including suspension and wheel) were not changed to aluminum for the failure information for 
the aluminum components were not available.  The resultant light-weighted model before and 
after IIHS small overlap crash is illustrated in Figure 2.61.  The passenger compartment stays in 
tact as shown.  

  

Figure 2.61  Light Weighted Model in the IIHS Small Overlap Crash Test 

The accelerations for the dummies will change based on the stiffer passenger compartment 
which doesn't allow the extreme intrusions in the baseline model. The report contains a 
comparison of the Velocity (m/s) at CoG X-velocities for the T4-GA LDT model and other 
production vehicles with "Good" IIHS small overlap results and the results are similar.  The T5-
LW results are very similar to the T4-GA results. The report concludes that "the pulse response 
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is considered reasonable and it is expected that a modern restraints system could be tuned to 
manage the vehicle response." 480 

The IIHS Small Overlap Rating is based on dummy injury criteria as well as vehicle intrusion 
in specified locations within the vehicle. Figure 2.62 illustrates how the light-weighted model 
(T5-LW) compares to the baseline model (T3-BL) along with the results from the original crash 
test (TC13-018).  The light-weighted model, with the countermeasures resulting in the addition 
of 17kg relative to the baseline model, achieves a Good rating in the intrusion part of the 
evaluation.   

 

Figure 2.62  Results of the Project Models from Baseline to Light Weighted on the IIHS Small Overlap480 

 

2.2.7.5 Potential Lightweight Recyclable Composite Fiber Material 

A new recyclable thermoset technology was presented at the 2016 GALM UK conference.481  
While thermoset and thermoplastic technologies (plastics, composite fiber, etc.) provide 
lightweighting potential, there are several concerns over their increased use.  Topics such as 
emissions during production and limited scrap/end of life recycling for thermoplastics with no 
potentials for thermoset recycling.  Two milestones were achieved this year which may bring this 
material into the price range for consideration by OEMs in the future.  First, a new technology 
developed at the University of Colorado Department of Chemistry and Biochemistry Materials 
Science and Engineering Program provides possibilities for a thermoset material that addresses a 
number of issues currently present in composite fiber usage for high volume vehicle production.  
The startup company Mallinda482 is still in material development; however, noted characteristics 
of the material include:  eliminate curing, improved manufacturing economics, enabling 
composite thermoforming, reduced manufacturing cycle time, re-moldable, solvent free for heat-
induced vitrification.  The material has chemically reversible polymerization potential and as 
such is closed-loop recyclable which reduces scrap.  A ratio of 33 percent recyclable material 
and 67 percent new material is used to make new product.   The material can also be repaired and 
can be used to repair other plastics/composites. Mallinda received a $750k grant for reusable 
carbon-fiber composite from the Phase II funding by the National Science Foundation's Small 
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Business Innovation Research program (SBIR).483 Mallinda is also working within Cyclotron 
Road484 which is a home for entrepreneurial researches to advance technologies until they can 
succeed beyond the research lab.  The purpose of Cyclotron Road is to support critical 
technology development and help identify the most suitable business models, partners, and 
financing mechanisms for success.   

Second, composite fiber material developed with this thermoset technology will require low 
cost carbon fibers.  Presenters at 2016 GALM UK identified the limitations of current carbon 
fiber production including expense of producing the material and time to build production 
sufficient for automotive use.  The Oakridge National Laboratory485 announced in March of 2016 
that they have made great strides in advancing carbon fiber technology.  The March 2016 article 
states "Researchers at the Department of Energy's Oak Ridge National Laboratory have 
demonstrated a production method they estimate will reduce the cost of carbon fiber as much as 
50 percent and the energy used in its production by more than 60 percent."486 These two 
technologies used together, along with repair and recycling potentials, may put a composite fiber 
material within price range of OEM considerations in the future. 

 

2.2.8 State of Other Vehicle Technologies 

2.2.8.1 Electrified Power Steering: State of Technology 

Compared to conventional hydraulic power steering, electrified power steering can reduce 
fuel consumption and CO2 emissions by reducing overall accessory loads.  Specifically, it 
reduces or eliminates the parasitic losses associated with belt-driven power steering pumps 
which consistently draw load from the engine to pump hydraulic fluid through the steering 
actuation systems even when the wheels are not being turned.  Power steering may be electrified 
on light duty vehicles with a standard 12V electrical system; however, electric power steering 
could benefit from a 48V vehicle architecture by reducing electrical current and allowing higher 
steering loads. Electrified power steering is also an enabler for vehicle electrification since it 
provides power steering when the engine is off.  

Power steering systems can be electrified in two ways.  Manufacturers may choose to 
completely eliminate the hydraulic portion of the steering system and provide electric-only 
power steering (EPS) or they may choose to move the hydraulic pump from a belt driven 
configuration to a stand-alone electrically driven hydraulic pump. The latter system is referred to 
as electro-hydraulic power steering (EHPS). 

The Draft TAR noted that EPS has been successfully implemented on all light duty vehicle 
classes (including trucks) with a standard 12V electrical system, eliminating the need to consider 
EHPS on larger vehicles.  For the cost and effectiveness assumptions EPA has used in this 
Proposed Determination analysis, see Chapter 2.3. 

2.2.8.2 Improved Accessories: State of Technology 

The accessories on an engine, including the alternator, coolant and oil pumps are traditionally 
mechanically-driven.  A reduction in CO2 emissions and fuel consumption can be realized by 
driving them electrically, and only when needed (“on-demand”).   
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Electric water pumps and electric fans can provide better control of engine cooling.  For 
example, coolant flow from an electric water pump can be reduced and the radiator fan can be 
shut off during engine warm-up or cold ambient temperature conditions which will reduce warm-
up time, reduce warm-up fuel enrichment, and reduce parasitic losses. 

Indirect benefit may be obtained by reducing the flow from the water pump electrically during 
the engine warm-up period, allowing the engine to heat more rapidly and thereby reducing the 
fuel enrichment needed during cold starting of the engine.  Further benefit may be obtained when 
electrification is combined with an improved, higher efficiency engine alternator.  Intelligent 
cooling can more easily be applied to vehicles that do not typically carry heavy payloads, so 
larger vehicles with towing capacity present a challenge, as these vehicles have high cooling fan 
loads. EPA also included a higher efficiency alternator in this category to improve the cooling 
system.  

EPA considered whether to consider electric oil pump technology for inclusion in their 
technology assessments.  Because it is necessary to operate the oil pump any time the engine is 
running, electric oil pump technology was judged to have an insignificant effect on efficiency.  
Therefore, it is not included in this Proposed Determination assessment. 

For the cost and effectiveness assumptions EPA is adopting for this Proposed Determination, 
see Chapter 2.3. 

2.2.8.3 Secondary Axle Disconnect: State of Technology 

2.2.8.3.1 Background 

All-wheel drive (AWD) and four-wheel drive (4WD) vehicles provide improved traction by 
delivering torque to both the front and rear axles, rather than just one axle.  Driving two axles 
rather than one tends to consumes more energy due to additional friction and rotational inertia. 
Some of these losses may be reduced by providing a secondary axle disconnect function that 
disconnects one of the axles when driving conditions do not call for torque to be delivered to 
both axles. 

The terms AWD and 4WD are often used interchangeably.  The term AWD has come to be 
associated with light-duty passenger vehicles that provide variable operation of one or both axles 
on ordinary roads.  The term 4WD is often associated with larger truck-based vehicle platforms 
that provide for a locked driveline configuration and/or a low range gearing meant primarily for 
off-road use. 

Many 4WD vehicles provide for a single-axle (or two-wheel) drive mode that may be 
manually selected by the user.  In this mode, a primary axle (perhaps the rear) will be powered, 
while the other axle (known as the secondary axle) is not.  Even though the secondary axle is not 
contributing torque, energy may still be consumed by rotation of its driveline components 
because they are still connected to the non-driven wheels.  This energy loss directly results in 
increased fuel consumption and CO2 emissions that could be avoided by disconnecting the 
secondary axle components under these conditions.   

Further, many light-duty AWD systems are designed to variably divide torque between the 
front and rear axles in normal driving, in order to optimize traction and handling in response to 
driving conditions. Even when the secondary axle is not delivering torque, it typically remains 
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engaged with the driveline and continues to generate losses that could be avoided by a more 
advanced disconnect feature. For example, Chrysler has estimated that the secondary axle 
disconnect in the Jeep Cherokee reduces friction and drag attributable to parasitics of the 
secondary axle by 80 percent when in disconnect mode.487 Some of the sources of secondary axle 
parasitics include lubricant churning, seal friction, bearing friction, and gear train losses.488,489 

Many part-time 4WD systems, such as those seen in light trucks, use some type of secondary 
axle disconnect to provide shift-on-the-fly capabilities.  In many of these vehicles, particularly 
light trucks, the rear axle is permanently driven and the front axle is secondary.  The secondary 
axle disconnect is therefore part of the front differential assembly in these vehicles.  Light-duty 
passenger cars that employ AWD may instead permanently power the front wheels while making 
the rear axle secondary, as currently in production in the Jeep Cherokee 4WD system.   

As part of a shift-on-the-fly 4WD system, the secondary axle disconnect serves two basic 
purposes.  First, in two-wheel drive mode, it disengages the secondary axle from the driveline so 
the wheels do not turn the secondary driveline at road speed, reducing wear and parasitic energy 
losses.  Second, when shifting from two- to four-wheel drive “on the fly” (while moving), the 
secondary axle disconnect couples the secondary axle to its differential side gear only after the 
synchronizing mechanism of the transfer case has spun the secondary driveshaft up to the same 
speed as the primary driveshaft.  

4WD systems that have a disconnect typically do not have either manual- or automatic-
locking hubs.  To isolate the secondary wheels from the rest of the secondary driveline, axle 
disconnects use a sliding sleeve to connect or disconnect an axle shaft from the differential side 
gear. 

2.2.8.3.2 Developments in AWD Technology 

Since the FRM, EPA has continued to monitor developments in AWD secondary axle 
disconnects and their adoption in the light-duty vehicle fleet.   

As discussed in the Draft TAR, EPA coordinated with Transport Canada and Environment 
and Climate Change Canada on a project to characterize AWD systems present in the market 
today.  The primary objectives of this project were to gain an overview of AWD technology in 
general and to understand the potential effect of advances in these systems on GHG performance 
in comparison to their 2WD variants.  A comprehensive technical characterization of 17 in-
production AWD systems has been completed.489  It includes characterization of system 
architecture, operating modes, and current usage in the fleet. It also estimated and compared the 
mass and rotational inertia of AWD components and parts to those of 2WD variants in order to 
better understand the weight increase associated with AWD.  Additionally, the all-wheel-drive 
components of three AWD vehicles (the 2015 Jeep Cherokee Limited 4x4, 2015 Ford Fusion 
AWD, and 2015 Volkswagen Tiguan Trendline 4motion) underwent a teardown in order to 
accurately characterize their mass and rotational inertia and estimate their approximate cost.  One 
of the teardown vehicles, the Jeep Cherokee, includes a secondary axle disconnect, indicating 
that this technology has begun to appear in light-duty vehicles since the FRM. In 2014, Chrysler 
Group LLC presented a very positive outlook on the advantages of this system for improving 
fuel efficiency while retaining a highly competitive off-road capability.490 This suggests that the 
addition of secondary axle disconnect systems need not be accompanied by loss of traction and 
handling capability.  
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The study reinforced the perception that AWD is rapidly increasing in popularity in the 
vehicle fleet, with about one-third of all vehicles sold in North America in 2015 having AWD 
capability. The prevalence of AWD varies significantly between vehicle segments and trim 
levels. Sedans have the lowest AWD availability, while AWD versions outnumber 2WD 
versions in the SUV and pickup segments, particularly among the higher trim levels in each 
segment. 

The study identified several areas of potential efficiency improvement for AWD systems. 
These included system level improvements such as: use of a single shaft Power Transfer Unit 
(PTU), which can save up to 10kg in mass compared to a two-shaft unit; careful integration into 
vehicle architecture; downsizing the driveline to further reduce mass while providing sufficient 
traction in adverse conditions; and use of electric rear axle drive (eRAD). Component level 
improvements were also identified, including: use of fuel-efficient bearings, low drag seals, 
improved lubrication strategies, use of high-efficiency lubricants, advanced CV joints, and dry 
clutch systems. Design improvements such as hypoid offset optimization, bearing preload 
optimization, use of single-shaft power transfer units (PTUs) and an optimized propshaft gear 
ratio were also suggested to have potential. Use of weight-reducing metals such as magnesium, 
and manufacturing improvements such as vacuum die casting and improved hypoid 
manufacturing were also cited as opportunities. The authors' judgement of the relative potential 
for AWD efficiency improvements offered by each opportunity are depicted in Figure 2.63. 

 

Figure 2.63  Summary of AWD Efficiency Improvement Potentials489 

Various sources cited in the study suggested that AWD disconnect systems have the ability to 
lower fuel consumption of AWD vehicles by between 2 percent and 7 percent, significantly 
higher than the estimates of 1.2 percent to 1.4 percent used in the 2012 FRM. However, it should 
be noted that a disconnect strategy must balance fuel efficiency with other concerns such as 
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vehicle dynamics, traction and safety requirements, which may act to reduce its actual GHG 
effectiveness. 

The study also identified three primary technological trends taking place in AWD system 
design, including: actively controlled multi-plate clutches (MPCs), active disconnect systems 
(ADS), and electric rear axle drives (eRAD). While controlled MPCs appear to be the dominant 
technology in on-demand systems, ADS is a more recent trend and holds promise for reducing 
real world fuel consumption. eRAD is the most recent emerging technology with potential for 
even greater improvements (as seen in the Volvo XC90 Hybrid SUV). 

The teardown analysis analyzed three power transfer units (PTUs) and rear drive modules 
(RDMs) from the Ford Fusion, Jeep Cherokee and VW Tiguan. These were non-destructively 
disassembled and analyzed with respect to mass, rotational inertia and the presence of specific 
design features. Figure 2.64 shows the contribution of individual AWD driveline components to 
the total additional mass of the AWD variant of each vehicle compared to the 2WD variant.  
Further analysis of rotational inertias of these parts suggested that rotational inertias add very 
little equivalent mass and therefore probably do not carry a large impact on fuel consumption. 

 

Figure 2.64  Contribution of Individual AWD Driveline Components to Total Additional Vehicle Mass 

The study included a high-level cost analysis for these parts, including the mechanical 
disconnect device and modifications necessary to the torque transfer device (TTD). The total cost 
of adding secondary axle disconnect to a vehicle was estimated at approximately $90 to $100. 
Although this cost estimate was informally derived based primarily on the experience and 
expertise of the authors, it compares well to the total cost (TC) figure attributed to 2017 in the 
FRM analysis, at $98. The authors noted that the cost for the Jeep Cherokee system would likely 
be higher because this system was designed to accommodate a planetary low gear, which adds 
mass and cost not related to the AWD disconnect function. 
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In addition to the in-production disconnect concepts described in the Transport Canada AWD 
report, activity continues in the development of innovative secondary axle disconnect concepts. 
For example, in 2015, Schaeffler presented a novel design for a clutch mechanism for use in 
AWD disconnect.491 Suppliers are also designing and marketing modular solutions for 
integration into existing OEM products.488 Developments such as these suggest that multiple 
potential paths will exist for disconnect technology to accompany the increasing growth and 
popularity of AWD in light-duty vehicles. 

In conjunction with the AWD characterization project described above, Transport Canada is 
also conducting a program of coast down testing, chassis dynamometer testing, and on-road 
testing of several Canada-specification AWD vehicles at Transport Canada facilities. This 
portion of the effort was not yet completed at the time of this Proposed Determination. 

For the cost and effectiveness assumptions EPA adopted for the Draft TAR analysis, which 
are retained for the Proposed Determination analysis, see Section 2.3. 

2.2.8.4 Low-Drag Brakes: State of Technology 

Low or zero drag brakes reduce or eliminate the sliding friction of disc brake pads on rotors 
when the brakes are not engaged.  By allowing the brake pads to pull or be pushed away from the 
rotating disc either by mechanical or electric methods, the drag on the vehicle is reduced or 
eliminated. 

The reduction of brake drag is a technology that vehicle manufacturers have focused on for 
many years.  The ability to allow the brake disc pads to move away from the rotor and thereby 
reduce friction is a known technology.  This has been historically implemented by designing a 
caliper and rotor system that allows the piston in the caliper to retract.  However, if the pads are 
allowed to move too far away from the rotor, the first pedal apply made by the vehicle operator 
can feel spongy and have excessive travel.  This can lead to customer dissatisfaction regarding 
braking performance and pedal feel.  For this reason, in conventional hydraulic-only brake 
systems, manufacturers are limited by how much they can allow the pads to move away from the 
rotor. 

Recent developments in braking systems have allowed suppliers to provide brakes that have 
the potential for zero drag.  In this system the pad is allowed to move away from the rotor in 
much the same way that is done in today's conventional brake systems, but in a zero drag brake 
system the pedal feel is separated from the hydraulics by a pedal simulator.  The pedal simulator 
provides a portion of the overall braking feel specifically that of the tactile feel provided to the 
vehicle operator.  The other portion of brake feel is determined by the actual deceleration felt by 
the vehicle operator.  In a properly designed brake system the tactile pedal feel and the 
associated vehicle deceleration is linear, consistent and predictable over all vehicle operating 
conditions.  This application of a pedal simulator is very similar to the brake systems that have 
been designed for hybrid and electric vehicles.  In hybrid and electric vehicles, some of the 
primary braking is done through the recuperation of kinetic energy in the drive system.  
However, the pedal feel and the deceleration that the operator experiences is tuned to provide a 
braking experience that is equivalent to that of a conventional hydraulic brake system.  These 
"brake-by-wire" systems have highly tuned pedal simulators that feel like typical hydraulic 
brakes and seamlessly transition to a conventional system as required by conditions.  In addition 
to the pedal simulator, the conventional vacuum-assisted master cylinder in a brake-by-wire 
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system is replaced by a replaced by an electric pump that is able to build brake pressure as 
indicated by the position of the brake pedal.  Because the electric pump is able to build brake 
pressure faster than most vehicle operators, operators do not experience any deterioration in 
stopping performance, even under conditions where the brake pads have moved slightly away 
from the brake rotors. The application of a pedal simulator and brake-by-wire system is new to 
non-electrified vehicle applications. If the pedal simulator and electric pump are tuned properly, 
the initial pedal depression, even with the pads moved slightly away from the rotor, can provide 
the same pedal feel and vehicle deceleration characteristics associated with a conventional brake 
system.     

In addition, to reducing brake drag, the zero drag brake system may also provide ancillary 
benefits.  It could allow for a faster brake apply and greater deceleration than is normally applied 
by the average vehicle operator.  It may also allow manufacturers to tune the braking for 
different customer preferences within the same vehicle.  This means that a manufacturer can 
provide a "sport" mode which provides greater deceleration with less pedal displacement and a 
"normal" mode which might be more appropriate for day-to-day driving.  These electrically 
driven systems may also facilitate other brake features such as panic brake assist, automatic 
braking for crash avoidance and could support future autonomous driving features. 

The zero drag brake system that are electrically driven also eliminates the need for a brake 
booster.  This has the potential to save both cost and weight in the overall system.  Elimination of 
the conventional vacuum brake booster could also improve the effectiveness of stop-start 
systems.  Typical stop-start systems need to restart the engine if the brake pedal is cycled 
because the action drains the booster of stored vacuum.  Because the zero drag brake system 
provides braking assistance electrically, there is no need to supplement lost vacuum during an 
engine off event. 

Finally, many of the engine technologies being considered to improve efficiency reduce 
pumping losses through reduced throttle.  The reduction in throttle could result in supplemental 
vacuum being required to operate a conventional brake system.  This is the situation in many 
diesel-powered vehicles.  Diesel engines run without a throttling and often require supplemental 
vacuum for brake boosting.  By using a zero drag brake system, manufacturers may realize the 
elimination of brake drag as well as the ancillary benefits described above and avoid the need for 
a supplemental vacuum pump. 

For the specific cost and effectiveness assumptions EPA is adopting for the Proposed 
Determination assessment, see Chapter 2.3. 

2.2.9 Air Conditioning Efficiency and Leakage Credits 

Air conditioning (A/C) is a virtually standard automotive accessory, with over 95 percent of 
new cars and light trucks sold in the United States being equipped with mobile air conditioning 
(MAC) systems.  This high penetration means that A/C systems have the potential to exert a 
significant influence on the energy consumed by the light duty vehicle fleet, as well as GHG 
emissions resulting from refrigerant leakage. 

The 2012 final rule allowed vehicle manufacturers to generate credits for improved A/C 
systems toward complying with the CO2 and fuel consumption fleet-wide average standards.  In 
the EPA program, manufacturers can generate credits for improved performance of both direct 
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emissions (refrigerant leakage) and indirect emissions (tailpipe emissions attributable to the 
energy consumed by A/C).  In both cases, a selection of "menu" credits in grams per mile are 
available for qualifying technologies, with the magnitude of each credit being estimated based on 
the expected reduction in CO2 emissions resulting from the technology. See 40 CFR 86.1868-12.  
In the NHTSA program, manufacturers are allowed to generate fuel consumption improvement 
values for purposes of CAFE compliance based on the use of A/C efficiency-improving 
technologies.  However, manufacturers cannot count reductions in A/C leakage toward their 
CAFE calculations since these improvements do not affect fuel economy.  

Since the FRM, many manufacturers have generated and banked credits through this program 
and continue to do so today.  In the FRM, the agencies estimated that significant penetration of 
A/C technologies would occur to gain these credits, and this was reflected in the stringency of 
the standards.  See e.g. 77 FR at 62805/3. 

EPA projected that the 2017-2025 program would lead to significant reductions in GHGs 
from reduced A/C refrigerant leakage and from industry adoption of lower global warming 
potential (GWP) refrigerants.  Based on additional information that became available for the 
Draft TAR analysis, as well as changes in the overall regulatory environment affecting the A/C 
technology developments in the light-duty vehicle industry, the Draft TAR reaffirmed our 
conclusion that these technologies will continue to expand and play an increasing role in overall 
vehicle GHG reductions and regulatory compliance.  EPA continues to believe this is the case in 
this Proposed Determination. 

2.2.9.1 A/C Efficiency Credits 

2.2.9.1.1 Manufacturer Utilization of A/C Efficiency Credits 

The A/C credit program continues to be an important component of manufacturers' 
compliance plans, with many manufacturers continuing to take advantage of the program to 
generate and bank A/C efficiency credits.  The importance of the program was reinforced by 
many of the comments received on the Draft TAR, strongly reaffirming that OEMs continue to 
consider A/C credits to be an essential component of their compliance paths. For example, the 
Alliance of Automobile Manufacturers (AAM) commented, "MAC indirect credits are playing a 
critical role in industry compliance with the light-duty vehicle GHG regulation, achieving 
emission reductions that would not otherwise have been possible using the previous CAFE 
regulatory framework." 

As summarized in the EPA Manufacturer Performance Reports,492,493 17 auto manufacturers 
included A/C efficiency and/or leakage credits as part of their compliance demonstration in both 
the 2014 and 2015 model years.  In MY2014, these included more than 10 million Megagrams 
(Mg) of A/C efficiency credits, or about 25 percent of the total net A/C credits reported that year. 
In MY2015, utilization of A/C efficiency credits increased to more than 12 million Mg, or 37 
percent of the total net credits that year.  This was equivalent to about 3 grams per mile across 
both the 2014 and 2015 fleets. Including the 2012 and 2013 model years, A/C efficiency credits 
have to date totaled over 36.3 million Mg.  

The vast majority of A/C efficiency credits were claimed through the A/C credit menu (see 40 
CFR 1868-12(a)), which includes several A/C efficiency-improving technologies that were well 
defined and had been quantified for effectiveness at the time of the 2012 FRM. Some comments 
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on the Draft TAR praised the pre-defined, pre-approved credit menu approach as being highly 
effective at incentivizing A/C improvements, and cited the A/C credit program as a good 
example of how real-world GHG benefits can be recognized and credited. 

As discussed in the Draft TAR, EPA expects that additional technologies for improving A/C 
efficiency that are not represented in the menu may continue to emerge.  Although not part of the 
credit menu, these technologies will continue to be eligible for credit on a case-by-case basis 
under the off-cycle credit program. An off-cycle credit application for this purpose should be 
supported by results of testing under the AC17 test protocol using an "A to B" comparison, that 
is, a comparison of substantially similar vehicles in which one has the technology and the other 
does not.  See 40 CFR section 86.1869-12 (c) and (d).  

To date, EPA has received one off-cycle credit application for an A/C efficiency technology.  
In December 2014, General Motors submitted an off-cycle credit application for the Denso SAS 
A/C compressor with variable crankcase suction valve technology,494 requesting an off-cycle 
GHG credit of 1.1 grams CO2 per mile.  EPA evaluated the application and found that the 
methodologies described therein were sound and appropriate. Therefore, EPA approved the 
credit application.495 

AAM commented on the off-cycle approval process as an alternative route to A/C credits, 
stating, "Automakers request that EPA simplify and standardize the procedures for claiming off-
cycle credits for the new MAC technologies that have been developed since the creation of the 
MAC indirect credit menu." Other comments noted the importance of continuing to incentivize 
further innovation in A/C efficiency technologies in the future as new technologies emerge that 
are not in the credit menu, or when manufacturers begin to reach the regulatory caps on menu 
credits, and suggested that EPA should consider adding new A/C efficiency technologies to the 
credit menu and/or update the credit values, particularly those that qualify for credits through an 
off-cycle application or  through such an application are approved for more credit than provided 
in the menu. For example, Toyota commented, "Toyota appreciates the continued incentives for 
these emerging A/C efficiency technologies, but it remains unclear as to why the agencies have 
chosen to not support further development of the existing A/C efficiency incentive menu. 
Toyota's assessment is that the existing menu items are further improved as well, in which case 
the incentive values for A/C efficiency should be updated along with including new technologies 
being deployed." 

Although these comments were made in the context of the A/C efficiency program, they 
border on issues that are closely related to the topic of the off-cycle approval process in general. 
The off-cycle provisions are described in more detail in Chapter 2.2.10, and comments received 
on this topic are addressed more fully in the Section B.3.4.1 of the Proposed Determination 
Appendix (Off-Cycle Technology Credits). With regard to the A/C menu specifically, although it 
is anticipated that new A/C technologies that are not represented in the credit menu may emerge 
over the time frame of the MY2022-2025 standards, EPA does not plan to add additional items 
to the credit menu nor to change the values assigned to those that are currently in the menu. EPA 
acknowledges that the menu of pre-defined and pre-approved technologies has been well 
received as a way to incentivize A/C improvements. However, EPA continues to feel that 
expanding the design-based aspect of the program that is represented by the credit menu, either 
by adding new technologies or updating the credit values, would be inconsistent with the goal of 
transitioning the program toward a performance basis, as represented by the phase-in of testing 
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requirements as established in the rule. EPA anticipates that the off-cycle program will continue 
to serve as the primary mechanism for expanding A/C technology credit opportunities.   

The 2012 final rule establishes that menu-based credits for A/C efficiency are subject to a 
regulatory cap. The rule set a cap of 5.7 g/mi for cars and trucks through MY2016, and separate 
caps of 5.0 g/mi for cars and 7.2g/mi for trucks for later MYs.  See 40 CFR 86.1868-12(b)(2). 
Several commenters asked EPA to reconsider the applicability of the cap to non-menu A/C 
efficiency technologies claimed through the off-cycle process, and questioned the applicability of 
this cap on several different grounds. These comments appear to be in response to a passage in 
the Draft TAR which stated: "Applications for A/C efficiency credits made under the off-cycle 
credit program rather than the A/C credit program will continue to be subject to the A/C 
efficiency credit cap" (Draft TAR, p. 5-210).  EPA has considered these comments and presents 
clarification below. 

As additional context, the 2012 TSD states (see p. 5-58, 2012 TSD): “...air conditioner 
efficiency is an off-cycle technology. It is thus appropriate [...] to employ the standard off-cycle 
credit approval process [to pursue a larger credit than the menu value]. Utilization of bench tests 
in combination with dynamometer tests and simulations [...] would be an appropriate alternate 
method of demonstrating and quantifying technology credits (up to the maximum level of credits 
allowed for A/C efficiency) [emphasis added]. A manufacturer can choose this method even for 
technologies that are not currently included in the menu.” This suggests that the concept of 
placing a limit on total A/C credits, even when some are granted under the off-cycle program, is 
not entirely new, and that EPA considered the menu cap as being appropriate at the time. 

Looking more specifically at the regulations, the regulatory caps specified under 40 CFR 
86.1868-12(b)(2) apply to menu-based credits and are not part of the off-cycle regulation (40 
CFR 86.1869-12). However, it should be noted that off-cycle credit applications are decided 
individually on their merits through a process involving public notice and opportunity for 
comment. The rationale relied upon for approving or denying credit requests may take into 
account any factors deemed relevant, including such issues as the realization of claimed credits 
in real world use. Such factors could include the consideration of synergies or interactions 
among applied technologies, which could potentially be addressed by application of some form 
of cap or other applicable limit, if warranted. Therefore, applying for A/C efficiency credits 
through use of the off-cycle provisions under 86.1869-12 should not be seen as a route to 
unlimited A/C credits.  

Going forward, EPA expects to cap total A/C efficiency credits whether granted through 
86.1868-12 or 86.1869-12. That is, through our authority in the off-cycle approval process, we 
are likely to specify that total A/C efficiency credits be capped in an appropriate manner. At this 
time EPA believes that, unless information pertinent to a specific application causes a different 
conclusion, the caps specified in 86.1868-12 are appropriate for this purpose. Applicants can 
present, as part of the analysis supporting their application, evidence supporting the case that a 
different conclusion should apply to the application in question.  

2.2.9.1.2 Eligibility for A/C Efficiency Credits 

EPA has established two test procedures for use in determining eligibility for A/C efficiency 
credits, the Idle Test and the AC17 Test.  The Idle Test procedure, which has now been phased 
out, and the AC17 test procedure are described in more detail in Draft TAR Chapter 5.2.9.1. 
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For MYs 2014 to 2016, there were three options for qualifying for A/C efficiency credits: 1) 
running the Idle Test, as described in the MYs 2012-2016 final rule, and demonstrating 
compliance with the CO2 and fuel consumption threshold requirements; 2) running the Idle Test 
and demonstrating compliance with engine displacement adjusted CO2 and fuel consumption 
threshold requirements; and 3) running the AC17 Test and reporting the test results.  

In preparation for the 2017-2025 NPRM, the agencies recognized that the Idle Test had 
limitations, and sought to develop a test procedure that could more reliably generate an 
appropriate credit value based on an “A” to “B” comparison, that is, a comparison of 
substantially similar vehicles in which the "A" vehicle is a baseline vehicle without the 
technology, and the "B" vehicle has the technology. The result of this effort was the AC17 Test 
Procedure, which is based on a transient drive cycle, rather than just idle.  

To develop the AC17 test, EPA initiated a study that engaged automotive manufacturers, 
USCAR, component suppliers, SAE, and CARB.  This effort also explored the applicability and 
appropriateness of a test method or procedure which combines the results of test-bench, 
modeling/simulation, and chassis dynamometer testing into a quantitative metric for quantifying 
A/C system (fuel) efficiency.  The goal of this exercise was the development of a reliable, 
accurate, and verifiable assessment and testing method while also minimizing a manufacturer’s 
testing burden. EPA believes that the AC17 test procedure is more effective than the Idle Test at 
accurately reflecting the impact that A/C use (and in particular, efficiency-improving 
components and control strategies) has on tailpipe CO2 emissions and fuel consumption.  For a 
complete description of the AC17 Test, please refer to the 2017-2025 TSD or the Draft TAR. 

The 2017-2025 rule thus provided for a phasing out of the Idle Test in favor of the AC17 Test. 
For MYs 2017-2019, the AC17 test becomes the exclusive means to demonstrate eligibility for 
A/C efficiency credits.  By reporting test results, manufacturers gain access to the credits on the 
menu based on the design of their AC system. Then, beginning in MY 2020, the AC17 test will 
be used not only to demonstrate eligibility for efficiency credits, but also to partially quantify the 
amount of the credit. If the delta of the A-to-B test is greater than the value in the credit menu, 
the manufacturer receives the menu value, otherwise the value is scaled.   

However, an engineering assessment can still be conducted as an alternative to baseline ("A") 
testing to build the case for a specific credit value if, for example, a baseline vehicle does not 
exist on which to base the A-to-B comparison. See 76 FR 74938, 74940. This provision is found 
in 86.1868-12(g), which describes the testing requirement applicable to MY2020 and later. In 
part, the provision includes the following two requirements (paraphrased; see 86.1868-12(g) for 
text): 

(1) Performing the AC17 test on a vehicle that incorporates the air conditioning system with 
the credit-generating technologies (the "B" vehicle). 

(2) And, either:  

 (a) Performing the AC17 test on a vehicle which does not incorporate the credit-
generating technologies (the baseline or "A" vehicle), where the tested vehicle must be similar to 
the vehicle tested under (1) and selected using good engineering judgment. The tested vehicle 
may be from an earlier design generation; or, 
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 (b) If the manufacturer cannot identify an appropriate vehicle to test under (a), they may 
submit an engineering analysis that describes why an appropriate vehicle is not available or not 
appropriate, and includes data and information supporting specific credit values, using good 
engineering judgment. 

Thus the regulation still requires that an AC17 test be performed on the "B" vehicle that 
contains the technology, but an appropriate engineering analysis may, if approved, provide for 
credit in lieu of identification and testing of a baseline "A" vehicle. 

2.2.9.1.3 The AC17 Test Procedure 

Throughout the development of the AC17 credit program, EPA has worked closely with the 
industry on a regular basis, through collaboration with USCAR, the Society of Automotive 
Engineers (SAE), MAC suppliers, and other stakeholders. This effort was acknowledged in 
comments on the Draft TAR, where the Alliance of Automobile Manufacturers (AAM) cited 
"the close dialogue on these issues that EPA has maintained with the industry since the 2004-
2006 IMAC SAE Cooperative Research Program and the subsequent early stages of 
development of the MAC indirect GHG credits." 

 Prior to the 2012 FRM, EPA collaborated with several OEMs to evaluate the AC17 Test by 
conducting independent testing on a variety of vehicles and air conditioning technologies.  The 
purpose of this effort was to gain insight regarding the appropriateness of the AC17 Test for 
verifying the reduction in CO2 emissions expected from A/C technologies on the efficiency 
credit menu.  Initially, six vehicles were tested, including three pairs of carlines with some 
element of difference in their air conditioner systems.  The results of these tests were discussed 
in the 2012 TSD, Section 5.1.3.7, beginning on page 5-44.  This collaborative effort continued to 
include a variety of additional vehicles tested by several OEMs at AC17-capable test facilities.496 
This preliminary testing showed that the AC17 test is capable of low test-to-test variability, and 
is suitable for evaluating the relative efficiency improvement of A/C technologies, when 
confounding factors are minimized.  In cases where comparison of the AC17 results do not 
directly demonstrate the effectiveness of a technology, the test results can still be useful within 
an engineering analysis for justifying the test methodology to determine A/C CO2 credits. 

EPA also initiated a round-robin test program between facilities of several USCAR members 
in an effort to determine the repeatability of the AC17 test among various test facilities and to 
identify potential sources of variability.  A 2011 Ford Explorer was selected for these tests.  Four 
test sites were utilized, located at Ford, GM, Chrysler, and an EPA-contracted facility at 
Daimler.  Each facility had a full environmental chamber capable of fulfilling all requirements of 
the test.  Four tests were run at each facility, after which the vehicle was returned to Ford for 
confirmation.  Each test measured CO2 emissions with A/C off and A/C on, to capture the 
difference (delta) in CO2 emissions, which represents the GHG effect of A/C usage. 

Figure 2.65 through Figure 2.67 compares the results of each test at each test site.  Although 
some variability was observed between test sites, consistency within a given site was good, 
suggesting that the AC17 test procedure is able to capture the difference in CO2 emissions 
between A/C on and A/C off.  

 Several sources of variation were identified by analysis of these results.  Variations in solar 
load may have resulted from variations in sensor location and soak start time.  Temperature 
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control was also a potential issue.  Although most labs could maintain temperature within the 
required tolerance of the test procedure, humidity was more difficult to maintain for the long 
duration of the test.  Overcorrecting may occur, but can be improved by optimizing sensor 
location to better represent ambient conditions.  The complexity and length of the test can lead to 
an increased potential for voided tests, and may require more frequent calibration of the test cell 
equipment.  Although this test program was not fully described in materials accompanying the 
FRM, many of the issues observed during this testing were addressed in the final form of the 
rule. 

 

Figure 2.65  Variability of AC17 Round Robin Testing on 2011 Ford Explorer, A/C On 
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Figure 2.66  Variability of AC17 Round Robin Testing on 2011 Ford Explorer, A/C Off 

 

Figure 2.67  Variability of AC17 Round Robin Testing on 2011 Ford Explorer, Delta between A/C on and Off 

 

Although these tests demonstrated that the AC17 test was able to resolve the difference 
between A/C on and A/C off, they did not address its ability to resolve smaller differences, such 
as the effect of an individual technology in an A to B test.  As the size of an effect diminishes, 
the difficulty of resolving it against a much larger baseline value becomes more challenging.  
With the baseline CO2 g/mi value for most vehicles being in the hundreds, and the effect of a 
single A/C technology possibly in the low single digits, test-to-test variation must be very small 
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to reliably detect the effect.  As the AC17 A-to-B test becomes a requirement beginning in 
MY2020, this issue is being examined closely by the industry and EPA. 

Since the 2012 FRM, USCAR members have conducted an ongoing test program to assess the 
ability of the AC17 test to resolve the GHG impact of individual A/C efficiency technologies in 
an A to B test, and thereby function in the role assigned to it in the FRM as a means for 
quantifying and qualifying for A/C credits.  EPA has followed this effort by direct coordination 
with member OEMs and by participating in meetings of the SAE Interior Climate Control 
Committee. 

As discussed in the Draft TAR, preliminary results of this test program have been 
encouraging, while providing a robust context for previously identified issues to continue to be 
assessed.  These issues have included: 

a) The potential difficulty of obtaining or constructing old-technology vehicles, particularly 
those from earlier model years, on which to base A-to-B comparisons. 

b) Factors such as test-to-test variability and the small magnitude of the effect being 
measured, which may result in the need for multiple tests to be conducted to yield a 
statistically reliable result, which would constitute a larger test burden than a single test.  

c) Identification of acceptable test procedures and practices for performing bench testing 
and engineering analysis (as an alternative to performing AC17 testing on a potentially 
unavailable baseline vehicle).  

Members have expressed greater confidence in the ability to conduct AC17-based A-to-B 
comparisons of software-related technologies (for example, default to recirculated air) than for 
hardware-based technologies (for example, compressor design changes) because the former can 
be implemented by relatively simple changes to software in order to represent a baseline "A" 
vehicle without the technology.  A-to-B comparisons of hardware technologies would be more 
difficult because producing an "A" vehicle without the technology may prove difficult 
particularly when confounding factors or technologies, or changes in hardware configuration, are 
present.  

In January 2016, EPA received additional comment and analysis from several USCAR 
members regarding their most recent experience with AC17 testing.  In this interaction, many of 
the issues discussed above were further outlined.  Manufacturers have continued to experience a 
significant number of voided tests and are continuing to work to identify the sources of such 
events, which are commonly associated with long tests that demand careful environmental 
control.  Test-to-test variation is sometimes seen to exceed the magnitude of the credit value that 
is the subject of the test.  Although averaging of the results of multiple tests has shown some 
success at establishing a reliable outcome, concerns were expressed about the resulting test 
burden, due to the length of each test, the control requirements, and the limited availability of the 
required specialized test cells.  The availability of base vehicles without the technology being 
assessed in an A-to-B comparison was also echoed as a concern.  Manufacturers suggested that 
the use of prior year models may be infeasible when several intervening model years are 
involved, due to the confounding effect of other technologies introduced to the vehicle during 
that time.  This was expressed as being particularly true for the problem of assessing hardware-
based technologies, which may require building of prototype installations that may require 
additional engineering resources to develop.  Within individual test efforts, consistency of results 
was good in some tests but exhibited inconsistencies in others, of which the manufacturers had 
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not yet achieved a full understanding but continue to study.  Issues such as the complexity of 
modern climate control systems and the presence of confounding factors such as powertrain 
differences were cited as possible factors. 

An application for off-cycle credits submitted by General Motors in December 2014494 
provides an additional source of information on the results of AC17 A-to-B testing, which was 
used to support the application.  GM cited several issues relating to the use of the AC17 test 
procedure to identify the CO2 benefit claimed in the application: 

a) GM pointed out that the AC17 A-to-B test was enabled by coincidental availability of a 
valid baseline compressor (a variable compressor without the variable crankcase suction valve 
technology) in the Holden Commodore and that this compressor coincidentally could be easily 
bolted into the Cadillac ATS.  GM reiterated that this is an uncommon situation and not 
representative of future expectations.  

b) GM stated that this hardware obstacle "prevents ready testing of the benefits of the SAS 
compressor on other GM models on which it has been implemented.”  

c) There were some difficulties with torque and pressure measurement which was cited as 
example of "control issues that may be expected to arise when attempting to do this type of 
baseline technology testing for hardware on a vehicle that was never actually designed and 
optimized to use that hardware." 

Despite these difficulties, GM found that the AC17 test procedure was able to resolve a 1.3 
g/mile CO2 improvement, which was in good agreement with the 1.1 g/mile suggested by bench 
testing.  However, because test-to-test variability was greater for the AC17 tests than for the 
bench tests, GM chose to request the 1.1 g/mile shown by the bench tests, which GM regarded as 
more precise.  

As previously described, the final rule provides for pursuing an engineering analysis in place 
of locating and testing a valid baseline "A" vehicle. EPA has encouraged, and continues to 
encourage, the use of bench test results and engineering analysis to support applications for A/C 
efficiency credits in such situations.   

Some comments on the Draft TAR expressed uncertainty about the AC17 Test. For example, 
FCA commented, "A/C efficiency technologies are not showing their full effect on this AC17 
test as most technologies provide benefit at different temperatures and humidity conditions in 
comparison to a standard test conditions. All of these technologies are effective at different 
levels at different conditions. So there is not one size fits all in this very complex testing 
approach. Selecting one test that captures benefits of all of these conditions has not been 
possible." 

EPA acknowledges that any single test procedure is unlikely to equally capture the real world 
effect of every potential technology in every potential use case. This difficulty is well understood 
among designers of test procedures, and was understood when the AC17 test procedure was 
developed. While no test is perfect, the AC17 test procedure represents an industry best effort at 
identifying a test that would greatly improve upon the Idle Test by capturing a much larger range 
of operating conditions where different technologies are likely to show greater improvement than 
on the Idle Test. It is our assessment that industry evaluation of the procedure has shown that it 
achieves this objective.  
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FCA also commented, "It is a major problem to find a baseline vehicle that is identical to the 
new vehicle but without the new A/C technology. This alone makes the test unworkable." EPA 
disagrees that this makes the test unworkable. The regulation describes the baseline vehicle as a 
"similar" vehicle, selected with good engineering judgment (such that the test comparison is not 
unduly affected by other differences). Also, as discussed elsewhere, OEMs have expressed 
confidence in using A-to-B testing to qualify for credits for software-based A/C efficiency 
technologies. While hardware technologies may pose a greater challenge in locating a 
sufficiently similar "A" baseline vehicle, the engineering analysis provision under 40 CFR 
86.1868-12(g)(2) provides an alternative to locating and performing an AC17 test on such a 
vehicle. Further, as the USCAR program in general and the GM Denso SAS compressor 
application specifically have shown, the test is able to resolve small differences in CO2 
effectiveness (1.3 grams in the latter case) when carefully conducted. 

 Commenters on the Draft TAR also expressed a desire for improvements in the process by 
which manufacturers without an "A" vehicle could apply under the engineering analysis 
provision, such as development of standardized engineering analysis and bench testing 
procedures that could support such applications. For example, Toyota commented, "Toyota 
requests EPA consider an optional method for validation via an engineering analysis, as is 
currently being developed by industry." EPA is in fact coordinating with industry on this effort, 
as described below. Similarly, the Alliance commented, "The future success of the MAC credit 
program in generating emissions reductions will depend to a large extent on the manner in which 
it is administered by EPA, especially with respect to making the AC17 A-to-B provisions 
function smoothly, without becoming a prohibitive obstacle to fully achieving the MAC indirect 
credits." EPA also has an interest in seeing that the A/C credit program operates as it was 
designed, and believes that dialogue between EPA and industry stakeholders in the A/C credit 
program has been in the past, and will continue to be, an effective means toward this goal.  

As described in the Draft TAR, in 2016, USCAR members initiated a Cooperative Research 
Program (CRP) through the Society of Automotive Engineers (SAE) to develop bench testing 
standards for the four hardware technologies in the credit menu (blower motor control, internal 
heat exchanger, improved evaporators and condensers, and oil separator). Continuing progress in 
this effort since the Draft TAR suggests that the availability of these standards may soon resolve 
much of the uncertainty expressed by the commenters.  

The specific standards under development are listed in Table 2.24. The intent of the program 
is to streamline the process of conducting bench testing and engineering analysis in support of an 
application for A/C credits under 86.1868-12(g)(2), by creating uniform standards for bench 
testing and for establishing the expected GHG impact of the technology in a vehicle application. 
EPA has regularly monitored the development of these standards by coordinating with the CRP 
as well as participating in the applicable SAE standards development committees. Since 
completion of the Draft TAR, work has continued on these standards, which appear to be nearing 
completion. 

 

Table 2.24  Hardware Bench Testing Standards under Development by SAE Cooperative Research Program 

Number Title Status 
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J2765 Procedure for Measuring System COP of a Mobile Air Conditioning 
System on a Test Bench 

Published 

J3094 Internal Heat Exchanger (IHX) Measurement Standard Work in Progress 

J3109 HVAC PWM Blower Controller Efficiency Measurement Work in Progress 

J3112 A/C Compressor Oil Separator Effectiveness Test Standard Work in Progress 

 

Commenters also suggested that other aspects of the credit application process should be 
streamlined. These comments included suggestions such as: (a) that EPA should consider joint 
applications by OEMs for the same A/C efficiency technology (currently, each OEM has to 
apply separately); and (b) that EPA should consider allowing suppliers to directly petition for 
credits and allow the approved credits to be applicable to OEMs that later adopt the technology 
(currently, suppliers cannot apply independently of OEMs).  

In general, the credit application process was designed to evaluate specific implementations of 
A/C technologies in the context of a specific vehicle or platform. EPA believes that system 
integration is a major factor in the ability of an identified technology to actually realize real-
world fuel-saving and GHG-reducing improvements as part of a mobile A/C system.  

It would likely be very challenging for a supplier, for example, to be able to demonstrate 
(through a hypothetical supplier-sponsored credit application) that a given A/C technology, as 
represented perhaps by a stock part number, would necessarily always result in the same or 
similar level of GHG effectiveness regardless of the vehicle on which it is installed. Even for 
similar classes or sizes of vehicles, it seems likely that specifics of other parts of the system, such 
as ductwork design, control strategy, and so on would vary significantly among different 
manufacturers, and the effect of these differences would somehow have to be shown to be 
inconsequential. Considerations such as these have effectively limited credit applications to 
OEMs that are proposing a specific vehicle context for application of the technology. At this 
time, it is likely that an independent supplier application would be seen as incomplete without 
specific proposed OEM applications of the technology and OEM participation. 

Similarly, while the rule does not appear to specifically prohibit multiple OEMs from 
applying jointly for A/C credits, in order to evaluate such an application if it were presented, the 
usage of the technology across the participating OEMs would somehow have to be sufficiently 
similar in each proposed vehicle application to allow the application to be effectively evaluated. 
EPA experience with evaluating such situations has seen significant variation across vehicle 
models that integrate the same technologies. It therefore remains unclear whether joint 
applications would be practical or desirable as a means to streamline the process. Therefore, EPA 
has not established a process for joint OEM applications. 

2.2.9.1.4 Summary 

EPA has evaluated and considered the results of AC17 testing presented by stakeholders.  
These data suggest that the AC17 Test is capable of measuring the difference in CO2 emissions 
between A/C on and A/C off, and, when conducted with appropriate attention to detail, is also 
capable of resolving differences in CO2 emissions resulting from the addition of A/C efficiency 
technology.  In some cases, test-to-test variability and the small magnitude of the effect to be 
measured may call for averaging of multiple tests to identify the effect with statistical 
significance. While the ability to perform full AC17 "A-to-B" testing may in some cases be 
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challenged by the potential unavailability of a valid "A" baseline vehicle, the engineering 
analysis provision (as described in 40 CFR 86.1868-12(g)(2)) provides an alternative path to 
credits in these cases. 

EPA believes that the bench testing standards being developed by the SAE CRP are an 
important example of how continued collaboration and dialogue among stakeholders and EPA 
can facilitate the earning of A/C credits through existing pathways. To this end, EPA is 
considering the possibility of issuing a guidance letter outlining best practices for applying the 
SAE standards to an engineering analysis supporting an application for credits as provided in 
86.1868-12(g)(2)(ii).  

EPA has considered the comments received on the A/C efficiency credit system and the AC17 
test procedure, and has also considered what has been learned through the USCAR program and 
the SAE CRP effort. It is clear that the A/C credit system has been effective at incentivizing 
technologies that provide real-world GHG-reducing benefits. As the program transitions, as 
scheduled, to an increasingly performance-based format that includes a requirement for AC17 
testing, continued collaboration and dialogue between EPA and the industry has been an 
effective path toward identifying and developing practical solutions to the issues described 
above. EPA therefore believes that the existing structure of the A/C credit program will not 
prevent manufacturers from continuing to qualify for and earn A/C efficiency credits sufficient 
to provide the contribution to manufacturer compliance paths that manufacturers anticipate.  

2.2.9.2 A/C Leakage Reduction and Alternative Refrigerant Substitution 

2.2.9.2.1 Leakage 

As we observed in the Draft TAR, manufacturers have developed a number of technologies 
for reducing the leakage of refrigerant to the atmosphere.  These include fittings, seals, heat 
exchanger/compressor designs, and hoses.  Vehicle manufacturers consider low-leak 
technologies to be among the most cost-effective approaches to improving overall vehicle GHG 
emission performance.   

Table 2.25 shows two metrics of the continued industry-wide progress toward durable, low-
leak systems.  One trend is the annual increase in the generation of leakage credits already 
apparent in the early years of the program as manufacturers have taken advantage of leakage-
reduction incentives.  More on this trend, as well as a breakdown of leakage credits by 
manufacturer, are found in EPA's Manufacturer Performance Report for the 2015 Model Year.497  
Specifically, 13 manufacturers reported A/C leakage credits in the 2015 model year, amounting 
to more than 20.3 million Megagrams (Mg) of credits.  This equates to GHG reductions of about 
6 grams per mile across the 2015 vehicle fleet.  The table also shows the trend toward more leak-
proof A/C systems in terms of refrigerant leakage scores across the industry, as indicated by the 
average industry-wide A/C system leakage scores that the State of Minnesota requires 
automakers to report (using the SAE J-2727 method).498    

Table 2.25  Trends in Fleet-wide Mobile Air Conditioner Leakage Credits and Average Leakage Rates  

 2009 2010 2011 2012 2013 2014 2015 

Credits: (Million Megagrams/Grams/mi) 6.2/* 8.3/* 8.9/* 11.1/4.0 13.2/4.2 16.6/5.1 20.3/5.8 

MN SAE J-2727 Leakage Rate (g/yr) 15.1 14.7 14.6 14.5 13.9 13.0 12.1 
*  Fleet-wide leakage credits in terms of grams/mi are not available prior to MY 2012 due to the optional nature of 
the leakage credit program in the earlier years. 
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2.2.9.2.2 Low-GWP Refrigerants 

In support of the LD GHG rules, EPA projected that the industry would fully transition to 
lower-GWP refrigerants between Model Year (MY) 2017 and MY2021, beginning with 20 
percent transition in MY2017, to be followed by a 20 percent increase in substitution in each 
subsequent model year, completing the transition by MY2021 (77 FR 62779, 62778, 62805).  Put 
another way, the stringency of the MY2021 and later light duty GHG standards is predicated on 
100 percent substitution of refrigerants with lower GWPs than HFC-134a.  On July 20, 2015, 
EPA published a final rule under the Significant New Alternatives Policy (SNAP) program that 
changes the listing status of HFC–134a to unacceptable for use in A/C systems of newly-
manufactured LD motor vehicles beginning in MY2021, except where permitted for some export 
vehicles through MY2025 (80 FR 42870).WW  EPA’s decision to take this action was based on 
the availability of other substitutes that pose less overall risk to human health and the 
environment, when used in accordance with required use conditions.  Thus all new LD vehicles 
sold in the United States will have transitioned to an alternative, lower-GWP refrigerant by 
MY2021.   

The July 20, 2015 SNAP final rule has no effect on how manufacturers may choose to 
generate and use air conditioning leakage credits under the LD GHG standards.  As stated in that 
final rule," [n]othing in this final rule changes the regulations establishing the availability of air 
conditioning refrigerant credits under the GHG standards for MY2017-2025, found at 40 CFR 
86.1865-12 and 1867-12.  The stringency of the standards remains unchanged…. 
[M]anufacturers may still generate and utilize credits for substitution of HFC-134a through the 
2025 model year."  EPA also there noted that the SNAP rule was not in conflict with the 
Supplemental Notice of Intent (76 FR 48758, August 9, 2011) that described plans for EPA and 
NHTSA's joint proposal for model years 2017-2025, since EPA's GHG program continues to 
provide the level of air conditioning credits available to manufacturers as specified in that 
Notice:  "[T]he Supplemental Notice of Intent states that '(m)anufacturers will be able to earn 
credits for improvements in air conditioning . . . systems, both for efficiency improvements . . . 
and for leakage or alternative, lower-GWP refrigerants used (reduces [HFC] emissions).' 76 FR 
at 48761.  These credits remain available under the light-duty program at the level specified in 
the Supplemental Notice of Intent, and using the same demonstration mechanisms set forth in 
that Notice." 80 FR 42896-97. 

EPA has listed three lower-GWP refrigerants as acceptable, subject to use conditions (listed at 
40 CFR Part 82, Subpart G), for use in newly-manufactured LD vehicles: HFO-1234yf, HFC-
152a, and carbon dioxide (CO2 or R-744).  Manufacturers are currently manufacturing LD 
vehicles using HFO-1234yf, and they are actively developing LD vehicles using CO2

499 and 
considering the use of HFC-152a in a secondary loop A/C system.500  

EPA expects that vehicle manufacturers will use HFO-1234yf for the vast majority of 
vehicles.  As discussed in the EPA Manufacturer Performance Report referenced above, the use 

                                                 
WW HFC-134a will remain listed as acceptable subject to narrowed use limits through MY2025 for use in newly 

manufactured LD vehicles destined for export, where reasonable efforts have been made to ascertain that other 
alternatives are not technically feasible because of lack of infrastructure for servicing with alternative refrigerants 
in the destination country. (40 CFR Part 82, Subpart G, Appendix B. 
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of HFO-1234yf expanded considerably in recent years, from two manufacturers and 42,384 
vehicles in the 2013 model year, to five manufacturers and 1,762,985 vehicles in the 2015 model 
year, over 10 percent of 2015 model year vehicles are using this refrigerant.  This trend 
reinforces EPA's projection that the industry will have transitioned 20 percent of the fleet by 
MY2017, as discussed above.  Fiat Chrysler accounted for more than 95 percent of these 
vehicles, introducing HFO-1234yf in over 75 percent of their models.  Jaguar Land Rover 
achieved the greatest penetration within their fleet, using HFO-1234yf in almost 90 percent of 
Jaguar Land Rover vehicles produced in the 2015 model year. 

Finally, regarding supply of alternative refrigerants, the July 2015 SNAP final rule stated that 
EPA “considered the supply of the alternative refrigerants in determining when alternatives 
would be available.  At the time the light-duty GHG rule was promulgated, there was a concern 
about the potential supply of HFO-1234yf.  Some commenters indicated that supply is still a 
concern, while others, including two producers of HFO-1234yf, commented that there will be 
sufficient supply.  Moreover, some automotive manufacturers are developing systems that can 
safely use other substitutes, including CO2, for which there is not a supply concern for the 
refrigerant.  If some global light-duty motor vehicle manufacturers use CO2 or another 
acceptable alternative, additional volumes of HFO-1234yf that would have been used by those 
manufacturers will then become available.  Based on all of the information before the agency, 
EPA believes production plans for the refrigerants are in place to make available sufficient 
supply no later than MY2021 to meet current and projected demand domestically as well as 
abroad, including, but not limited to, the EU” (80 FR 42891; July 20, 2015).  In their public 
comments on the Draft TAR, Honeywell, a supplier of HFO-1234yf, said, "[w]e are in 
agreement with EPA that by 2021 there will be sufficient capacity of HF0-1234yf around the 
world to serve the global demand for this refrigerant…. Honeywell and its key suppliers are 
investing approximately US$300 million to increase global production capacity for HFO-
1234yf." 

2.2.9.2.3 Conclusions 

As described in this section, there is strong evidence that auto manufacturers are continuing to 
improve the leak-tightness of their A/C systems.  In addition, many manufacturers are 
transitioning to the use of low-GWP alternative refrigerants in a number of vehicle models.  We 
believe that the current trends among automakers toward the use of alternative refrigerants to 
comply with the LD vehicle GHG standards, EPA's change in listing status of HFC-134a to 
"unacceptable" by MY2021, and the parallel increase in the supply of the leading alternative 
refrigerant ensure that our earlier projections that a complete transition to alternative refrigerants 
by MY2021 will in fact become reality. 

The MY2017-2025 LD GHG rule also encourages manufacturers to continue to use low-
leakage technologies even when using alternative refrigerants.  Although some leakage may still 
occasionally occur, the low GWPs of the new refrigerants, as compared to that of HFC-134a, 
considerably reduce concerns about refrigerant leakage from a climate perspective.   

2.2.10 Off-cycle Technology Credits 

2.2.10.1 Off-cycle Credits Program  

2.2.10.1.1 Off-cycle Credits Program Overview 
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EPA provides an opportunity for credits for off-cycle technologies.  EPA initially included 
off-cycle technology credits in the MY2012-2016 rule and revised the program in the MY2017-
2025 rule.501  “Off-cycle” emission reductions can be achieved by employing off-cycle 
technologies that result in real-world benefits, but where that benefit is not adequately captured 
on the test procedures used by manufacturers to demonstrate compliance with and fuel economy 
emission standards. 

The intent of the off-cycle provisions is to provide an incentive for CO2 reducing off-cycle 
technologies that would otherwise not be developed because they do not offer a significant 2-
cycle benefit.  EPA limited the eligibility to technologies whose benefits are not adequately 
captured on the 2-cycle test.  The preamble to the final rule provides a detailed discussion of 
eligibility for off-cycle credits.502  Technologies that are integral or inherent to the basic vehicle 
design including engine, transmission, mass reduction, passive aerodynamics, and base tires are 
not eligible.  Any technology that was included in the agencies’ standard-setting analysis also 
may not generate off-cycle credits (with the exception of active aerodynamics and engine stop-
start systems).503  EPA established this approach believing that the use of 2-cycle technologies 
would be driven by the standards and no additional credits would be necessary or appropriate.  
This approach also limits the program to off-cycle technologies that could be clearly identified as 
add-on technologies more conducive to A-to-B testing that would be able to demonstrate the 
benefits of the technology. Further limitations are placed on technologies that might otherwise be 
incentivized through federal safety regulations.504 

There are three pathways by which a manufacturer may generate off-cycle CO2 credits.  The 
first is a predetermined list of credit values for specific off-cycle technologies that may be used 
beginning in MY2014.505  This pathway allows manufacturers to use conservative credit values 
established in the MY2017-2025 final rule for a wide range of technologies, with minimal data 
submittal or testing requirements.  In cases where additional laboratory testing can demonstrate 
emission benefits, a second pathway allows manufacturers to use a broader array of emission 
tests (known as “5-cycle” testing because the methodology uses five different testing procedures) 
to demonstrate and justify off-cycle CO2 credits.506  The additional emission tests allow emission 
benefits to be demonstrated over some elements of real-world driving not captured by the GHG 
compliance tests, including high speeds, rapid accelerations, and cold temperatures.  Credits 
determined according to this methodology do not undergo additional public review.  The third 
and last pathway allows manufacturers to seek EPA approval to use an alternative methodology 
for determining the off-cycle CO2 credits.507  This option is only available if the benefit of the 
technology cannot be adequately demonstrated using the 5-cycle methodology.  Manufacturers 
may also use this option for model years prior to 2014 to demonstrate off-cycle CO2 reductions 
for technologies that are on the predetermined list, or to demonstrate reductions that exceed those 
available via use of the predetermined list.  The manufacturer must also demonstrate that the off-
cycle technology is effective for the full useful life of the vehicle. Unless the manufacturer 
demonstrates that the technology is not subject to in-use deterioration, the manufacturer must 
account for the deterioration in their analysis. 

The pre-defined list of technologies and associated car and light truck credits is shown in the 
tables below.508  The regulations include a definition of each technology that the technology 
must meet in order to be eligible for the menu credit.509  Manufacturers are not required to 
submit any other emissions data or information beyond meeting the definition and useful life 
requirements to use the pre-defined credit value.  Credits based on the pre-defined list are subject 
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to an annual manufacturer fleet-wide cap of 10 g/mile.  Due to expected synergistic effects of the 
thermal technologies, the credits from the group of thermal control technologies are subject to a 
per vehicle cap of 3.0 g/mi for cars and 4.3 g/mi for trucks. 

Table 2.26  Off-cycle Menu Technologies and CO2 Credits for Cars and Light Trucks 

Technology Credit for Cars (g/mi) Credit for Light Trucks (g/mi) 

g/mi  g/mi 

High Efficiency Exterior Lighting (at 100W) 1.0  1.0  

Waste Heat Recovery (at 100W; scalable) 0.7  0.7  

Solar Roof Panels (for 75 W, battery charging only) 3.3  3.3  

Solar Roof Panels (for 75 W, active cabin ventilation 
plus battery charging) 

2.5  2.5  

Active Aerodynamic Improvements (scalable) 0.6  1.0  

Engine Idle Start-Stop w/ heater circulation system 2.5  4.4  

Engine Idle Start-Stop without/ heater circulation 
system 

1.5  2.9  

Active Transmission Warm-Up 1.5  3.2  

Active Engine Warm-Up 1.5  3.2  

Solar/Thermal Control Up to 3.0  Up to 4.3  

 

Table 2.27  Off-cycle Menu Technologies and CO2 Credits for Solar/Thermal Control Technologies for Cars 
and Light Trucks  

Thermal Control 
Technology 

Credit (g/mi) 

Car Truck 

Glass or Glazing Up to 2.9  Up to 3.9  

Active Seat Ventilation 1.0  1.3  

Solar Reflective Paint 0.4  0.5  

Passive Cabin Ventilation 1.7  2.3  

Active Cabin Ventilation 2.1  2.8  

 

The two other pathways available to generate off-cycle credits require additional data.  The 5-
cycle testing pathway requires 5-cycle testing with and without the off-cycle technology to 
determine the off-cycle benefit of the technology.  The final pathway, often referred to as the 
public process includes a public comment period and is available for technologies that cannot be 
demonstrated on the 5-cycle test.  Manufacturers must develop a methodology for demonstrating 
the benefit of the off-cycle technology and the methodology is made available for public 
comment prior to an EPA determination whether or not to allow the use of the methodology to 
generate credits.  The data needed for this demonstration may be extensive, especially in cases 
where the effectiveness of the technology is dependent on driver response or interaction with the 
technology.  As discussed below, all three methods have been used successfully by 
manufacturers to generate off-cycle credits. 

2.2.10.2 Use of Off-cycle Technologies to Date  

Since the Draft TAR, EPA released the MY 2015 GHG Manufacturer Performance Report (or 
"compliance report").  The MY 2015 compliance report shows that manufacturers are continuing 
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to introduce a wide array of off-cycle technologies to generate off-cycle GHG credits using the 
pre-defined menu. 510  For the fleet as a whole, off-cycle credits accounted for almost 3 g/mile of 
credits in MY 2015 compared to 2.3 g/mile of credits in MY 2014.  Table 2.28 below shows the 
percent of each manufacturers' production volume using each of the menu technologies reported 
to EPA for MY2015 by the manufacturer.  Table 2.29 shows the g/mile benefit that each 
manufacturer reported across its fleet from each off-cycle technology.  Like the preceding table, 
Table 2.29 provides the mix of technologies used in MY2015 across the manufacturers and the 
extent to which each technology benefits each manufacturer's fleet.   

Table 2.28  Percent of 2015 Model Year Vehicle Production Volume with Credits from the Menu, by 
Manufacturer & Technology (%) 

Manufacturer Active 
Aerodynamics 

Thermal Control Technologies Engine & Transmission 
Warmup 

Other 
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BMW 0.0 0.0 0.0 91.0 7.5 0.3 0.0 74.4 0.0 0.0 96.9 0.0 

Fiat Chrysler 29.0 3.0 95.0 0.0 5.9 97.4 1.6 55.2 10.5 5.2 66.5 0.0 

Ford 60.0 0.0 100.0 0.0 23.5 0.0 0.0 50.1 26.1 9.3 76.8 0.0 

GM 9.7 0.0 0.0 0.0 16.5 99.5 38.6 14.4 0.0 8.8 40.0 0.0 

Honda 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 72.2 1.5 57.8 0.0 

Hyundai 4.9 0.0 0.0 0.0 18.3 89.0 0.0 0.0 52.6 2.7 22.3 0.0 

Jaguar Land 
Rover 

0.0 0.0 0.0 0.0 50.7 99.0 0.0 0.0 0.0 97.6 100.0 0.0 

Kia 2.2 0.0 0.0 0.0 19.5 99.7 0.0 0.0 16.5 1.9 52.7 0.0 

Nissan 9.3 0.0 0.0 0.0 3.3 0.0 15.8 20.8 64.9 0.1 47.2 0.1 

Subaru 32.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.1 0.0 

Toyota 0.0 0.2 0.0 0.0 23.5 90.5 30.2 9.2 49.8 11.4 56.2 0.0 

Fleet Total 
14.6 0.4 23.5 2.3 12.2 51.9 13.2 20.7 28.2 5.8 49.1 0.0 

 

Table 2.29  Off-Cycle Technology Credits from the Menu, by Manufacturer and Technology for MY 2015 
(g/mi) 

Manufacturer Active 
Aerodynamics 

Thermal Control Technologies Engine & Transmission 
Warmup 

Other  
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BMW 
- - - 2.1 0.1 0.0 - 1.5 - - 0.6 - 

4.2 

Fiat Chrysler 
0.2 0.0 1.9 - 0.0 1.6 0.0 1.6 0.4 0.2 0.2 - 

6.1 

Ford 
0.7 - 2.0 - 0.3 - - 1.2 0.7 0.4 0.3 - 

5.6 

GM 
0.0 - - - 0.2 1.4 0.1 0.2 - 0.1 0.2 - 

3.0 

Honda 
- - - - 0.0 - - - 1.4 0.0 0.1 - 

1.5 

Hyundai 
0.0 - - - 0.2 0.4 - - 0.8 - 0.0 - 

1.5 

Jaguar Land 
Rover - - - - 0.6 1.2 - - - 2.6 0.5 - 

4.9 
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Kia 
0.0 - - - 0.2 0.6 - - 0.2 0.0 0.1 - 

1.2 

Nissan 
0.1 - - - 0.0 - 0.1 0.4 1.3 0.0 0.1 0.0 

2.0 

Subaru 
0.1 - - - - - - - - - 0.0 - 

0.2 

Toyota 
- 0.0 - - 0.3 0.7 0.1 0.1 0.9 0.2 0.2 - 

2.5 

Fleet Total 
0.1 0.0 0.5 0.1 0.1 0.6 0.1 0.5 0.6 0.1 0.2 0.0 

2.8 

0.0” indicates that the manufacturer did implement that technology, but that the overall penetration rate was not high enough to round to 0.1 
grams/mile, whereas a dash indicates no use of a given technology by a manufacturer. 

 

 

The credits shown above are based on the pre-defined credit list.  Thus far, GM is the only 
manufacturer to have been granted off-cycle credits based on 5-cycle testing.  These credits are 
for an off-cycle technology used on certain GM gasoline-electric hybrid vehicles.  The 
technology is an auxiliary electric pump, which keeps engine coolant circulating in cold weather 
while the vehicle is stopped and the engine is off, thus allowing the engine stop-start system to 
be active more frequently in cold weather.   

The third pathway allows manufacturers to seek approval to use an alternative methodology 
for determining the off-cycle technology CO2 credits.  Several manufacturers have petitioned for 
and been granted use of an alternative methodology for generating credits.  In the fall of 2013, 
Mercedes requested off-cycle credits for the following off-cycle technologies in use or planned 
for implementation in the 2012-2016 model years: stop-start systems, high-efficiency lighting, 
infrared glass glazing, and active seat ventilation.  EPA approved methodologies for Mercedes to 
determine these off-cycle credits in September of 2014.511  Subsequently, FCA, Ford, and GM 
requested off-cycle credits under this pathway.  FCA and Ford submitted applications for off-
cycle credits from high efficiency exterior lighting, solar reflective glass/glazing, solar reflective 
paint, and active seat ventilation.  Ford’s application also demonstrated off-cycle benefits from 
active aerodynamic improvements (grill shutters), active transmission warm-up, active engine 
warm-up technologies, and engine idle stop-start.  GM’s application described the real-world 
benefits of an air conditioning compressor with variable crankcase suction valve technology.  
EPA approved the credits for FCA, Ford, and GM in September of 2015.512  FCA reported 
2,599,923 Megagrams of off-cycle credits to EPA for the 2009-2013 model years. In the 2015 
model year, GM reported earning 348,102 Mg of credits from the Denso A/C compressor.    

More recently, EPA published a notice in the Federal Register on September 2, 2016, 
requesting comments on methodologies for off-cycle credits submitted by BMW, Ford, GM, and 
VW.513 The comment period closed on October 3, 2016, and EPA is currently evaluating 
comments and drafting a decision document. If approved, these credits would appear in a future 
edition of the compliance report to the extent that manufacturers claim them. 

As discussed above, the vast majority of credits in MY2015 were generated using the pre-
defined menu.  Even though the program has been in place for only a few model years, the level 
of credits reported has already been significant for some manufacturers.  FCA and Ford 
generated the most off-cycle credits on a fleet-wide basis, reporting credits equivalent to about 
6.1x g/mile and 5.6x g/mile, respectively.XX  Several other manufacturers report fleet-wide 
credits in the range of about 1 to 5 g/mile.  The fleet total across all manufacturers was 
equivalent to about 3 g/mile for MY2015.  EPA expects that as manufacturers continue to 

                                                 
XX The credits are reported to EPA by manufacturers in Megagrams. EPA has estimated a g/mile equivalent.   
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expand their use of off-cycle technologies, the fleet-wide impacts will continue to grow with 
some manufacturers potentially approaching the 10 g/mile fleet-wide cap applicable to credits 
that are based on the pre-defined list. 

Please see Proposed Determination document appendix section B.3.4.1 for further discussion 
of off-cycle credits including comments received on the Draft TAR.  

2.3 GHG Technology Assessment 

2.3.1 Fundamental Assumptions 

2.3.1.1 Technology Time Frame and Measurement Scale for Effectiveness and Cost 

The effectiveness and cost associated with applying a technology will depend on the starting 
technologies from which improvements are measured.  For example, two vehicles that start with 
different technologies will likely have different cost and effectiveness associated with adopting 
the same combination of technologies.  The importance of clearly specifying the point of 
comparison for cost and effectiveness estimates was highlighted in the 2015 NAS committee's 
finding "that understanding the base or null vehicle, the order of technology application, and the 
interactions among technologies is critical for assessing the costs and effectiveness for meeting 
the standards."  

As long as the point of comparison is maintained consistently throughout the analysis for both 
the baseline and future fleets, the decision of where to place an origin along the scale of cost and 
effectiveness is inconsequential.  For EPA's technology assessment, the origin is defined to 
coincide with a "null technology package,” which represents a technology floor such that all 
technology packages considered in this assessment will have equal or greater effectiveness, 
consistent with the approaches used in the 2012 FRM and Draft TAR.  While other choices 
would have been equally valid, this definition of a "null package" has the practical benefit of 
avoiding technology packages with negative effectiveness values, while also allowing for a 
direct comparison of effectiveness assumptions with the FRM and Draft TAR. 

  
Figure 2.68  The "Null Technology Package" and Measurement Scale for Cost and Effectiveness 

When technologies can be specifically identified for individual vehicle models, it is possible 
to estimate cost and effectiveness values specifically for those models.  To the extent possible 
with the available information, EPA has attempted to consider this.  This is the case, for 
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example, with mass reduction and improvements in aerodynamics and tire rolling resistance, 
where for this assessment EPA has uniquely characterized the various levels of those 
technologies for individual models based on available road load data.  For other technologies, the 
information that is broadly available across the entire fleet is not detailed enough to distinguish 
differences that arise to different implementations of the technologies. 

The Global Automakers, Ford and other stakeholders commented on several topics with 
regard to technology adoption that can be considered as universal comments.  These comments 
stated that EPA had not properly considered the amount of lead time required for technology 
development and adoption, the impact of global vehicle manufacturing and its effect on 
component availability, and platform sharing.  With respect to lead time, EPA believes that 
vehicle manufacturers do have adequate lead time to meet the 2022~2025 MY standards.  The 
technologies considered in the Proposed Determination are either currently in production or will 
be commercially produced in the next several years.  In addition, the standards that are being 
reaffirmed in the Proposed Determination were set in 2012 calendar year, which provided 
vehicle manufacturers 13 years of lead time.  For every manufacturer this amount of lead time 
represents multiple vehicle redesign cycles that provide opportunities for adopting mass 
reduction, aerodynamic improvements, new powertrains, and lower rolling resistance tires.  In 
addition, this amount of lead time also has provided the opportunity for vehicle manufacturers to 
consider and manage the effects of the standards on their global manufacturing and on platform 
sharing.  Finally, in addition to the GHG standards required by the United States, most countries 
around the world are adopting standards that are more stringent.  All of these standards in unison 
are driving vehicle manufacturers to produce increasingly efficient vehicles for all world 
markets. 

2.3.1.2 Performance Assumptions 

When determining cost and effectiveness values for specific technologies, it is important to 
compare the technologies on a consistent basis, so that the relative cost-effectiveness of the 
technologies can be fairly compared. The National Academy of Sciences states in their 2011 
report: "Estimating the cost of decreasing fuel consumption requires one to carefully specify a 
basis for comparison. The committee considers that to the extent possible, fuel consumption cost 
comparisons should be made at equivalent acceleration performance and equivalent vehicle 
size."514 This is because "objective comparisons of the cost-effectiveness of different 
technologies for reducing [fuel consumption] can be made only when vehicle performance 
remains equivalent."515 The National Academy of Sciences engaged the University of Michigan 
for their 2015 report to perform a set full vehicle simulations. As a ground rule, "Each engine 
configuration was modeled to maintain, as closely as possible, the torque curve of the baseline 
naturally aspirated engine so that equal performance, as measured by 0-60 mph acceleration 
time, would be maintained."516 The EPA agrees that it is appropriate to objectively compare 
technology costs and effectiveness, that maintaining constant vehicle performance is the 
appropriate way to achieve that goal, and that the NAS recommendation of "equivalent 
acceleration performance" is appropriate. Thus, the costs and effectiveness presented in this 
document are based on the application of technology packages while holding the underlying 
acceleration performance constant.  

In most cases, equivalent acceleration performance is achieved by "engine downsizing": 
reducing the size (and thus the output power/torque) of the engine in advanced vehicle packages 
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until a series of performance metrics are maintained within a reasonable range of the target value 
similar to the methodology used in the FRM and Draft TAR. A smaller engine will typically be 
more efficient at the same speed and torque than a larger engine (as pumping losses are reduced), 
so this methodology properly accounts for effectiveness that could be used for acceleration 
performance as fuel consumption reduction, thus allowing an objective and fair comparison of 
technologies. Our process maintains performance neutrality. As recommended by the NAS 
(2011, 2015), EPA is working under the premise that technology cost assessments should be 
made under the assumption of equivalent performance. As such, the ALPHA modeling runs 
generate effectiveness values which maintain a set of acceleration metrics within a reasonable 
window. 

EPA recognizes that manufacturers have many vehicle attribute and manufacturing 
constraints. Manufacturers will make many product planning decisions and the final products 
will have engine displacement which represent the OEM’s decision in its product plans. As a 
modeling convenience, when calculating effectiveness, EPA assumes the appropriate component 
sizing to maintain performance. Even if our model produces a greater variation in technology 
packages than exists today (for example, by producing two levels of tire rolling resistance on a 
vehicle platform compared to just one today), this does not require that manufacturers actually 
produce a greater variety of component sizes than exist currently in order for our overall results 
to be valid. In actual vehicle design, manufacturers will design discretely sized components, and 
for each vehicle choose the available size closest to the optimal for the given load and 
performance requirements. For example, in some cases, the chosen engine will be slightly 
smaller than optimal (and thus lower fuel consumption), and in some cases the chosen engine 
will be slightly larger than optimal (and thus higher fuel consumption). The same assumption is 
applied to drivetrain, suspension, chassis components, etc. For example, brake rotors may be 
sized in 15mm diameter increments, and manufacturers will apply the size that most closely 
matches the performance and load requirements of that application. Just as the manufacturers are 
doing today, EPA expects that they will average these product decisions across their entire fleet. 
In our analysis, on average, the actual fleet of vehicles will use the appropriate component size, 
and CO2 emissions and performance of the fleet will average out, with no significant net change 
compared to the original analysis with unconstrained component sizes. 

In gathering information on technology effectiveness, EPA relied on a wide variety of 
sources. These sources provided information on the costs and effectiveness of various 
technologies, but not all comparisons were done on a rigorously performance-neutral basis. 
Thus, it was often necessary to recalculate the effectiveness of a particular technology when the 
original comparison was done without the assumption of equivalent performance. For example, 
the 2011 NAS report, in discussing continuously variable valve lift (CVVL)517 cites Energy and 
Environmental Analysis, Inc.,518 which "estimates a 6.5 to 8.3 percent reduction in fuel 
consumption at constant engine size and 8.1 to 10.1 percent with an engine downsize to maintain 
constant performance." 

When EPA modeled effectiveness of specific technologies of their combinations, it was 
careful to maintain a minimum deviation of acceleration performance from the baseline vehicle. 
As the NAS notes, "truly equal performance involves nearly equal values for a large number of 
measures such as acceleration (e.g., 0-60 mph, 30-45 mph, 40-70 mph, etc.), launch (e.g., 0-30 
mph), grade-ability (steepness of slopes that can be climbed without transmission downshifting), 
maximum towing capability, and others."519 However, they furthermore state that "in the usage 
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herein, equal performance means 0-60 mph times within 5 percent. This measure was chosen 
because it is generally available for all vehicles."  

In vehicle simulation modeling in ALPHA performed since the FRM, EPA investigated using 
additional performance criteria to define an overall performance metric. EPA chose four 
acceleration performance metrics: 0-60 time, ¼ mile time, 30-50 passing time, and 50-70 passing 
time. These metrics were chosen to give a reasonably broad set of acceleration metrics that 
would be sensitive enough to represent true acceleration performance, but not so sensitive that 
minor changes in vehicle parameters would significantly change the final metric. For each 
vehicle class, a baseline configuration was chosen, the vehicle package was run over the 
performance cycle, and the times for each performance metric were extracted. These four metrics 
were summed for the baseline vehicle. For each vehicle technology package based on the same 
vehicle class, a nominal engine size was determined based on the estimated performance effect 
of the technologies included in the package and a set of packages with a range of engine sizes 
larger and smaller than the nominal engine size were simulated. The same performance cycle 
was run and the sum of the four metrics compared to the baseline sum for each engine size 
package.  Results where the sum was not equal to or less than the baseline sum (more stringent 
than the 5 percent band suggested by NAS) were rejected.  The drive cycle CO2 emissions of the 
target package were taken from the lowest emissions result of the remaining results. 

For the Proposed Determination, EPA has continued to rely on the performance criteria from 
the Draft TAR analysis within its analyses of technology effectiveness including ¼ mile time, 0-
60 time, 30-50 passing time, and 50-70 passing time performance metrics. Comments were 
received from AAM, FCA, and Ford, suggesting that top gear gradeability be added as a 
performance criterion, in particular when applying advanced transmissions. EPA has considered 
these comments, as noted in Section 2.3.4.2.2. (Effectiveness Values for TRX11 and TRX21), 
and determined that for advanced transmissions, the performance criteria used in the Draft TAR 
are sufficient for defining performance neutrality, even if some downshifting occurs under 
limited high-load conditions. 

For the purpose of specification and costing of plug-in vehicles (BEVs and PHEVs, or 
collectively, PEVs), the Proposed Determination analysis maintains acceleration performance by 
the same method as in the Draft TAR. EPA derived an empirical equation relating PEV power-
to-weight ratio to reported 0-60 acceleration time based on an informal study of MY2012-2017 
BEVs and PHEVs. A target 0-60 time was selected for each PEV configuration comparable to 
that of conventional vehicles, and the motor power assigned based on this equation. The PEV 
motor sizing methodology is described in more detail in Chapter 2.2.4.4.6 (Relating Power to 
Acceleration Performance). While performance for these vehicles was only maintained by means 
of the 0-60 metric, it should be noted that the high low-speed torque of an electric motor is likely 
to favor the 0-30 metric, thereby making 0-60 the more demanding metric of the two.  

2.3.1.3 Fuels 

Fuel specifications for the gasoline and diesel fuels used for demonstration of compliance 
with light-duty vehicle GHG and CAFE standards are contained within the Title 40, Part 86 of 
the U.S. Code of Federal Regulations. Tabulated values are reproduced here for reference 
purposes in  Table 2.30 and Table 2.31 for gasoline and diesel, respectively. Analyses of the 
effectiveness of powertrain technologies over the regulatory drive cycles used fuel properties 
conforming to these specifications.  
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Table 2.30  Test Fuel Specifications for Gasoline without Ethanol (from 40 CFR §86.113-04) 

Item Regular Reference Procedure1 

Research octane, Minimum2 93 ASTM D2699; ASTM D2700 

Octane sensitivity2 7.5 ASTM D2699; ASTM D2700 

Distillation Range (°F): 
 

Evaporated initial boiling point3 75-95 ASTM D86 

10% evaporated 120-135 
 

50% evaporated 200-230 
 

90% evaporated 300-325 
 

Evaporated final boiling point 415 Maximum 
 

Hydrocarbon composition (vol %): 
 

Olefins 10% Maximum ASTM D1319 

Aromatics 35% Maximum 
 

Saturates Remainder 
 

Lead, g/gallon (g/liter), Maximum 0.050 (0.013) ASTM D3237 

Phosphorous, g/gallon (g/liter), Maximum 0.005 (0.0013) ASTM D3231 

Total sulfur, wt. %4 0.0015-0.008 ASTM D2622 

Dry Vapor Pressure Equivalent (DVPE), psi (kPa)5 8.7-9.2 (60.0-63.4) ASTM D5191 
  

 

Table 2.31  Petroleum Diesel Test Fuel (from 40 CFR §86.113-94) 

Property Unit Type 2-D Reference 
Procedure1 

(i) Cetane Number 
 

40-50 ASTM D613 

(ii) Cetane Index 
 

40-50 ASTM D976 

(iii) Distillation range: 
   

(A) IBP 
 

340-400 (171.1-204.4) 
 

(B) 10 pct. Point 
 

400-460 (204.4-237.8) 
 

(C) 50 pct. Point °F ( °C) 470-540 (243.3-282.2) STM D86 

(D) 90 pct. Point 
 

560-630 (293.3-332.2) 
 

(E) EP 
 

610-690 (321.1-365.6) 
 

(iv) Gravity °API 32-37 ASTM D4052 

(v) Total sulfur ppm 7-15 ASTM D2622 

(vi) Hydrocarbon composition: Aromatics, 
minimum (Remainder shall be paraffins, 

naphthenes, and olefins) 

pct 27 ASTM D5186 

(vii) Flashpoint, min °F ( °C) 130 (54.4) ASTM D93 

(viii) Viscosity centistokes 2.0-3.2 ASTM D445 
1 ASTM procedures are incorporated by reference in §86.1 

 

EPA's estimate of effectiveness for gasoline-fueled engines and engine technologies was 
based on Tier 2 Indolene fuel although protection for operation in-use on Tier 3 gasoline (87 
AKI E10) was included in the analysis of engine technologies considered both within the Draft 
TAR and Proposed Determination. Additionally, in the technology assessment for this Proposed 
Determination, EPA has considered the required engine sizing and associated effectiveness 
adjustments when performance neutrality is maintained on 87AKI gasoline typical of real-world 
use. Consistent with its historical practice, when test fuel properties are updated, EPA will 
determine appropriate test procedure adjustments in order maintain the same level of stringency 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-211 
 

of the GHG standards when vehicles are tested using Tier 3 certification fuel. A correction factor 
for application to future vehicles certified to the GHG standards using Tier 3 gasoline that will 
allow correction of CO2 emissions in a manner that accounts for differences between Tier 2 and 
Tier 3 certification fuels is currently under regulatory development with manufacturers, industry, 
and other stakeholder involvement.  

  The Alliance of Automobile Manufacturers and several manufacturers commented that the 
lower octane of Tier 3 fuel degrades efficiency at mid and high load conditions, specifically over 
the US06 test cycle and similar high load conditions observed in real world conditions. 
Arguably, any vehicle or engine can experience some degradation of efficiency under certain 
operating conditions such as high temperature ambient conditions or sustained high loads when 
climbing a grade or pulling a trailer.  Higher octane fuel can reduce degradation in efficiency 
under these operating conditions and some manufacturers have stated in their owner's manuals a 
recommendation to use premium fuel under these conditions520. Compliance with the GHG 
standards, however, is demonstrated over the FTP and HWFET cycles, which typically do not 
involve knock-limited operation and thus do not result in significant changes in knock-limited 
spark advance and therefore are unlikely to reflect conditions where octane may impact 
emissions.   

Furthermore, preliminary data from EPA chassis dynamometer testing of 10 MY2013 through 
MY2016 light-duty passenger cars and pickup trucks with a variety of combustion systems (PFI, 
naturally aspirated GDI, non-HEV GDI Atkinson, turbocharged/downsized GDI) shows a small, 
incremental reduction in CO2 emissions of approximately 1 percent over the combined-cycle for 
Tier 3 gasoline relative to Tier 2 gasoline for all of the vehicles tested.  The reduction in CO2 
emissions from Tier 3 gasoline is due in part to the reduced carbon content of Tier 3 gasoline 
relative to Tier 2 gasoline. This is largely due to a reduction in aromatics for Tier 3 gasoline that 
is reflective of nationwide trends in U.S. gasoline properties over the past four decades since 
aromatic content was last revised for gasoline used for EPA certification and compliance testing. 

We note further that under current guidelines established in guidance letter "1997-01: New 
Guidance on Testing Vehicles with Knock Sensors"521, manufacturers are required at 
certification to provide confirmation that vehicles that are not labeled as 'premium fuel required' 
do not see a change in emissions over all test cycles, including the high load US06 cycle, when 
operated on the regular octane fuel they are likely to see in real world operation.  While it is 
possible that a future engine may be designed to take advantage of higher octane fuels for GHG 
reductions, EPA did not base the technology choices or effectiveness levels premised on normal 
operation requiring a high octane fuel.  EPA did base technology choices for 
turbocharged/downsized engines, Miller Cycle engines, and Atkinson Cycle engines on the 
premise that these engines would continue to use regular-grade 87 AKI fuel as a manufacturer 
recommended fuel and EPA included the cost of technologies necessary to protect for operation 
on such fuels, including: 

 Sufficient intake camshaft phaser authority to reduce effective compression ratio for 
pre-ignition knock abatement (ATK2, "advanced" ATK2, and Miller Cycle) 

 Use of an integrated exhaust manifold and use of split cylinder head and engine block 
cooling system control (TDS24, Miller Cycle) 

 Use of cooled EGR ("advanced" ATK2, Miller Cycle, TDS24) 
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Manufacturers always have the option of designating their vehicle as 'premium fuel required' 
allowing them to perform emission testing using a high octane variant of Tier 3 E10 gasoline. 

Fuel effects are also discussed in detail with regard to Atkinson cycle engines in Chapter 
2.3.4.1.8 and turbocharged and downsized engines in Chapter 2.3.4.1.9. 

    

2.3.1.4 Vehicle Classification 

The determination of the most appropriate values for technology effectiveness and cost 
depends on the characteristics of the particular vehicle to which the technologies are applied. In 
the FRM and Draft TAR, the six vehicle classes defined for the purpose of characterizing 
technology effectiveness were derived from the vehicle size classifications defined in 40 CFR 
§600.315-08. These classes are based on vehicle interior volume and gross vehicle weight rating 
attributes, and were defined for the purpose of labeling fuel economy in a way that allows 
consumers to compare vehicles within commonly recognized market segments. The 
classification of vehicles for estimation of technology costs in the FRM and Draft TAR 
accounted for the various engine and valvetrain configurations most prevalent in the baseline 
fleet, and together with the six effectiveness classes produced a total of 19 vehicle types. While 
overall this method of grouping placed similar vehicles together, stakeholder comments on the 
Draft TAR, including those from FCA, highlighted examples where some dissimilar vehicles 
were assigned the same cost and effectiveness benefits. 

For this Proposed Determination assessment, EPA has refined the vehicle classification 
approach in several ways. First, for the purpose of assigning the most representative estimates for 
technology effectiveness, EPA has classified vehicles according to the attributes of vehicle road 
load power and engine power-to-vehicle weight ratio as described in Section 2.3.3.2. Unlike the 
Draft TAR's size-based effectiveness classifications, the ALPHA model effectiveness estimates 
are now developed according to low, medium, and high vehicle power-to-weight levels, 
abbreviated as 'LPW', 'MPW', and 'HPW', respectively. The first two of these are divided further 
into low and high vehicle road load categories, abbreviated as 'LRL' and 'HRL'. An additional 
class dedicated to trucks with heavy towing and hauling capability results in a total of six 
ALPHA classes for technology effectiveness, as shown in Table 2.32.  

Table 2.32  ALPHA Classes for Characterizing Technology Effectiveness 

ALPHA Class  Power-to-Weight Ratio  Vehicle Road Load  

LPW_LRL Low Low 

LPW_HRL Low High 

MPW_LRL Medium Low 

MPW_HRL Medium High 

HPW High - 

Truck - - 

 

Second, for this Proposed Determination, EPA has refined the classification of vehicle curb 
weights, which is one of the elements considered when categorizing vehicles for the purpose of 
assigning technology costs. For the FRM and Draft TAR analyses, the same vehicle grouping 
that was used for effectiveness classification was also the basis for the vehicle grouping used for 
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cost classification. For example, the unique production-weighted average curb weights for the 
small car and large car classes were used to calculate technology costs for mass reduction and 
electrification (battery and non-battery costs) for the vehicles within those classes. For this 
Proposed Determination, EPA has added a classification by curb weight as shown in Table 2.33, 
which is independent of the ALPHA classes shown above in Table 2.32. As a result, for this 
updated analysis, EPA is able to apply technology costs to vehicles within a narrower range of 
curb weights, thus improving the representativeness of the costs applied. This is particularly 
relevant for electrification and mass reduction, two technologies for which the costs directly 
relate to vehicle curb weight.  

Table 2.33  Curb Weight Classes for Characterizing Technology Cost 

Curb 
Weight 

Class 

Description  Curb Weight Range (lbs)  Average 
Curb Weight (lbs) 

(Volume Weighted) 

Std. Dev. 
(lbs) 

Production 
Volume 

(MY2015) 
Greater 

than 
Less than or 

equal 

1 Passenger Vehicle_1 - 3145 2822 220  3,012,100  

2 Passenger Vehicle_2 3145 3437 3285 76  2,821,695  

3 Passenger Vehicle_3 3437 3729 3554 89  3,083,238  

4 Passenger Vehicle_4 3729 4351 3995 164  2,641,538  

5 Passenger Vehicle_5 4351 - 4820 486  3,263,377  

6 Pickup Truck - - 4815 506  1,786,224  

7 PEVs (PHEVs/BEVs) - - 3772 845  123,836  

 

In EPA's Lumped Parameter Model (LPM) and OMEGA fleet compliance analysis, vehicle 
types are used to distinguish between vehicles for which fundamental characteristics cause 
technology cost and effectiveness values to vary. As described above, effectiveness is influenced 
by road load power and power-to-weight ratio, while cost is influenced by the starting engine 
configuration, curb weight, and in the case of trucks, a requirement for heavy towing. In addition 
to the overarching vehicle types, EPA also uses specific data for the baseline vehicles, including 
the particular technologies applied and power-to-weight ratios in order to produce appropriate 
estimates of incremental cost and effectiveness for each individual vehicle. EPA's approach for 
accounting for individual vehicle characteristics when determining appropriate technology 
effectiveness values is described further in Section 2.3.3.5. The approach for accounting for the 
previously applied technologies when assigning incremental technology cost and effectiveness 
values is described further in Chapter 5.3.4. 

EPA's third refinement of the vehicle classification approach for this Proposed Determination 
was to expand the number of vehicle types to 29, an increase from the 19 vehicle types used in 
the FRM and Draft TAR analyses. The new vehicle type definitions, derived from the 
combination of cost and effectiveness classifications, are shown in Table 2.34 along with 
examples of some of the higher volume vehicle models in the MY2015 fleet. 

Increasing the number of vehicle types was done in part to accommodate the additional curb 
weight criteria and revised ALPHA class definitions described above, while also responding to 
stakeholder comments that the FRM and Draft TAR classification approach tended to group 
dissimilar vehicles together. In this updated technology assessment, each of the refined 29 
vehicle types contain a narrower range of the vehicle characteristics with the greatest influence 
on technology effectiveness and cost; specifically, power-to-weight ratio, road load power, curb 
weight, and original engine configuration. Consequently, the higher power-to-weight ratios 
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typical of MY2015 are more appropriately represented in this Proposed Determination than 
would have been possible with the classification approach used in the FRM and Draft TAR.  The 
overall result of this updated vehicle classification approach is a set of ALPHA classes and 
vehicle types that provide greater resolution than the 19 vehicle types used in the Draft TAR, and 
advance the goal of applying the most representative cost and effectiveness estimates for 
technologies applied to the MY2015 fleet. See Section 2.3.3.2 for more details on the 
classification approach for effectiveness, and comparison with the Draft TAR and FRM 
approach. 

 

Table 2.34  Expanded Vehicle Types for Characterizing Technology Cost and Effectiveness 
Veh 
Type 

ALPHA 
Class 

Curb 
Wgt 
Class 

Engine 
Config 

Example Veh 
Type 

ALPHA 
Class 

Curb 
Wgt 
Class 

Engine 
Config 

Example 

1 LPW_LRL 1 I4 DOHC Sentra, Corolla 16 MPW_LRL 3 V6 DOHC IS250 

2 MPW_LRL 1 I4 DOHC Dart, Focus 17 LPW_HRL 3 V6 DOHC Transit 

3 MPW_LRL 2 I4 DOHC Altima, Camry 18 HPW 4 V6 DOHC Charger 

4 LPW_HRL 2 I4 DOHC Rogue, Patriot 19 MPW_HRL 4 V6 DOHC Pathfinder,Journey 

5 MPW_LRL 3 I4 DOHC Malibu, 200 20 HPW 5 V6 DOHC Camaro 

6 LPW_HRL 3 I4 DOHC Forester, Cherokee 21 MPW_HRL 5 V6 DOHC Grand Cherokee 

7 LPW_HRL 4 I4 DOHC Outback, Equinox 22 Truck 6 V6 DOHC Tacoma, Frontier 

8 Truck 6 I4 DOHC Colorado, Tacoma 23 HPW 5 V8 OHV Charger 

9 Truck 6 V6 OHV Silverado, Sierra 24 MPW_HRL 5 V8 OHV Tahoe, Suburban 

10 HPW 3 V6 SOHC RDX, TLX 25 Truck 6 V8 OHV Silverado, Sierra 

11 MPW_HRL 4 V6 SOHC Odyssey 26 HPW 4 V8 DOHC Mustang, SL550 

12 LPW_LRL 1 V6 DOHC Cruze,Focus turbos 27 HPW 5 V8 DOHC QX80, GL550 

13 MPW_LRL 2 V6 DOHC Fiesta turbo 28 MPW_HRL 5 V8 DOHC GX460, Sequoia 

14 LPW_LRL 2 V6 DOHC Passat 29 Truck 6 V8 DOHC Tundra, F150 

15 HPW 3 V6 DOHC ES350, Impala, Q50      

 

2.3.2 Approach for Determining Technology Costs 

This section reviews the primary sources and approaches EPA uses to estimate technology 
costs. These costs are divided into several primary types, including direct manufacturing costs, 
indirect costs, and maintenance and repair costs.  

 The estimation of direct manufacturing costs includes consideration of cost reduction over 
time through manufacturer learning. Indirect costs are estimated by application of indirect cost 
multipliers (ICMs). EPA computes total costs as the sum of direct manufacturing cost (DMC) 
and indirect cost (IC). This approach was used in the Draft TAR analysis and is also used in this 
Proposed Determination analysis. 

Multiple comments from NGOs (American Council for an Energy-Efficient Economy 
(ACEEE),  Union of Concerned Scientists (UCS), and Environmental Defense Fund (EDF)) 
supported EPA's use of ICMs rather than retail price equivalents (RPEs) as a means of estimating 
indirect costs.  

We also received some comments on our cost reductions through manufacturer learning. 
Notably, Ford argued that product cadence does not allow for cost reductions from learning to be 
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realized since new products are constantly being developed. However, the learning effects we 
estimate should be taken as occurring at the level of the supplier, not that of the automaker. Since 
we have not estimated efficiency improvements to individual technologies during the time frame 
of the analysis, we do not believe that such redesign to improve the "current best technology" to 
the "next best technology" is necessary to achieve the reductions we expect for the costs we have 
estimated. 

2.3.2.1 Direct Manufacturing Costs 

Estimates of direct manufacturing costs (DMC) used in this analysis come from many 
sources, including published technical papers, reports, and analyses, teardown studies contracted 
by EPA, and supplier- and OEM-provided data (sometimes including confidential business 
information). 

The 2015 NAS Report522 supported EPA's assessment that teardown studies are perhaps the 
best source of DMC estimates. NAS encouraged the agencies to make use of tear-down studies 
where available, stating, “the use of teardown studies has improved the agencies’ estimates of 
costs” (NAS pp. S-3). This advice was reflected in EPA's continued use of teardown studies to 
develop many of the technology cost assumptions in the Draft TAR. Public comments on the 
Draft TAR received from the American Council for an Energy-Efficient Economy (ACEEE) and 
the Union of Concerned Scientists (UCS) additionally were supportive of EPA's use of teardown 
studies. The summary below provides more information on our sources for cost information for 
many of the technologies considered in this analysis. 

2.3.2.1.1 Costs from Tear-down Studies  

As in the Draft TAR, there are a number of technologies in this analysis that have been costed 
using the tear-down method. As a general matter, EPA believes, and the NAS agrees,523 that the 
most rigorous method to derive technology cost estimates is to conduct studies involving tear-
down and analysis of actual vehicle components. A “tear-down” involves breaking down a 
technology into its fundamental parts and manufacturing processes by completely disassembling 
actual vehicles and vehicle subsystems and precisely determining what is required for its 
production. The result of the tear-down is a “bill of materials” for each and every part of the 
vehicle or vehicle subsystem. This tear-down method of costing technologies is often used by 
manufacturers to benchmark their products against competitive products. Historically, vehicle 
and vehicle component tear-down has not been done on a large scale by researchers and 
regulators due to the expense required for such studies. Many technology cost studies in the 
literature are based on information collected from OEMs, suppliers, or "experts" in the industry 
and are thus non-reproducible and non-transparent. In contrast, EPA-sponsored teardown studies 
are completely transparent and include a tremendous amount of data and analyses to improve 
accuracy.  

While tear-down studies are highly accurate at costing technologies for the year in which the 
study is intended, their accuracy, like that of all cost projections, may diminish over time as costs 
are extrapolated further into the future because of uncertainties in predicting commodities (and 
raw material) prices, labor rates, and manufacturing practices. The projected costs may be higher 
or lower than predicted.  
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Since the early development of the 2012-2016 rule, EPA has contracted with FEV, Inc. to 
conduct tear-down cost studies for a number of key technologies evaluated in assessing the 
feasibility of future GHG and CAFE standards. The analysis methodology included procedures 
to scale the tear-down results to smaller and larger vehicles, and also to different technology 
configurations. FEV’s methodology was documented in a report published as part of the 
MY2012-2016 rulemaking process.524 

Additional cost studies were completed and used in support of the 2017-2025 FRM. These 
include vehicle tear downs of a Ford Fusion power-split hybrid and a conventional Ford Fusion 
(the latter served as a baseline vehicle for comparison). In addition to providing power-split HEV 
costs, the results for individual components in these vehicles were subsequently used to develop 
costs for the P2 hybrid used in the following MY2017-2025 FRM.YY This approach to costing P2 
hybrids was undertaken because P2 HEVs were not yet in volume production at the time of 
hardware procurement for tear-down. Finally, an automotive lithium-polymer battery was torn 
down to provide supplemental battery costing information to that associated with the NiMH 
battery in the Fusion, because automakers were moving to Li-ion battery technologies due to the 
higher energy and power density of these batteries. As noted, this HEV cost work, including the 
extension of results to P2 HEVs, has been documented in a report prepared by FEV and was used 
in support of the 2017-2025 FRM. Because of the complexity and comprehensive scope of this 
HEV analysis, EPA commissioned a separate peer review focused exclusively on the new tear 
down costs developed for the HEV analysis. Reviewer comments generally supported FEV’s 
methodology and results, while including a number of suggestions for improvement, many of 
which were subsequently incorporated into FEV’s analysis and EPA final report. The peer 
review comments and responses were made available in the rulemaking docket.  

Some of the technologies for which FEV has completed teardown studies over the course of 
the contract with EPA are listed below. These completed studies provide a thorough evaluation 
of these technologies’ costs relative to their baseline (or replaced) technologies.  

 Stoichiometric gasoline direct injection (SGDI) and turbocharging with engine 
downsizing (T-DS) on a DOHC (dual overhead cam) I4 engine, replacing a 
conventional DOHC I4 engine 

 SGDI and T-DS on a SOHC (single overhead cam) on a V6 engine, replacing a 
conventional 3-valve/cylinder SOHC V8 engine 

 SGDI and T-DS on a DOHC I4 engine, replacing a DOHC V6 engine  
 6-speed automatic transmission (AT), replacing a 5-speed AT 
 6-speed wet dual clutch transmission (DCT) replacing a 6-speed AT. 
 8-speed AT replacing a 6-speed AT 
 8-speed DCT replacing a 6-speed DCT 
 Power-split hybrid (Ford Fusion with I4 engine) compared to a conventional vehicle 

(Ford Fusion with V6). The results from this tear-down were extended to address P2 
hybrids. In addition, costs from individual components in this tear-down study were 
used by the agencies in developing cost estimates for PHEVs and BEVs. 

 Fiat Multi-Air engine technology. (Although results from this cost study are included 
in the rulemaking docket, they were not used in the 2017-2025 rulemaking’s technical 

                                                 
YY Examples of production P2 Hybrids are the Hyundai Sonata Hybrid and the Infiniti M35 Hybrid  
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analyses because the technology is under patent and therefore not considered in the 
2017-2025 time frame). 

 

In addition, FEV and EPA extrapolated the engine downsizing costs for the following 
scenarios that were based on the above study cases:  

 Downsizing a SOHC 2 valve/cylinder V8 engine to a DOHC V6 
 Downsizing a DOHC V8 to a DOHC V6 
 Downsizing a SOHC V6 engine to a DOHC 4 cylinder engine 
 Downsizing a DOHC 4 cylinder engine to a DOHC 3 cylinder engine 

 

Teardown work was also performed in the area of mass reduction technologies. This work is 
highlighted in greater detail in Chapter 2.3.4.6 of this TSD. 

EPA has relied on the findings of FEV for estimating the cost of the technologies covered by 
the tear-down studies. However, note that FEV based their costs on the assumption that these 
technologies would be mature when produced in large volumes (450,000 units or more for each 
component or subsystem). If manufacturers are not able to employ the technology at the volumes 
assumed in the FEV analysis with fully learned costs, then the costs for each of these 
technologies would be expected to be higher. There is also the potential for stranded capital if 
technologies are introduced too rapidly for some indirect costs to be fully recovered. While EPA 
considers the FEV tear-down analysis results to be generally valid for the 2022 to 2025 time 
frame for fully mature, high sales volumes, FEV performed supplemental analysis supporting the 
FRM to consider potential stranded capital costs, and we have included these in our primary 
analyses of program costs.  

2.3.2.1.2 Electrified Vehicle Battery Costs 

As in the 2012 FRM and the Draft TAR, EPA has used the BatPaC model525 to estimate 
battery costs for electrified vehicles. Developed by Argonne National Laboratory (ANL) for the 
Vehicle Technologies Program of the U.S. Department of Energy (DOE) Office of Energy 
Efficiency and Renewable Energy, the BatPaC model allows users to estimate the manufacturing 
cost of battery packs for various types of electrified powertrains given battery power and energy 
requirements as well as other design parameters.  

In the 2015 NAS report (p. 4-25), the NAS committee endorsed the importance of the use of a 
bottom-up battery cost model such as BatPaC, further finding that "the battery cost estimates 
used by the agencies are broadly accurate" (Finding 4.4, p. 4-43). Since the publication of the 
FRM, BatPaC has been further refined and updated with new costs for some cathode chemistries 
and cell components, improved thermal management calculations, and improved accounting for 
plant overhead costs. Further changes were released in late 2015 and include additional 
chemistries, updated material costs, improved calculation of electrode thickness limits, and 
improved estimation of cost and energy requirements of certain manufacturing steps and material 
production processes.526 EPA has used the most recent version of BatPaC to revise the battery 
cost projections used in this Proposed Determination analysis, as detailed in Chapter 2.3.4.3.7 
(Cost of Batteries for xEVs).  
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In the 2012 FRM, the agencies developed cost and effectiveness values for the mild and P2 
HEV configurations, two different all-electric mileage ranges for PHEVs (20 and 40 in-use 
miles) and three different mileage ranges for BEVs (75, 100 and 150 in-use miles). In the Draft 
TAR analysis, EPA introduced cost and effectiveness values for a new 48-Volt mild hybrid, and 
changed the 150-mile BEV configuration to a 200-mile configuration. These changes are 
retained in the current analysis. Additional updates to the cost inputs and methodology applied to 
electrified vehicles are described in Chapter 2.3.4.3 (Electrification: Data and Assumptions for 
this Assessment). 

2.3.2.1.3 Specific DMC Updates since the Draft TAR 

EPA continues to believe that teardown studies are the most robust source of cost estimates. 
For the Draft TAR, EPA updated costs from other prior teardowns (largely the transmission 
teardowns) based on updates to those studies performed by FEV and these costs are largely 
retained for this analysis. EPA also updated battery costs for electrified vehicles based on 
improvements to battery sizing estimation and an updated set of input metrics to the BatPaC 
model. EPA has retained the new technologies introduced in the Draft TAR analysis, specifically 
a 48-Volt mild hybrid, a more capable naturally aspirated Atkinson cycle engine with a high 
compression ratio, a Miller cycle engine and a 200-mile range electric vehicle. Technology costs 
for 48V mild hybrid are largely carried over from the estimates in the Draft TAR which were 
derived from information provided by a previous teardown study of a high-voltage mild hybrid. 
Costs for the more capable Atkinson cycle engine were based on costs reported by NAS. All 
technology costs have been updated to 2015 dollars for the Proposed Determination analysis 
(Draft TAR costs were in 2013 dollars). 

2.3.2.1.4 Approach to Cost Reduction through Manufacturer Learning 

For some of the technologies considered in this analysis, manufacturer learning effects would 
be expected to play a role in the actual end costs. The “learning curve” or “experience curve” 
describes the reduction in unit production costs as a function of accumulated production volume. 
In theory, the cost behavior it describes applies to cumulative production volume measured at the 
level of an individual manufacturer, although it is often assumed—as EPA and NHTSA have 
both done in past regulatory analyses—to apply at the industry-wide level, particularly in 
industries that utilize many common technologies and component supply sources. EPA believes 
there are indeed many factors that cause costs to decrease over time. Research in the costs of 
manufacturing has consistently shown that, as manufacturers gain experience in production, they 
are able to apply innovations to simplify machining and assembly operations, use lower cost 
materials, and reduce the number or complexity of component parts. All of these factors allow 
manufacturers to lower the per-unit cost of production (i.e., the manufacturing learning curve).  

NAS recommended that the agencies “continue to conduct and review empirical evidence for 
the cost reductions that occur in the automobile industry with volume, especially for large-
volume technologies that will be relied on to meet the CAFE/GHG standards.” (NAS pp. 7-23) 
EPA has conducted such a review under contract to ICF looking at learning in mobile source 
industries. The goal of the effort was to provide an updated assessment on learning and its 
existence in manufacturing industries. An extensive literature review was conducted and the 
most applicable and appropriate studies were chosen with the help of a subject matter expert 
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(SME) that is one of the leading experts in this area.ZZ EPA hoped that the study would provide 
clear learning rates that could be applied in various mobile source manufacturing industries 
rather than the more general learning rates used in the past. That study was completed in 
September of 2015. In the Draft TAR, we noted that a peer review had been initiated and 
completed, but the subsequent final report was not completed in time for inclusion in the docket 
supporting the Draft TAR. That final report, which includes responses to the peer review is now 
completed and is contained in the docket supporting this Proposed Determination.527 

In the contracted study, ICF performed this literature review and analysis of learning in the 
mobile source sector with the assistance of a Subject Matter Expert (Dr. Linda Argote of 
Carnegie Mellon University).  The draft report, Cost Reduction through Learning in 
Manufacturing Industries and in the Manufacture of Mobile Sources, was subsequently peer-
reviewed by three well-known experts in the field of learning (Marvin Lieberman, Ph.D., 
University of California, Los Angeles (UCLA) Anderson School of Management; Natarajan 
Balasubramanian, Ph.D., Whitman School of Management, Syracuse University; and Chad 
Syverson, Ph.D., University of Chicago Booth School of Business).  The peer review was carried 
out for EPA by RTI International based on EPA Science Policy Council Peer Review Handbook, 
4th Edition, and was completed in May 2016. 

The study consists of two parts: a literature review, and an estimate of a mobile source 
progress ratio.  A total of 53 studies on learning were examined, with 20 of these selected for 
detailed review (the other 33 received a more cursory review and are not discussed in detail in 
the report).  Five of these studies were used as the basis to estimate the progress ratio for the 
mobile source sector. On the basis of these studies, the SME noted: "The mean learning rate is 
estimated to be -0.245, with a standard error of 0.0039.  Thus, the lower bound for a 95 percent 
confidence interval for the learning rate is -0.253; the upper bound is -0.238.  These estimates 
translate into a mean progress ratio of 84.3 percent.  The confidence interval around this number 
ranges from 83.9 percent to 84.8 percent, suggesting that one can be reasonably confident that 
the progress ratio falls in this interval.  Thus, the best estimate of the progress ratio in mobile 
source industries is 84 percent." This is the value that EPA used in both the Draft TAR and this 
Proposed Determination. 

As a result, the learning curve recommended for use by the report has slightly lower learning 
rates than those EPA has used in the past. Past EPA studies have used a learning rate based on a 
curve that resulted in a 20 percent cost reduction for each doubling of volume; the recommended 
rate results in cost reductions of 15 percent. As such, EPA has updated learning rates to be 
consistent with the recommendation of the report. The curve used in this analysis is: 

𝑦𝑡+1 = 𝑎𝑥𝑡+1
𝑏  

Where: 

 yt+1 = Costs required to produce a unit at time t+1 

 a = Costs required to produce the first unit 

 xt+1 = Cumulative number of units produced through period t+1 

                                                 
ZZ The SME was Dr. Linda Argote of Carnegie Mellon University. 
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 b = A parameter measuring the rate at which unit costs change as cumulative output 
increases; i.e., the learning rate 

 

For this analysis, EPA has used this equation to estimate the learning effects and have 
generated the learning curves shown below. How these learning curves were actually generated 
using the above curve is described in a memorandum contained in the docket.528 In general, the 
new learning factors were generated in a way to provide similar results to past analyses. 
However, because the new rate is lower, there are subtle differences especially in years further 
from the "base" year (i.e., the year where the learning factor is 1.0). The docket memorandum 
makes this clearer by providing the new factors alongside the factors used in the 2012 FRM for 
comparison. Note that the factors used in this Proposed Determination are identical to those used 
in the Draft TAR. 

Learning effects are applied to most but not all technologies because some of the expected 
technologies are already used rather widely in the industry and, presumably, learning impacts 
have already occurred. Learning effects on the steep-portion of the learning curve was applied 
for only a handful of technologies that are considered to be new or emerging technologies. Most 
technologies have been considered to be more established given their current use in the fleet and, 
hence, learning effects on the flat portion of the learning curve have been applied. The learning 
factor curve applied to each technology are summarized in Table 2.35 with the actual year-by-
year factors for each corresponding curve shown in Table 2.36. 
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Table 2.35  Learning Effect Algorithms Applied to Technologies Used in this Analysis 

Technology Learning Factor “Curve”a 

Aero, active 24 

Aero, passive 24 

Atkinson, level 1 24 

Atkinson, level 2 24 

Cam configuration changes  

V6 OHV to V6 DOHC 28 

V6 SOHC to V6 DOHC 23 

V8 OHV to V8 DOHC 28 

V8 SOHC to V8 DOHC 23 

V8 SOHC3V to V8 DOHC 23 

Charger, in-home, BEV 26 

Charger, in-home, PHEV20 26 

Charger, in-home, PHEV40 26 

Charger, in-home, labor 1 

Cylinder deactivation 24 

Direct injection, stoichiometric, gasoline 23 

Diesel, advanced (Tier3) 23 

Diesel, lean NOx trap 23 

Diesel, selective catalytic reduction 23 

Downsizing, associated with turbocharging  

I4 DOHC to I3 DOHC 23 

I4 DOHC to I4 DOHC 23 

V6 OHV to I4 DOHC 28 

V6 SOHC to I4 DOHC 23 

V6 DOHC to I4 DOHC 23 

V8 OHV to V6 DOHC 28 

V8 SOHC to V6 DOHC 23 

V8 SOHC3V to V6 DOHC 23 

Engine friction reduction, level 1 1 

Engine friction reduction, level 2 1 

EGR, cooled 23 

Electric power steering 24 

BEV75, battery pack 26 

BEV100, battery pack 26 

BEV200, battery pack 26 

BEV75, non-battery items 28 

BEV100, non-battery items 28 

BEV200, non-battery items 28 

HEV, Mild, battery pack 31 

HEV, Mild, non-battery items 23 

HEV, Strong, battery pack 31 

HEV, Strong, non-battery items 23 

HEV, Plug-in, battery pack 26 

HEV, Plug-in, non-battery items 23 

Improved accessories, level 1 24 

Improved accessories, level 2 24 

Low drag brakes 1 

Lower rolling resistance tires, level 1 1 
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Lower rolling resistance tires, level 2 32 

Lube, engine changes to accommodate low friction lubes 1 

Mass reduction <15% 30 

Mass reduction >=15% 30 

Secondary axle disconnect 24 

Stop-start 25 

Turbo, 18-21 bar 23 

Turbo, 24 bar 23 

Turbo, Miller-cycle 23 

TRX11/12 23 

TRX21/22 23 
Note: 
a See table below. 
 

The actual year-by-year factors for the numbered curves shown in Table 2.36. 

Table 2.36  Year-by-year Learning Curve Factors for the Learning Curves Used in this Analysis 

Curve 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

22 1.37 1.33 1.29 1.25 1.21 1.18 1.15 1.13 1.11 1.08 1.06 1.04 1.02 1.00 

23 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 0.85 0.84 0.83 0.82 0.82 

24 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 0.85 0.84 

25 2.03 1.62 1.28 1.00 0.91 0.84 0.80 0.76 0.74 0.71 0.69 0.67 0.66 0.64 

26 3.05 2.44 2.11 1.89 1.74 1.61 1.51 1.43 1.36 1.30 1.25 1.20 1.16 1.12 

27 1.00 0.91 0.84 0.80 0.76 0.74 0.71 0.69 0.67 0.66 0.64 0.63 0.62 0.61 

28 1.13 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 0.85 

29 1.17 1.13 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 

30 1.29 1.24 1.20 1.17 1.13 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 

31 3.18 2.54 2.03 1.62 1.28 1.00 0.91 0.84 0.80 0.76 0.74 0.71 0.69 0.67 

32 1.74 1.61 1.51 1.43 1.36 1.30 1.25 1.20 1.16 1.12 1.09 1.06 1.04 1.01 

 

Importantly, where the factors shown in Table 2.36 equal “1.00” represents the year for which 
any particular technology’s cost is based. Thus, if curve 1 is applied to a technology – such as in 
the case of low friction lubes - it assumes no additional learning takes place over time. In the 
case of stop-start technology, curve 25 is applied.  In this case, the cost estimate used for stop-
start is considered a MY2015 cost. Therefore, its learning factor equals 1.00 in 2015 and then 
decreases going forward to represent lower costs due to learning effects. Its learning factors are 
greater than 1.00 in years before 2015 to represent “reverse” learning, i.e., higher costs than our 
2015 estimate since production volumes have, presumably, not yet reached the point where our 
cost estimate can be considered valid. Not all of the learning curve factors follow this rule using 
the updated curve approach used in the Draft TAR and in this Proposed Determination. Also of 
interest is that only curves 25 (stop-start), 26 (BEV & PHEV batteries) and 31 (mild and strong 
HEV batteries) show any steeper learning beyond the 2017 to 2020 time frame, and even those 
curves show less than 5 percent year-over-year cost reductions beyond 2020. In other words, 
most curves are well into the flatter portion of the learning curve, and even those that are not are 
well beyond the steep learning that occurs at the early stages of learning, by the time frame 
considered in this analysis. 
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Because of the nature of full electric and plug-in electric vehicle battery pack development, 
the industry is arguably early in the learning-by-doing phase for the types of batteries considered. 
Our approach, consistent with that used in the FRM, has been to develop a direct manufacturing 
cost based on sales of 450,000 units. EPA has considered that to be a valid MY2025 cost (i.e., 
the cost is based in 2025). With that as the MY2025 cost, the costs are considered as understood 
today and a best fit learning curve is projected between the costs in those near-term and long-
term years. This is described in more detail in the docket memorandum mentioned earlier.529 
Note that the 450,000 unit sales is considered a valid MY2025 volume for batteries because that 
volume is meant to represent volumes at a given production line (a battery supplier production 
line, not an OEM vehicle production line) and takes into consideration worldwide demand for 
automotive and other mobile source battery packs, not just U.S.-directed automotive battery 
packs.  

Note that the effects of learning on individual technology costs can be seen in the cost tables 
presented in Section 2.3.4, below. For each technology, the direct manufacturing costs for the 
years 2017 through 2025 are shown. The changes shown in the direct manufacturing costs from 
year-to-year reflect the cost changes due to learning effects. 

2.3.2.2 Indirect Costs  

2.3.2.2.1 Methodologies for Determining Indirect Costs 

To produce a unit of output, vehicle manufacturers incur direct and indirect costs. Direct costs 
include cost of materials and labor costs. Indirect costs are all the costs associated with 
producing the unit of output that are not direct costs – for example, they may be related to 
production (such as research and development [R&D]), corporate operations (such as salaries, 
pensions, and health care costs for corporate staff), or selling (such as transportation, dealer 
support, and marketing). Indirect costs are generally recovered by allocating a share of the costs 
to each unit of good sold. Although it is possible to account for direct costs allocated to each unit 
of good sold, it is more challenging to account for indirect costs allocated to a unit of goods sold. 
To make a cost analysis process more feasible, markup factors, which relate total indirect costs 
to total direct costs, have been developed. These factors are often referred to as retail price 
equivalent (RPE) multipliers. 

Cost analysts and regulatory agencies (including both EPA and NHTSA) have frequently used 
these multipliers to predict the resultant impact on costs associated with manufacturers’ 
responses to regulatory requirements. The best approach, if it were possible, to determining the 
impact of changes in direct manufacturing costs on a manufacturer’s indirect costs would be to 
actually estimate the cost impact on each indirect cost element. However, doing this within the 
constraints of an agency’s time or budget is not always feasible, or the technical, financial, and 
accounting information to carry out such an analysis may simply be unavailable.  

RPE multipliers provide, at an aggregate level, the relative shares of revenues (Revenue = 
Direct Costs + Indirect Costs + Net Income) to direct manufacturing costs. Using RPE 
multipliers implicitly assumes that incremental changes in direct manufacturing costs produce 
common incremental changes in all indirect cost contributors as well as net income. However, a 
concern in using the RPE multiplier in cost analysis for new technologies added in response to 
regulatory requirements is that the indirect costs of vehicle modifications are not likely to be the 
same for different technologies. For example, less complex technologies could require fewer 
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R&D efforts or less warranty coverage than more complex technologies. In addition, some 
simple technological adjustments may, for example, have no effect on the number of corporate 
personnel and the indirect costs attributable to those personnel. The use of RPEs, with their 
assumption that all technologies have the same proportion of indirect costs, is likely to 
overestimate the costs of less complex technologies and underestimate the costs of more 
complex technologies.  

To address this concern, modified multipliers have been developed by EPA, working with a 
contractor, for use in rulemakings.530 These multipliers are referred to as indirect cost multipliers 
(or ICMs). In contrast to RPE multipliers, ICMs assign unique incremental changes to each 
indirect cost contributor as well as net income. 

 ICM = (direct cost + adjusted indirect cost)/(direct cost) 

Developing the ICMs from the RPE multipliers requires developing adjustment factors based 
on the complexity of the technology and the time frame under consideration: the less complex a 
technology, the lower its ICM, and the longer the time frame for applying the technology, the 
lower the ICM. This methodology was used in the cost estimation for the recent light-duty MYs 
2012-2016 and MYs 2017-2025 rulemaking and for the heavy-duty MYs 2014-2018 rulemaking. 
There was no serious disagreement with this approach in the public comments to any of these 
rulemakings. The ICMs for the light-duty context were developed in a peer-reviewed report from 
RTI International and were subsequently discussed in a peer-reviewed journal article.531  
Importantly, since publication of that peer-reviewed journal article, the EPA has revised the 
methodology to include a return on capital (i.e., profits) based on the assumption implicit in 
ICMs (and RPEs) that capital costs are proportional to direct costs, and businesses need to be 
able to earn returns on their investments.  

There is some level of uncertainty surrounding both the ICM and RPE markup factors. The 
ICM estimates used in the Draft TAR and this Proposed Determination, consistent with the 
FRM, group all technologies into three broad categories and treat them as if individual 
technologies within each of the three categories (low, medium, and high complexity) will have 
exactly the same ratio of indirect costs to direct costs. This simplification means it is likely that 
the direct cost for some technologies within a category will be higher and some lower than the 
estimate for the category in general. Additionally, the ICM estimates were developed using 
adjustment factors developed in two separate occasions: the first, a consensus process, was 
reported in the RTI report; the second, a modified Delphi method, was conducted separately and 
reported in an EPA memorandum. Both these panels were composed of EPA staff members with 
previous background in the automobile industry; the memberships of the two panels overlapped 
but were not the same. The panels evaluated each element of the industry’s RPE estimates and 
estimated the degree to which those elements would be expected to change in proportion to 
changes in direct manufacturing costs. The method and the estimates in the RTI report were peer 
reviewed by three industry experts and subsequently by reviewers for the International Journal of 
Production Economics. However, the ICM estimates have not yet been validated through a direct 
accounting of actual indirect costs for individual technologies. RPEs themselves are also 
inherently difficult to estimate because the accounting statements of manufacturers do not neatly 
categorize all cost elements as either direct or indirect costs. Hence, each researcher developing 
an RPE estimate must apply a certain amount of judgment to the allocation of the costs. Since 
empirical estimates of ICMs are ultimately derived from the same data used to measure RPEs, 
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this affects both measures. However, the value of RPE has not been measured for specific 
technologies, or for groups of specific technologies. Thus applying a single average RPE to any 
given technology by definition overstates costs for very simple technologies, or understates them 
for advanced technologies. 

2.3.2.2.2 Indirect Cost Estimates Used in this Analysis 

Since their original development in February 2009, the agencies made changes to both the 
ICM factors and to the method of applying those factors relative to the factors developed by RTI 
and presented in their reports. These changes have been described and explained in several 
rulemakings over the years, most notably the 2017-2025 FRM and the more recent Heavy-duty 
GHG Phase 2 final rule (81 FR 73478).  

Although the Draft TAR analysis assessed indirect costs using both the ICM and RPE 
approaches, EPA has focused on the ICM approach for the Proposed Determination analysis, 
considering ICMs to be the better means of estimating indirect cost impacts resulting from 
regulatory changes. EPA believes that this stance is consistent with the support expressed by 
NAS in their 2015 report,AAA as well as several commenters on the Draft TAR. Comments from 
the American Council for an Energy-Efficient Economy (ACEEE), the Union of Concerned 
Scientists (UCS), and Environmental Defense Fund (EDF) all supported the use of ICMs. EPA 
has also performed a sensitivity analysis using RPEs instead of ICMs, as discussed in Section 
C.1.2 of the Proposed Determination Appendix.  

For this Proposed Determination, EPA is assessing indirect costs using the same ICMs as 
used in the Draft TAR, as shown in Table 2.37.  Near term values account for differences in the 
levels of R&D, tooling, and other indirect costs that will be incurred. Once the program has been 
fully implemented, some of the indirect costs will no longer be attributable to the standards and, 
as such, a lower ICM factor is applied to direct costs.      

Table 2.37  Indirect Cost Multipliers Used in this Analysis532 

 2017-2025 FRM and TSD 

Complexity Near term Long term 

Low 1.24 1.19 

Medium 1.39 1.29 

High1 1.56 1.35 

High2 1.77 1.50 

 

There are two important aspects to the ICM method employed by EPA. First, the ICM 
consists of two portions: a small warranty-related term and a second, larger term to cover all 
other indirect costs elements. The breakout of warranty versus non-warranty portions to the 
ICMs are presented in Table 2.38. The latter of these terms does not decrease with learning and, 
instead, remains constant year-over-year despite learning effects which serve to decrease direct 
manufacturing costs. Learning effects were described above. The second important note is that 

                                                 
AAA In the 2015 NAS study, the committee stated: “The committee conceptually agrees with the Agencies’ method 

of using an indirect cost multiplier instead of a retail price equivalent to estimate the costs of each technology 
since ICM takes into account design challenges and the activities required to implement each technology.” (NAS 
Finding 7.1) 
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all indirect costs are forced to be positive, even for those technologies estimated to have negative 
direct manufacturing costs.  

Table 2.38  Warranty and Non-Warranty Portions of ICMs 

 Near term Long term 

Complexity Warranty Non-warranty Warranty Non-warranty 

Low 0.012 0.230 0.005 0.187 

Medium 0.045 0.343 0.031 0.259 

High1 0.065 0.499 0.032 0.314 

High2 0.074 0.696 0.049 0.448 

 

The complexity levels and subsequent ICMs applied throughout this analysis for each 
technology are shown in Table 2.39 and are identical to those used in the Draft TAR. 

Table 2.39  Indirect Cost Markups (ICMs) and Near Term/Long Term Cutoffs Used in EPA's Analysis 

Technology ICM Complexity Short term thru 

Aero, active Low2 2018 

Aero, passive Med2 2024 

Atkinson, level 1 Med2 2018 

Atkinson, level 2 Med2 2024 

Cam configuration changes   

V6 OHV to V6 DOHC Med2 2018 

V6 SOHC to V6 DOHC Med2 2018 

V8 OHV to V8 DOHC Med2 2018 

V8 SOHC to V8 DOHC Med2 2018 

V8 SOHC3V to V8 DOHC Med2 2018 

Charger, in-home, BEV High1 2024 

Charger, in-home, PHEV20 High1 2024 

Charger, in-home, PHEV40 High1 2024 

Charger, in-home, labor None 2024 

Cylinder deactivation Med2 2018 

Direct injection, stoichiometric, gasoline Med2 2018 

Diesel, advanced (Tier3) Med2 2018 

Diesel, lean NOx trap Med2 2018 

Diesel, selective catalytic reduction Med2 2018 

Downsizing, associated with turbocharging   

I4 DOHC to I3 DOHC Med2 2018 

I4 DOHC to I4 DOHC Med2 2018 

V6 OHV to I4 DOHC Med2 2018 

V6 SOHC to I4 DOHC Med2 2018 

V6 DOHC to I4 DOHC Med2 2018 

V8 OHV to V6 DOHC Med2 2018 

V8 SOHC to V6 DOHC Med2 2018 

V8 SOHC3V to V6 DOHC Med2 2018 

Engine friction reduction, level 1 Low2 2018 

Engine friction reduction, level 2 Low2 2024 

EGR, cooled Med2 2024 

Electric power steering Low2 2018 

BEV75, battery pack High2 2024 
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BEV100, battery pack High2 2024 

BEV200, battery pack High2 2024 

BEV75, non-battery items High2 2024 

BEV100, non-battery items High2 2024 

BEV200, non-battery items High2 2024 

HEV, Mild, battery pack High1 2024 

HEV, Mild, non-battery items Med2 2018 

HEV, Strong, battery pack High1 2024 

HEV, Strong, non-battery items High1 2018 

HEV, Plug-in, battery pack High2 2024 

HEV, Plug-in, non-battery items High1 2018 

Improved accessories, level 1 Low2 2018 

Improved accessories, level 2 Low2 2018 

Low drag brakes Low2 2018 

Lower rolling resistance tires, level 1 Low2 2018 

Lower rolling resistance tires, level 2 Low2 2018 

Lube, engine changes to accommodate low friction lubes Low2 2018 

Mass reduction <15% Low2 2024 

Mass reduction >=15% Med2 2024 

Secondary axle disconnect Low2 2018 

Stop-start Med2 2018 

Turbo, 18-21 bar Med2 2018 

Turbo, 24 bar Med2 2024 

Turbo, Miller-cycle Med2 2024 

TRX11/12 Low2 2018 

TRX21/22 Low2 2024 

 

For mass reduction costs in the Draft TAR, EPA developed a new approach to calculating 
indirect costs due to the unique nature of the direct manufacturing costs that EPA has developed 
(see Draft TAR Section 5.3.4.6.1). We are using the same approach in this Proposed 
Determination. Mass reduction strategies, unlike other efficiency technologies, often involve 
multiple systems and components on a vehicle. A portion of the indirect costs for parts that have 
design and production outsourced to suppliers are incorporated into the direct manufacturing cost 
estimates. Components that are designed in-house and possibly produced in-house by the 
manufacturer, such as the body and frame structures, have higher indirect costs applied. This 
distinction between supplier and in-house parts is consistent with the recommendations of a 
study done by Argonne National Laboratory.533 In that study, the authors suggested retail price 
equivalent markups of 1.5x direct costs for parts sourced from a supplier, and 2x direct costs for 
parts sourced internally. The end result, presumably, is an equal total cost, but the markups 
account for differences in where the indirect costs are incurred. Using that as a basis EPA 
adjusted the supplied technology ICMs (shown in Table 2.37) by the ratio 2/1.5 to determine in-
house ICMs at the "engineered solution" mass reduction point (see Draft TAR Sections 5.3.4.6.1.1 
and 5.3.4.6.1.2) which happened to be approximately 20 percent mass reduction level for the car 
teardown study and the truck teardown study. Since those mass reduction levels were deemed 
"medium" complexity levels in the FRM, and because EPA still believes that to be a good 
assessment of the complexity level, EPA has worked with only the medium complexity ICMs in 
the context of mass reduction. As a result, the ICMs used for mass reduction are as shown in 
Table 2.40.  
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Table 2.40  Mass Reduction Markup Factors used by EPA in this TSD 

 Supplier Provided Mass Reduction In-house Provided Mass Reduction 

Markup & Complexity Near term Long term Near term Long term 

ICM - Medium complexity 1.39 1.29 1.85 1.72 

 

The final element of the unique nature of the indirect cost calculations developed by EPA for 
mass reduction in this analysis, is to calculate the indirect costs using the above ICMs only at the 
engineered solution point. Notably, EPA applied the markups to the sum of the absolute values 
of all mass reduction ideas throughout the entire direct manufacturing cost curve. In that way, 
negative direct costs that are projected at the lower mass reduction levels still have a positive 
impact on calculated indirect costs. Once the indirect costs were determined via this 
methodology at the engineered solution, EPA generated an indirect cost curve extending through 
$0/kg at 0 percent mass reduction and $8.75/kg/% at the engineered solution for cars and 
$13.23/kg/% for trucks (see Table 2.41 and Table 2.42 for the values of X). The indirect costs at 
all mass reduction levels between those points lie on that generated cost curve. Inherent in this 
approach is the assumption that the proportion of mass reduction from supplier and in-house 
components remains constant at all levels of mass reduction, based on the proportion at the 
engineered solution. Those curves are shown in Table 2.41 for cars and in Table 2.42 for trucks. 

Table 2.41  Mass Reduction Indirect Cost Curves used by EPA for Cars Using ICMs (dollar values in 2013$) 

  $/kg DMC* ICM $/kg IC at 
Engineered 

Solution 

$/kg IC at Engineered 
Solution 

$/kg/% 
IC 

curve** 

Near term Supplied tech 
DMC 

$1.75 0.39 $0.678 $0.678+0.986=1.66 $8.75x 

In-house tech 
DMC 

$1.16 0.85 $0.986 

Long term Supplied tech 
DMC 

$1.75 0.29 $0.507 $0.507+0.835=1.34 $7.06x 

In-house tech 
DMC 

$1.16 0.72 $0.835 

Notes: 
* Calculated as the absolute value of all direct manufacturing costs needed to achieve the engineered solution. 
** Where x is the percent mass reduction. 

Table 2.42  Mass Reduction Indirect Cost Curves used by EPA for Trucks Using ICMs (dollar values in 
2013$) 

  $/kg DMC* ICM $/kg IC at 
Engineered 

Solution 

$/kg IC at Engineered 
Solution 

$/kg/% 
IC 

curve** 

Near term Supplied tech 
DMC 

$2.59 0.39 $1.00 $1.00+1.78=2.78 $13.23x 

In-house tech 
DMC 

$2.09 0.85 $1.78 

Long term Supplied tech 
DMC 

$2.59 0.29 $0.75 $0.75+1.50=2.25 $10.73x 

In-house tech 
DMC 

$2.09 0.72 $1.50 

Notes: 
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* Calculated as the absolute value of all direct manufacturing costs needed to achieve the engineered solution. 
** Where x is the percent mass reduction. 
 

2.3.2.3 Maintenance and Repair Costs 

2.3.2.3.1 Maintenance Costs 

To estimate maintenance costs that could reasonably be attributed to the 2017-2025 standards, 
EPA and NHTSA looked—in the 2017-2025 FRM—at vehicle models for which there exists a 
version with a fuel efficiency and GHG emissions improving technology and a version with the 
corresponding baseline technology. The difference between maintenance costs for the two 
models represent a cost which the agencies attributed to the standards. For example, the Ford 
Escape Hybrid versus the Ford Escape V6 was considered when estimating the types of 
maintenance cost differences that might be present for a hybrid vehicle versus a non-hybrid, and 
a Ford F150 with EcoBoost versus the Ford F150 5.0L was considered when estimating the types 
of maintenance cost differences that might be present for a turbocharged and downsized versus a 
naturally aspirated engine. In the case of low rolling resistance tires, specific parts were 
considered rather than specific vehicle models.  

By comparing the manufacturer recommended maintenance schedule of the items compared, 
the differences in maintenance intervals for the two was estimated. With estimates of the costs 
per maintenance event, a picture of the maintenance cost differences associated with the “new” 
technology was developed.  

EPA continues to believe that the maintenance estimates used in the FRM are reasonable and 
have therefore used them again in this analysis as we did in the Draft TAR.  EPA distinguished 
maintenance from repair costs as follows: maintenance costs are those costs that are required to 
keep a vehicle properly maintained and, as such, are usually recommended by auto makers to be 
conducted on a regular, periodic schedule.  Examples of maintenance costs are oil and air filter 
changes, tire replacements, etc.  Repair costs are those costs that are unexpected and, as such, 
occur randomly and uniquely for every driver, if at all. Examples of repair costs would be parts 
replacement following an accident or a mechanical failure, etc. 

In Chapter 3.6 of the final joint TSD supporting the 2012 FRM, the agencies presented a 
lengthy discussion of maintenance costs and the impacts projected as part of that rule.534 Table 
2.43 shows the results of that analysis, the maintenance impacts used in the 2012 FRM and again 
in this analysis, although the costs here have been updated to 2015$. Note that the technologies 
shown in Table 2.43 are those for which EPA believes that maintenance costs would change; it is 
clearly not a complete list of technologies expected to meet the MY2025 standards. 

Table 2.43  Maintenance Event Costs & Intervals (2015$) 

New Technology Reference 
Technology 

Cost per Maintenance 
Event 

Maintenance Interval 
(miles) 

Low rolling resistance tires level 1 Standard tires $6.91 40,000 

Low rolling resistance tires level 2 Standard tires $53.03 40,000 

Diesel fuel filter replacement Gasoline vehicle $53.52 20,000 

BEV oil change Gasoline vehicle -$42.02 7,500 

BEV air filter replacement Gasoline vehicle -$31.08 30,000 

BEV engine coolant replacement Gasoline vehicle -$64.12 100,000 
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BEV spark plug replacement Gasoline vehicle -$90.20 105,000 

BEV/PHEV battery coolant 
replacement 

Gasoline vehicle 
$127.15 150,000 

BEV/PHEV battery health check Gasoline vehicle $42.02 15,000 

 

Note that many of the maintenance event costs for BEVs are negative. The negative values 
represent savings since BEVs do not incur these costs while their gasoline counterparts do. Note 
also that the 2010 FRM is expected to result in widespread use of low rolling resistance tires 
level 1 (LRRT1) on the order of 85 percent penetration. Therefore, as 2012 FRM results in 
increasing use of low rolling resistance tire level 2 (LRRT2), there is a corresponding decrease in 
the use of LRRT1. As such, as LRRT2 maintenance costs increase with increasing market 
penetration, LRRT1 maintenance costs decrease. Importantly, the maintenance costs associated 
with lower rolling resistance tires is the incremental cost of the tires at replacement; it is not 
associated in any way with a decrease in durability of these tires.  

2.3.2.3.2 Repair Costs 

EPA's analysis accounts for the costs of repairs covered by manufacturers’ warranties, and a 
sensitivity analysis estimated costs for post-warranty repairs. The indirect cost multipliers 
(ICMs) applied in the EPA’s analyses include a component representing manufacturers’ 
warranty costs. For the cost of repairs not covered by OEMs’ warranties, EPA has, in the past, 
evaluated the potential to apply an approach similar to that described above for maintenance 
costs. As for specific scheduled maintenance items, the ALLDATA subscription database 
applied above provides estimates of labor and part costs for specific repairs to specific vehicle 
models. However, although ALLDATA also provides service intervals for scheduled 
maintenance items, it does not provide estimates of the frequency at which specific failures may 
be expected to occur over a vehicle’s useful life. EPA has not yet been able to develop an 
alternative method to estimate the frequencies of different types of repairs, and are therefore 
unable to apply these ALLDATA estimates in order to quantify the cost of repairs throughout 
vehicles’ useful lives. Moreover, the frequency of repair of technologies that do not yet exist in 
the fleet, or are only emerging today provides insufficient representation of what they will be in 
the future with wider penetration of those technologies. As a result, while the ICMs include costs 
to cover warranty repairs, we do not consider any additional repair costs as a result of our GHG 
standards. This is consistent with EPA's approach in both the 2010 and 2012 FRMs and the Draft 
TAR.  

2.3.2.4 Costs Updated to 2015 Dollars 

EPA is using technology costs from many different sources. These sources, having been 
published in different years, present costs in different year dollars (e.g., 2009 dollars or 2012 
dollars). For this analysis, EPA sought to have all costs in terms of 2015 dollars to be consistent 
with the dollars used by EIA in its Annual Energy Outlook 2016.  These values are updated from 
the Draft TAR which expressed costs in 2013 dollars.  While the factors used to convert from 
20013 dollars (or other) to 2015 dollars are small, EPA prefers to be overly diligent in this regard 
to ensure consistency across our analyses. EPA has used the GDP Implicit Price Deflator for 
Gross Domestic Product as the converter, with the actual factors used as shown in Table 2.44. 
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Table 2.44  Implicit Price Deflators and Conversion Factors for Conversion to 2015$ 

Calendar Year  2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 

Implicit Price 
Deflators for Gross 
Domestic Product 

94.814 97.337 99.246 100 101.221 103.311 105.214 106.913 108.828 109.998 

Factor applied to 
convert to 2013$ 

1.160 1.130 1.108 1.100 1.087 1.065 1.045 1.029 1.011 1.000 

Source: Bureau of Economic Analysis, Table 1.1.9 Implicit Price Deflators for Gross Domestic Product; last revised 
on September 29, 2016; accessed on 10/29/2016 at www.bea.gov. 
 

2.3.3 Approach for Determining Technology Effectiveness 

In the Draft TAR, EPA reevaluated the effectiveness values for all technologies discussed in 
the MYs2017-2025 light duty GHG Final Rulemaking (FRM), as well as prominent technologies 
that have emerged since then. Along with the vehicle benchmarking and full vehicle simulation 
process, EPA reviewed available data including the 2015 LD National Academy of Sciences 
report535, confidential manufacturer estimates, automaker and supplier meetings, technical 
conferences, literature reviews, and press announcements regarding technology effectiveness.  
For this Proposed Determination EPA has again reevaluated the effectiveness values used in the 
Draft TAR based on new data and information obtained since then, and assessed the public 
comments received on the Draft TAR.  In most cases, multiple sources of information were 
considered in the process of determining the effectiveness values used in this Proposed 
Determination. 

Full vehicle simulation modeling has been used in previous light-duty greenhouse gas rules 
and in the Draft TAR to establish the effectiveness of technologies, and is regularly applied by 
vehicle manufacturers, suppliers, and academia to evaluate and choose alternative technologies 
to improve vehicle efficiency. In the 2015 NAS report,535 the committee recognized the 
important contribution of full vehicle simulation and lumped parameter modeling in these 
previous rulemakings, and recommended continued use of these methods as the best way of 
assessing technologies and the combination of technologies.  

For this Proposed Determination as in the Draft TAR, EPA is employing its own full vehicle 
simulation model: the Advanced Light-duty Powertrain and Hybrid Analysis tool (ALPHA). The 
ALPHA model has been developed and refined over several years and used in multiple 
rulemakings to evaluate the effectiveness of vehicle technology packages. The same base model 
used in the LD ALPHA model was also used in the GEM model for the HD Phase 1 and HD 
Phase 2 rulemakings. See 81 FR 73530-549 (Oct. 25, 2016. Using ALPHA improves the 
transparency of the process and provides additional flexibility to allow consideration of the most 
recent technological developments and vehicle implementations of technologies. Input data for 
the ALPHA model has been created largely through benchmarking activities. Benchmarking is a 
commonly used technique that is intended to create a detailed characterization of a vehicle's 
operation and performance. For the purposes of developing ALPHA, and for establishing overall 
technology effectiveness, EPA performed many benchmarking activities including measuring 
vehicle performance over the standard emission cycles and measuring system and component 
performance on various test stands. 

2.3.3.1 Vehicle Benchmarking 
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As part of its mandated evaluation of the appropriateness of the MY2022-2025 standards, 
EPA is re-assessing any potential changes to the cost and the effectiveness of advanced 
technologies available to manufacturers.  See section 86.1818-12 (h)(i), (ii), and (iii).  
Benchmarking is a process by which detailed vehicle, system, and component performance is 
characterized. Benchmarking is commonly used by vehicle manufacturers, automotive suppliers, 
national laboratories, and universities in order to gain a better understanding of how vehicles are 
engineered and to create large datasets that can be applied in modeling and other analyses. In its 
effort to assess light-duty vehicles in preparation for the MTE, EPA has benchmarked over 
twenty commercially available vehicles that represent a diverse cross section of the current light-
duty fleet, with the results summarized in 15 peer-reviewed SAE papers.536 537 As the result of 
these activities, EPA has calibrated the ALPHA full vehicle simulation model and applied the 
results of this model to establish and confirm technology effectiveness. In addition, EPA has 
been able to capture the performance of current vehicles, which is an important goal of the MTE.  
The performance measurements not only include greenhouse gas emissions and fuel economy, 
but also account for the additional fuel consumption associated for noise, vibration and harshness 
(NVH), drivability and criteria emissions controls.  

The ALPHA model has been used to confirm and update, where necessary, efficiency data 
from the previous studies, such as from advanced downsized turbo and naturally aspirated 
engines. It is also being used to quantify effectiveness from advanced technologies that the 
agencies did not project to be part of a compliance pathway during the FRM, such as 
continuously variable transmissions (CVTs), multi-mode normally aspirated engines, and clean 
diesel engines. The ALPHA model accounts for synergistic effects between technologies and has 
been used by EPA to calibrate the Lumped Parameter Model to incorporate the latest technology 
package effectiveness data into the OMEGA compliance model.  This process allows EPA to 
simulate technology combinations (packages) that may not yet exist in the fleet. 

To simulate drive cycle performance, the ALPHA model requires various vehicle input 
parameters, including vehicle inertia and road loads, and component efficiencies and operations. 
Vehicle benchmarking is the detailed process for obtaining these parameters.  

2.3.3.1.1 Detailed Vehicle Benchmarking Process 

The following discussion describes the vehicle benchmarking elements used as required for 
the vehicles tested by EPA leading up to the Proposed Determination. The vehicle benchmarked 
in this example is a 2013 Chevy Malibu 1LS as detailed in Table 2.45. This vehicle was chosen 
as representative of a midsize car with a typical conventional powertrain with a naturally 
aspirated engine and a 6-speed automatic transmission. The first task of the vehicle 
benchmarking process involved collecting data from on-road and dynamometer testing (Figure 
2.69) before removing the engine and transmission for separate component testing. Major 
components such as the engine and transmission of a vehicle must be isolated and evaluated 
separately to create accurate performance maps to be included in the ALPHA model.  

Table 2.45  Benchmark Vehicle Description 

Model 2013 Chevy Malibu 1LS 

Engine 2.5L inline-4, GDI, naturally aspirated 

Powertrain Conventional FWD 6-speed automatic, GM6T40 transmission 

Gear Ratios 4.584, 2.965, 1.912, 1.446, 1.000, 0.746 with 2.89 final drive 

Tire Size 215/60/R16 
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EPA Label Fuel Economy 22 City, 34 Highway, 26 Combined MPG 

Emissions Equivalent Test Weight (ETW)  4,000 lbs (1814 kg) 

Emissions Target Road Load A 38.08 lbs (169.4 N) 

Emissions Target Road Load B 0.2259 lbs/mph (2.248 N/m/s) 

Emissions Target Road Load C 0.01944 lbs/mph^2 (0.4327 N/(m/s)^2) 

Fuel Economy ETW 3,625 lbs (1644 kg) 

Fuel Economy Target Road Load A 28.62 lbs (127.3 N) 

Fuel Economy Target Road Load B 0.1872 lbs/mph (1.863 N/m/s) 

Fuel Economy Target Road Load C 0.01828 lbs/mph^2 (0.4069 N/(m/s)^2) 

 

 

Figure 2.69  Chevy Malibu Undergoing Dynamometer Testing 

2.3.3.1.1.1 Engine Testing 

The engine was removed from the vehicle and installed in an engine dynamometer test cell, as 
shown in Figure 2.70. The complete vehicle exhaust and emission control systems were included 
in the test setup. All necessary signals including the transmission input and output shaft speed 
signals were supplied by the test stand to prevent engine controller fault codes. The engine was 
fully instrumented to collect detailed performance information (e.g., exhaust/coolant 
temperatures, cam angles, throttle position, mass airflow). 
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Figure 2.70  Engine Test Cell Setup 

 
The engine fuel consumption was measured at the steady state torque and speed operating 

points as shown in Figure 2.71.   

 

Figure 2.71  Engine Map Points 

2.3.3.1.1.2 Transmission Testing 

The 6-speed automatic transmission was removed from the vehicle and installed on a test 
stand as shown in Figure 2.72. The transmission control solenoid commands were reverse 
engineered and the transmission was manually controlled during testing. Transmission line 
pressure was externally regulated to 5 and 10 bar. Torque and speed were measured at the input 
of the transmission and both outputs. The input to the transmission was driven by an electric 
motor. 
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Figure 2.72  GM6T40 Transmission during Testing 

The transmission losses were measured at input torques ranging from 25 to 250 Nm and input 
speeds ranging from 500 to 5000 RPM. For efficiency testing, the torque converter clutch was 
fully locked by manually overriding the clutch control solenoid. Tests were performed at two 
transmission oil temperatures, 37 C and 93 C, and two line pressures, 5 and 10 bar. Total 
efficiency for each gear during operation at 93 C, including pump and spin losses, is shown in 
Figure 2.73.  

 

Figure 2.73  Transmission Efficiency Data at 93 C and 10 Bar Line Pressure 

The torque converter was tested unlocked in 6th gear to determine speed ratio (SR), K 
factorBBB and torque ratio curves. The input speed to the transmission was held at 2000 RPM 

                                                 
BBB K-factor is approximately equal to stall_speed_rpm/square_root(stall_torque_Nm). 
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while decreasing the output speed to traverse the SR curve from 1.0 to 0.35 (limited due to line 
pressure and transmission slip). The data below SR 0.35 was extrapolated using the higher SR 
data. The torque converter data is shown in Figure 2.74, with the K factor curve normalized by 
dividing by the K factor at SR 0 (torque converter stall). Normalizing the K factor curve allows 
for scaling the curve up or down by multiplying by a new stall K value. 

 

Figure 2.74  Torque Converter Torque Ratio and Normalized K Factor versus Speed Ratio 

Transmission spin losses were measured in each gear with a locked torque converter and no 
load applied to the output shaft while varying the input speed from 500 RPM to 3000 to 5000 
RPM depending on the chosen gear. Spin loss testing was performed at 5 bar and 10 bar line 
pressures and 37 C (cold) and 93 C (operating) oil temperatures. Figure 2.75 shows the spin loss 
data at 93 C for all gears and both line pressures. 
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Figure 2.75  Transmission Spin Losses at 93C 

 

2.3.3.1.2 Development of Model Inputs from Benchmarking Data 

After compiling the raw data, it was necessary to adapt the data to a form suitable for use by 
the ALPHA model, including filling any data gaps and interpolating or extrapolating as required. 

2.3.3.1.2.1 Engine Data 

For use with the ALPHA model, the engine’s fuel consumption map was created by 
converting the set of points to a rectangular surface. In addition, an estimate of the engine inertia 
was required since it plays a significant role in the calculation of vehicle performance and fuel 
economy.538 The resulting engine data was reviewed with manufacturers prior to use in the 
ALPHA model. 

2.3.3.1.2.2 Engine Map 

Figure 2.76 shows one of the engine maps generated from the test stand data in terms of 
brake-specific fuel consumption (BSFC) in g/kW-hr. 
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Figure 2.76  Chevy Malibu 2.5L BSFC Map 

 

2.3.3.1.2.3 Inertia 

Engine inertia plays a significant role in vehicle performance and fuel economy, particularly 
in the lower gears due to the high effective inertia (proportional to the square of the gear ratio) 
and higher acceleration rates. 

To estimate the combined inertia of the engine, its attached components, and the torque 
converter impeller, a simple test was performed in-vehicle: the engine was accelerated with the 
transmission in park to the engine’s maximum governed speed, then the ignition was keyed off, 
and the engine speed and torque were observed until the engine stopped. Engine speed and 
reported engine torque data (shown as negative during ignition off) were collected. The data was 
then run through a simple simulation and the inertia varied until the model deceleration rate 
reasonably matched the observed deceleration rate down to 500 RPM. Figure 2.77 shows the 
model result using a 0.2 kg-m^2 total inertia with the engine drag torque. 
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Figure 2.77  Engine Spin down Inertia Test 

An oil-filled torque converter from the 2013 Malibu was weighed and measured to estimate 
its inertia. The weight of 12.568 kg and total diameter of 0.273 m gave an estimated 0.0585 kg-
m^2 total inertia. For the purposes of modeling this inertia was then proportioned 2/3 for the 
impeller side and 1/3 for the turbine side based on the inertia split from other known torque 
converters. 

Subtracting the estimated torque converter inertia results in an engine inertia (including all 
attached components) of approximately 0.161 kg-m2 (0.2 – 2/3*0.0585). 

The exact proportioning of the inertia makes little difference to the outcome of the model 
(since the total inertia is always the same) but can guide future work or estimates of component 
inertias. 

2.3.3.1.2.4 Transmission Data 

For use with the model, the total transmission efficiency data needed to be separated into gear 
efficiency and pump/spin torque losses. Torque converter back-drive torque ratio and K factor 
also needed to be calculated. 

2.3.3.1.2.5 Gear Efficiency and Spin Losses 

To separate the gear efficiency from the total efficiency (which includes the pump/spin 
losses), the total efficiency data for each gear was converted to torque loss data and the spin loss 
torques were subtracted. The resulting gear torque loss data was then converted to efficiency 
lookup tables. Some data points had to be extrapolated to cover the full speed and/or torque 
range. For example, first gear was only tested to 150 Nm but the full table required data up to 
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250 Nm. Figure 2.78 shows the estimated gear efficiencies for all gears. This process was 
followed for both the 37 C and 93 C data at 5 and 10 bar line pressure. 

Transmission pump losses were factored out of the spin losses (as a rough approximation, 
since no pump loss data was available), using the lowest common spin loss to represent the pump 
loss.  

 

Figure 2.78  Gear Efficiency Data at 93 C and 10 bar Line Pressure 

 

2.3.3.1.2.6 Torque Converter 

To complete the model inputs for the torque converter, the torque ratio and K factor need to 
be calculated for the full range of speed ratios. 

The torque converter back-drive torque ratio is assumed to be 0.98 for all speed ratios. The 
back-drive K factor is calculated from the drive K factor mirrored relative to speed ratio (SR) 1 
and shifted upwards by 70 percent. The K factor at SR 1 is calculated, for modeling purposes, as 
7.5 times the highest drive K factor. In practice the K factor at SR 1 is either poorly defined or 
near infinite so the model requires a large value but not so large as to make the solver unstable. 
Figure 2.79 shows the given (SR < 0.95) and calculated torque converter data. 

These additional data points have little effect on the modeled fuel economy but are required 
for model operation and smooth transitions from positive to negative torques. 
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Figure 2.79  Torque Converter Drive and Back-Drive Torque Ratio and Normalized K Factor versus Speed 
Ratio 

2.3.3.1.3 Vehicle Benchmarking Summary 

Section 2.3.3.1 outlined the vehicle benchmarking process for a typical vehicle. While 
complex, this process yields the necessary input parameters for physics based full vehicle 
simulation models such as ALPHA. The following list represents the main model input 
parameters generated from the benchmarking process: 

 Engine Maps: 
 Fuel Consumption 
 BSFC 
 Friction/Inertia 

 Performance 
 Transmission Maps 
 Efficiency 
 Torque Converter 
 Shifting Strategy 
 Vehicle: 

 Road Loads 
 Mechanical Loads 
 Electrical Loads 

 

This information plus the remaining known vehicle characteristics (mass, etc.) provide the 
model with all of the necessary information needed for simulation. During the initial 
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development of the ALPHA model, this complete data set from several vehicles was used to 
validate all of the internal calculations of the model. Once the model was validated, a wide 
variety of engines, transmissions, and other vehicle components were introduced to model 
current and future vehicles. This process is described in Section 2.3.3.2.2. 

2.3.3.2 Classification of Vehicles for Effectiveness 

When applying technologies in this analysis, the most representative value for effectiveness 
will depend on certain characteristics of each individual vehicle. As discussed in Section 2.3.1.4, 
the effectiveness classes in the FRM and Draft TAR were derived from vehicle size 
classifications defined by vehicle interior volume and gross vehicle weight rating attributes. 
While overall this approach placed similar vehicles together, stakeholder comments, including 
those from FCA, on the Draft TAR highlighted examples where some dissimilar vehicles were 
assigned the same technology effectiveness values. For this Proposed Determination, EPA has 
refined the vehicle classification approach for assigning representative effectiveness values 
according to the attributes of vehicle road load power and engine power-to-vehicle weight ratio 
as described in this section. Comments received in response to the Draft TAR from the Auto 
Alliance include a study by Novation Analytics, a contractor of the Auto Alliance. The report 
recommends (and the Alliance concurs) that EPA account for "engine displacement and vehicle 
load, which are first-order determinants of powertrain efficiency," 539 when determining 
technology effectiveness. The report further recommends the use of "displacement specific load" 
(i.e., the ratio of totalized vehicle load over the cycle and engine displacement) as a metric within 
the LPM to determine technology effectiveness. 

As described in more detail in Appendix A, EPA disagrees with many of the conclusions 
drawn by the Alliance's contractor. However, EPA does agree that the ratio of engine size to 
vehicle load has a primary influence on powertrain efficiency, and thus technology effectiveness. 
This is because the combination of engine sizing and vehicle load affects the speed and BMEP at 
which the engine operates, and thus the engine operational efficiency over the test cycles.  The 
following subsections explain the significance of engine sizing and power-to-weight ratio, and 
how EPA has accounted for the ratio of engine size to vehicle load in the ALPHA simulations. 

2.3.3.2.1.1 Significance of Power-to-Weight Ratio and Road-Load Power Attributes 

Total vehicle load consists of multiple components; chiefly inertial loads (a function of ETW 
over the test cycles), and aerodynamic and rolling resistance loading (together covered as "road 
loads"). Different combinations of road and inertial loads may lead to the same totalized vehicle 
load over a cycle, but different instantaneous engine operation points (and potentially different 
average efficiency). However, in practice, inertial loads and road loads tend to be correlated with 
each other and with vehicle size. Thus, it is appropriate to consider maximum-engine-power-to-
ETW ratio ("power/weight ratio" as a shorthand) as a primary influence on powertrain efficiency 
and road-load power a secondary effect, rather than considering vehicle-load-to-engine-power 
ratio as a primary influence and road load to inertial load ratio as a secondary effect. 

To estimate the magnitude of the effect of changing vehicle power/weight ratio on powertrain 
efficiency and technology effectiveness, EPA used its ALPHA full vehicle simulation model to 
determine changes in CO2 emissions when different size engines were incorporated into a 
standard vehicle. Recognizing that changing engine size also affects vehicle performance, 
ALPHA was also used to simulate acceleration times. Finally, to examine effectiveness (i.e., the 
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change in CO2 when advanced technology is implemented), the same power/weight ratio study 
was performed with powertrains containing different technologies. 

The baseline vehicle modeled was a standard car (similar to a 2008 Toyota Camry), with a 
159 HP PFI engine, five-speed transmission, Camry road loads, and 3500 pound ETW. CO2 
emissions over the FTP and HWFET cycles and acceleration times were simulated within 
ALPHA. The results for this simulation were two-cycle combined CO2 emissions of 282 g/mile, 
an estimated 0-60 time of 8.05 seconds, and a "performance sum" of 0-60, 30-50, 50-70, and 1/4-
mile times of 35.5 seconds (see Section 2.3.1.2).  

The engine efficiency in this particular simulation is represented in Figure 2.80. The figure 
shows a two-cycle engine “heat map” from the standard car simulation, plotting the speeds and 
torques where the engine operates over the FTP and HWFET on an engine efficiency map. 
Points where the engine spends more operational time are plotted in red, points where it spends 
less time are plotted in cooler colors (blue, green), and points where there is no engine operation 
remain white. The pink line is the line of best efficiency at each power. 

 

Figure 2.80  Engine “heat map” for baseline vehicle, showing engine operation over the FTP and HWFET. 

Figure 2.80 shows a red “hot spot” of engine operation near 70 Nm, with extended operation 
down to 15-20 Nm and up to 150 Nm. Almost the entire operational range occurs at torques 
lower than the line of best efficiency. This represents a somewhat “typical” vehicle, where two-
cycle engine operation and engine efficiency are not well matched. 

2.3.3.2.1.2 Effect of Changing Power-to-Weight Ratio 

To examine the effect of the performance-fuel economy tradeoff, the baseline case was 
altered by changing the engine size (and thus maximum power) in 2 percent increments from 60 
percent to 200 percent of the baseline case, which resulted in maximum engine horsepower 
ranging from about 100 HP to about 300 HP. Other vehicle characteristics (including ETW) were 
held constant, resulting in a maximum-engine-power-to-ETW ranging from about 0.03 HP/lb to 
about 0.09 HP/lb. For vehicles with each engine size, performance metrics and CO2 emissions 
over the FTP and HWFET cycles were simulated using ALPHA as in the baseline case. 
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As an example of the effect of varying engine size (i.e., varying power/weight ratio), Figure 
2.81 shows two-cycle engine “heat maps” for both a very high power/weight ratio vehicle (0.09 
HP/lb) with a large engine, and a very low power/weight ratio vehicle (0.03 HP/lb) with a small 
engine. In both cases, the operational combinations of speed and torque are approximately the 
same as shown in the baseline case in Figure 2.80 (note the red hot spot at about 70 Nm on all 
three heat maps). This is because the required speed and torque are driven by the vehicle weight 
and road loads, which in this simulation remain identical. However, the peak torque of the large 
engine is about 440 Nm, and the small engine only 132 Nm, and thus the larger engine operates 
in much lower BMEP areas of the map. 

   
(a) High power/weight ratio (~0.09 HP/lb)  (b) Low power/weight ratio (~0.03 HP/lb) 

Figure 2.81  Two-cycle heat maps for two different power/weight ratio vehicles. 

The difference in operation means that the high power/weight ratio vehicle operates much 
farther from the line of best efficiency (the pink line in Figure 2.81). Conversely, the low 
power/weight ratio vehicle operates closer to the line of best efficiency; in other words, the 
smaller engine is better matched to the efficiency “sweet spot.” Although these graphs were 
generated by changing engine size only, in general the match between engine efficiency and 
operation is a function of the ratio between engine size and vehicle loads. Engine map operation 
area of vehicles with similar power/weight ratios would be expected to be very similar, 
regardless of absolute scale. 

The effect of this engine matching on CO2 emissions and vehicle acceleration performance is 
illustrated in Figure 2.82, which shows the trends in combined cycle CO2 emissions and the 
"performance time sum" of 0-60, 30-50, 50-70, and 1/4-mile acceleration times as a function of 
power/weight ratio. Although this performance time sum was chosen for reasons detailed in 
Section 2.3.1.2, other performance metrics show a similar trend to that exhibited in Figure 2.82. 
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Figure 2.82  CO2 and performance time sum as a function of power/weight ratio. 

  

As power/weight ratio increases, acceleration times decrease and CO2 emissions increase, as 
would be expected from the heat maps depicted in Figure 2.81. The trends in both CO2 emissions 
and acceleration performance are monotonic over the range of power/weight ratios shown. As 
such, the acceleration times and combined cycle CO2 emissions in Figure 2.82 can be directly 
compared, as shown in Figure 2.83, to create a “trade-off” curve, demonstrating how engine 
power (i.e., displacement) can be altered to increase performance at the expense of fuel 
economy, or to increase fuel economy at the expense of performance. More advanced technology 
powertrains would be expected to move the curve closer to the origin, as noted by the arrow. 

 

Figure 2.83  CO2 as a function of acceleration performance time sum. 

2.3.3.2.1.3 Effect of Advanced Technologies 

More advanced technologies produce lower CO2 for the same performance, and so would be 
expected to move the trade-off curve shown in Figure 2.83 closer to the origin, reducing CO2 
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emissions, acceleration time, or both. To explore this, ALPHA simulations were run using 
different powertrains, but the same vehicle road and inertia loads as before. The powertrains 
simulated were a 2013 GDI engine (similar to that found in the 2013 Chevrolet Malibu) paired 
with a six-speed transmission, and a 24-bar turbo downsized engine (as modeled by Ricardo and 
included in the FRM) paired with an eight-speed transmission. Two-cycle CO2 emissions and 
acceleration performance were calculated. 

Figure 2.84 compares the heat map for the nominally sized PFI engine with 5-speed 
transmission (identical to the simulation result shown in Figure 2.80) with the future 24-bar turbo 
downsized engine paired with an eight-speed transmission. The powertrains are sized to have 
similar acceleration performance, and thus have slightly different maximum power ratings.  

     
(a) PFI engine heat map (shown in Figure 2.80)       (b) 24 bar turbo downsized engine heat map 

Figure 2.84  Engine Heat maps for the baseline PFI engine and a 24-bar turbo downsized engine  

The future 24-bar turbo downsized engine has a higher peak efficiency (over 36 percent 
compared to over 34 percent), which contributes to a higher effectiveness. In addition, it also has 
a peak efficiency zone that extends to lower speeds and loads than that in the PFI engine. The 
lower peak efficiency zone results in a better match between vehicle loading and powertrain 
efficiency. In particular, the PFI engine has a hot spot which is substantially lower than the line 
of highest efficiency, while the turbo downsized engine has a hot spot located almost directly on 
the line of highest efficiency. 

The quality of the match between powertrain efficiency and vehicle road load is a function of 
vehicle power/weight ratio. To investigate this effect, engine sizes for the GDI and TDS engines 
were again swept in 2 percent increments, and two-cycle CO2 emissions and acceleration 
performance were simulated. Engine heat maps for high and low power/weight ratio turbo 
downsized powertrains (roughly equivalent in acceleration performance to the PFI powertrains 
illustrated in Figure 2.83) are shown in Figure 2.85. 
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            (a) High power/weight ratio    (b) Low power/weight ratio  

Figure 2.85  Engine operation heat maps for the turbo downsized engine with eight-speed transmission.  

As expected, the shape and extent of the heat maps in Figure 6 are roughly equivalent with 
respect to speed and torque, but the low power/weight ratio engine operates at higher BMEP. 
However, unlike the PFI powertrains, the low power/weight ratio powertrain has a hot spot that 
is above the line of best efficiency, indicating that the match between vehicle and powertrain for 
the smaller engine is no better (and may actually be worse) than that of the nominally sized 
powertrain shown in Figure 2.84. 

2.3.3.2.1.4 Advanced Technology Trade-Off Curves 

The relocation of the peak engine efficiency means that not only do these advanced 
powertrains have a trade-off curve that is closer to the origin than the one shown for the PFI 
engine in Figure 2.83, but these curves also have a different slope, as shown in Figure 2.86, 
where the “tradeoff curves” for the advanced technologies are progressively flatter than for the 
PFI engine. These trade-off curves are presented as a function of acceleration times rather than 
power/weight ratio so that the resulting comparisons are performance neutral. 

 

Figure 2.86  CO2 as a function of performance time sum for PFI, GDI, and turbo downsized engines. 
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The variation in slope of the lines in Figure 2.86 suggests two things. First, the more advanced 
technologies have flatter curves, with the most advanced technology (the 24 bar turbo downsized 
engine) even exhibiting a point of minimum CO2 emissions. Although this simplified ALPHA 
analysis does not include real-world effects such as the additional mass associated with larger 
engines, this trend is still likely to hold in the vehicle fleet, as the changes in engine maps and 
powertrain matching due to the implementation of advanced technology still fundamentally alter 
the relationship between engine size and CO2 emissions. 

A study by Novation Analytics, commissioned by the Auto Alliance and included with its 
comments on the Draft TAR, supports this conclusion. Using a simulation of turbo downsized 
engines, they state, “where a powertrain is already operating at a high specific load [i.e., in a low 
power/weight ratio vehicle], further downsizing may offer little benefit as both scenarios are 
already operating in the high efficiency region where the relative gains from a further increase in 
specific load (via smaller displacement) are minimal.”540 

Therefore, the relationship between CO2 emissions and acceleration performance can vary 
substantially as more advanced technology is implemented. Consequently, any tradeoff 
relationship between these factors developed using less advanced technology engines (such as 
the PFI engine curve in red in Figure 2.86) should not be expected to hold when more advanced 
technology is implemented. To the contrary, increasing performance using advanced engines 
should have a much decreased effect on fuel consumption when compared to less advanced 
engines. 

In addition, Figure 2.86 shows that the potential reduction in CO2 emissions from advanced 
technology powertrains is a function of vehicle performance, and thus power/weight ratio. 
Visually, it can be seen that the combined CO2 emissions reduction from the GDI engine (orange 
line) compared to the PFI engine (red line) clearly varies from around 20 percent with higher 
performance vehicles to nearly 0 percent in lower performance vehicles. 

There is also a difference in CO2 reduction between the GDI engine and the turbo downsized 
engine (the green line in Figure 2.86). This difference is calculated in Figure 2.87, which shows 
the reductions in CO2 emissions obtainable from the 24 bar turbo downsized engine with eight-
speed transmission, compared to that of a GDI engine with six-speed transmission having similar 
acceleration performance. The comparisons between powertrains are done on a performance 
neutral basis, matching vehicles with the same acceleration performance time sum, and so 
reductions in CO2 are shown as a function of performance time sum. Approximate power/weight 
ratio is also given in the figure as a reference. 
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Figure 2.87  Reduction in CO2, comparing a turbo downsized engine to a GDI engine with similar 
acceleration performance. 

As seen in Figure 2.87, the potential percent reduction in CO2 emissions is a function of 
performance (and thus the vehicle power/weight ratio), where vehicles with relatively small 
engines (on the right hand side of Figure 2.87) have less potential reduction than vehicles with 
relatively large engines (on the left hand side of Figure 2.87). Across the relatively wide range of 
power/weight ratios shown in Figure 2.87, this change in effectiveness is quite substantial. 

This study shows that advanced technology engines change the match between engine 
efficiency and engine operation (as shown in Figure 2.84). Because this match is also affected by 
vehicle loading, the ratio of engine size to vehicle load (i.e., the vehicle power/weight ratio) is a 
primary influence on powertrain efficiency and technology effectiveness. Additionally, and for 
the same basic reason, the tradeoff between CO2 emissions and performance changes as 
advanced technology is introduced, with more advanced technology packages generally tending 
to have flatter tradeoff curves. 

2.3.3.2.2 Definition of Effectiveness Classes 

Because technology effectiveness is clearly related to engine operation through power-to-
weight ratio, EPA agrees with the Auto Alliance that calculation of technology effectiveness 
values should be tied to engine power and vehicle loads. Because total vehicle load is composed 
of both inertial load and road loads (primarily tire rolling and aerodynamic loading), which are 
only loosely correlated, EPA has looked at vehicle loads two-dimensionally, through both 
power-to-weight ratio and road load horsepower. 

 For this Proposed Determination EPA has revised the classification approach used for 
applying effectiveness values from the size-based classification used in the FRM and Draft TAR 
to an approach that is based on vehicle power-to-weight and road load characteristics. Each 
vehicle in the MY2015 baseline fleet has been assigned to one of the ALPHA classes shown in 
Table 2.32 using the procedure described in this Section.  

In the first step, because vehicles with high capacity for towing and hauling have road load 
and power-to-weight characteristics that are fundamentally different from other passenger 
vehicles, vehicles defined as 'pickup trucks' under 40 CFR § 600.315-08 were assigned to the 
'Truck' ALPHA class. The remaining vehicles were divided into low, medium, and high power-
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to-weight levels using the MY2015 production volume proportions defined in Figure 2.88. The 
production volumes for plug-in vehicles (PHEVs and BEVs) were not included in the percentile 
calculations for power-to-weight ratios. 

Next, the distribution of road load horsepower values was investigated within each of these 
power-to-weight categories. As can be seen in Figure 2.89, both the 'low' and 'mid' power-to-
weight categories exhibit bimodal distributions, with vehicles clustered in two groups below and 
above the median values of road load horsepower. The vehicles that comprise these two groups 
tend to correspond to cars having lower road loads, and sport-utility vehicles and vans and 
having higher road loads. However, there are some examples where vehicles in different market 
segments are now classified together. This is appropriate, since for example a sedan with a large 
frontal area and high tire rolling resistance would tend to have technology effectiveness benefits 
more like a cross-over utility vehicle than like other cars. In recognition of the relatively broad 
and bimodal distributions of road load horsepower, these two power-to-weight categories are 
further subdivided into 'low' and 'high' road load horsepower levels as shown in Table 2.46. 

Table 2.46  Criteria for Classifying Vehicles by Power-to Weight ratio and Road Load Horsepower 

Power-to-Weight Road Load Horsepower at 50mph 

Level Percentile 
Range 

Cutoff Values (hp/lb ETW) Level 
 

Percentile 
Range 

 

Cutoff Values (hp) 

  Lower Upper   Lower Upper 

Low 0 to 40 
 

- 0.049 Low 0 to 50 - 11.8 

High 50 to 100 11.8 - 

Mid 40 to 80 0.049 0.061 Low 0 to 50 - 14.0 

High 50 to 100 14.0 - 

High 80 to 100 0.061 - - - - - 
Note: Power-to-Weight percentiles are production volume-based after excluding PEVs and pickup trucks. Road Load 
Horsepower percentiles are defined within 'Low' and 'Mid' Power-to-Weight groups. 

 

 

Figure 2.88  Production Volume Distribution of Power-to-Weight Ratios in MY2015 Fleet 
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Figure 2.89  Production Volume Distribution of Road Load Horsepower at 50mph in MY2015 Fleet 

The six vehicle classes that result from the process described above are shown in Table 2.47 
along with the important production volume-weighted average characteristics that exemplify the 
power-to-weight and road load characteristics of each class. These values define an exemplar 
vehicle for each of the classes, referred to interchangeably as an 'ALPHA Class' or 'Effectiveness 
Class', the characteristics for each of which are used in the ALPHA model as described in 
Section 2.3.3 for the purpose of developing representative effectiveness values of technologies 
added to vehicles in the MY2015 baseline fleet. 

Table 2.47  Characteristics of Exemplar Vehicles for the Six ALPHA Classes 

ALPHA Class Abbreviation Engine 
Rated 

Power (hp) 

A coeff. 
(lbf) 

B coeff. 
(lbf/mph) 

C coeff. 
(lbf/mph2) 

ETW 
(lbs) 

Low Power-to-
Weight, Low 
Road Load 

LPW_LRL 137.5 26.56 0.0630 0.01879 3257 

Mid Power-to-
Weight, Low 
Road Load 

MPW_LRL 191.1 32.27 0.0754 0.01993 3626 

High Power-to-
Weight 

HPW 313.8 35.76 0.3414 0.02086 4401 

Low Power-to-
Weight, High 

Road Load 

LPW_HRL 172.4 34.95 0.0875 0.02526 3855 

Mid Power-to-
Weight, High 

Road Load 

MPW_HRL 275.2 39.30 0.3348 0.02721 4849 

Truck Truck 324.2 39.62 0.4641 0.03222 5303 

 

2.3.3.2.3 Comparison to Draft TAR Classification Approach and Exemplar Vehicles 
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The power, weight, and road load attributes assumed for effectiveness modeling in the FRM 
and Draft TAR were based on the characteristics of six typical, actual vehicles from the MY2007 
to MY2010 time frame. While these assumptions were appropriate for the previous analyses, the 
approach used for this determination results in exemplar vehicles with characteristics that are 
more representative of vehicles in the fleet in MY2015.  In particular, as shown in Table 2.48, 
the power-to-weight ratios of the exemplar vehicles for this Proposed Determination are up to 20 
percent higher than the corresponding vehicle classes in the Draft TAR, consistent with the 
increases in engine power that have occurred over recent redesign cycles for many vehicles. In 
addition, the slight road load horsepower decreases for four of the six classes is likely the result 
of improvements in vehicle design such as improved aerodynamics.  

Table 2.48  Change in Power-to-Weight and Road Load Horsepower of Exemplar Vehicles Relative to Draft 
TAR 

Changes in Exemplars for Proposed 
Determination relative to Draft TAR 

Draft TAR Exemplar Vehicles (for reference only) 

ALPHA 
Class* 

Change in 
Road Load 

Horsepower 
at 50mph 

 Change in 
Power-to-

Weight 
Ratio 

Vehicle Class Engine 
Rated 
Power 

A 
coeff. 
(lbf) 

B coeff. 
(lbf/mph) 

C coeff. 
(lbf/mph2) 

ETW 
(lbs) 

LPW_LRL -5.8% +1.0% Small Car 109.7 24.68 0.1426 0.01984 2625 

MPW_LRL +1.1% +19.0% Standard Car 158.2 29.80 0.1721 0.01860 3571 

HPW -5.1% +14.2% Large Car 249.8 45.20 0.2409 0.02135 4000 

LPW_HRL -9.8% +4.1% Small MPV 171.8 27.64 0.4729 0.02493 4000 

MPW_HRL +2.6% +22.8% Large MPV 208.0 32.43 0.4873 0.02566 4500 

Truck -15.5% +18.0% Truck 306.2 48.84 0.6104 0.03614 5911 
*Note: The ALPHA Classes defined for this Proposed Determination are not intended to correspond one-to-one with 
the Draft TAR, but are presented here to show the general trends in power-to-weight and road load horsepower. 

 

In public comments, FCA cited examples from the Draft TAR where dissimilar vehicles were 
assigned the same benefits, commenting that "...the Fiat 500 Turbo and the V6 Chrysler 300 
AWD are assigned the same benefits for every technology.  This is inappropriate given the 
vehicle size, engine size, and drivetrain difference between them" (p. 35, FCA comments). EPA 
has refined the ALPHA classifications for this Proposed Determination with the goal of 
minimizing the variation within each class, particularly for the parameters of power-to-weight 
and road load power. While EPA recognizes that the examples provided by the commenter were 
meant to be simply illustrative, we note that using this revised vehicle classification approach, 
the MY2015 Fiat 500 Turbo and V6 Chrysler 300 are now assigned to different ALPHA classes 
for this Proposed Determination (MPW_LRL and HPW, respectively.) More broadly, because 
vehicles are now grouped using engine and vehicle road load characteristics, and each class 
contains roughly equal sales-weighted volumes of vehicles, there will be a smaller range of 
effectiveness values within each class. Furthermore, because the exemplar vehicles have been 
updated to represent the sales-weighted average of characteristics within each ALPHA class, 
there is a better match between the vehicles in the class and the associated exemplar. 

In addition, in response to public comment, the effectiveness values calculated for each 
vehicle for the final OMEGA runs were adjusted according to the vehicle's power to weight 
ratio. For each vehicle classification, a set of effectiveness adjustment factors within ALPHA 
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was calculated by sweeping engine power for each technology. From these results, a linear 
adjustment factor was calculated for each class and each technology. See Figure 2.23 for an 
example, in this case the MPW_HRL class, and Section 2.3.3.5.4 for adjustment parameters for 
all ALPHA classes. 

 

Figure 2.90  MPW_HRL Class Effectiveness Change as a Function of Power-to-Weight Ratio 

As shown in Table 2.49 and Figure 2.91, the range of power-to-weight values within the high 
and mid power-to-weight groups, in particular, is significantly smaller using the updated 
classification approach. As can also be seen in Figure 2.91, the Draft TAR exemplar values for 
power-to-weight, while appropriate for the FRM analysis conducted in 2012, are now generally 
one standard deviation or more below the production-weighted average of the MY2015 fleet. 

 

Table 2.49  MY2015 Summary Statistics of Power-to-Weight Ratio Using Draft TAR and Proposed 
Determination Classification Approaches 

Power-to-Weight Ratio (100xhp/lb) 

PD Classification Approach Draft TAR Classification Approach 

ALHPA Class Median 
Std. 
Dev. min-max N Vehicle Class 

Media
n 

Std. 
Dev. min-max N 

LPW_LRL 4.22 0.53 2.62-4.86  3,059,319  Small Car 4.15 0.71 2.62-6.40  833,737  

MPW_LRL 5.27 0.26 4.80-6.07  3,027,591  Standard Car 5.27 1.13 2.70-13.10  6,627,852  

HPW 7.14 1.34 5.31-17.50  2,979,046  Large Car 9.35 2.18 4.80-17.50  394,688  

LPW_HRL 4.48 0.27 2.49-4.98  2,859,184  Small MPV 4.59 0.29 2.49-5.26  2,711,222  

MPW_HRL 5.69 0.33 4.90-6.29  2,896,808  Large MPV 5.84 0.66 3.65-10.31  4,334,273  

Truck 6.28 0.95 3.74-8.56  1,786,224  Truck 6.39 0.84 3.83-8.56  1,706,401  
Note: The ALPHA Classes defined for this Proposed Determination are not intended to correspond one-to-one with 
the classes used in the Draft TAR, but are presented here to show the effect of the updated classification approach. 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-254 
 

  

 

Figure 2.91  MY2015 Production-weighted Distributions of Power-to-Weight Ratio Using Draft TAR and 
Proposed Determination Classification Approaches 

As can be seen in Figure 2.92, the updated exemplars for this Proposed Determination are 
representative of the average MY2015 vehicle's road load horsepower in each class. In 
comparison, the Draft TAR exemplar road load horsepower values tend to be higher than typical 
MY2015 vehicles. Table 2.50 and Figure 2.92 show that the range of road load horsepower 
values within each class is largely unchanged by updating the classification approach from the 
Draft TAR to this Proposed Determination. One exception is the high power-to-weight class, 
which has a greater range of road load horsepower values with the updated approach. While a 
narrower range of road load horsepower values is preferable to a larger one, when defining the 
classes EPA gave priority to minimizing within-class variation in power-to-weight ratio due to 
the dominate influence that attribute has on effectiveness values. Overall, the road load 
horsepower values in all classes, including the high power-to-weight class, are represented fairly 
by the appropriate exemplar values. 

Table 2.50  MY2015 Summary Statistics of Road Load Horsepower Using Draft TAR and Proposed 
Determination Classification Approaches 

Road Load Horsepower at 50mph 

PD Classification Approach Draft TAR Classification Approach 

ALHPA Class Avg. Std. Dev. min-max N Vehicle Class Avg. Std. Dev. min-max N 

LPW_LRL 10.3 0.8 8.3-11.7  3,059,319  Small Car 10.1 1.0 8.3-13.8  833,737  

MPW_LRL 11.1 1.3 9.3-14.6  3,027,591  Standard Car 11.1 1.4 8.7-19.2  6,627,852  

HPW 14.2 2.7 9.8-26.1  2,979,046  Large Car 13.6 1.1 10.8-19.5  394,688  

LPW_HRL 13.6 1.1 10.6-23.8  2,859,184  Small MPV 13.6 1.1 11.4-17.9  2,711,222  

MPW_HRL 16.4 1.9 13.9-22.6  2,896,808  Large MPV 16.3 2.2 11.3-26.1  4,334,273  

Truck 19.3 1.8 14.6-25.8  1,786,224  Truck 19.5 1.7 16.1-25.8  1,706,401  
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Note: The ALPHA Classes defined for this Proposed Determination are not intended to correspond one-to-one with 
the classes used in the Draft TAR, but are presented here to show the effect of the updated classification approach. 

 

 

Figure 2.92   MY2015 Production-weighted Distributions of Road Load Horsepower Using Draft TAR and 
Proposed Determination Classification Approaches 

2.3.3.3 ALPHA Vehicle Simulation Model 

The Advanced Light-Duty Powertrain and Hybrid Analysis (ALPHA) tool was created by 
EPA to evaluate the Greenhouse Gas (GHG) emissions of Light-Duty (LD) vehicles. In order to 
have additional flexibilities and transparency, EPA developed an in-house full vehicle simulation 
model that could freely be released to the public. Model development, along with the data 
collection and benchmarking that comes along with model calibration, is an extremely effective 
means of developing expertise and deeper understanding of technologies and their interactions. 
Better understanding of technologies makes for more robust regulatory analysis. Having a model 
available in-house allows EPA to make rapid modifications as new data is collected.  

Throughout this section of the TSD, EPA has provided details on the major technology 
assumptions built into ALPHA.  EPA has also provided technical details in the Docket 
describing the process used to build the fuel consumption maps for six of the engines mentioned 
in this TSD, as well as data maps for two transmissions.541  In the time since the 2012 FRM, EPA 
has published over 15 peer-reviewed papers describing results of key testing, validation and 
analyses.   
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EPA began developing both light-and heavy-duty vehicle simulations simultaneously as these 
vehicles share many of the same basic components. The light-duty vehicle model (ALPHA), and 
the heavy-duty model (GEM), share the same basic architecture.CCC  

EPA has validated the ALPHA model using several sources including vehicle 
benchmarking,538 stakeholder data, and industry literature.  While the ALPHA model continues 
to be refined and calibrated, the version in use as of April 26, 2016 was externally peer 
reviewed.542  To further enhance transparency, in May 2016, EPA published on the EPA website 
the specific version of the ALPHA model that was reviewed.  This package included the peer 
review input data and runnable MatLab Simulink source code.    

2.3.3.3.1 General ALPHA Description 

ALPHA is a physics-based, forward-looking, full vehicle computer simulation capable of 
analyzing various vehicle types with different powertrain technologies, showing realistic vehicle 
behavior. The software tool is a MATLAB/Simulink based simulation. 

Within ALPHA, an individual vehicle is defined by specifying the appropriate vehicle road 
loading (inertia weight and coast-down coefficients) and specifications of the powertrain 
components. Powertrain components (such as engines or transmissions) are individually 
parameterized and can be exchanged within the model.  

Vehicle control strategies are also modeled, including engine accessory loading, decel fuel 
shutoff, hybrid behavior, torque converter lockup, and transmission shift strategy. Transmission 
shifting is parameterized and controlled by ALPHAshift,543 a shifting strategy algorithm that 
ensures an appropriate shifting strategy when engine size or vehicle loading changes. The control 
strategies used in ALPHA are modeled after strategies observed during actual vehicle testing. 

Vehicle packages defined within ALPHA can be run over any pre-determined vehicle drive 
cycle. To determine fuel consumption values used to calculate LD GHG rule CO2 values, an FTP 
and HWFET cycle are simulated, separated by a HWFET prep cycle as normally run during 
certification testing. ALPHA does not include a temperature model, so the FTP is simulated 
within the model assuming warm component efficiencies for all bags. Additional fuel 
consumption due to the FTP cold start is calculated in post-processing by applying a fuel 
consumption penalty to bags 1 and 2, depending on the assumed warmup strategy. Any vehicle 
drive cycle can be defined and fuel economy simulated in ALPHA. For example, the results from 
the US06, NEDC, and WLTP cycles (among others) are used to tune vehicle control strategy 
parameters to match simulation results to measured vehicle test results across a variety of 
conditions. In addition, performance cycles have been defined, which are used to determine 
acceleration performance metrics. 

2.3.3.3.2 Detailed ALPHA Model Description 

The ALPHA model architecture is comprised of four systems: Ambient, Driver, Powertrain, 
and Vehicle as seen in Figure 2.93. With the exception of Ambient and Driver, each system 
consists of one or more subcomponents. The function of each system and its respective 

                                                 
CCC The GEM model has also been peer reviewed multiple times, and was the subject of intense comment during the 

rulemaking adopting the second phase of GHG standards for heavy duty vehicles and engines.  See 81 FR 73530-
531, 538-549. 
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component models are discussed in this chapter. The structure and operation described in this 
section incorporate numerous constructive comments from both public comments and peer 
reviews. The model has been upgraded to integrate new technologies, improve the fidelity of the 
simulation results and better match the operation of the benchmarked vehicles. This all supports 
our primary goal of accurately reflecting changes in technology for both the current and future 
light duty fleet. As part of this effort, substantial effort has been put forth to accurately track and 
audit power flows through the model to ensure conservation of energy, and provide better data 
on technology effectiveness. 

 
Figure 2.93  ALPHA Model Top Level View 

One unique feature of ALPHA is the use of dynamic lookup tables.  These special lookup 
tables provide interpolation similar to a normal Simulink 1D or 2D lookup, but allow the 
dimensionality and signals used for lookup to be determined at run time. This allows tables in the 
model such as transmission losses to be parameterized in a way that best matches the available 
data for that particular component. For example, a detailed transmission map may have had its 
losses characterized by gear number, input speed, input torque, hydraulic line pressure and 
temperature using a five dimensional lookup, while other testing might yield much simpler two 
dimensional map utilizing only input torque and speed.  ALPHA can accept either map without 
physically altering the Simulink structure. Dynamic lookup tables are a powerful tool for 
improving model fidelity when highly detailed data is available, but also allow the model to run 
with coarse or simplified data when needed. 

2.3.3.3.2.1 Ambient System 
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This system defines ambient conditions such as pressure, temperature, and road gradient, 
where vehicle operations are simulated. ALPHA has been calibrated to generate fuel economy 
results corresponding to chassis dynamometer certification tests; therefore, conditions within the 
simulation have been maintained to align with current test procedures.  

2.3.3.3.2.2 Driver System 

The driver model in ALPHA is a purely proportional-integral control driver that features a 
small look ahead to anticipate upcoming accelerations in the drive cycle. This is especially useful 
at launch where the vehicle response may be delayed due to the large effective inertia in lower 
gears. The driver in ALPHA is designed to follow a vehicle speed versus time driving cycle such 
as the UDDS or HWFET. The driver is tuned to emulate the activities of a real driver during a 
chassis test, including starting the engine, putting the transmission into gear and then operating 
both the accelerator and brake pedals. 

2.3.3.3.2.3 Powertrain System 

The engine, transmission, electrical systems and accessories discussed in the following 
section are combined to form vehicle powertrain systems. The conventional powertrain system 
shown in Figure 2.94 contains sub-models representing each of the components. Additional 
powertrains were constructed to simulate power split and P2 hybrid as well as full electric 
drivetrains. 

 
Figure 2.94  ALPHA Conventional Vehicle Powertrain Components 

 

2.3.3.3.2.3.1 Engine Subsystem 

The engine model is built around a steady-state fuel map covering all engine speed and torque 
conditions with torque curves restricting operation between wide open throttle (full load) and 
closed throttle (no load). The engine fuel maps for various engines are provided by benchmark 
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data, generated via tools like GT-POWER, or adapted from other data sources. The engine fuel 
map contains fuel mass flow rates versus engine crankshaft speed and brake torque. In-cylinder 
combustion processes are not modelled.  

The steady-state fuel map used in ALPHA is adapted from the available test data or model 
output by creating an interpolant grid covering the area between idle speed and redline speed, 
and between the wide open throttle and closed throttle curves. In some circumstances, portions of 
the map (for example, those near redline speed or near the closed throttle curve) are extrapolated 
from the original data. In general, these areas represent engine operation which is either outside 
of that used in two-cycle operation (near redline speed) or which uses little fuel in general (near 
the closed throttle curve). 

During the simulation, the engine speed at a given point in the drive cycle is calculated from 
the physics of the downstream speeds. The quantity of torque required is calculated from the 
driver model accelerator demand, an idle speed controller, and requests from the transmission 
during shifts. The torque request is then limited by a torque response model which has been 
tuned to match the torque response of naturally aspirated and turbocharged gasoline and diesel 
engines. The resulting engine torque and speed are used to interpolate a fuel rate from the fuel 
map.  

Additional sources of fuel consumption documented in benchmarking activities have been 
included in the model as well. On gasoline engines, the torque management that occurs during 
shifting is implemented such that the reduction in torque does not cause a corresponding 
reduction in the fuel rate. This approximates the effect of the observed spark retard to lessen the 
lurch associated with decelerating engine inertia during upshifts. Another source of additional 
fueling occurs after engines transition out of decel fuel cutoff. Additional fuel is applied for a 
few seconds for emissions control. Finally, there are additional fuel penalties applied within the 
simulation associated with rapid changes in engine power. 

2.3.3.3.2.3.2 Electric Subsystem 

The electric subsystem consists of 3 major components: battery, starter, and alternator. 

The battery model for ALPHA was created after a literature review of battery models, 
particularly for hybrid vehicle applications. The same battery model structure544,545 is used for 
both conventional and hybrid vehicles, with different calibrations used to simulate different 
chemistries such as lead-acid or lithium ion. The model features an open circuit voltage that 
varies with state of charge, a series resistance, and dual RC time constant filters to provide 
realistic voltage response. Calibrations were generated from published literature or EPA 
benchmark testing for the open circuit voltage and transient behavior. The simulated battery also 
features a thermal model, with the output current limited at extremes in temperature or state of 
charge. 

The engine starter is modeled as a simplified electric motor. It has a fixed efficiency and is 
commanded via a Boolean activation signal. The operation of the starter is characterized by a 
desired cranking speed and a torque capacity. These values are generally calculated to match the 
engine specifications. When an engine start is requested a proportional integral controller is used 
to determine the torque applied to accelerate the engine to the desired cranking speed, limited by 
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the torque capacity. The mechanical power required and efficiency then determine the resulting 
electrical power consumed. 

The engine alternator is modeled as a simplified electric generator with a fixed efficiency. The 
electrical output current is determined by a charging controller. The efficiency and electrical 
power output can then be used to compute the mechanical load applied to the engine. The 
charging controller can operate in two different modes. In a basic mode it always tries to charge 
the battery to a fixed voltage target. It also features an adaptive charging / alternator regen mode 
that varies the voltage target and thus current output based on driving conditions. Lower 
electrical output is provided during cruising, enough to maintain a minimal state of charge. 
During decelerations and transmission upshifts electrical output and thus mechanical load are 
increased to capture energy that would otherwise be dissipated via the brakes or transmission. 
The adaptive charging / alternator regen strategy exhibits increased variability of battery state of 
charge over various driving cycles. Therefore, it is necessary to precondition the model with a 
prep cycle just as would be done on a test such as the HWFET to get accurate results. 

2.3.3.3.2.3.3 Accessories Subsystem 

The accessories subsystem in ALPHA is responsible for applying electrical and mechanical 
loads to mimic those observed during testing. The system is capable of applying 4 different 
loads: power steering, air conditioning, fan and a generic load to cover the remaining losses 
observed. Each load can apply mechanical loads to the engine crankshaft and/or electrical loads 
to the battery. Each load can be independently correlated to model signals via dynamic lookup 
tables, and is calibrated to match test data. Baseline vehicles with mechanical power steering 
often have mechanical losses that vary with engine speed, while future vehicles featuring electric 
power steering may have electrical losses that vary with vehicle speed.   

2.3.3.3.2.3.4 Transmission Subsystem 

The transmission subsystem features different variants representing the major types of 
transmissions (AT, DCT, and CVT) that are currently used in LD vehicles. The different 
transmission models are built from similar components, but each features a unique control 
algorithm matching behaviors observed during vehicle benchmarking.  

One of the features in ALPHA, which is required for the model to conserve energy, is 
multiple speed integrators. One is located at each of the points in the driveline where rotational 
inertias may become decoupled such as the transmission gearbox. These integrators use the 
torque and upstream inertia to compute the resulting acceleration and thus speed for the upstream 
components. For couplings that may become locked up, such as a clutch, the torques and 
rotational inertia are then passed down toward the next integrator in the model. This allows the 
physics of the system to be accurately simulated, losses associated with clutch slip to be 
computed, and the energy audit to be properly accounted. 

2.3.3.3.2.3.4.1 Transmission Gear Selection 

All of the gear transmission models use a dynamic shift algorithm, ALPHAshift,543 to 
determine the operating gear over the cycle. This employs a rule based approach utilizing the 
engine torque curve and fuel map to select gears that optimize efficient engine operation and 
provide performance reserves as a traditional transmission calibration would. The ALPHAshift 
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algorithm attempts to select the minimum fuel consumption gear after applying constraints on 
engine speed and torque reserve. It also allows downshifts due to high driver demand.DDD  

The ALPHAshift algorithm contains calibration parameters that can be tuned to match 
benchmarked shift behavior data from a particular engine and transmission. A generic calibration 
tuning strategy has been developed from these specific benchmarked calibrations, and is useful 
for simulating the shifting behavior of engine and transmission combinations that are from 
different vehicles or represent future technologies. 

The CVT transmission model uses a similar ALPHAshift-CVT546 algorithm for determining 
gear ratio selection. It attempts to maintain operation on an engine speed versus requested power 
line that minimizes fuel consumed. This method also has constraints for minimum engine speed 
and the rate at which the gear ratio can be changed. 

2.3.3.3.2.3.4.2 Launch Clutch Model 

The clutch model in ALPHA can be modulated during launch (for manual and automated 
manual transmissions) and requires a fixed time to engage. Torque is conserved across the clutch 
during engagement and the inertial effects of accelerating and decelerating the upstream inertias 
are captured. This additional fidelity necessitates a more complicated control algorithm to 
manage clutch slip during launch which is included in the control strategy for the appropriate 
transmissions. 

Two clutches are bundled together to create the dual clutch module for the dual clutch 
transmission. The dual clutch features a single integrator for calculating engine speed during 
shifts. 

2.3.3.3.2.3.4.3 Gearbox Model 

The gearbox model for ALPHA has been developed with the goal of simulating realistic 
operation during shifts for all types of transmissions. The gearbox contains gear ratios and 
properly scales torque and rotational inertia through the ratio change. Power losses within the 
gearbox are applied via dynamic lookup tables which determine torque loss and/or gearbox 
efficiency. These loss tables are typically constructed using signals such as input torque, input 
speed, commanded gear and/or line pressure.  

Realistic shifting behavior is achieved with appropriate delays provided by a synchronizer 
clutch model. The layout of the gearbox model is most similar to a manual transmission, but the 
application for a planetary gearbox is a reasonable approximation once the neutral delay between 
gears is omitted. 

The gearbox rotational inertias are split between a common input inertia, common output 
inertia and a gear specific inertia. The common inertias represent rotational inertia always 
coupled to the input or output shafts. The gear specific inertias, which are only used for planetary 
automatic transmissions, are added or removed as gears are engaged or disengaged.  There is an 
additional load placed on the powertrain associated with spinning up each gear specific inertia, 

                                                 
DDD Also known as a power downshift or kickdown. 
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and when each gear is disengaged the kinetic energy contained within the gear specific inertia is 
discarded and treated as a loss.  

2.3.3.3.2.3.4.4 Torque Converter Model 

The torque converter model in ALPHA simulates a lockup-type torque converter. The torque 
multiplication and resulting engine load are calculated via torque ratio and K factor curves that 
vary as a function of speed ratio across the torque converter. Base torque ratio and the K factor 
curves are often scaled in situations where detailed torque converter information is unavailable.  

The lockup behavior of the torque converter is accomplished by integrating a clutch model 
similar to the one discussed above. The torque converter model also contains a pump loss torque 
that is implemented via a dynamic lookup table to simulate the power required to operate the 
pump on an automatic transmission or CVT.  When possible, pump losses are measured 
separately during the component benchmarking process, and are generally represented as a 
function of torque converter input speed and transmission line pressure. 

2.3.3.3.2.3.4.5 Automatic Transmission & Controls 

The automatic transmission (AT) is composed of the torque converter and gearbox systems 
discussed above. The AT is allowed to shift under load. During upshifts and torque converter 
lockup the engine output torque is slightly reduced to minimize the resultant torque pulse 
encountered by decelerating the engine inertia.  

The torque converter lockup clutch command is determined based on transmission gear and 
gearbox input speed. The thresholds that trigger lock and unlock of the torque converter are 
calibrated to match benchmark data.  

2.3.3.3.2.3.4.6 DCT Transmission & Control 

The ALPHA DCT model is constructed from two separate gearbox components and a dual 
clutch module as described above. The dual clutch module features a dynamic lookup torque loss 
table that can be used to represent all the gearbox losses in one location if loss information for 
the separate gearboxes is not available. After a gear change to a new preselected gear is 
requested, the dual clutch module will transition and begin applying torque through the new gear.  

The DCT transmission controller also includes a low speed clutch engagement routine to 
feather the clutch for low speed operation or launch. Similar to the automatic transmission, 
engine output torque is reduced during upshifts to minimize the torque pulse at the wheels and to 
prevent excessive clutch slip. 

2.3.3.3.2.3.4.7 CVT Transmission & Control 

The CVT transmission in ALPHA consists of the torque converter and gearbox modules. 
When operating as a CVT the gearbox maintains a state of partial engagement allowing the gear 
ratio to be constantly changed.  

2.3.3.3.2.3.4.8 Driveline 

The driveline system contains all of the components that convert the torque at the 
transmission output to force at the wheels. This includes drive shafts as well as driven axles, 
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consisting of a differential, brakes and tires. ALPHA is capable of simulating multiple axles, but 
it is often simpler to convert a driveline to a single axle equivalent. 

The driveshaft is a simple component for transferring torque while adding additional 
rotational inertia. It is only used for rear wheel drive vehicles.  

The final drive is modeled as a gear ratio change with an associated torque loss and/or 
efficiency.  These losses are applied via a dynamic lookup table. For front wheel drive 
transmissions, the final drive losses are often difficult to separate. In these situations, all losses 
are applied in the gearbox. 

The brake system on each axle applies a torque to the axle proportional to the brake pedal 
position from the driver model. The brake torque capacity is scaled to match the stopping 
requirements of the vehicle.  

The tire component model transfers the torques and rotational inertias from upstream 
components to a force and equivalent mass that is passed to the vehicle model. This conversion 
uses the loaded tire radius and adds the tire’s rotational inertia. A force associated with the tire 
rolling resistance is not simulated because these losses are included in the road load ABC 
coefficients applied within the vehicle subsystem (when using ABC coefficients, ALPHA is also 
capable of using separate rolling resistance and aerodynamic drag coefficients). 

2.3.3.3.2.3.5 Vehicle System 

 The vehicle system consists of the chassis, its mass and forces associated with aerodynamic 
drag, and changes in road grade. The vehicle system also contains the vehicle speed integrator 
that computes acceleration from the input force and equivalent mass which is integrated to 
generate vehicle speed and distance traveled. The road load force is calculated from the ABC 
coefficients based on coast down testing, or aerodynamic drag coefficient and frontal area data. 

2.3.3.3.3 Energy Auditing 

One of the quality control components within the ALPHA model is an auditing of all the 
energy flows.  This auditing enables verification that the physics represented in the model is 
done correctly, generally resulting in a simulation energy error less than a few hundredths of a 
percent. The audit data can also be compared between simulations to verify that individual 
component losses are reasonable when compared to baseline packages or products that may 
feature similar technologies.  An example energy audit report for a package similar to a current 
production sedan is shown in Figure 2.95.  It should be noted that the lack of final drive losses in 
this case is attributed to the vehicle being front wheel drive, and the thus the final drive losses are 
included in the gearbox. 

It is important to note that the layout of the Simulink blocks and the mathematical 
configuration of the model are distinct.  For example, the torque out of the engine Simulink 
block may or may not represent net shaft torque – if downstream loads such as the torque 
converter or launch clutch are unlocked or decoupled then the net shaft torque, including inertia 
effects, is determined at the integrator which is located in the Simulink block representing the 
decoupled device.  For this reason, the auditing of the energy flows within the model is 
accomplished by carefully observing the physics of the model as opposed to simply data logging 
the Simulink block input and output ports. 
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Figure 2.95  Sample ALPHA Energy Audit Report  

2.3.3.3.4 ALPHA Simulation Runs 

ALPHA was used to perform a series of simulation runs, where various technology packages 
were compared to exemplar vehicles. The exemplar vehicles have been adjusted from those used 
in the FRM and Draft TAR to better represent the MY2015 vehicle baseline used in the OMEGA 
analysis for this Proposed Determination as described in Section 2.3.3.2.2. Four acceleration 
performance metrics were calculated for the exemplar vehicles: 0-60 time, ¼ mile time, 30-50 
passing time, and 50-70 passing time. These metrics were chosen to give a reasonably broad set 
of acceleration metrics that would be sensitive enough to represent true acceleration 
performance, but not so sensitive that minor changes in vehicle parameters would significantly 
change the final metric.  

For each subsequent comparative run, a vehicle package was defined within ALPHA by 
specifying powertrain components and road load specifications. ALPHA’s road load force at a 
specific vehicle velocity (v) is determined by using the following formula: F = Cv2 + Bv + A 
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where the coast down coefficients (A, B, and C) are derived from a least squares fit of data from 
track coast-down tests.  

In ALPHA modeling, it is assumed that the A coefficient is a factor for the road load force 
that is mostly associated with tire rolling resistance, the B coefficient is a small factor, which 
represents higher order rolling resistance and gearing loss factors, and the C coefficient is a 
factor which mostly represents aerodynamic drag. Thus, changes in aerodynamic losses are 
modeled by changing the C coefficient, and changes in rolling resistance losses are modeled by 
changing the A coefficient. Changes in mass reduction are modeled by reducing the test weight, 
and by reducing the A coefficient (as rolling resistance is a function of vehicle weight). 

For each of the six vehicle class described in Section 2.3.1.4, an exemplar configuration was 
chosen and was run over the performance cycle, and the times for each performance metric were 
extracted. These four metrics were summed for the exemplar vehicle. For each vehicle 
technology package based on the same vehicle class, a nominal engine size was determined 
based on the estimated performance effect of the technologies included in the package and a set 
of packages with a range of engine sizes larger and smaller than the nominal engine size were 
simulated. The same performance cycle was run and the sum of the four metrics compared to the 
exemplar sum for each engine size package.  Results where the sum was not equal to or less than 
the exemplar sum (more stringent than the 5 percent band suggested by NAS) were rejected.  
The drive cycle CO2 emissions of the target package were taken from the lowest emissions result 
of the remaining results.  

To account for changes in engine efficiency as a result of resizing for simulation, a set of 
adjustments was developed. First, based on the overall size the architecture of the engine (I3, I4, 
V6, and V8) is selected so that the scale factor for cylinder volume could be calculated. The first 
adjustment is related to the changes in heat transfer that result from altering the surface to 
volume ratio of the cylinder. Increasing cylinder volume leads to a lower percentage of 
combustion energy transferred to the engine head and block resulting in higher efficiency. The 
adjustment factor was derived from published test data547 and is supported by other literature.548 
The second adjustment modifies engine friction. Literature contains methodologies for 
estimating engine FMEP based on various engine dimensions.549,550 Using inputs consistent with 
current production engines estimates of FMEP for various architectures and displacements were 
generated. Using the FMEP estimates for the original and resized engines an adjustment can be 
applied to the fuel map and other parameters related to engine torque. The third adjustment 
relates to the increased knock sensitivity of engines when increasing cylinder volume. As engine 
bore increases the higher knock tendency drives more retarded spark timing and thus lower 
efficiency. The knock sensitivity is characterized using trends in the original fuel map, and from 
this an adjustment can be made that reduces efficiency during low speed high load operation. 
The net result of these adjustments when scaling an engine of fixed architecture up to a larger 
displacement are efficiency reductions at low speed and high load and increases over the 
remainder of the map.  

2.3.3.3.5 Post-processing 

ALPHA simulation runs are performed assuming warm component efficiencies. Additional 
fuel consumption due to the FTP cold start is calculated in post-processing by applying a fuel 
consumption penalty to bags 1 and 2. These fuel consumption penalty factors represent 
additional fuel used to heat the catalyst, and additional energy lost to higher viscosity lubricating 
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oil in the engine and transmission. The fuel consumption penalties for "present" and "past" 
vehicles (component vintaging is discussed in 2.3.3.3.6) are set at 15 percent (present) to 17 
percent (past) for bag 1 and 2.5 percent for bag 2. The penalty factors are applied during post-
processing so that the fuel consumption for the appropriate bag is increased by the indicated 
amount. These factors were determined by comparing the "cold" FTP bags 1 and 2 to the "warm" 
bags 3 and 4 for a range of vehicles.  

Since the three-bag FTP is a standard test, the difference in fuel consumption between bags 1 
and 3 of the FTP could be calculated for the entire fleet (available in the Test Car List data 
files551), as seen in the graph below. However, the data sources for bag 4 are more limited. EPA 
based the 2.5 percent penalty factor on test data available from conventional vehicle testing from 
Argonne National Labs552 and from internal testing, where differences between bags 2 and 4 
averaged about 2.5 percent. 

 

Figure 2.96  Example: Difference in 2016, Between Bags 1 and 3 of the FTP, from the Test Car List. 

For simulation of advanced vehicle packages which included thermal management of the 
engine or transmission, the penalty factors were reduced (to a minimum of 11 percent for bag 1 
and 0 percent for bag 2) to account for the reduction in losses associated with faster component 
warmup. 

2.3.3.3.6 Vehicle Component Vintage 

Vehicle components (engines, transmissions and accessory loads) are assigned a vintage of 
"past," "present," or "future." The vintage of the component determines the assumed technology 
package associated with the component, and thus the default value of some associated 
parameters. 

One parameter affected by vintage is electric accessory loading. The "past" value for electrical 
loads includes a base electrical load of 154 W, additional power draw based on engine speed 
(approximately 700 W at 2500 rpm and 1050 W at 6000 rpm), and an alternator efficiency of 55 
percent. These values assume mechanical power steering. The "present" value for electrical load 
includes a base electrical load of 390 W, no additional variable accessory power draw, and an 
alternator efficiency of 65 percent. This is based on loads measured in various tested vehicles, 
SAE technical papers and stakeholder feedback. The "future" electrical load assumes a 290 W 
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base electrical load, but with a high-efficiency (70 percent efficient) alternator that also employs 
an alternator regen strategy. 

Future vintage transmissions are also assumed to be associated with reduced parasitic losses 
and early torque converter lockup.  

Although the assigned vintage determines default values for accessory loads and cold start 
penalty, these defaults can be overridden in the model to examine the effects of specific 
technologies separately. 

2.3.3.3.7 Additional Verification 

As an additional verification of ALPHA model simulations, EPA compiles and executes 
technology package combinations using a hardware-in-the-loop (HIL) system.  This process 
enables powertrain, vehicle, and driver behavior to be observed in real time for both on-cycle 
and off-cycle situations.  Any undesirable behavior is analyzed and used to fine tune the 
modeling process.  These compiled HIL models are also utilized by EPA as part of the vehicle 
benchmarking process when testing vehicle subsystems such as engines, transmissions, battery 
modules, and other components.  Figure 2.97 shows an example ALPHA model simulation 
observation display. 

 
Figure 2.97  Example ALPHA Model UDDS Simulation Observation Display 

 

As part of EPA's on-going quality process, comparative analyses were completed by EPA as 
part of the ongoing MTE work.  When viewing full vehicle simulation models as a calculator, 
providing the same inputs to the calculators should provide the same outputs. The first set of 
comparisons used Ricardo EASY5 inputs from the MY2017-2025 Light-Duty FRM as inputs to 
the ALPHA model.  The EASY5 and ALPHA results showed only minor differences.  The 
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second set of comparisons used a set of inputs provided by the Autonomie model.  Again the 
Autonomie and Alpha models showed only minor differences between simulation results due to 
specific model behaviors or implementations, convincing EPA that these models are very close 
in terms of computational results when run using the same input data and assumptions. 

2.3.3.3.8 Key Public Comments Related to the ALPHA Model 

Because the ALPHA model reaches into many facets of EPA's technology assessments, many 
of the topics touched upon in comments on the Draft TAR can be seen as related in some way to 
the ALPHA model. This section gathers some of the key comments that either directly concern 
the design or use of the ALPHA model or were conveyed in the context of a discussion of the 
ALPHA model. Some comments cited here are better addressed in the context of a more specific 
topic, and in those cases the reader is directed to the TSD chapter where the comment is 
addressed.  

Some comments recognized the importance of EPA's use of ALPHA, a physics-based, 
forward-looking simulation tool that is available to the public. The International Council on 
Clean Transportation (ICCT) noted, "EPA’s new physics-based ALPHA model offers a nice 
enhancement in modeling multiple technologies."  The Union of Concerned Scientists (UCS) 
also noted, "EPA extensively employed its own, freely accessible ALPHA full-vehicle modeling 
tool, which was extensively peer-reviewed and benchmarked against its work at its laboratory, 
which also resulted in numerous peer-reviewed publications.  This laboratory analysis allowed 
for combinations of technologies not available on the road today to be analyzed, including both 
combinations of turbocharged engines with advanced transmissions and future high-compression 
ratio engines." 

The Alliance of Automotive Manufacturers, Global Automakers, and other stakeholders 
provided detailed comments regarding the ALPHA Model.   

A comment from the Alliance suggested that EPA use the Autonomie model in place of the 
ALPHA model, on the grounds that the industry is more familiar with Autonomie.  In response, 
the ALPHA model was developed to eliminate the “black box” and copyright issues with 
commercial modeling products to allow full transparency in the modeling process.  The ALPHA 
model is designed to function in a compliance environment and to be publicly available without 
any hidden or proprietary aspects.    

While not directly related to the ALPHA model (but rather its inputs), one commenter stated, 
"The engine maps used by the full vehicle simulation models do not fully consider key technical 
issues, and are therefore generally optimistic." Comments on engine maps and similar inputs 
used in the Draft TAR analysis are considered and discussed in Chapter 2.3.4.1 (Engines: Data 
and Assumptions for this Assessment) of this TSD.  

The Alliance commented, "There are a number of technical flaws that are common to both the 
ALPHA and Autonomie models which bias the full vehicle simulations to more optimistic 
benefits than those anticipated by automakers." The comment continued by suggesting that this 
was related to several aspects of criteria emissions compliance that the Alliance felt could impact 
CO2 and fuel economy performance as projected in the analysis, stating: “The Alliance 
recommends that both Agencies account for the CO2 and FE degradation associated with Tier 3 
emissions control systems and the impact of more stringent evaporative emissions regulations in 
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their MTE analysis. The effect of the evaporative emissions regulations is further magnified for 
engine stop-start and HEV applications where the engine off option is constrained by the need to 
purge the canister for evaporative emissions requirements.”  In a related comment, the Alliance 
recommended "that both Agencies account for and include the detrimental impact of CARB 
particulate matter (PM) (1 mg/mi) regulations on CO2 and FE performance in the MY2022–2025 
time frame. The 1 mg/mi PM (1) requirement could impact approximately 40 percent of the 
fleet." 

Regarding criteria pollutant emissions, EPA developed the Tier 3 program in full 
consideration of both the light duty and heavy duty GHG programs that would be occurring in 
the same time frame as the phase-in of the Tier 3 rule.  In fact, many of the program's key dates 
including the final MY2025 standards were specifically coordinated to allow the criteria 
pollutant and GHG programs to work together in a complementary fashion and leverage 
technology synergies.  As an example, downsized engines used to comply with the GHG 
requirements of lower CO2 emissions generally also produce lower engine out criteria pollutant 
emissions. Lower engine out criteria emissions facilitate manufacturer's task of reducing the final 
tailpipe emission levels required to meet Tier 3 standards. Another technology used to reduce 
criteria pollutant emissions involves reducing or minimizing the amount of fuel enrichment used 
for cold starts.  This reduction in fuel used for starting and running a cold engine translates 
directly to lower fuel consumption and therefore reduced CO2 emissions during the cold start and 
warm-up. EPA recognizes that certain strategies used today to reduce criteria pollutant 
emissions, particularly elevated idle speeds and retarded timing used initially following a cold 
start to warm-up the catalyst, can temporarily reduce engine efficiency.  However, manufacturers 
have other options that result in similar benefits for criteria pollutant emissions without a CO2 or 
fuel economy penalty.  This includes other methods to more rapidly warm the catalyst such as 
insulated exhaust pipes or better catalyst design and placement. Additional discussion of the 
comment regarding CO2 emissions may be found in Chapter 2.3.1.3 (Fuels) of this TSD.  

Regarding evaporative emission challenges, Tier 3 standards did not result in an increase in 
the amount of purge required to meet evaporative emission requirements from what was already 
required in the Tier 2 program.  Instead, it requires improvements to evaporative hardware to 
prevent or capture any residual fuel related emissions.  EPA recognizes that technologies that 
reduce engine operation such as stop-start and HEV applications also result in reduced 
opportunity to purge the evaporative canister of fuel vapors.  Manufacturers have successfully 
designed and produced evaporative emission control system technologies to deal with the 
challenge of reduced purge opportunity.  These technologies include sealed or partially sealed 
fuel systems that produce less fuel vapors that would need to be purged by running the engine. 
Additionally, EPA has historically worked with manufacturers to adjust test procedures when a 
new technology is not appropriately evaluated over existing test procedures and protocols.       

Regarding Federal PM emissions standards, many vehicles, including those with naturally 
aspirated and turbocharged/downsized GDI engines, already have PM emissions sufficiently low 
to comply with Tier 3 PM emissions standards with a compliance margin.  Vehicles with PFI-
equipped engines typically have PM emissions over the FTP that are 25 percent to 50 percent of 
the proposed future California LEV III 1 mg/mi PM standard over the FTP chassis dynamometer 
test.  EPA certification and confirmatory emissions data on vehicles equipped with dual-injection 
systems (both PFI and GDI) such as vehicles equipped with Toyota's 2GR-FSE and 4U-GSE 
engines have PM emissions over the FTP drive cycle that are comparable to PFI engines and thus 
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well below 1 mg/mi PM over the FTP.  Toyota is applying dual injection to other engines, such 
as the 8AR-FTS 2.0L turbocharged Miller Cycle engine to improve efficiency and drivability.  
Ford recently announced application of a similar dual-injection strategy to model year 2017 and 
later light-duty trucks equipped with the 3.5L EcoBoost engine.  Dual-injection represents one 
approach to achieve sub-1 mg/mi PM emissions over the FTP drive cycle with potential for 
reduced CO2 emissions, low PM emissions, and improvements in catalyst light-off performance 
for improved NOx and NMOG emissions.  The best GDI and turbocharged GDI engines (without 
dual-injection) currently have PM emissions of between 1.0 and 3.0 mg/mi.  At the 2015 EPA 
Ultrafine Particle Workshop, AVL presented a range of strategies to bring GDI engines into 
compliance with future California LEV III PM standards, and also future EU Euro 6 SPN 
standards.553  AVL found via in-cylinder optical measurements that conditions with high flame 
luminance could be used to indicate the presence of non-homogeneous, diffusion-limited 
combustion associated with soot pyrolysis and particle formation. Methods identified by AVL to 
reduce diffusion-limited combustion in GDI engine applications included: 

 Reducing fuel impingement onto surfaces via changes in injector spray targeting, 
piston bowl shape, injection event timing and use of multiple injections per 
combustion cycle. 

 Changes to spark timing and injection events to directly heat the piston following 
cold startup to improve the vaporization of impinged fuel. 

 Changes to the catalyst heat-up strategy used to improve catalyst light-off after cold 
start, including further optimization of the timing and duration of multiple injection 
events. 

Eight recent engine development programs conducted by AVL that began with SPN 
emissions at up to 6 times the EU6c standards were successfully reduced to 15 percent to 45 
percent of the EU6c PN standards using such combustion refinements.  While not a direct 
indication of PM emissions, vehicles capable of emissions at less than half the EU6c SPN 
standard would likely have PM emissions well under the future California LEV III 1 mg/mi 
standard.   

In summary, the best currently available GDI technology has already achieved criteria 
pollutant emissions consistent with future Federal Tier 3 PM emissions standards.  One fueling 
strategy for use with GDI engines, dual-injection, has demonstrated the capability of meeting the 
future proposed LEV III PM emissions standard of 1 mg/mi over the FTP beginning in 2025 if 
such a standard is approved for implementation by the California Air Resources Board.  Further 
combustion system refinements using more conventional GDI systems (i.e., a single injection 
system) appear to have the capability of meeting the proposed 1.0 mg/mi FTP standard when 
taking into account the lead time available prior to implementation of these standards and 
assuming that a 1.0 mg/mi FTP PM standard is finalized in California. 

With regard to electrical accessory loads, the Alliance suggested that "the Agencies 
harmonize around the NHTSA base electrical accessory loads of 240 W", further commenting, 
"the base electrical loads used by the Agencies differ by a factor of two. While there are some 
vehicles that do reach 490W and greater, the average two-cycle base load of the sample vehicles 
is 387W. By inflating the base electric load, EPA has effectively overestimated the effectiveness 
of load reduction technologies.  "In response, the “Table A-2: Electrical Base Load 
Benchmarking Data” provided by the Alliance is appreciated, and agrees well with the “present 
vintage” vehicle accessory load of 390 W used in ALPHA for the Proposed Determination.  For 
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more details on EPA’s assumptions for accessory loads, please refer to “2.3.3.3.6 Vehicle 
Component Vintage” of this TSD. 

The Alliance also recommended "that NHTSA and EPA harmonize and use regular grade Tier 
3 test fuel for all future analysis, unless testing 'premium required' engines … In addition, Tier 3 
test fuel also contains 10 percent ethanol, lowering the energy content of the fuel." Consideration 
of this comment is found in Chapter 2.3.1.3 (Fuels) of this TSD. 

Another comment stated, "When adjusting engine size to maintain performance, EPA 
assumes that any resulting engine displacement will be available, maximizing the modeled 
benefits of various technologies. In practice, manufacturers have a limited number of engine 
displacements to choose from and will likely select the size of engine that maintains or improves 
performance. EPA’s assumption of infinite engine displacement availability yields unreasonably 
optimistic results." EPA notes that engine resizing for performance neutrality is a modeling 
convenience that allows an overall fleet-wide estimation of CO2 reduction while accounting for 
the effects of performance, as recommended by the NAS. EPA does not expect manufacturers to 
rigidly maintain performance, footprint, or any other characteristics of a specific vehicle for the 
duration of the rule. Rather, EPA anticipates that manufacturers will use the flexibility of the rule 
to balance a range of requirements, including the manufacturer’s estimation of the availability of 
engine displacements, when designing vehicles. For a more detailed discussion of the “engine 
sizing for performance neutrality” topic, please refer to Chapter 2.3.1.2 (Performance 
Assumptions) of this TSD. 

With regard to downsized and turbocharged engines, another comment stated, "displacement 
to vehicle mass ratio (D/M) provides a simple means to assess whether the degree of downsizing 
will find market acceptance. By failing to consider this parameter, the Agencies could model 
engines which will not gain customer acceptance. We recommend that both Agencies … add a 
constraint which considers the displacement to mass ratio.” However, the market has already 
accepted vehicles with the degree of downsizing reflected within the Draft TAR and the 
Proposed Determination, which includes segment-leading truck applications like the Ford F150. 

With regard to performance neutrality, another comment stated, “A key metric needed to 
maintain performance neutrality is top gear grade-ability. In contrast, the main metric by which 
performance neutrality is measured by the Agencies is 0-60 acceleration time … none of the 
metrics evaluated is a substitute for top gear grade-ability.” This comment is considered and 
addressed in Chapter 2.3.4.2.2 (Effectiveness Values for TRX11 and TRX21) of this TSD. 

The Alliance also recommended that "the Agencies incorporate and make readily available 
quality control parameters that can be used to verify the validity of model results in all output 
files." EPA notes that the version of ALPHA used for the Proposed Determination generates .csv 
output files that contain over 150 columns of data and quality control parameters. In addition, 
since EPA is providing a functional copy of ALPHA on its website, the Alliance can add 
additional quality control data as desired.   TSD Chapter 2.3.3.3.3 (Energy Auditing) also 
contains a description of the energy flow auditing that describes another useful quality control 
component in ALPHA. 

2.3.3.4 Determining Technology Effectiveness for MY2022-2025 
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EPA collected information on the effectiveness of current CO2 emission reducing 
technologies from a wide range of sources. The primary sources of information were the 2017-
2025 FRM, the Draft TAR, public comments on the Draft TAR, EPA's ALPHA model, EPA's 
vehicle benchmarking studies, the 2015 NAS Report, OEM and Supplier meetings, and industry 
literature. In addition, EPA considered confidential data submitted by vehicle manufacturers, 
along with confidential information shared by automotive industry component suppliers in 
meetings with EPA staff. These confidential data sources were used primarily as a validation of 
the estimates since EPA prefers to rely on public data rather than confidential data wherever 
possible. 

In the Novation Analytics study commissioned by the Alliance, the analysis assumes that no 
innovation will occur during MY2022-2025.   EPA disagrees and recognizes that technologies 
will be further developed and introduced for MY2022-2025 and that innovation by automobile 
manufacturers and suppliers will continue to occur. While it is impossible for EPA to predict all 
of the technologies that will come to fruition, likely trends can be identified in the development 
of automotive systems that impact GHG emissions over the next decade. EPA uses methods 
similar to those used by industry to identify and evaluate emerging automotive technology 
trends. The use of computer aided engineering (CAE) tools for technology evaluation has been a 
key source of technology effectiveness data for MY2022-2025 vehicle technology packages. A 
number of other sources of data are also used to either validate CAE results or as independent 
sources of effectiveness data. In addition to our review of public comments on the Draft TAR, 
other sources of data include: 

 Engineering analysis of logical developments based on current or near-term 
technology 

 Review of peer-reviewed journal papers, U.S. Department of Energy Reports, and 
other public sources of peer-reviewed data 

 Purchase and review of proprietary reports by major automotive industry analytical 
firms (e.g., R.L. Polk, IHS Automotive) 

 Meetings with automobile manufacturers 
 Meetings with Tier 1 automotive suppliers 
 Contracts with major automotive engineering design, analysis, and services firms 

(e.g., FEV, Munro and Associates, Southwest Research Institute, Ricardo PLC) to 
purchase data or engineering services 

 “Proof of concept” research either conducted directly by EPA at EPA-NVFEL or 
under contract with engineering services firms 

 CAE tools, including: 
 Engine modeling (e.g., Ricardo WAVE, Gamma Technologies GT-POWER) 
 Vehicle modeling (e.g., EPA LPM, EPA ALPHA, Ricardo RSM, MSC EASY5) 
 HIL simulation of drive cycles 
 Computational fluid dynamics (CFD) for initial component development 

 Chassis dynamometer testing 
 Engine dynamometer testing 
 Transmission dynamometer testing 
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Data from all sources listed above is used to develop and validate vehicle effectiveness within 
the EPA ALPHA model and EPA LPM. Modeling of technology package effectiveness within 
the ALPHA model and LPM is the source of all technology package effectiveness data contained 
within the OMEGA cost-effectiveness analyses. With respect to engine and powertrain 
technologies, the general progression of data into the OMEGA analyses has been: 

 Develop physics-based models of the technology with extensive validation of a base 
configuration to actual hardware (e.g., validation of an engine model to actual engine 
performance, combustion measurements and knock characteristics) 

 Use the validated physics-based model to evaluate hardware changes and to develop 
calibrations necessary to account for such hardware changes 

 Use the ALPHA model to determine the CO2 effectiveness of the powertrain package 
for different vehicle configurations 

 Compare the energy balance of ALPHA model results with vehicle benchmark results 
as an additional plausibility analysis. 

 Use ALPHA modeling results to provide a calibration for technology package 
effectiveness within the LPM 

 Validate ALPHA modeling results using a variety of data sources including chassis 
dynamometer testing of production and developmental vehicles, dynamometer testing 
of production engines and transmissions, HIL testing of developmental engine 
configurations, comparison with automobile manufacturer and Tier 1 supplier data, 
and comparison with peer-reviewed/published data sources. 

 Update LPM calibration with validated ALPHA model technology package 
effectiveness.   
 

Notable modeling updates from the Draft TAR supported by public comments include: 

 EPA has updated both the ALPHA model and the LPM to calculate vehicle 
effectiveness based on power-to-weight ratio and road load characteristics.  Baseline 
vehicles are mapped into these groups accordingly.  Please refer to Section 2.3.3.2.2 
for more information on this update.  

 Engine displacement has been increased 5 percent in the OMEGA analysis for 
technology packages containing future Atkinson engines to account for performance 
and fuel characteristics. 

 

The EPA analysis of naturally aspirated Atkinson cycle engines provides an example of an 
analytical framework that integrates CAE together with other methods used by EPA to evaluate 
future vehicle technologies. The 2.0L Mazda SKYACTIV-G engine was introduced in 2012 in 
the U.S. This engine represents state-of-the art brake thermal efficiency for a naturally aspirated, 
spark-ignition engine and is the first non-HEV application of an Atkinson cycle engine in a U.S. 
light-duty vehicle application. EPA conducted chassis dynamometer testing of Mazda vehicles 
with the SKYACTIV-G engine and also purchased versions of this engine marketed in the U.S. 
(13:1 geometric compression ratio) and EU (14:1 geometric compression ratio) for detailed 
engine dynamometer mapping and HIL testing. After both chassis dynamometer testing and 
initial engine dynamometer testing, EPA conducted an engineering analysis to prioritize near-
term technologies that could potentially yield further brake thermal efficiency improvements, 
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broaden areas of high thermal efficiency and/or better align high brake thermal efficiency 
operation with both the regulatory drive cycles and with urban driving with the goal of meeting 
the 2022-2025 GHG standards in a “standard car” configuration (approximately D-segment size-
class).  

The technologies chosen for further analysis included: 

 Improving alignment of high brake thermal efficiency operation with urban driving 
via road load reduction, switching to an advanced 8-speed automatic transmission, 
and using fixed 4/2 cylinder deactivation  

 Improving brake thermal efficiency by increasing expansion the ratio from 13:1 to 
14:1 along with the addition of low-pressure-loop EGR for additional knock 
mitigation on standard pump fuel and additional pumping loss improvements 

 

An initial proof of concept evaluation of increased expansion ratio, low-pressure-loop cooled 
EGR and cylinder deactivation was conducted using GT-POWER engine modeling.554 Engine 
dynamometer testing with HIL simulation of regulatory drive cycles was used for concept 
evaluation.   A 2.0L SKYACTIV-G to larger D-segment vehicles was simulated through the 
application of an advanced 8-speed automatic transmission and  reduced road load .555 
Combinations of these technologies were also compared to similar vehicle configurations using 
turbocharged, downsized GDI engines using the ALPHA vehicle model.556 An important part of 
EPA’s use of CAE has been to validate simulation results using other data sources. For example, 
EPA validated the ALPHA modeling and HIL testing using chassis dynamometer test data and 
validated the GT-POWER modeling using engine dynamometer test data.  

2.3.3.5 Lumped Parameter Model 

The foundation of the technology assessments that EPA conducted for the FRM, Draft TAR, 
and this Proposed Determination was constructed from an evaluation of the state of individual 
technologies: their costs, emissions-reducing benefits, and feasibility of implementation within 
the time frame of the standards.  As described in Chapter 2.3.3.3, data describing individual 
technologies were synthesized at the vehicle-level using the physics-based ALPHA model.  
Because specific inputs such as engine maps, transmission parameters, accessory loads, etc. are 
not available for every vehicle, the ALPHA model is not sufficient to generate absolute tailpipe 
emissions values for each vehicle in the baseline fleet using only raw technology data as an 
input.  Instead, the incremental effectiveness values generated by the ALPHA model are used to 
calibrate the Lumped Parameter Model (LPM) so that the overall emissions-reducing benefits of 
complete technology packages can be modeled reliably for individual vehicles within each 
ALPHA effectiveness class.  This approach of applying incremental effectiveness improvements 
according to vehicle class is consistent with the approach used in the FRM and Draft TAR.   

For this Proposed Determination, the representativeness of those effectiveness estimates has 
been improved by defining effectiveness classes according to the important characteristics of 
power-to-weight ratio and road load horsepower, as well as updating the exemplar vehicle 
characteristics to align with the MY2015 fleet as described in Section 2.3.3.2. 

2.3.3.5.1 Approach for Modeling Incremental Effectiveness 
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It is widely acknowledged that full-scale, physics-based vehicle simulation is the most 
thorough approach to modeling future benefits of a package of new technologies. This is 
especially important for quantifying the efficiency of technologies and groupings (or packages) 
of technologies that do not currently exist in the fleet, nor as prototypes. However, developing 
and executing every possible combination of technologies directly in a compliance environment 
using full-scale vehicle simulation, while possible, would create many thousands of vehicle 
combinations and corresponding effectiveness results, many of which would never be applied.  
For example, combinations of technologies such as continuously variable transmissions applied 
to pick-up trucks with towing capability are not viable using technologies that EPA expects to be 
available in the MY2022 to 2025 time frame.    

In assessing the GHG standards, EPA analyzes a wide array of potentially feasible technology 
options rather than attempting to pre-select the “best” solutions. For example, in the analysis for 
the Draft TAR, EPA built over 800,000 packages for use in its OMEGA compliance model, 
which spanned 19 vehicle classes and over 2,200 baseline vehicle models. The Proposed 
Determination analysis has expanded the number of vehicle types to 29 and the number of 
baseline vehicles to over 2,000 models.  

General Motors (Patton et al)557 presented a vehicle energy balance analysis to highlight the 
synergies that arise with the combination of multiple vehicle technologies.  This report 
demonstrated an alternative methodology (to vehicle simulation) to estimate these synergies, by 
means of a “lumped parameter” approach.  This approach served as the basis for EPA’s lumped 
parameter model (LPM).  EPA continues to believe that the lumped parameter approach is the 
most practical surrogate to estimate the effectiveness of technology package combinations for the 
Proposed Determination analysis.    

The LPM does not model absolute effectiveness, but rather, the incremental improvements 
between vehicle technology packages calibrated by full vehicle simulation modeling.  As in the 
FRM and Draft TAR, the LPM provides an interpolation between fully simulated vehicle 
packages, based on industry accepted values, in order to account for the effect of individual 
technologies. This increased resolution allows for every modeled technology to be accounted for 
to prevent double counting and/or missed opportunities for improvement.  

To further explain this process, consider an engine map in a full vehicle simulation model that 
includes GDI+EFR1+DCP+DVVL, but the baseline vehicle only includes GDI+EFR1+DCP.  As 
no engine map without DVVL is available, the modeler may have to apply this engine map to the 
baseline vehicle taking DVVL off the table for improvement.  To correct for this situation, the 
LPM contains all of the individual components selected as a group to equal the effectiveness of 
the full vehicle simulated GDI+EFR1+DCP+DVVL engine map.  At this point DVVL can be 
deselected from the LPM to match the baseline vehicle's GDI+EFR1+DCP engine, reducing the 
package effectiveness appropriately.  Subsequently in the modeling process, DVVL is added as 
an improvement to the baseline engine, matching the full vehicle simulation results in the 
process. 

The opposite situation also exists: an engine map in a full vehicle simulation model may 
include GDI+EFR1+DCP but the baseline vehicle may include GDI+EFR1+DCP+DVVL.  As 
no engine map with DVVL is available, the modeler may have to apply this engine map to the 
baseline vehicle, leaving the baseline vehicle represented without DVVL.  This would allow 
double counting of DVVL if this technology were added later in the vehicle improvement 
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process. As before, the LPM contains all of the individual components selected as a group to 
equal the effectiveness of the full vehicle simulated GDI+EFR1+DCP engine map.  At this point 
DVVL is individually selected from the LPM to match the baseline vehicle's 
GDI+EFR1+DCP+DVVL engine, increasing the package effectiveness appropriately. 

AAM commented on the Draft TAR that the starting point efficiency is critically important 
for projecting the benefits of additional technology and that the LPM does not account for the 
starting point efficiency.  EPA agrees with the criticality of starting point efficiency but does not 
agree that the LPM does not account for the starting point efficiency.  EPA’s methodology for 
establishing effectiveness starts with an assessment of the application of technology in each 
individual vehicle in the baseline fleet.  Existing technologies within the baseline fleet are 
identified to avoid double counting of technology benefits.  In addition, the certified CO2 
performance of each vehicle, which is directly reflects a vehicle’s efficiency, is the starting point 
for determining the incremental effectiveness of additional technology.  The incremental 
effectiveness determined by the LPM accounts for the vehicle type, horsepower to weight ratio, 
road load characteristics and energy loss categories.  In addition, the incremental effectiveness 
applied by the LPM is bounded by the calibration data from ALPHA full vehicle simulation.  
The details regarding each of these factors is carefully documented in the section below. 

2.3.3.5.2 Calibration of LPM using ALPHA model  

As in the Draft TAR, the basis for calibrating and validating the lumped parameter model for 
this Proposed Determination is the effectiveness data generated by the benchmarking and full-
vehicle simulation modeling activities described earlier in this section.  As described above, the 
LPM also allows benchmarked and/or simulated vehicle packages to be separated into individual 
components to properly account for the technologies already in the vehicle fleet, to avoid any 
double counting of these technologies. The lumped parameter approach was endorsed by the 
National Academy of Sciences in the 2015 NAS Report, which stated: "In particular, the 
committee notes that the use of full vehicle simulation modeling in combination with lumped 
parameter modeling has improved the agencies’ estimation of fuel economy impacts."558 

As described in Section 2.3.3.3.3, as part of the quality assurance process, EPA checked the 
ALPHA simulation results that were used to calibrate the lumped parameter model against 
conservation of energy requirements. Similarly, the basis for EPA’s lumped parameter analysis is 
a first-principles energy balance that estimates the manner in which the chemical energy of the 
fuel is converted into various forms of thermal and mechanical energy by the vehicle. The 
analysis accounts for the dissipation of energy into the different categories of energy losses, 
including each of the following: 

 Second law losses (thermodynamic losses inherent in the combustion of fuel) 
 Heat lost from the combustion process to the exhaust and coolant 
 Pumping losses, i.e., work performed by the engine during the intake and exhaust 

strokes 
 Friction losses in the engine 
 Transmission losses, associated with friction and other parasitic losses of the gearbox, 

torque converter (when applicable), and driveline 
 Accessory losses, related directly to the parasitics associated with the engine 

accessories 
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 Vehicle road load (tire and aerodynamic) losses 
 Inertial losses (energy dissipated as heat in the brakes) 

 

It is assumed that each baseline vehicle has a fixed percentage of fuel lost to each category. 
Each technology is grouped into the major types of engine loss categories it reduces. In this way, 
interactions between multiple technologies that are applied to the vehicle may be determined. 
When a technology is applied, the lumped parameter model estimates its effects by modifying 
the appropriate loss categories by a given percentage. Then, each subsequent technology that 
reduces the losses in an already improved category has less of a potential impact than it would if 
applied on its own. 

Using a lumped parameter approach for calculating package effectiveness provides necessary 
grounding to physical principles. Due to the mathematical structure of the model, it naturally 
limits the maximum effectiveness achievable for a family of similar technologies. This can prove 
useful when computer-simulated packages are compared to a “theoretical limit” as a plausibility 
check. Additionally, the reduction of certain energy loss categories directly impacts the effects 
on others. For example, as mass is reduced the benefits of brake energy recovery decreases 
because there is less inertia energy to recapture.  In their comments on the Draft TAR, the AAM 
stated that “linear regression models within the LPM are not based on the first order 
determinants of powertrain efficiency and, therefore, do not properly capture the fundamental 
trends.”  EPA disagrees with this assessment.  As stated above, the LPM is grounded in 
fundamental physical principles and bounded by full vehicle simulation.  EPA has further refined 
the LPM based on some of the comments received; however, we continue to believe that the 
LPM provides an accurate assessment of incremental effectiveness. 

EPA has updated the LPM for this Proposed Determination to improve fidelity for baseline 
attributes and technologies. Consistent with suggestions in the public comments, the LPM now 
characterizes baseline vehicles based on their power-to-weight ratio and road load characteristics 
(see Section 2.3.3.2 above).  For this Proposed Determination, as in the Draft TAR, the LPM has 
been calibrated to follow the results of the ALPHA full vehicle simulation model to facilitate the 
vehicle package building process used in the OMEGA model.  

2.3.3.5.3 Lumped Parameter Model Usage in OMEGA 

The Lumped Parameter Model (LPM) is used in the OMEGA model to incrementally improve 
the effectiveness of vehicle models in the baseline fleet as technology packages are applied. As a 
first step, approximately fifty technology packages are created with increasing effectiveness for 
each vehicle type. Several example packages are shown in Table 2.51.  

Table 2.51  Example OMEGA Vehicle Technology Packages (values are for example only) 

Package # Technology Package Technology 
Package 

Effectiveness 

0 4-Speed Auto 0% 

1 6-Speed Auto 4% 

2 8-Speed Auto + DCP 10% 

10 8-Speed + DCP + TURB24 20% 

20 8-Speed + DCP + Aero2 + TURB24 + 10%MR 28% 
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Step two selects the next vehicle in the baseline fleet and applies all fifty technology packages 
in sequence, using the LPM to calculate incremental effectiveness values at each step. As the 
technologies in the baseline vehicles have been tabulated based on publicly available data, the 
incremental effectiveness improvement will not include these baseline vehicle technologies, to 
avoid double counting. Table 2.52 contains an example baseline vehicle. Table 2.53 illustrates 
the package application process. 

Table 2.52  Example Baseline Vehicle (values are for example only) 

Baseline Vehicle Technologies Baseline Vehicle 
Effectiveness 

6-Speed Auto + DCP 6% 

 

Table 2.53  Example Package Application Process (values are for example only) 

Package # Technology Package Technology 
Package 

Effectiveness 

Resulting 
Vehicle 

Incremental 
Effectiveness 

0 4-Speed Auto 0% 0% 

1 6-Speed Auto 4% 0% 

2 8-Speed Auto + DCP 10% 3% 

10 8-Speed + DCP + TURB24 20% 11% 

20 8-Speed + DCP + Aero2 + TURB24 + 10%MR 28% 17% 

 

As shown, the incremental effectiveness is not simply additive, as the LPM (following the 
ALPHA model) takes into account synergies and dis-synergies between the existing and applied 
technologies. This process also enables the OMEGA model to assign baseline vehicles a cost to 
represent their existing technologies and calculate an incremental cost to match with the 
incremental effectiveness as each technology package is applied. The completed technology 
package effectiveness values from the LPM are compared to the corresponding ALPHA full 
vehicle simulation model results as a final check before they are used in the OMEGA model.  An 
example subset of calibration points is shown in Table 2.54. This calibration process is an 
important step to ensure that full vehicle simulation results from the ALPHA model are used as 
the primary effectiveness inputs to the OMEGA model. 

Table 2.54  Example Subset of ALPHA/LPM Calibration Check Points for Vehicle Type 1 

Technology Package Mass Aero Roll 

ALPHA 
Effectiveness 
from Reference 
Package 

LPM 
Effectiveness 
from Reference 
Package 

Delta 
Effectiveness  
 

LUB+EFR1+DCP+SGDI 
+6AT+HEG1+EPS+IACC1 

0% 0% 0% 
0.0% 0.0% 0.0% 

LUB+EFR1+DCP+SGDI 
+8AT+HEG1+EPS+IACC1 

0% 0% 0% 
7.0% 7.0% 0.0% 

LUB+EFR2+ATK2+DCP 
+SGDI+6AT+HEG1+EPS+IACC1 

0% 0% 0% 
5.0% 4.9% -0.1% 
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LUB+EFR2+ATK2+DCP 
+SGDI+8AT+HEG1+EPS+IACC1 

0% 0% 0% 
12.1% 12.0% -0.1% 

LUB+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT+HEG2
+EPS+IACC2 

0% 0% 0% 
25.8% 25.7% -0.1% 

LUB+EFR2+TURB24 
+CEGR+DEAC+DCP 
+SGDI+8AT+HEG2+EPS+IACC2 

0% 0% 0% 
21.2% 21.0% -0.2% 

LUB+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT+HEG2
+EPS+IACC2 

10% 20% 20% 
36.6% 36.5% -0.1% 

 

The complete list of baseline fleet vehicles, each incremented approximately fifty times, 
results in approximately 160,000 improved vehicles as input to the OMEGA model.  

The effectiveness reductions and costs that are associated with applying a technology will 
depend on the starting point technologies from which the cost and effectiveness improvements 
are measured. For example, two vehicle models that start with different packages of technologies 
will likely have different costs and effectiveness, even if both models finally arrive at the same 
package combination of technologies. EPA's recognition of the importance of clearly specifying 
the point of comparison for cost and effectiveness estimates is consistent with the NAS 
committee's finding "that understanding the base or null vehicle, the order of technology 
application, and the interactions among technologies is critical for assessing the costs and 
effectiveness for meeting the standards."  

As long as the point of comparison is maintained consistently throughout the analysis for both 
the baseline and future fleets, the decision of where to place an origin along the scale of cost and 
effectiveness is inconsequential. For EPA's technology assessment, the origin is defined to 
coincide with a "null technology package,” which represents a technology floor such that all 
technology packages considered in this assessment will have equal or greater effectiveness, 
consistent with the Draft TAR approach. While other choices would have been equally valid, this 
definition of a "null package" has the practical benefits of avoiding technology packages with 
negative effectiveness values, while also allowing for a direct comparison of effectiveness 
assumptions with those of the Draft TAR. 

2.3.3.5.4 Appropriateness of LPM Effectiveness Modeling for the Overall Fleet 

In addressing EPA's modeling methodology, several stakeholders submitted comments critical 
of the LPM. The most pointed claims were aimed at the fundamental validity of using any tool 
other than full vehicle simulation for the compliance analysis, with commenters contending that 
“…continued use of the LPM is not an adequate or accurate tool to assess the efficacy of fuel 
economy technologies applied to a wide variety of vehicles.” (pg. A-11, Global Automakers), 
and “The linear regression models within the LPM are not based on the first order determinants 
of powertrain efficiency and, therefore, do not properly capture the fundamental trends.” (pg. 35, 
Alliance), and “the core issue with the agencies’ technology effectiveness over-projections is 
rooted in the 0-D LPM model itself.” (Attachment 2, pg. 45, Alliance.) 

EPA disagrees that the LPM, when utilized as intended, makes inaccurate predictions.  The 
LPM's effectiveness estimates are reliable due both to their basis in fully simulated vehicle 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-280 
 

packages, as well as to the physical principles applied to interpolate between simulated packages.  
Specifically, the use of energy loss categories within the LPM ensures that the combined benefits 
of multiple technologies in a package are not double counted when two technologies are 
competing to reduce the same loss. EPA continues to believe that as in the Draft TAR (as well as 
in the 2012-2016 standards rulemaking, and the 2017-2025 rulemaking), when used as intended 
within the bounds of the calibration, the LPM is an appropriate tool for assessing the 
effectiveness of advanced technology packages for this Proposed Determination.  

EPA’s assessment is also supported by both the 2010 and the 2015 studies published by the 
National Academy of Science – for example, in the 2015 report, the NAS stated, "The committee 
notes that the use of full vehicle simulation modeling in combination with lumped parameter 
modeling and teardown studies contributed substantially to the value of the Agencies’ estimates 
of fuel consumption and costs, and it therefore recommends they continue to increase the use of 
these methods to improve their analysis."EEE  Note that both the 2010 and the 2015 NAS 
Committees specifically evaluated earlier versions of the EPA-developed LPM that informed the 
Committee’s findings and recommendations. 

In comments submitted on the Draft TAR, the Alliance stated that EPA's modeling processes 
"do not recognize the inherent variability of efficiency within the light-duty fleet, treating all 
products within a category as equal" and recommended that the “LPM should be enhanced and 
upgraded to incorporate the key vehicle and powertrain parameters which determine powertrain 
efficiency.” While the degree of resolution in EPA's effectiveness modeling in the FRM and 
Draft TAR was sufficient to distinguish between individual models, and to enable the application 
of unbiased effectiveness estimates within a reasonably narrow range, EPA has taken several 
steps for this Proposed Determination in response to the recommendation from commenters that 
the precision of the effectiveness modeling be further improved. First, and most significantly, as 
described in Chapter 2.3.3.2, EPA has refined the ALPHA classes used for grouping vehicles 
according to the attributes that most directly influence technology effectiveness: namely power-
to-weight ratio and road load horsepower. As discussed in that chapter, this refinement has 
significantly reduced the variation between vehicles in each ALPHA class, thus improving the 
precision of the modeling. As an additional refinement, EPA has also incorporated the 
consideration of each individual vehicle's power-to-weight ratio into the effectiveness numbers 
produced by the LPM. Using a set of relationships between power-to-weight ratio and 
effectiveness produced by the ALPHA model, EPA is now applying an effectiveness adjustment 
in the OMEGA process based on the deviation in the power-to-weight value from the exemplar 
vehicle in that class, as illustrated above in Figure 2.90 using the coefficients in Table 2.55 and 
Equation 3.  

Table 2.55: Parameters for Power-to-Weight Adjustment of Effectiveness Values in OMEGA 

  Lower PW Range  Mid/Upper PW Range Upper PW Range (HPW only) 

                                                 
EEE See Finding 8.7 and 10.12 and Recommendation 8.3 of “Cost, Effectiveness and Deployment of Fuel Economy 

Technologies for Light-Duty Vehicles published by the Committee on the Assessment of Technologies for 
Improving Fuel Economy of Light-duty Vehicles”; Phase 2; Board on Energy and Environmental Systems; 
Division on Engineering and Physical Sciences; National Research Council, ISBN 978-0-309-37388-3, 2015.   
See also Chapter 8 (page 118) of “Assessment of Fuel Economy Technologies for Light-Duty Vehicles”; 
Committee on the Assessment of Technologies for Improving Light-Duty Vehicle Fuel Economy; National 
Research Council; ISBN 978-0-309-15607-3, 2010. 
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ALPHA Class Eng Tech PW Cutoff  
<  

(hp/100lb) 

m b 
(*1e2) 

PW Cutoff 
> 

(hp/100lb) 

m b 
(*1e2) 

PW Cutoff 
> 

(hp/100lb) 

m b 
(*1e2) 

 
LPW_LRL 

 

Turbo* 419 1.2 4.19 4.19 1.2 4.19 - - - 

ATK2 4.19 -0.6 4.19 4.19 -1.0 4.19 - - - 

ATK2+cEGR 4.19 1.2 4.19 4.19 1.0 4.19 - - - 

MPW_LRL 
 

Turbo* 5.25 1.8 5.25 5.25 1.8 5.25  - - - 

ATK2 5.25 -0.5 5.25 5.25 -0.5 5.25 - - - 

ATK2+cEGR 5.25 1.2 5.25 5.25 1.0 5.25 - - - 

HPW 
 

Turbo* 7.14 2.0 7.14 7.14 1.6 7.14 11.0 0.8 3.29 

ATK2 7.14 -1.4 7.14 7.14 -0.5 7.14 11.0 -0.2 1.36 

ATK2+cEGR 7.14 1.0 7.14 7.14 0.6 7.14 11.0 0.2 -0.568 

LPW_HRL 
 

Turbo* 4.46 1.5 4.46 4.46 1.5 4.46 - - - 

ATK2 4.46 -0.6 4.46 4.46 -1.0 4.46 - - - 

ATK2+cEGR 4.46 1.2 4.46 4.46 1.0 4.46 - - - 

MPW_HRL 
 

Turbo* 5.68 2.0 5.68 5.68 2.0 5.68 - - - 

ATK2 5.68 -0.5 5.68 5.68 -0.5 5.68 - - - 

ATK2+cEGR 5.68 1.2 5.68 5.68 1.0 5.68 - - - 

Truck 
 

Turbo* 6.10 2.0 6.10 6.10 2.0 6.10 - - - 

ATK2 6.10 -0.7 6.10 6.10 -0.7 6.10 - - - 

ATK2+cEGR 6.10 1.2 6.10 6.10 1.0 6.10 - - - 
*Note: Turbocharged Miller Cycle engines are classified as turbocharged 

 
Equation 3. Effectiveness adjustment relative to exemplar 

Effectiveness Adjustment, relative to exemplar = m(PW-b) 

To illustrate how each individual vehicle's power-to-weight ratio is accounted for in the 
effectiveness estimates used in the OMEGA process, an example of a vehicle in the HPW 
ALPHA class is provided here (Baseline Index 2264). For that vehicle, a technology package 
with a turbocharged engine (TP06) is applied in the OMEGA model’s compliance analysis of the 
2025 standards. The baseline vehicle’s power-to-weight ratio (PW) of 6.92 hp/100lb is less than 
the 7.14 hp/100lb value for the exemplar vehicle in that class (as defined in Table 2.47), 
indicating that some effectiveness adjustment may be justified. Applying Equation 3 and the 
Turbo technology values of m = 2.0 and b = 7.14 hp/100lb from Table 2.55, an adjustment of -
0.44% (reduction in effectiveness) is applied for this technology package, relative to the 
effectiveness value produced by the LPM for the HPW exemplar vehicle. 

Comments received on the Draft TAR also focused on the processes used by EPA to assure 
the reliability and accuracy of the modeling tools. The Alliance stated that “[N]o procedure or 
methodology is currently in place to check the outcomes of the [LPM’s] technology 
effectiveness projection process against logical efficiency metrics and limits. Without such 
checks, the outcomes can exceed plausible limits” (pg. 44, Alliance comments). EPA does not 
agree that the processes used for the Draft TAR did not involve plausibility checks. The LPM 
has been calibrated to, and is bounded by, ALPHA Full Vehicle Simulation Model results. It was 
not used to predict anything beyond the bounds of these fundamental inputs. The specific 
plausibility limits recommended by the Alliance are based on a top-down empirical analysis of 
existing vehicles, and do not reflect the fundamental efficiency improvements that are enabled 
through physical technology changes in the future fleet. For the reasons described further in 
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Appendix A, EPA is not considering any of the plausibility limits imposed by the three metrics 
proposed by the Alliance. At the same time, EPA agrees that quality assurance processes are 
important for ensuring the validity of any modeling. For this Proposed Determination, EPA has 
adopted one of the quality assurance tools recommended in the Alliance-contracted report.   

Using the methodology described in TSD Appendix B, EPA has calculated a measure of 
powertrain efficiency, defined as the ratio of the tractive work done to move a vehicle over the 
test cycle to the fuel energy utilized over the same cycle. Figure 2.98 shows the production-
weighted distribution of powertrain efficiencies for gasoline-fueled vehicles in the MY2015 
fleet, excluding vehicles equipped with electrified powertrains. Stop-start technology, while an 
effective technology for reducing emissions, is also excluded from the following figure and 
discussions, since its benefits are independent of powertrain operation efficiency.  

 

Figure 2.98  Distribution of Gasoline Powertrain Efficiencies for Vehicles in MY2015 

Using the same selection criteria (i.e. gasoline engines, excluding stop-start) for the 
technology packages applied in the OMEGA model’s compliance analysis of the MY2025 GHG 
standards, the powertrain efficiencies shown in Figure 2.99 are, in general, higher than the 
powertrain efficiencies of the MY2015 baseline fleet, as would be expected from the application 
of advanced technology packages.  
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Figure 2.99  Distribution of Gasoline Powertrain Efficiencies for Vehicles in the OMEGA Compliance 
Analysis for MY2025 Standards 

As shown in Table 2.56, the fleet median (production weighted) powertrain efficiency for 
gasoline non-stop-start vehicles increases from 21.6 percent in the MY2015 baseline fleet, to 
26.8 percent in EPA’s compliance analysis for the fleet meeting MY2025 standards. Contrary to 
the assertion made by The Alliance in comments to the Draft TAR that EPA’s modeling 
processes “do not recognize the inherent variability of efficiency within the light-duty fleet, 
treating all products within a category as equal,” the fleet produced by OMEGA’s cost-
minimizing compliance pathway is similar to the MY2015 baseline fleet in the degree of 
diversity in powertrain efficiencies among vehicles, as indicated by both the similarities in 
ranges between the minimum and maximum efficiencies, and the shapes of the distributions.  

Table 2.56  Summary Statistics for Powertrain Efficiencies in MY2015 Baseline and OMEGA Compliance 
Analysis of MY2025 Standards 

 MY2015 Baseline Fleet OMEGA Compliance Fleet 
Meeting MY2025 Standards 

ALPHA Class Median Std. 
Dev. 

min-max Median Std. 
Dev. 

min-max 

LPW_LRL 22.1 1.3 17.8-25.5 26.5 2.3 21.1-31.9 

MPW_LRL 21.5 1.3 18.7-25.3 26.0 1.9 20.4-29.8 

HPW 19.8 1.6 11.5-23.8 25.1 2.3 13.9-28.8 

LPW_HRL 22.9 1.4 17.6-25.6 28.2 1.7 21.1-31.5 

MPW_HRL 21.6 1.1 17.9-25.7 27.2 0.9 22.4-30.0 

Truck 22.1 1.3 17.5-25.8 27.2 1.5 21.8-29.3 

Fleet 21.6 1.7 11.5-25.8 26.8 2.1 13.9-31.9 

 

  Table 2.57 shows the vehicles and technology packages with the highest powertrain 
efficiencies modeled in EPA’s 2025 compliance analysis. EPA does not believe that for this 
relatively small portion of the fleet (comprising approximately 6 percent of the volume of 
gasoline non-stop-start packages in the compliance analysis for MY2025 standards) that 
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powertrain efficiency values greater than 30 percent indicate a systemic overestimation of 
technology effectiveness.  

With the exception of only two vehicles, the majority of future technology packages with high 
powertrain efficiencies in MY2025 are associated with vehicles that had high efficiencies in the 
MY2015 baseline. There are several possible explanations for this. First, although EPA’s 
technology assessment accounts for the presence of efficiency technologies in the baseline file, 
there is insufficient data available to model the exact technologies applied to each individual 
vehicle. Because EPA has selected baseline technology parameters that are representative of 
typical MY2015 vehicles (e.g. based on benchmarking of current ATK2 and GDI engines, 
current transmissions, as well as characterization of road load technologies) the characterization 
of baseline technologies in this Proposed Determination will not systemically over- or under- 
estimate the incremental effectiveness of advanced technology packages. However, just as it is 
possible that some baseline vehicles will have less effective technology implementations than is 
typical of other vehicles in the MY2015 fleet, it is also possible that the vehicles shown in Table 
2.57 may have more efficient technology implementation than is typical. Second, it is also 
possible that when grouping vehicles together for certification, an OEM’s application of road 
load coefficients, ETW values, and emissions levels may be representative overall of the 
certified model type, but deviate from the actual values for a particular vehicle. Any 
discrepancies between the parameters used to calculate tractive energy (ETW, road load 
coefficients) and the measured fuel consumption over the test cycle would potentially result in 
high baseline powertrain efficiencies, and thus carry-over into high powertrain efficiencies of 
future technology packages. Again, this variation would not tend to result in a systemic over- or 
under-estimation of effectiveness.  

Table 2.57  Summary Statistics for Powertrain Efficiencies in MY2015 Baseline and OMEGA Compliance 
Analysis of MY2025 Standards 

  MY2025 Compliance 
Analysis 

MY2015 Baseline 

ALPHA 
Class 

Baseline 
Index 

Tech Pkg. Model Powertrain 
Efficiency 

Percentile 
(in class) 

Powertrain 
Efficiency 

Percentile 
(in class) 

LPW_LRL 1561 TP08 Veloster 31.5% 93.8% 23.1% 85.0% 

1510 TP08 Elantra 31.9% 100.0% 22.8% 58.2% 

LPW_HRL 1737 TP08 CX-5 4WD 31.5% 100.0% 24.8% 87.4% 

2056 TP10 City Express Cargo Van 30.2% 83.2% 24.0% 72.3% 

2151 TP10 NV200 Cargo Van 30.1% 83.0% 24.0% 72.0% 

1371 TP08 TERRAIN FWD 31.2% 99.9% 23.3% 55.4% 

1220 TP08 EQUINOX FWD 31.1% 98.9% 23.3% 54.1% 

1180 TP08 CAPTIVA FWD 31.1% 95.6% 23.3% 50.8% 

2304 TP08 RAV4 Limited AWD 30.8% 94.2% 22.7% 40.6% 

2286 TP08 HIGHLANDER 30.0% 82.5% 22.3% 26.1% 

MPW_HRL 733 TP07 EXPLORER FWD 30.0% 100.0% 24.5% 98.4% 

 

Table 2.58 shows a selection of vehicles throughout the distribution of powertrain efficiencies 
in the OMEGA compliance analysis for the MY2025 standards. For this Proposed 
Determination, EPA has incorporated the powertrain efficiency metric into the effectiveness 
modeling Quality Control processes in order to identify possible anomalies in how the 
effectiveness estimates generated by the ALPHA physics-based model are represented in the 
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LPM and OMEGA process. For each of the six ALPHA classes, six vehicles were chosen 
throughout the distribution of powertrain efficiencies; including the vehicle with maximum 
powertrain efficiency in each class (i.e. 100th percentile). 

 
Table 2.58 Powertrain Efficiencies by ALPHA Class from MY2025 OMEGA Compliance Analysis 

Approx. 
Percentile 
(in class) 

ALPHA 
Class 

Baseline 
Index 

Model Tech 
Pkg 

Percentile 
(in class) 

Powertrain 
Efficiency 

10 HPW 1012 MUSTANG TP07 7.70% 21.60% 

LPW_HRL 2193 IMPREZA TP05 5.20% 26.10% 

LPW_LRL 2277 COROLLA TP05 10.50% 23.80% 

MPW_HRL 1707 Sorento FWD TP09 0.80% 25.40% 

MPW_LRL 1414 ACCORD TP07 10.10% 24.50% 

Truck 773 F150 PICKUP 2WD TP05 9.90% 25.30% 

25 HPW 1423 ACCORD TP06 26.50% 24.60% 

LPW_HRL 1556 Tucson AWD TP12 11.60% 26.40% 

LPW_LRL 1443 CIVIC TP06 31.90% 24.90% 

MPW_HRL 1494 ODYSSEY 2WD TP06 24.70% 26.50% 

MPW_LRL 1403 ACCORD TP07 24.10% 24.60% 

Truck 2124 FRONTIER 2WD TP08 25.00% 26.70% 

50 HPW 2149 MURANO AWD TP08 51.00% 25.70% 

LPW_HRL 2044 OUTLANDER 2WD TP10 57.40% 28.10% 

LPW_LRL 1785 MAZDA3 5-Door TP05 52.80% 25.90% 

MPW_HRL 711 ESCAPE AWD TP07 43.90% 26.90% 

MPW_LRL 1687 OPTIMA TP09 28.00% 25.10% 

Truck 2132 FRONTIER 2WD TP05 54.00% 27.30% 

75 HPW 1380 MDX 4WD TP07 77.30% 26.50% 

LPW_HRL 1483 CR-V 4WD TP08 76.50% 29.30% 

LPW_LRL 1510 Elantra TP07 68.00% 27.80% 

MPW_HRL 1498 PILOT 4WD TP06 62.00% 27.10% 

MPW_LRL 695 EDGE FWD TP07 74.90% 27.20% 

Truck 2316 TACOMA 2WD TP06 74.20% 28.10% 

90 HPW 1122 CTS SEDAN AWD TP08 87.30% 27.20% 

LPW_HRL 2302 RAV4 AWD TP08 91.90% 30.60% 

LPW_LRL 1661 Forte TP08 90.40% 29.80% 

MPW_HRL 2236 NX 200t TP07 88.10% 28.60% 

MPW_LRL 1665 Forte TP08 88.00% 28.60% 

Truck 2324 TACOMA 2WD TP05 84.20% 28.70% 

100 HPW 1369 TERRAIN AWD TP08 100.00% 28.80% 

LPW_HRL 1738 CX-5 4WD TP08 100.00% 31.50% 

LPW_LRL 1510 Elantra TP08 100.00% 31.90% 
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MPW_HRL 733 EXPLORER FWD TP07 100.00% 30.00% 

MPW_LRL 1555 Sonata 
SPORT/LIMITED 

TP08 100.00% 29.80% 

Truck 1319 CANYON 2WD TP08 96.90% 28.90% 

 

 

For each of the vehicles modeled using the LPM and OMEGA process shown in Table 2.58, 
EPA applied the ALPHA model using the road load coefficients, rated horsepower, and ETW of 
the MY2015 baseline vehicle, along with the technologies corresponding to the TP00 technology 
package. The ALPHA model was then used to represent the future technology packages shown 
in Table 2.58, including the related mass reduction and reductions in road loads relative to the 
baseline package. The results, shown in Figure 2.100, confirm that the LPM is able to reliably 
replicate the effectiveness values generated by the physics-based ALPHA model (within 2%) 
over a wide range of vehicle classes, technologies, and powertrain efficiency values. 

 

 

Figure 2.100 LPM and ALPHA Package Effectiveness Comparison for Vehicles and Throughout Distribution 
of Powertrain Efficiencies 
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2.3.4 Data and Assumptions Used in the GHG Assessment 

2.3.4.1 Engines: Data and Assumptions for this Assessment 

The majority of engine technologies used in this assessment are detailed in Chapter 2.2 of this 
TSD.  This section details engine technology information specific to the Proposed Determination 
analysis. 

In an effort to characterize the efficiency and performance of late model vehicle powertrains, 
and to update our engine data from that used in the FRM and Draft TAR, EPA tested several 
engines at its National Vehicle and Fuel Emissions Laboratory (NVFEL) and contractor 
facilities.  Depending on the information required, the engines were tested with their factory 
and/or developmental engine management systems that allowed EPA engineering staff to 
calibrate engine control parameters.  Figure 2.101 illustrates a typical engine test. 

 

Figure 2.101  2.0L I4 Mazda SKYACTIV-G Engine Undergoing Engine Dynamometer Testing at the EPA-
NVFEL Facility. 

In some cases, future engine configurations can be modeled using engine simulation software.   
EPA used Gamma Technologies GT-POWER engine simulation software to model future engine 
configurations based upon the Mazda 2.0L I4 SKYACTIV-G.  Computer-aided engineering 
tools, including GT-POWER, are commonly used during the initial stages of product 
development by automotive manufacturers and academia to establish the potential performance 
of engine design features, with respect to efficiency, emissions, and performance.  GT-POWER 
is a physics based suite of software that combines predictive diesel or spark-ignition combustion 
models; CAD-based, preprocessed libraries of the physical layout of induction, exhaust and 
combustion systems; models of chemical kinetics; wave dynamics models; turbocharger turbine 
and compressor models with surge, reverse-flow and pressure wave prediction; induction 
turbulence models; a kinetic knock model; injector spray models and an ability to apply minor 
adjustments to model-predicted parameters using data from engine dynamometer measurements.  
Engine dynamometer data was also used to directly validate simulations of specific engine 
hardware configurations via comparisons of measured vs. modeled values for knock intensity, 
combustion phasing, FMEP, BTE and other parameters.   

2.3.4.1.1 Low Friction Lubricants (LUB)  
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There were no public comments received with supporting data that would provide basis for 
changing the cost or effectiveness estimates for this technology, nor has EPA found additional 
information that supports such a change since the Draft TAR. Based on the analysis for the Draft 
TAR, the agencies estimated the effectiveness of LUB to be 0.5 to 0.8 percent. EPA has 
reviewed this technology and finds the effectiveness estimate remains applicable for this 
Proposed Determination. 

The cost associated with making the engine changes needed to accommodate low friction 
lubes is equivalent to that used in the Draft TAR, updated to 2015 dollars. The costs are shown 
below.  

Table 2.59  Costs for Engine Changes to Accommodate Low Friction Lubes (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $3 1  $3 $3 $3 $3 $3 $3 $3 $3 $3 

IC Low2 2018 $1 $1 $1 $1 $1 $1 $1 $1 $1 

TC   $4 $4 $4 $4 $4 $4 $4 $4 $4 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.1.2 Engine Friction Reduction (EFR1, EFR2) 

There were no public comments received with supporting data that would provide basis for 
changing the cost or effectiveness estimates for this technology, nor has EPA found additional 
information that supports such a change since the Draft TAR. Based on the analysis for the Draft 
TAR, EPA estimated the effectiveness of EFR1 at 2.0 to 2.7 percent.  Based on the analysis for 
the Draft TAR, EPA estimated the effectiveness of EFR2 at 3.4 to 4.8 percent.  EPA has 
reviewed this technology and finds the effectiveness estimate remains applicable for this 
Proposed Determination. 

The costs associated with engine friction reduction are equivalent to those used in the Draft 
TAR, updated to 2015 dollars. The costs are shown below first for engine friction reduction level 
1 and then for level 2.  

Table 2.60  Costs for Engine Friction Reduction Level 1 (dollar values in 2015$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

I3 DMC $38 1  $38 $38 $38 $38 $38 $38 $38 $38 $38 

I4 DMC $51 1  $51 $51 $51 $51 $51 $51 $51 $51 $51 

V6 DMC $77 1  $77 $77 $77 $77 $77 $77 $77 $77 $77 

V8 DMC $102 1  $102 $102 $102 $102 $102 $102 $102 $102 $102 

I3 IC Low2 2018 $9 $9 $7 $7 $7 $7 $7 $7 $7 

I4 IC Low2 2018 $12 $12 $10 $10 $10 $10 $10 $10 $10 

V6 IC Low2 2018 $19 $19 $15 $15 $15 $15 $15 $15 $15 

V8 IC Low2 2018 $25 $25 $20 $20 $20 $20 $20 $20 $20 

I3 TC  2018 $48 $48 $46 $46 $46 $46 $46 $46 $46 

I4 TC  2018 $63 $63 $61 $61 $61 $61 $61 $61 $61 

V6 TC  2018 $95 $95 $91 $91 $91 $91 $91 $91 $91 

V8 TC  2018 $127 $127 $122 $122 $122 $122 $122 $122 $122 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.61  Costs for Engine Friction Reduction Level 2 (dollar values in 2015$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

I3 DMC $84 1  $84 $84 $84 $84 $84 $84 $84 $84 $84 
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I4 DMC $109 1  $109 $109 $109 $109 $109 $109 $109 $109 $109 

V6 DMC $160 1  $160 $160 $160 $160 $160 $160 $160 $160 $160 

V8 DMC $211 1  $211 $211 $211 $211 $211 $211 $211 $211 $211 

I3 IC Low2 2024 $20 $20 $20 $20 $20 $20 $20 $20 $16 

I4 IC Low2 2024 $26 $26 $26 $26 $26 $26 $26 $26 $21 

V6 IC Low2 2024 $39 $39 $39 $39 $39 $39 $39 $39 $31 

V8 IC Low2 2024 $51 $51 $51 $51 $51 $51 $51 $51 $41 

I3 TC  2024 $104 $104 $104 $104 $104 $104 $104 $104 $100 

I4 TC  2024 $135 $135 $135 $135 $135 $135 $135 $135 $130 

V6 TC  2024 $199 $199 $199 $199 $199 $199 $199 $199 $191 

V8 TC  2024 $262 $262 $262 $262 $262 $262 $262 $262 $252 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.1.3 Cylinder Deactivation (DEAC) 

In the Draft TAR analysis, EPA estimated an effectiveness of 3.9 to 5.3 percent for fixed 
cylinder deactivation.  

In comments on the Draft TAR, UCS commented that EPA's effectiveness estimates for 
DEAC appeared conservative and cited a recent paper by ICCT that estimated fixed cylinder 
deactivation effectiveness as high as 6.5 percent. However, UCS also commented that NHTSA's 
estimate of 5 to 9 percent incremental effectiveness (on an engine already having VVT, VVL, 
and stoichiometric GDI) may be too aggressive.  

EPA notes that our estimated effectiveness applies to fixed cylinder deactivation and is within 
the 3 to 7 percent range that ICCT notes was cited in the Draft TAR. While consideration of 
more advanced rolling dynamic systems (such as those  under development by Schaeffler and 
Tula) might likely increase the estimated effectiveness, EPA notes that the system costs for fixed 
systems are lower. Rolling dynamic systems were not used by EPA to build packages for this 
analysis.   

In their comments, FCA asserted that EPA was overly optimistic on relying on the availability 
of cylinder deactivation (DEAC) at unrealistic speed / load operating points.  EPA based the 
speed and load operating points and availability of cylinder deactivation primarily upon 
benchmarking of a production MY2015 General Motors "Ecotec3" V6 naturally aspirated GDI 
light-truck engines equipped with coupled cam phasing and cylinder deactivation. The resulting 
effectiveness estimates based upon this data are somewhat conservative and within the lower 
range of effectiveness within published literature.559,560  Over the range of engine speed 
(approximately 1000 to 3000 rpm) and BMEP (approximately 1 to 5 bar), effectiveness was 
further reduced to reflect that cylinder deactivation could not occur 100 percent of the time 
within the area that it is active.  It was assumed that cylinder deactivation would only occur 60 
percent of the time within the engine speed and BMEP window where cylinder deactivation was 
active.  Again, this was a conservative estimate based upon benchmarking of the MY2015 
General Motors "Ecotec3" V6.  It did not take into consideration further improvements in NVH 
abatement under development to increase the percentage of vehicle operation under which 
cylinder deactivation can be enabled which would reasonably be expected to be in production for 
MY2022-MY2025 vehicles.560 

AAM provided no data on the range of engine speeds, BMEP or other factors impacting 
availability of DEAC, nor did AAM provide any specific critique regarding how EPA conducted 
the benchmarking of the production General Motors engine equipped with DEAC.  AAM also 
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did not discuss technologies under advanced stages of development to improve the availability of 
DEAC (NVH abatement measures for fixed and dynamic DEAC), as discussed by EPA within 
the draft TAR.  Consequently, EPA has been presented with no valid basis for changing its 
efficiency estimate for DEAC. 

AAM and FCA commented that DEAC should not be applied in conjunction with cooled 
EGR on ATK2 engines and that the effectiveness that EPA assumed for DEAC when applied to 
turbo-charged downsized engines was too high. Neither FCA nor AAM provided any data or 
detailed description of why DEAC could not be applied in conjunction with cEGR on ATK2 
engines.   

EPA notes that the effectiveness that EPA assumes for DEAC applied to turbocharged, 
downsized I3 and I4 engines is comparable to the effectiveness demonstrated by Ford and 
Schaeffler for applying fixed DEAC to a turbocharged I3 engine in a paper presented at the 2015 
Vienna Motor symposium.560  Mazda also presented data at the 2015 Vienna Motor Symposium 
showing data from a SKYACTIV-G DEAC system at an advanced stage of development and  
has already publicly shared data on a version of the SKYACTIV-G engine with cylinder 
deactivation561,562 with effectiveness comparable to EPA estimates for applying DEAC to ATK2, 
and has discussed the future application of cylinder deactivation to their SKYACTIV-G engines 
with the automotive press.563,564 Engine modeling by EPA and initial hardware testing appear to 
show synergies between the use of cEGR and DEAC with Atkinson Cycle engines.  Mazda has 
used cEGR with previous applications of their SKYACTIV-G engine and cEGR is currently 
used by Toyota and Hyundai in Atkinson Cycle engines for both HEV and non-HEV 
applications.  VW has already introduced a 4-cylinder Miller Cycle engine, the EA211 TSI® 
evo, which combines DEAC, cEGR, EIVC and turbocharging.  

EPA has reviewed this information and the comments submitted. It is our assessment that the 
effectiveness estimates used in the Draft TAR analysis for DEAC remain appropriate for this 
Proposed Determination analysis. 

The costs associated with cylinder deactivation for this Proposed Determination analysis are 
shown in Table 2.62 and are equivalent to those used in the Draft TAR but updated to 2015 
dollars. . 

Table 2.62  Costs for Cylinder Deactivation (dollar values in 2015$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

I4 DMC $88 24 $85 $83 $81 $80 $79 $78 $77 $76 $75 

V6 DMC $157 24 $150 $147 $145 $142 $140 $138 $136 $134 $133 

V8 DMC $177 24 $169 $166 $163 $160 $158 $155 $153 $151 $149 

I4 IC High1 2018 $50 $49 $30 $30 $30 $30 $30 $30 $30 

V6 IC Med2 2018 $61 $60 $45 $45 $45 $45 $45 $45 $45 

V8 IC Med2 2018 $68 $68 $51 $51 $51 $51 $51 $50 $50 

I4 TC   $134 $132 $112 $110 $109 $108 $107 $106 $105 

V6 TC   $211 $208 $190 $187 $185 $183 $181 $179 $177 

V8 TC   $237 $234 $214 $211 $208 $206 $204 $202 $200 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.1.4 Intake Cam Phasing (ICP) 
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Within the analysis for the Draft TAR, EPA estimated an effectiveness of 2.1 to 2.7 percent 
for ICP.  Toyota commented that EPA's estimate of ICP effectiveness is too high because "ICP 
effectiveness differs from combination of engine displacement, road load (R/L), T/M, and open 
duration setting of intake air camshaft." However, the comment did not share specific data on 
engines, specific camshaft phasing hardware and resultant effectiveness relative to hardware 
used, making it difficult to further assess the claim. EPA notes that the effectiveness data used in 
the Draft TAR is consistent with published and peer-reviewed data cited in the FRM, the Draft 
TAR and this Proposed Determination, and reflects performance consistent with the range of 
authority for ICP and DCP hardware for which cost estimates were developed.  EPA therefore 
believes that the effectiveness estimate used in the Draft TAR remains applicable for this 
Proposed Determination. 

The costs associated with intake cam phasing are equivalent to those used in the Draft TAR, 
updated to 2015 dollars. The costs are shown below.  

Table 2.63  Costs for Intake Cam Phasing (dollar values in 2015$) 

Engine Cost type DMC: base year cost 
IC: complexity 

DMC: learning curve 
IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $42 24 $40 $39 $38 $38 $37 $37 $36 $36 $35 

OHC-V DMC $84 24 $80 $78 $77 $76 $74 $73 $72 $71 $70 

OHV-V DMC $42 24 $40 $39 $38 $38 $37 $37 $36 $36 $35 

OHC-I IC Low2 2018 $10 $10 $8 $8 $8 $8 $8 $8 $8 

OHC-V IC Low2 2018 $20 $20 $16 $16 $16 $16 $16 $16 $16 

OHV-V IC Low2 2018 $10 $10 $8 $8 $8 $8 $8 $8 $8 

OHC-I TC   $50 $49 $46 $46 $45 $45 $44 $44 $43 

OHC-V TC   $100 $98 $93 $92 $90 $89 $88 $87 $86 

OHV-V TC   $50 $49 $46 $46 $45 $45 $44 $44 $43 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 
 

2.3.4.1.5 Dual Cam Phasing (DCP) 

Based on the analysis for the Draft TAR, EPA estimated the effectiveness of DCP to be 
between 4.1 to 5.5 percent.  

In comments on the Draft TAR, Toyota suggested that EPA's estimate of DCP effectiveness 
was too high "to account for DCP effectiveness differences resulting from the combination of 
engine displacement, R/L, TIM, and open duration setting of intake air camshaft. Similar to the 
comment on intake cam phasing cited above, the comment did not share specific data on engines, 
specific camshaft phasing hardware and resultant effectiveness relative to hardware used, making 
it difficult to further assess the claim. EPA notes that the effectiveness data used in the Draft 
TAR is consistent with published and peer-reviewed data cited in the FRM, the Draft TAR and 
this Proposed Determination, and reflects performance consistent with the range of authority for 
ICP and DCP hardware for which cost estimates were developed.  EPA therefore believes that 
the effectiveness estimate used in the Draft TAR remains applicable for this Proposed 
Determination. 

 

The costs associated with dual cam phasing are equivalent to those used in the Draft TAR, 
updated to 2015 dollars. The costs are shown below.  
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Table 2.64  Costs for Dual Cam Phasing (dollar values in 2015$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $77 24 $73 $72 $71 $69 $68 $67 $66 $65 $65 

OHC-V DMC $164 24 $157 $154 $151 $149 $146 $144 $142 $140 $139 

OHC-I IC Med2 2018 $30 $29 $22 $22 $22 $22 $22 $22 $22 

OHC-V IC Med2 2018 $63 $63 $47 $47 $47 $47 $47 $47 $47 

OHC-I TC   $103 $101 $93 $91 $90 $89 $88 $87 $86 

OHC-V TC   $221 $217 $199 $196 $194 $191 $189 $187 $186 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.1.6 Discrete Variable Valve Lift (DVVL) 

Based on the analysis for the Draft TAR, EPA estimated the effectiveness for DVVL at 4.1 to 
5.6 percent.  

In comments on the Draft TAR, Toyota suggested that EPA's estimate of DVVL effectiveness 
was too high because "DVVL effectiveness differs from combination of engine displacement, 
road load (R/L), T/M, and open duration setting of intake air camshaft." Similar to the comments 
on intake cam phasing and dual cam phasing cited above, the comment did not share specific 
data on engines, specific camshaft phasing hardware and resultant effectiveness relative to 
hardware used, making it difficult to further assess the claim. EPA notes that the effectiveness 
data used in the Draft TAR is consistent with published and peer-reviewed data cited in the 
FRM, the Draft TAR and this Proposed Determination, and reflects performance consistent with 
DVVL hardware for which cost estimates were developed.  EPA therefore believes that the 
effectiveness estimate used in the Draft TAR remains applicable for this Proposed 
Determination. 

The costs associated with discrete variable valve lift are equivalent to those used in the Draft 
TAR, updated to 2015 dollars. The costs are shown below.  

Table 2.65  Costs for Discrete Variable Valve Lift (dollar values in 2015$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $131 24 $125 $123 $121 $119 $117 $115 $113 $112 $111 

OHC-V DMC $190 24 $182 $178 $175 $172 $169 $167 $165 $162 $160 

OHV-V DMC $271 24 $260 $255 $250 $246 $242 $238 $235 $232 $229 

OHC-I IC Med2 2018 $50 $50 $38 $38 $38 $37 $37 $37 $37 

OHC-V IC Med2 2018 $73 $73 $55 $54 $54 $54 $54 $54 $54 

OHV-V IC Med2 2018 $105 $104 $78 $78 $78 $78 $78 $77 $77 

OHC-I TC   $176 $173 $158 $156 $154 $153 $151 $149 $148 

OHC-V TC   $255 $251 $230 $227 $224 $221 $219 $217 $214 

OHV-V TC   $364 $359 $328 $324 $320 $316 $313 $309 $306 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.1.7 Continuously Variable Valve Lift (CVVL) 

Based on the analysis for the Draft TAR, EPA estimated the effectiveness for CVVL at 5.1 to 
7.0 percent.  

In comments on the Draft TAR, Toyota suggested that EPA's estimate of CVVL effectiveness 
was too high, citing "the same reasons cited above" with regard to ICP, DCP, and DVVL. Other 
than making a general statement, the comment did not share specific data on engines, specific 
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hardware and resultant effectiveness relative to hardware used, making it difficult to further 
assess the claim. EPA notes that the effectiveness data used in the Draft TAR is consistent with 
published and peer-reviewed data cited in the FRM, the Draft TAR and this Proposed 
Determination, and reflects performance consistent with CVVL hardware for which cost 
estimates were developed.  EPA therefore believes that the effectiveness estimate used in the 
Draft TAR remains applicable for this Proposed Determination. 

The costs associated with continuously variable valve lift are equivalent to those used in the 
Draft TAR, updated to 2015 dollars. The costs are shown below.  

Table 2.66  Costs for Continuously Variable Valve Lift (dollar values in 2015$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $197 24 $188 $184 $181 $178 $175 $173 $170 $168 $166 

OHC-V DMC $360 24 $345 $338 $332 $326 $321 $316 $312 $308 $304 

OHV-V DMC $393 24 $376 $369 $362 $356 $350 $345 $340 $336 $332 

OHC-I IC Med2 2018 $76 $76 $56 $56 $56 $56 $56 $56 $56 

OHC-V IC Med2 2018 $139 $139 $104 $103 $103 $103 $103 $103 $103 

OHV-V IC Med2 2018 $151 $151 $113 $113 $113 $112 $112 $112 $112 

OHC-I TC   $264 $260 $237 $234 $231 $229 $226 $224 $222 

OHC-V TC   $484 $477 $435 $430 $424 $419 $415 $411 $407 

OHV-V TC   $527 $520 $475 $469 $463 $458 $453 $448 $444 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.1.8 Atkinson Cycle Engines in Non-HEV Applications 

In the last few years, a new generation of naturally aspirated SI Atkinson Cycle engines 
applicable outside of HEVs have been introduced into light-duty vehicle applications.  The most 
prominent application of this technology is the Mazda SKYACTIV-G system.  It combines direct 
injection, an ability to operate over an Atkinson Cycle with increased expansion ratio, wide-
authority intake camshaft timing, and an optimized combustion process.  This type of engine 
operation is not limited to naturally aspirated engines and when applied to boosted engines is 
referred to as "Miller Cycle," as described below. 

2.3.4.1.8.1  Effectiveness Data Used and Basis for Assumptions 

EPA initiated an internal study to investigate potential improvements in the incremental 
effectiveness of Atkinson Cycle engines through the application of cooled EGR, an increase in 
compression ratio, and 2/4 cylinder deactivation.  Cooled EGR offered the potential for 
additional knock mitigation, increased compression ratio, and reduced pumping losses.  The use 
of cylinder deactivation held potential for additional pumping loss reduction under light-load 
conditions.  Initially, EPA studied the potential for improvements using 1-D gas dynamics/0-D 
combustion simulation software.FFF  A 2.0L Mazda SKYACTIV-G GDI Atkinson Cycle engine 
was thoroughly benchmarked by EPA with the engine dynamometer test facilities at the EPA-
NVFEL laboratory in Ann Arbor, MI.  Performance data and physical dimensions for the engine 
and its gas exchange and combustion processes were used by EPA to build and validate the 
simulation.  Details of the study, including methods used to build the engine model, model 
validation, and initial engine modeling results are provided in Lee et al. 2016.554 A comparison 
of engine dynamometer test data to modeling results for a 1-point increase in geometric CR and 

                                                 
FFF Gamma Technologies "GT-POWER.” 
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the use of cEGR with an Atkinson Cycle engine are shown in Figure 2.102.  Single point values 
for regions of operation important for the regulatory drive cycles are shown from approximately 
2-bar BMEP to 7 or 8 bar BMEP and from 1500 rpm to 2500 rpm (i.e., comparable to areas of 
high frequency of operation over the UDDS and HWFET as shown in Figure 2.80).  Engine 
simulation results showed the potential for an approximately 3 percent to 9 percent incremental 
effectiveness in areas of operation of importance for the FTP and HWFET regulatory cycles 
using a combination of cooled EGR and a 1-point increase in compression ratio (14:1), with the 
largest improvements (6 to 9 percent incremental) occurring between 4-bar and 8-bar BMEP. 
While the increased expansion from a 1-point increase in geometric compression ratio 
incrementally improves cycle efficiency, most of the improvement in effectiveness was due to 
reductions in pumping losses from cooled cEGR. 

 

Figure 2.102  Comparison of a 2.0L Mazda SKYACTIV-G engine with a  13:1 geometric compression ratio to 
engine simulation results of a comparable engine with a 1-point increase in geometric compression ratio 

(14:1) and cooled, low-pressure EGR.GGG 

Simulation results also show potential for an approximately 3 percent to 12 percent 
incremental effectiveness in areas of engine operation with significant importance for the UDDS 
and HWFET drive cycles using a combination of cooled EGR, a 1-point increase in compression 
ratio (14:1), and with fixed (2-cylinder) cylinder deactivation when operating below 5-bar BMEP 
and for engine speeds of 1000 rpm to 3000 rpm, and depending on how much cylinder 
deactivation can be active within this range of operation.  Simulation results also show an 
incremental effectiveness of approximately 3 percent to 7 percent (Figure 2.103) when 
comparing the cooled EGR/higher geometric compression ratio results with and without cylinder 
deactivation.  This is consistent with other published results for both production and proof-of-
concept fixed (not dynamic) cylinder deactivation.559,560,565  This represents a maximum potential 
for fixed cylinder deactivation within the speed and load range analyzed.  Based on 
benchmarking results of the GM "Ecotec3" 4.3L V6 engine, we estimated that cylinder 
deactivation would available approximately 60 percent of the time within this speed and load 
range for the analysis within the draft TAR and the Proposed Determination.  This is a 

                                                 
GGG The simulation results presented in Figure 2.102 and Figure 2.103 include kinetic knock modeling and 

calibration of the simulation to knock induction comparable to the original engine configuration for both Tier 2 
certification test fuel (E0, 96 RON) and LEV III certification test fuel (E10, 88 AKI, 91 RON).  An adequate 
representation of knock-limited torque within an engine simulation requires careful experimental validation of the 
kinetic knock model used by the simulation.   

Note: Engine maps scaled equivalent torque to allow direct comparisons at 20 operational points
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conservative estimate that does not take into use of improved crankshaft dampening systems or 
other NVH measures that would reasonably be expected to extend the amount of cylinder 
deactivation operation possible within this region of engine speed and BMEP.566  

 

Figure 2.103  Comparison of a 2.0L Mazda SKYACTIV-G engine with a  13:1 geometric compression ratio to 
engine simulation results of a comparable engine with a 1-point increase in geometric compression ratio 
(14:1), cooled, low-pressure EGR and cylinder deactivation with operation on 2 cylinders at below 5-bar 

BMEP and 1000 - 3000 rpm. 

The EPA internal study on Atkinson Cycle engines entered a second phase involving engine 
dynamometer validation of the simulation results using a EU-market version of the Mazda 
SKYACTIV-G engine with increased geometric compression ratio (14:1), a proof-of concept 
low-pressure-loop cooled EGR system, and the use of a dual-coil offset (DCO) ignition system 
to improve EGR tolerance of the engine (see Figure 2.104).567,568  Initial results have been 
promising.  The improved ignition characteristics of the DCO ignition system has allowed an 
increase in the range of part-load engine operation at relatively high rates (approximately 20 
percent) of cooled EGR beyond that of the relatively conservative, fixed EGR map used in the 
simulation study.  This allowed further reductions in part-load pumping losses which improve 
fuel efficiency while maintaining a COV of IMEPHHH of less than 3-4 percent, which is 
comparable to that of the original engine configuration.  

                                                 
HHH Coefficient of variation (COV) of indicated mean effective pressure based on high-speed in-cylinder pressure 

measurements.  This is a commonly used indicator of combustion instability and would typically be kept to values 
that are under 3% to 5% depending on operating conditions and engine application.  Lower COV corresponds to 
smoother engine operation. 

Note: Engine maps scaled equivalent torque to allow direct comparisons at 38 operational points
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Figure 2.104  Mazda 2.0L SKYACTIV-G engine with 14:1 geometric compression ratio, cooled low-pressure 
external EGR system, DCO ignition system, and developmental engine management system undergoing 

engine dynamometer testing at the U.S. EPA-NVFEL facility in Ann Arbor, MI.  

 

The ignition system improvements also allowed further optimization internal EGR (iEGR) 
and external cEGR rates and allowed higher EGR rates to be shifted to and broadened to cover 
more operation over the UDDS and HWFET (see  

Figure 2.105).  The calibrated rates of cEGR arrived at during engine dynamometer testing 
were remarkably similar to published data for a production application of cEGR to an Atkinson 
Cycle engine.571   

The CO2 reductions achieved during engine dynamometer testing occurred over a broader 
area of operation than for the engine simulation conducted for the draft TAR.  At engine speeds 
below 2000 rpm, larger reductions in CO2 were achieved during engine testing between 4 and 8 
bar BMEP although simulations results showed larger CO2 reductions below 2.5 bar BMEP.  At 
all other conditions above 2000 rpm and 1 bar BMEP, engine test results achieved comparable or 
larger reductions in CO2 emissions than the engine simulation results from the draft TAR.  See 
Figure 2.106 for a graph of modeled and tested CO2 effectiveness.  Note that the regions of CO2 
effectiveness roughly correlate with the EGR rates shown in Figure 2.105. 
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Figure 2.105 Modeled internal EGR and cEGR rates (in percent) from the draft TAR engine simulation (left 
top and left bottom, respectively) compared to internal EGR and cEGR rates achieved during engine testing 

(right top and right bottom, respectively). 

Note: White areas of the contour plots reflect <1% (effectively zero) EGR. 
 

 

Figure 2.106  Modeled CO2 effectiveness for internal and cEGR from the draft TAR engine simulation (left) 
compared to CO2 effectiveness achieved during engine testing (right).   
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The updated laboratory engine test data and simulations of ATK2 using cEGR described 
above were very encouraging and suggest that the Draft TAR effectiveness projections are 
conservative.  Therefore, it was decided that the internal and cEGR rates and resulting fuel maps 
and CO2 effectiveness from the engine simulations used in the Draft TAR were still appropriate 
to use for the Proposed Determination analysis. Consequently, the higher CO2 effectiveness 
achieved during additional laboratory engine testing was not reflected within LPM CO2 
effectiveness for the Proposed Determination. In summary, the CO2 effectiveness used within 
the Proposed Determination for the application of cEGR to non-HEV Atkinson Cycle engines 
has been confirmed with laboratory testing and is expected to be conservative relative to the 
effectiveness that was achieved during engine dynamometer testing.  

Furthermore, in the absence of engine dynamometer validation of the kinetic knock model, 
engine displacements were increased by 5 percent for all "advanced" ATK2 engine packages to 
which a 1-point increase in geometric CR and cEGR are applied.  This was done to reflect a 
reduction in peak BMEP and a resultant necessity for increased engine displacement to maintain 
vehicle acceleration performance.  This adjustment resulted in a decrease in LPM CO2 
effectiveness for the proposed determination relative to the Draft TAR of approximately 0.1 to 
0.65%, with the range roughly coinciding with low and high power-to-weight-ratio vehicles, 
respectively.   

Cylinder deactivation (DEAC) was also simulated during engine dynamometer testing by 
disabling valve events to two cylinders via cam-follower removal and allowing trapped air to act 
as an "air-spring" within the two disabled cylinders.  Figure 2.107 shows the CO2 effectiveness 
when combining operation on 2-cylinders at below 3.75-bar BMEPIII and between 1000 and 
3000 rpm with cEGR and with internal EGR optimized for two-cylinder operation.  It should be 
noted that the effectiveness due to simulated cylinder deactivation shown in Figure 2.107 should 
be considered a "maximum" effectiveness within the speed and load range that cylinder 
deactivation was simulated during dynamometer testing.   

 

Figure 2.107 CO2 effectiveness achieved during engine testing with cEGR and simulated 2-cylinder fixed 
cylinder deactivation from 1000 to 3000 RPM and at less than 3.75 BMEP. 

 

                                                 
III BMEP is reported relative to the entire engine displacement with both active and inactive cylinders. 
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The effectiveness achieved from simulated cylinder deactivation during testing of modified 
Mazda SKYACTIV-G engine was also very similar to effectiveness results presented by Mazda 
for their developmental cylinder deactivation system for the 2.0L SKYACTIV-G, although the 
Mazda system appears to use a broader engine speed window than what was considered during 
simulation for the Draft TAR or subsequent engine dynamometer validation.561 

Cylinder deactivation along with both internal and cEGR rates and resulting fuel maps and 
CO2 effectiveness from the engine simulations developed for the draft TAR were also used for 
Proposed Determination and thus the higher CO2 effectiveness achieved during engine testing of 
an Atkinson Cycle engine with simulated cylinder deactivation was not reflected within LPM 
CO2 effectiveness for the Proposed Determination. The CO2 effectiveness used within the 
Proposed Determination for the application of cEGR to non-HEV Atkinson Cycle engines is thus 
expected to be somewhat conservative relative to the effectiveness that was achieved during 
engine dynamometer testing or relative to other similar work demonstrated by Mazda.561 

The Alliance of Automobile Manufacturers (AAM) and FCA commented that EPA's results 
used optimistic ATK2 engine fuel consumption maps.  However, they did not provide data or 
other information to substantiate its claim that EPA's engine dynamometer fuel consumption 
measurements using a MY2014 Mazda OEM production 2.0L SKYACTIV-G, upon which the 
ATK2 packages from the TAR analysis are based, were in any way unrepresentative of this 
engine's actual performance.  AAM did provide a fuel consumption "difference map" (see chart 
B-1 from the AAM public comments which is reproduced in Figure 2.108) purporting to show 
the difference between a map developed from EPA-published test data using Tier 2 certification 
gasoline and data provided to AAM by USCAR using an unspecified 91 RON fuel.  AAM 
implied that there were areas of concern that call into question the ATK2 fuel maps as a baseline 
for further theoretical additions of technology.  This AAM map is referred to as the "difference 
map" in the following response.   
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Figure 2.108  "Difference map" comparison provided by AAM between EPA data generated using Tier 2 
certification gasoline and "USCAR 91 RON data" for a Mazda SKYACTIV-G 2.0L engine. (AAM Fig B-1)JJJ 

First, from a regulatory compliance standpoint, AAM's comparison between Tier 2 and other 
fuels has no basis.  This is because the stringency of the GHG (and fuel economy) standards is 
based exclusively on use of Tier 2 fuel.  Furthermore, EPA has investigated the difference in 
CO2 performance between Tier 2 and Tier 3 test fuels, and preliminary data indicate that 
vehicles actually perform slightly better from a CO2 standpoint (i.e. emit less CO2) using Tier 3 
fuel.  This is because Tier 3 test fuel has less energy content but also a lower carbon content than 
Tier 2 fuel.  EPA has already indicated in the Tier 3 rule package that, as a convenience to avoid 
testing using different fuels, EPA will make an adjustment to convert CO2 results using Tier 3 
test fuel to account for the different fuel properties.  Please see Chapter 2.3.1.3 (Fuels) for 
additional discussion.  

In any case, the AAM commenter provided virtually no information regarding test and or 
analytical methods, assumptions, fuel properties, environment test conditions, how the engine 
was controlled or how control was modeled, among other pertinent factors.  Thus, AAM did not 
provide any fuel specifications other than RON, so it is unclear if the map purports to show a 
difference due to RON or a difference due to a combination of factors that also impact fuel 
consumption (e.g., differences in fuel ethanol content and/or net energy content or other fuel 
properties).  Use of any future certification fuels with differing properties would also necessarily 
include a correction back to GHG performance on Tier 2 certification fuel, as EPA has already 
indicated for Tier 3 test fuel, again as noted above.   

Although the "difference map" provided by AAM is identified as showing fuel consumption 
differences, no specific units were identified by AAM, so it is not clear if the map shows 

                                                 
JJJ Alliance of Automobile Manufacturers Comments on Draft Technical Assessment Report. EPA docket number 

EPA-HQ-OAR-2015-0827-4089-A1. 
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absolute differences in fuel mass flow rate, absolute differences in fuel volumetric flow rate, or 
percentage differences on either a mass or a volumetric basis.  AAM identified USCAR as the 
source of data used for the comparison, but it is unclear if the data compared to EPA's measured 
fuel consumption was generated using modeling, if it was generated using data from engine 
dynamometer testing, or if it was estimated by some other means.   

Neither the underlying test conditions nor the experimental design were shared for any data 
that may have been generated, so it is impossible to even assess the validity or veracity of the 
data presented.  The absence of underlying data or other supporting details in the comment 
makes these issues a matter of conjecture.  For example: 

 If the data used to calculate the fuel consumption difference map was generated from 
USCAR engine dynamometer testing, it is unclear why AAM/USCAR would only 
test an engine using a 91 RON fuel and then compare the results to EPA data.  Such a 
comparison inherently introduces different uncertainty by comparing data from 
different engines tested in different laboratories, potentially under different testing 
and operating conditions.   

 AAM did not share the test conditions under which the engine was tested, any 
procedures used to ensure data quality, any measured analytical fuel properties other 
than RON, the number of data points used to generate the fuel consumption 
"difference map", or the interpolation method used to generate the "difference map". 

 A more reasoned difference map comparison would be to conduct independent testing 
with both a Tier 2 certification fuel and a 91 RON, or Tier 3 certification, fuel using 
the same engine in order to generate a "difference map" with commonality of engine, 
engine management system calibration, experimental equipment, and laboratory 
equipment calibration.   

 A more valid difference map comparison would also involve an engine from the same 
vehicle application to demonstrate any fuel consumption differences without the 
added uncertainty of lab-to-lab and design-of-experiment differences.  

 

In summary, the commenter provided no information to compare vintage or application of the 
actual engine or engines tested, and did not state whether or not testing was conducted.  More 
specifically, the comments did not state: test and or analytical methods, assumptions, fuel 
properties, environment test conditions, how the engine was controlled or how control was 
modeled, the number of data points gathered to generate the AAM "difference map" to assure 
that identical testing and a sufficient fit of data was performed. For example, not enough 
information was provided to know how accessory loads or engine cooling were handled in any 
testing that may have been performed.   

 

While AAM shared neither the underlying data, underlying assumptions, nor even the units 
used within the "difference map" with EPA, we nevertheless independently generated a complete 
set of "difference maps".  As part of ongoing engine technology benchmarking activities, EPA 
tested a MY2014 Mazda SKYACTIV-G 2.0L engine with a geometric compression ratio of 13:1 
(i.e. ATK2) using fuels having different properties, including differences in RON.  Our 
comparison of the engine operation on a brake-thermal-efficiency basis, or after correction of 
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percentage mass differences in fuel consumption to an equivalent energy basis, revealed little or 
no discernable difference between fuels over the areas of concern for regulatory testing beyond 
the differences in energy content between the fuels.  The results of EPA's engine map 
comparisons is available in Appendix D. 

In their comments, AAM and FCA expressed concerns about the practical limitations for 
cEGR to limit engine knock.  EPA conservatively considered practical limitations of cEGR to 
limit engine knock and took these limitations into account when modeling the impacts of cEGR 
on engine operation.  In EPA's assessment of cEGR effectiveness, EPA not only took into 
consideration the practical limitations for improving knock-limited spark advance (KLSA), but 
also practical limitations in applying cEGR to reduce pumping losses at part-load conditions.   

Part-load pumping loss reductions from cEGR are more important to the drive-cycle 
effectiveness of cEGR than use of cEGR solely for knock abatement.  Typically, improvements 
to KLSA would not significantly impact performance on the FTP or HWFET drive cycles since 
knock-limited operation is either not encountered or not often encountered over these cycles with 
naturally aspirated engines, including those using Atkinson Cycle.    Non-HEV Atkinson Cycle 
engine applications reduce effective compression ratio under part-load conditions to reduce 
pumping losses from throttling.  Thus, limits on part-load cEGR application due to combustion 
stability result in more important impacts on cEGR effectiveness under the conditions 
encountered over the regulatory drive cycles used for GHG compliance (e.g., sub-6 bar BMEP 
for engines like the Mazda SKYACTIV-G) than would be the case of using cEGR solely for 
improving knock-limited spark advance.     

The cEGR limits investigated by EPA included investigating adverse effects on combustion 
phasing and the potential for deterioration of combustion stability at part load, which potentially 
limit the availability of pumping loss reductions from EGR over the regulatory drive cycles.  The 
0-D/1-D models used for investigation of cEGR effectiveness could not adequately account for 
changes to COV of IMEP (an important indicator of combustion stability), so limits on cEGR 
based upon published literature were initially investigated by EPA during modeling.  

During engine dynamometer testing to validate the modeling results, EPA made improvements to the 
ignition system to allow the use of higher cEGR rates at some part-load conditions representing important 

areas of operation for the regulatory drive cycles.  This allowed engine operation at higher cEGR rates 
than were considered during modeling while still achieving comparable or improved COV of IMEP when 
compared to the OE engine configuration with lower geometric compression ratio and no external EGR.   

Figure 2.105 compares modeled internal EGR and cEGR rates with those actually achieved 
during engine testing with a developmental cEGR system, 14:1 geometric compression ratio, and 
revised valve event timing. The results used in the Draft TAR and the Proposed Determination 
analyses continue to reflect the use of a more conservative cEGR strategy, with somewhat 
reduced cEGR rates relative to what has been demonstrated by EPA during engine dynamometer 
developmental testing.  

The application of cEGR technology is found in many light-duty vehicles in the current fleet.  
As such, the feasibility of applying cEGR to mitigate knock and reduce part-load pumping losses 
has already been established.  Although cEGR development has been a significant topic of auto 
manufacturer research and development in recent years for both naturally aspirated and 
turbocharged applications, AAM shared no data with EPA showing achievable cEGR rates and 
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cEGR operational limitations from engine simulation, engine dynamometer developmental 
testing, or from actual production applications of cEGR that have been introduced in the U.S., 
Europe and Asia.569,570,571,572,573  

Further comments from AAM and Ford expressed concern that EPA did not take into account 
the impact of 91 RON market and certification test fuels when developing fuel economy 
effectiveness.  While EPA's analysis of effectiveness of gasoline fueled engines did not include 
analysis of effectiveness using Tier 3 certification gasoline (E10, 87 AKI), protection for 
operation in-use on 87 AKI E10 gasoline was included in the analysis of engine technologies 
considered both within the Draft TAR and this Proposed Determination. 

  As noted in the discussion on Atkinson cycle engines in Chapter 2.3.4.1.8, from the current 
regulatory compliance standpoint, determining fuel economy effectiveness using any fuel other 
than Tier 2 fuel has no basis.  Consistent with Federal regulations under the Clean Air Act and 
EPCA, when test fuel properties are updated EPA will determine appropriate test procedure 
adjustments in order maintain the same level of stringency of the GHG standards should 
manufacturers elect to test vehicles using Tier 3 certification fuel (as noted in that earlier 
response, EPA is providing this accommodation to ease testing burden, although the GHG rules 
specify Tier 2 fuel as the test fuel).  A correction factor for application to future vehicles certified 
to the GHG standards using Tier 3 gasoline that will allow correction of CO2 emissions in a 
manner that accounts for differences between Tier 2 and Tier 3 certification fuels is currently 
under regulatory development with manufacturers, industry, and other stakeholder involvement.  
Please refer to Chapter 2.3.1.3 (Fuels) for further discussion. 

In other comments, AAM and FCA expressed concern that the benefits modeled by GT-
POWER for the Advanced Atkinson Tech Package have not been verified by manufacturers or 
by the agencies.  EPA notes that CAE models, such as GT-POWER, are routinely used by 
manufacturers to aid in the development of engine and other technologies to comply with EPA 
standards.  Furthermore, estimated effectiveness from CAE modeling is conservative relative to 
data generated via engine dynamometer validation (see 2.3.4.1.8.1).  The AAM commenters are 
correct in stating that models, including 0D/1D combustion and flow models like GT-POWER, 
need careful validation relative to engine dynamometer performance in order to be used as 
predictive tools, and EPA has conducted hardware validation as described below and in section 
2.3.4.1.8.1.    

AAM's comment referred to SAE Paper 2016-01-0565, which documents part of the 
validation process, including validation that the model can predict operational characteristics of a 
base engine design.  AAM unfortunately significantly misquoted a sentence from this paper: 
“[the] BSFC map [of the ATK2 engine] at 14:1 CR [with cooled EGR and cylinder deactivation] 
could not be validated with engine dynamometer operation, even with use of 96 RON E0 fuel, 
due to the onset of knock.”  The parentheticals added by AAM are both wrong and misleading.  
First, the BSFC map at 14:1 geometric compression ratio does not represent either ATK2 or 
testing of an engine with cooled EGR and/or cylinder deactivation.  

ATK2 effectiveness was developed by EPA via benchmarking of a production, unmodified 
MY2014 U.S.-market Mazda SKYACTIV-G 2.0L 4-cylinder Atkinson Cycle engine with a 13:1 
geometric compression ratio.  The engine with the 14:1 geometric compression ratio originally 
discussed in the SAE paper was a European-market version of the engine not available in the 
U.S. and with hardware and EMS calibration developed for operation on higher octane, 
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predominantly E0 fuels available in Europe.  An unmodified European version of this engine 
without cEGR and without other significant hardware and calibration changes could not 
reasonably be expected to have capability to operate on U.S. fuels, even premium-grade fuels, 
without a risk of knock onset.   

At the time that SAE Paper 2016-01-0565 was prepared by EPA staff, developmental 
hardware that could potentially enable the use of the higher geometric compression ratio 
hardware, such as cEGR, a developmental/open EMS allowing engine calibration, higher energy 
ignition system, and possibly cooling system improvements was not yet available and thus the 
entire point of using CAE tools was to allow EPA to investigate potential improvements as 
future technologies were applied to the engine using reasonable engineering assumptions.  This 
is a long-recognized way of assessing and reasonably predicting technology effectiveness.  See, 
e.g. Amer. Petroleum Inst. v. EPA, 706 F. 3d 474,, 480 (D.C. Cir. 2013). 

EPA has completed initial hardware validation of the GT-POWER modeling of non-HEV 
Atkinson Cycle engine simulations conducted for the Draft TAR.  While EPA continued its 
hardware validation and incremental improvement of GT-POWER modeling of this specific 
application of technologies, EPA engineering staff shared its initial results used in the Draft TAR 
regarding cEGR and CDA GT-POWER model validation at the higher geometric compression 
ratio with engineering staff from AAM member companies at an April 12, 2016 USCAR 
meeting. At that meeting, EPA staff responded informally to questions and participated in a 
discussion of both Atkinson Cycle engine technology and the use of external cEGR and CDA 
with Atkinson Cycle engines.  EPA staff also used design of experiments for both GT-POWER 
modeling and for hardware validation of the technologies assessed using GT-POWER modeling.  
During the course of the meeting, no indication was made that the use CAE tools such as GT-
POWER modeling were inappropriate or “not accurate enough for reference” in the MTE.  Such 
tools are regularly used by the automotive industry themselves to guide product development and 
are used extensively by USCAR to guide research and development to improve internal 
combustion engine and vehicle efficiency, hence the interest in inviting EPA staff make a 
presentation at the meeting.  EPA received no formal "meeting minutes", as referenced by AAM, 
from either AAM or from USCAR. EPA's presentation materials from the USCAR meeting are 
available in the Docket.574 

The hardware development, engine dynamometer testing, model validation and updating of 
the GT-POWER model do represent significant further study and development of these 
technologies. EPA has completed much of this work, which as explained earlier, confirms that 
our estimates for the Proposed Determination are appropriate.  Initial test results of engine 
dynamometer testing with cEGR, 14:1 geometric CR and CDA are summarized in Chapter 
2.3.4.1.8 and are the topic of upcoming journal and technical paper submissions.  These initial 
hardware validation results indicate that the modeling approach used within GT-POWER was 
conservative with respect to the determining the effectiveness of future technologies applied to 
ATK2. 

AAM also made other erroneous assertions related to SAE Paper 2016-01-0565 and the April 
12, 2016 USCAR meeting.  For example, AAM claimed that there was a "serious clerical error in 
translating the GT-POWER full load torque data to ALPHA which was then carried into the 
LPM’s calibration" and that "in the SAE paper 2016-01-0565 the GT-POWER model correctly 
limited the full load torque of the engine due to knock onset" (p. 49 AAM comments). This 
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statement is incorrect.  EPA notes that work to develop a model of knock limited peak torque had 
not been completed in time for the initial SAE 2016-01-0565 paper, and no such data or 
modeling was referenced as part of that work.  Furthermore, the torque curve claimed by AAM 
to be from EPA's SAE paper does not match either torque limits or data plotting limits used 
anywhere within SAE 2016-01-0565.  Figure 2.109 shows the discrepancy alleged by AAM in 
figure B-2 of their comments.  

 

Figure 2.109  This figure was reproduced from "Figure B-2" of the AAM comments purporting to show a 
discrepancy between the torque curves used in SAE 2016-01-0565 vs. those used within the ALPHA model. 

 

Figure 2.110 overlays EPA data onto the original AAM figure showing the following 
additional torque data: 

 Maximum plotted torque (not peak torque) from GT Power model of 2014 
SKYACTIV-G 2.0L BSFC from SAE 2016-01-0565 (solid, orange line).  Note that 
the limits were solely limits of the data points analyzed within GT-POWER, not 
knock-limited torque  

 Maximum plotted torque for modeling knock induction at 13:1, 14:1, and 14:1 
w/cEGR from SAE 2016-01-0565 (dashed, light blue line).  Note that the limits were 
solely limits of the data points analyzed within GT-POWER, not knock-limited 
torque  

 Torque curve from initial engine dynamometer testing shown in SAE 2016-01-0565 
(solid green line).  This torque curve represented test data from engine dynamometer 
benchmarking of a U.S.-market MY2012 Mazda SKYACTIV-G engine.  The torque 
limits served as the initial developmental limits for GT-POWER model development, 
assessment of future technologies, and initial cEGR hardware development that 
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occurred after the SAE paper was published.  EPA's torque mapping procedures were 
updated, and this torque curve has been replaced with the one described below. 

 Torque curve from Chapter 5 2014 SKYACTIV-G 2.0L engine map (dashed black 
line).  This torque curve was developed during benchmarking of the MY2012 Mazda 
SKYACTIV-G engine that occurred too late for inclusion in the initial SAE paper.  
These torque limits serve as the current limits for GT-POWER model development, 
assessment of future technologies, and cEGR hardware development and also serve as 
the torque limits used within ALPHA modeling.   

 

 

Figure 2.110  This is a reproduction of AAM figure B-2 with EPA data for two engine dynamometer derived 
torque curves (green and black dashed) as well the extent of modeled data points (orange, light-blue-dashed).  

None of the data from SAE 2016-01-0565 matches the solid blue line from the AAM comments citing SAE 
2016-01-0565. 

AAM’s original red line approximately matches what was used by EPA within the Draft TAR 
and within ALPHA modeling (black dashed line) for both ATK2 (13:1 CR) and ATK2+cEGR 
(14:1 CR) engines.  However, "ATK2" was mischaracterized in AAM's comment as representing 
operation of an engine using a 14:1 geometric CR.  It does not.  ATK2 actually uses a 13:1 
geometric CR and is the same as a U.S.-market MY2014 Mazda SKYACTIV-G 2.0L engine. It 
is only the ATK2+cEGR that has a 14:1 geometric CR.  It is not clear what AAM’s solid blue 
line is supposed to represent because it does not represent any data presented within SAE 2016-
01-0565.   

The green line represents the torque limit from the first figure in the paper, converted to 
BMEP to be consistent with AAM's figure.  It also represents what EPA was using as maximum 

Note: AAM Mischaracterized 
the ALPHA input data – ATK2 
actually represents a 2014 
Mazda SkyactivG engine with 
13:1 geometric CR

AAM-plotted ALPHA torque curve
Torque curve from Chapter 5 2014 SkyactivG 2.0L engine map (also used in ALPHA for ATK2)
Torque curve from initial engine dynamometer testing SAE 2016-01-0565 (this was later updated to the black-dashed curve)
Maximum plotted torque for modeling knock induction at 13:1, 14:1, and 14:1 w/cEGR from SAE 2016-01-0565 
Maximum plotted torque (not peak torque) from GT Power model of 2014 SkyactivG 2.0L BSFC from SAE 2016-01-0565 
AAM-plotted torque curve allegedly from SAE 2016-01-0565 (but not matching any data from the paper)
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torque/BMEP as of October 2015 and represents significantly higher torque than shown by the 
AAM blue line. This was later updated to the torque curve represented by the black dashed line 
for the TAR using data points from a later torque mapping exercise and using updated engine 
dynamometer mapping procedures.   

The blue dashed line in the figure represents torque limits of the data plotted from the GT-
POWER modeling of knock induction for the various engine configurations.  EPA could have 
modeled the design space within GT-POWER using higher torque limits but it was not necessary 
in order to cover operation over the regulatory drive cycles (FTP and HWFET).   

The orange line represents torque limits that EPA used for modeling BSFC in GT-POWER.  
Again, EPA could have modeled the design space within GT-POWER using higher torque but it 
was not necessary to sufficiently cover operation representative of the regulatory drive cycles.   

In summary, AAM did not provide sufficient information for EPA to determine with any 
certainty the source of their mistaken characterization of the data from EPA's SAE paper as 
represented by their blue line.   

EPA's SAE paper publication predated the Draft TAR release by approximately four months, 
but the underlying data in the SAE paper dates to October 2015 (when the paper was submitted 
for peer review), or approximately nine months prior to the TAR release.  During those 
intervening months, EPA's torque mapping procedures were updated and provided slightly 
higher maximum torque in limited areas of operation.  The more recently developed torque map 
is also more consistent with data presented publicly by the engine's manufacturer, Mazda, 
regarding the performance of the 2.0L SKYACTIV-G engine.   

We also received comments that the relatively low cost of ATK2 has the impact of lowering 
the OMEGA-estimated cost per vehicle.  In response, it is important to note that EPA's 
projection of ATK2 penetration in the light-duty fleet is only one of several cost-effective engine 
technology alternatives available to manufacturers to meet the 2025 MY GHG standards.  In 
both the Draft TAR and this Proposed Determination, we have run sensitivities showing the 
impacts on costs per vehicle under a scenario where very little ATK2 technology is used for 
compliance. In these sensitivities, we have capped the ATK2 technology at a 10 percent level 
(note that Mazda uses this technology extensively today, as well as other manufacturers, and 
roughly 7 percent of today's fleet already uses the technology).  The results show minor increases 
in costs per vehicle, but clearly show that pathways to compliance exist at reasonable costs and 
without extensive utilization of strong hybrid and electrified vehicles (see Draft TAR Table 
12.48 and Section C.1.2 of the Proposed Determination Appendix).   

 

2.3.4.1.8.2 Cost Data Used and Basis for Assumptions 

Costs for this technology (future non-HEV Atkinson cycle, referred to as Atkinson-level 2 by 
EPA) were new to the Draft TAR as they were not part of the 2012 FRM analysis. As in the 
Draft TAR, we have based our Atkinson-2 technology costs on the 2015 NAS report. Table S.2 
of that report shows the cost estimates presented below. Note that the NAS costs include the 
costs of gasoline direct injection (shown as "DI" in the NAS report row header). EPA has 
removed those costs (using the NAS reported values) since EPA accounts for those costs 
separately rather than including them in the Atkinson-2 costs. Note also that EPA always 
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includes costs for direct injection, along with variable valve timing and other costs, when 
building an Atkinson-2 package. 

Table 2.67  Direct Manufacturing Costs (DMC) for Atkinson-2 Technology (2010$) 

Tech Midsize 
Car 

I4 DOHC 

Large 
Car 
V6 

DOHC 

Large Light 
Truck 

V8 OHV 

Relative to 

Stoichiometric Gasoline Direct Injection (NAS 2015) $164 $246 $296 Previous 
tech 

Compression Ratio Increase (CR~13.1, exh. Scavenging, DI (e.g. 
SKYACTIV-G)) (NAS 2015) 

$250 $375 $500 Baseline 

EPA estimate (Row 2 minus Row 1) $86 $129 $204 Stoich GDI 

 

Consistent with the NAS report, we have considered the NAS costs to be 2025 costs in terms 
of 2010$. Adjusting to 2015$, applying a learning curve (22) that bases that cost in MY2025, 
and applying medium 2 level complexity in calculating indirect costs results in the costs 
presented below for each engine type in this Proposed Determination analysis. 

Table 2.68  Costs for Atkinson-2 Technology, Exclusive of Enablers such as Direct Inject and Valve Timing 
Technologies (dollar values in 2015$) 

Engine Cost type DMC: base year cost 
IC: complexity 

DMC: learning curve 
IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

I3 DMC $93 22 $110 $108 $106 $103 $101 $99 $97 $95 $93 

I4 DMC $93 22 $110 $108 $106 $103 $101 $99 $97 $95 $93 

V6 DMC $140 22 $165 $161 $158 $155 $152 $149 $146 $143 $140 

V8 DMC $222 22 $261 $255 $250 $245 $240 $236 $231 $226 $222 

I3 IC Med2 2024 $37 $37 $37 $37 $37 $36 $36 $36 $27 

I4 IC Med2 2024 $37 $37 $37 $37 $37 $36 $36 $36 $27 

V6 IC Med2 2024 $55 $55 $55 $55 $55 $55 $55 $54 $41 

V8 IC Med2 2024 $88 $87 $87 $87 $87 $86 $86 $86 $64 

I3 TC   $147 $144 $142 $140 $138 $136 $134 $132 $121 

I4 TC   $147 $144 $142 $140 $138 $136 $134 $132 $121 

V6 TC   $220 $217 $213 $210 $207 $204 $201 $197 $181 

V8 TC   $348 $343 $337 $332 $327 $322 $317 $312 $286 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

 

2.3.4.1.8.3 Basis for Feasibility Assumptions 

The Alliance of Automobile Manufacturers (AAM) and some of its members commented on 
the application of Atkinson-cycle engine technologies in the future fleet.  The comments stated 
that EPA had been "overly optimistic" in its assessment of the technology, and that: "The 
advanced Atkinson technology package with CEGR and cylinder deactivation should not be 
utilized in the MTE analysis until the technology can be demonstrated to operate across all 
modeled operating points."  In addition, AAM noted that the penetration rate projected by EPA 
for Atkinson engine technologies in 2025 MY are not feasible and may not reflect individual 
vehicle manufacturer's selected "technology pathway" for future compliance, suggesting that 
there would be insufficient lead time to implement this technology.  The commenter also stated 
that EPA's analysis had not adequately accounted for limitations reflecting effects such as knock, 
cooled EGR heat rejection, and effective compression ratio.   
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EPA does not agree with these comments.  The engine technology itself is already 
demonstrated in the fleet in non-hybrid applications.  EPA considered two primary types of 
Atkinson-cycle engine technologies in the Draft TAR and we have carried these technologies 
into this Proposed Determination.  The first Atkinson technology is referred to as "ATK1."  This 
technology designation reflects the application of Atkinson cycle operation on engines that are 
primarily equipped in hybrid electric vehicles such as the Toyota Prius and the Ford Fusion.  The 
second Atkinson technology is referred to as "ATK2."  This technology designation reflects the 
application of Atkinson cycle engine operation in a conventional powertrain architecture, where 
the sole source of power to the vehicle is provided by an internal combustion engine, such as in 
the Mazda SKYACTIV-G architecture and the Toyota Takoma pickup truck.   

In addition to the commercially available ATK2 architecture, EPA has also researched and 
developed further enhancements that improve the effectiveness ATK2 technology.  These 
enhancements to ATK2 include the application of Cooled Exhaust Gas Recirculation (cEGR), 
Higher Compression Ratio, and cylinder deactivation (DEAC).  The ATK2 technology was 
previously available with cEGR and a higher compression ratio in Japan and Europe and the 
application of DEAC on future applications of the SKYACTIV-G engine has been publicly 
announced by Mazda.561,562,563,564    There are also production applications of cEGR and/or 
DEAC in current production Miller Cycle engines (e.g., 2016 Mazda SKYACTIV-G Turbo, VW 
EA211 TSI evo) which are essentially boosted versions of Atkinson Cycle. EPA has also 
validated modeling results of these advances using engine dynamometer testing (see 2.3.4.1.8.1) 

EPA continues to believe that ATK2 engine technologies offer an additional cost effective 
alternative in a broad assortment of advanced gasoline engine technologies expected to be 
applied by vehicle manufacturers to meet future GHG standards.  This group of technologies 
builds upon some of the foundational technology that already has wide application across the 
entire light-duty fleet including gasoline direct-injection (GDI), increased valve phasing 
authority, higher geometric compression ratios, and in some cases cooled exhaust gas 
recirculation (cEGR).  These foundational technologies allow vehicle manufacturers to operate 
engines in some vehicles in both conventional and Atkinson cycle modes as demonstrated by the 
Chrysler Pacifica plug-in hybrid in which the 3.6L Pentastar engine is operated in Atkinson 
mode, and the Toyota Tacoma pick-up truck.  It is also highly likely that the recently introduced 
updated Pentastar engine for conventional vehicles also takes advantage of its increased VVT 
valve phasing authority (70 degrees versus the previous 50 degrees) to expand operation in 
Atkinson Cycle modes.  These foundational technologies allow vehicle manufacturers the ability 
to operate turbo-charged engines in Miller-cycle modes, which is Atkinson-cycle applied to 
boosted engines. 

In response to comments received regarding the lead time required by manufacturers to adopt 
ATK2 technology, it is important to again note that EPA's projection of ATK2 penetration in the 
light-duty fleet is only one of several cost-effective engine technology alternatives available to 
manufacturers to meet the 2025 MY GHG standards.  As a sensitivity analysis, this TSD presents 
results of an OMEGA run with penetration rates of ATK2 artificially constrained (see Section 
C.1.2 of the Proposed Determination Appendix).  This sensitivity run still shows a cost effective 
pathway not requiring extensive utilization of strong hybrid and electrified vehicles remain 
available.   
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Ford and FCA both commented that some manufacturers may have already decided to go 
down a certain "technology pathway" that may be different from EPA's projections, and for these 
manufacturers the alternative technology pathway, whatever that may be, may be more cost 
effective than the compliance path resulting from EPA's analysis.  However, for all 
manufacturers, EPA believes that there is sufficient lead-time to adopt the ATK2 technology.  
Many of the building blocks required to operate an engine in an Atkinson-mode, similar to the 
Mazda SKYACTIV-G engine are already available in the 2016 MY fleet.  These include 
gasoline direct injection and a high level of control authority over the valve train.   

The Mazda SKYACTIV-G engine itself was not a "clean sheet" engine design, but rather was 
a further development of the Mazda MZR engine family, which was introduced in 2001 as a PFI 
engine design with identical bore spacing and nearly identical block water jacket design.   The 
Mazda MZR engine family was also shared with Ford Motor Company who later developed the 
engine into the Ford EcoBoost 2.0L engine.  Finally, while the ATK2 technology was introduced 
into the EPA analysis in CY 2016, the technology has been in production since 2011 MY and has 
undergone several revisions since its initial launch.  Currently Mazda, Toyota, FCA, PSA, 
Hyundai, and VW all have an implementation of Atkinson or Miller cycle engine operation in 
production in non-HEV applications, and in some cases across multiple engine families and 
vehicle architectures.   

FCA also commented on ability to package the "4-2-1" exhaust manifold design, which 
provides exhaust gas scavenging in the current Mazda implementation of ATK2.  FCA stated a 
"revamp" of a vehicle's architecture would be required to package a new exhaust manifold.  
While the 4-2-1 exhaust manifold is important in the Mazda current implementation of ATK2, 
previous implementations have used more conventional exhaust manifolds with a small (0.5 
point) reduction in geometric compression ratio.  More recently, Mazda has used CAE design 
tools to implement the 4-2-1 exhaust manifold into extremely challenging transverse-engine 
vehicle packages, including the Mazda2 subcompact, Mazda3 compact and Mazda CX3 small 
CUV.   

EPA has also carefully considered whether it would be necessary to add ATK only as part of a 
major vehicle redesign.  EPA does not believe that this is necessary.  This is because the 
necessary foundational technologies for the ATK technology (specifically, gasoline direct-
injection (GDI), increased valve phasing authority, higher compression ratios, and in some cases 
cooled exhaust gas recirculation (cEGR)) already are in wide application across the entire light-
duty fleet.   

Therefore, because ATK2 technology could build on many existing engine architectures, EPA 
does not believe that the implementation of the technology must be tied to major vehicle 
redesigns.  As an example, in the case of a naturally aspirated DOHC engine with GDI and DCP, 
which is estimated to be approximately 45 percent of the vehicle fleet for MY2015,575 only the 
following changes would necessary to fully implement Atkinson Cycle: 

 High-authority (> 65 °) electric cam phasing. Implications: Incremental cost increase, 
packaging improvement relative to hydraulic cam phasing (i.e., smaller), elimination 
of hydraulic circuit for intake cam  

 Increased intake charge motion (intake tumble).  Implications: Cylinder head casting 
revision with revised intake port geometry 
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 Increased geometric compression ratio. Implications: Revised piston with reduced 
clearance volume, revised direct injector spray targeting to match piston design  

 Improved exhaust scavenging. Implications:  Revised exhaust manifold geometry, 
may require some revision of belt-drive accessories and cooling fan/radiator location 
in some transverse applications  

In the case of any ATK2 applications that would also use cEGR, the cooling system capacity 
would need to be sufficient to maintain the EGR cooler temperature to just above the intake 
dewpoint temperature.  Using the Mazda SKYACTIV-G engine as an example, the highest 
external cEGR rates (~22%) would typically occur at partial loads (approximate 6 bar BMEP) 
and relatively low engine speed (approximately 2000 rpm) (see Chapter 2.3.4.1.8, Figure 2.105), 
with lower external cEGR at both higher and lower engine speeds.   

 

2.3.4.1.9 GDI, Turbocharging, Downsizing 

   

2.3.4.1.9.1 Effectiveness Data Used and Basis for Assumptions 

The TDS24 configuration used by EPA within the Draft TAR analysis was originally 
developed as part of engine and vehicle simulation work conducted by Ricardo, Inc. and SRA 
Corporation under contract with EPA, hereto referred in the Proposed Determination as the 
“Ricardo Study.”   In recent years, Ricardo has developed a number of turbocharged and 
downsized engine concepts with a number of characteristics in common. 576,577,578,579  

 Gasoline direct injection (GDI) 
 Dual camshaft phasing and, in some cases, discrete variable valve lift 
 Relatively high boost and subsequently high levels of BMEP (over 30-bar in some 

cases) 
 Cooled, external EGR 
 Advanced turbocharger boosting systems 

 

Fuel mapping for different engine technologies was developed by Ricardo within the Study 
using a combination of dynamometer test results, 1D gas dynamics/0D combustion modeling, 
application of correction factors for displacement scaling, and use of engineering judgment. The 
development of fuel maps for turbocharged GDI engines within the Ricardo Study began with 
BSFC data obtained from Ricardo’s EBDI engine development program.576 Specifications for 
this engine are shown in Table 2.69 and a contour plot of BSFC versus engine speed and BMEP 
is also shown in Figure 2.111.   

Table 2.69  Specification of Ricardo 3.2L V6 Turbocharged, GDI “EBDI” Proof-of-concept Engine. 

Base Engine Prototype V6 with IEM  

Swept Volume 3190cc  

Max Power @ 5,000 rpm 450 hp on E85, 400 hp on 98 RON gasoline 

Max Torque @ 3,000 rpm 900 Nm on E85, 775 Nm on 98 RON gasoline 

Target Max BMEP 35 bar on E85, 30 bar on Indolene (98 RON) 
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Compression Ratio 10.0:1  

Maximum Cylinder 180 bar  

Cam Phaser Authority 50° CA  

Intake Boosting System Twin, sequential turbochargers with charge air cooling 
after each boosting stage 

Transient Torque Response Time <1.5s to 90% SS torque at 1,500 rpm 
<1.0s to 90% SS torque at 2,000 rpm  

 

 

Figure 2.111  Contour plot of BSFC in g/kW-hr versus engine speed and BMEP for the Ricardo “EBDI” 
engine equipped with sequential turbocharging, DCP, DVVL, cEGR, IEM, and with a 10:1 compression ratio 

using 98 RON Indolene.   

In its public comments on the Draft TAR, AAM requested that "EPA outline its rationale for 
using an experimental single cylinder engine map as the basis of their analysis of turbocharged 
downsizing technology rather than using actual production engines that were benchmarked by 
EPA (Ford 1.6 L EcoBoost and Ford 2.7 L EcoBoost)." The short answer is that technology has 
advanced past these two Ford engines, making these engines inappropriate for evaluating 
potential technologies for meeting the 2025 standards.   

The engine EPA analyzed was a multi-cylinder engine at an advanced stage of development, 
as described in the papers cited within the Draft TAR and as described within Draft TAR Table 
5.63, which is reproduced here in its entirety as Table 2.69.  A number of technologies were used 
in Ricardo's development of this engine that go significantly beyond the technology of the Ford 
1.6L EcoBoost (introduced in 2010) or the Ford 2.7L EcoBoost (introduced in 2015).  The 
technologies used by Ricardo during the EBDI development program better reflect the state of 
technology that EPA expects to see in 2025, which is 10-15 years after the initial introduction of 
the engines referenced by AAM.  Technologies used on the EBDI engine that are not present on 
the Ford EcoBoost engines referenced by AAM include: 

 Variable valve lift 
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 External cooled EGR with both high and low-pressure loops 
 Sequential turbocharging 
 50° (crank angle) of cam phaser authority  
 Piezo injectors capable of multiple injections per cycle 
 Higher peak cylinder pressure capability 

 

It should also be noted that the 1.6L EcoBoost does not use an integrated exhaust manifold 
and the 2.7L EcoBoost does not use centrally mounted injection and, based on certification and 
confirmatory data, does not yet comply with Tier 3 PM emissions standards.  Furthermore, the 
two referenced EcoBoost engines also do not reflect state-of-the-art with respect to current 
turbocharged/downsized engines - the VW EA211 TSI EVO, VW EA888 3B, Honda L15B7, 
Honda K20C, and Toyota 8AR-FTS engines all have both higher peak BTE and significantly 
broader regions of operation above 35 percent BTE than the engines referenced by AAM.  Even 
in those cases, only the VW EA211 has an advanced boosting system (VNT) and cEGR, but 
lacks the range of cam phaser authority, VVL, peak cylinder pressure capability and more 
advanced injection system of Ricardo EGRB. Comparisons to three of these current production 
engines were presented in Chapter 5 of the TAR and are reproduced here in Figure 2.113, Figure 
2.114, and Figure 2.115 and will be discussed later. It should also be noted that the multi-
cylinder engine developed by Ricardo was used as part of a proof-of-concept Class 3b light-
heavy-duty truck demonstration, and thus the project also included further in-chassis 
development.580 

Although not captured within the EGRB map (see Figure 2.111), Cruff et al. show 
performance data up to 30-bar BMEP with this engine configuration.  With respect to the design 
of the engine block, cylinder heads, cylinder head attachment system, main bearing assembly, 
rod bearing assembly and pistons, the engine was originally designed for considerably higher 
cylinder pressures and other stresses than would be required than the 27-bar BMEP used by EPA 
within the FRM. 

Technical direction from EPA included a peak BMEP limit of 27-bar, which obviated the 
necessity for some of the reciprocating assembly, engine block, and cylinder head measures 
taken with the EBDI engine. Taking into account the capabilities of the combustion system, 
valvetrain configuration, EGR system, and reduced BMEP levels, Ricardo recommended a small 
increase in compression ratio (from 10:1 to 10.5:1) while maintaining protection for in-use fuel 
octanes of approximately 91 RON (e.g. 87 AKI E10).  All fuel consumption results developed in 
the Ricardo Study assumed use of U.S. Certification Gasoline (95 RON, E0).   A fuel 
consumption improvement of 3.5 percent was also applied to account for continued application 
of friction reduction from a combination of technology advances, including piston ring-pack 
improvements, bore finish improvements, low-friction coatings, improved valvetrain 
components, bearings improvements, and lower-viscosity crankcase lubricants.  The FMEP and 
fuel consumption improvements were relative to a MY2008 level of technology.  BMEP levels 
were held approximately constant for particular classes of engines within EPA’s FRM analyses 
and analyses for the Draft TAR.  Boosting requirements over the reduced operational range for 
TDS24 (up to 24-bar BMEP) were assumed to be achievable using a VNT within EPA’s 
analyses for the Draft TAR and Proposed Determination.  Sequential turbocharging was 
maintained for TDS27 within EPA analyses for the FRM, but consistent with both the Draft TAR 
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and public comments thereto, TDS27 was not included within the analyses for the Proposed 
Determination.  

Ford commented that with the removal of TDS27 from the analysis, EPA effectiveness values 
are now closer to industry estimates although still optimistic.  Ford believes that it is due to the 
use of high octane fuel, optimistic friction reductions and failure to account for the effect of 
higher boost pressures on crevice losses, friction and compression ratio.  We disagree with these 
conclusions.  EPA based the effectiveness of these technologies on typical real world operation 
where use of high octane fuel is largely unnecessary.  The use of high octane fuel may be 
recommended by the manufacturer in some applications and operational conditions as already 
specified in current production Ford products with similar turbocharged downsized engines as 
indicated above in the discussion of fuels in Chapter 2.3.1.3 (Fuels).   

As discussed above, we believe that EPA's friction reduction assumptions are possible with a 
combination of friction reduction technology advances not currently used in most engine 
designs.  As discussed, this includes coatings and use of other materials and technologies 
throughout the engines moving components.  The EGRB engine upon which TDS24 is based 
was originally designed for higher peak cylinder pressures and for a maximum of 30-bar BMEP, 
thus the main and rod bearings were designed for significantly higher loads than would be 
encountered at peak BMEP of 24-bar.  The friction reduction applied as part of the Ricardo 
analysis is thus applied to an engine already having higher somewhat FMEP due to the increased 
size of the main and rod bearings necessary to support operation at 30-bar peak BMEP.  

While not directly discussed in our assessment, the impacts of designing engines for higher 
boost pressures on crevice losses, friction and compression ratio is indirectly incorporated into 
the final effectiveness estimates as reflected in the engine maps used for estimating effectiveness 
for the TDS packages.  Crevice volumes impacts are generally fundamentally controlled by the 
manufacturer's design of cylinders and particularly the piston and piston rings.  While it is 
possible that higher boost pressures can have a negative effect on efficiency due to crevice 
volumes, there are many design solutions a manufacturer can implement to the piston to mitigate 
any crevice volume penalty. Some of these solutions have been used by manufacturers for many 
years to reduce crevice volume impacts to other engine emissions, particularly hydrocarbon 
emissions.  Similarly, higher boost can impact friction and have compression ratio implications 
however manufacturers have the opportunity during the design and development of an engine to 
determine the appropriate technology solutions to these challenges.   

FCA commented that the benefit of cEGR is overestimated due to higher accessory loads and 
heat rejection.  FCA did not provide sufficient information or substantiating data regarding their 
concern.  We believe that properly designed cEGR systems are in production today on several 
engines from different manufacturers and with appropriate heat exchanger and cooling system 
design, heat rejection is not an issue.  

Figure 2.112 contains a graphical example of how BSFC maps were developed by Ricardo 
and EPA for varying displacements of TDS24.  
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Figure 2.112  Schematic Representation of the Development of BSFC Mapping for TDS24 

 

The brake thermal efficiency (BTE) of the modeled and scaled TDS24 engine maps are 
compared to contemporary, current production turbocharged engines in Figure 2.113 through 
Figure 2.115. 581,582,583,584,585   
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Figure 2.113  Comparison between a 1.15L I3 version of TDS24 (left)KKK and the Honda L15B7 1.5L 
turbocharged, GDI engine used in the 2017 Civic (right)LLL.  

Dark green shading denotes areas of BTE>35%.  The Honda specifies use of gasoline with an octane of 87 
AKI for the 2017 Civic with the L15B7 engine.  Data shown is for operation using >95 RON gasoline in both cases.   
 
 
 

 

Figure 2.114  Comparison between a 1.15L I3 version of TDS24 (left)MMM and the 2017 Golf 1.5L EA211 TSI 
EVO EngineNNN.   

Light-green shading denotes areas of BTE>34%.  Dark green shading denotes areas of BTE>35%.  The area 
of BTE>35% for the VW EA211 is not discernable due to the coarseness of the data provided by the originally 
published source. 

                                                 
KKK Adapted from Ricardo Study modeling results. 
LLL Adapted from Wada et al. 2016 and Nakano et al 2016. 
MMM Adapted from Ricardo Study modeling results. 
NNN Adapted from Eichler et al. 2016. 
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Figure 2.115  Comparison between a 1.51L I3 version of TDS24 (left)MMM  and the 2017 Audi A3 2.0L 888-3B 
Engine (right)OOO.   

Dark green shading denotes areas of BTE>35%.   
  

The Honda 1.5L L15B7 turbocharged GDI engine (Figure 2.113) achieves higher peak break 
thermal efficiency than TDS24, and has a larger area of operation above 35 percent BTE.  
TDS24 had improved efficiency at low-speed, light load conditions, possibly from pumping loss 
improvements due to the use of discrete variable valve lift and cooled external EGR, which the 
Honda L15B7 lacks.  

The 2017 VW EA211 TSI EVO engine (Figure 2.114) appears to have a broader area of 
operation above 34 percent BTE than TDS24 and the BTE reported at 2-bar, 2000 rpm of 30 
percent is higher than the corresponding operational point with TDS24.  The coarseness of 
published BTE map for the VW EA211 precludes further comparison.  The larger 2.0L VW 
EA888-3B engine was compared with a 1.51L variant of TDS24.   

The VW EA888-3B engine (Figure 2.115) had a significantly larger area of operation above 
35 percent BTE.  Similar to the Honda comparison, TDS24 had improved efficiency at low-
speed, light load conditions; possibly due to pumping loss reduction due to the greater extent of 
boosting and displacement downsizing and the use of discrete variable valve lift.   

On the whole, contemporary turbocharged engines can achieve higher peak BTE and high 
BTE over a broader range of engine operating conditions than TDS24 modeling results.  TDS24 
shows improved BTE at lower speeds and lighter loads due to the use of technologies that are 
either just now entering production (cEGR) or that have been in production for some vehicle 
applications for over a two decades (VVL).  Further development of contemporary turbocharged 
engines from 2017 to 2025, including use of more advanced boosting systems (e.g., VNT or 
series sequential turbochargers), engine downsizing to 22-bar BMEP or greater, use of external 
cooled EGR, combustion system improvements and use of variable valve lift systems would 
further improve low-speed, light load pumping losses.  These improvements would allow current 
turbocharged/downsized engines to meet or exceed the BTE modeled for TDS24 through 

                                                 
OOO Adapted from Wurms et al. 2015. 
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incremental developmental improvements (e.g., VVL, cEGR) with sufficient lead time to meet 
the 2025 light-duty GHG standards. 

In comments regarding octane impacts on vehicles with turbocharged, downsized engines, 
AAM cited data from an SAE technical paper (SAE 2014-01-1228) showing impacts on CO2 
emissions for three different octane levels (91 RON, 96 RON, 101 RON) levels.  The overall 
implications were that AAM believed CO2 emissions from operation on lower octane fuels such 
as Tier 3 gasoline or similar in-use gasolines would result in higher CO2 emissions than using 
Tier 2 gasoline with approximately 96 RON as used during the development of EPA’s 
turbocharged/downsized technology effectiveness.   

In reviewing the paper cited by AAM, it became clear that the properties of the fuels tested 
bore little resemblance to the properties of either Tier 2 or Tier 3 gasoline properties, or the 
average properties of current in-use regular-grade gasoline (upon which Tier 3 gasoline is based).  
The study cited by AAM was actually designed to investigate the use of mid-level ethanol blends 
at different octane levels, not to investigate CO2 emissions from fuels used for emissions 
compliance testing or for current in-use grades of gasoline.  For example, the 96 RON fuel tested 
was not E0 (e.g., Tier 2 gasoline) – it was blended to a 20 percent ethanol content (E20).  The 
101 RON test fuel was blended to a 30 percent ethanol content (E30).   The 91 RON fuel that 
was tested may have been either E10 or E20 – AAM does not make this clear in their discussion 
of the data from SAE 2014-01-1228, nor does it characterize the higher octane fuels as being 
mid-level ethanol blends.  Mid-level ethanol blends like E20 and E30 are not approved for use in 
light-duty vehicle applications in the U.S. with the sole exception of flex-fuel-vehicles.  

While the observed trends may be valid for the range of fuel properties investigated within the 
cited study, AAM shared no data using fuels having properties similar to those used either for 
current CO2 compliance (e.g., Tier 2 gasoline), future Tier 3 criteria pollutant compliance (e.g., 
Tier 3 gasoline), or having properties comparable to average values for U.S. in-use “Regular” 
pump-grade gasoline (87 AKI E10 or approximately Tier 3 gasoline) or other commonly 
available grades of gasoline (e.g., 93 AKI E10).  Ethanol content, distillation properties, carbon 
content and aromatic content all have potential impacts on CO2.  Octane can also impact CO2 
emissions depending on the drive cycle used and vehicle road load for a particular application.   

AAM’s discussed relationships between the CO2 data for the mid-level ethanol blended 
gasolines relative to a parameter described as “displacement over mass ratio” or D/M.  AAM 
indicated on one chart that this represented “Liters per tonne”.  EPA assumed this to be liters of 
cylinder displacement per U.S. ton (2000 pounds) relative to dynamometer test inertia, but AAM 
did not indicate if vehicle mass within the ratio represented curb weight, a loaded vehicle weight, 
a test weight, or a dynamometer inertia category, or if “tonne” refers to “metric tonne” (1000 kg) 
or “U.S. Ton” (2000 lbm).    

AAM stated that “Using 91 RON fuel (e.g. Tier 3 fuel) there is no further CO2 benefit below 
a displacement-over-mass ratio (D/M) of about 0.9. However, as shown by the 96 RON and 101 
RON data in the figure below, the Agency assumptions based on higher octane fuel would 
indicate that additional downsizing beyond 0.9 D/M still yields reductions in CO2.” As part of 
their compliance with GHG regulations, manufacturers already downsize engines significantly 
below D/M of 0.9 L/ton for a number of light-duty vehicle and light-duty truck applications.  A 
partial summary of MY2015 vehicles using turbocharged/downsized engines and having D/M of 
less than 0.9 L/ton is shown in Table 2.70.  Vehicles at D/M below 0.9 L/ton were predominantly 
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passenger cars.  The light trucks with D/M at or below 0.9 consisted of cross-over sport-utility 
vehicles. 

Table 2.70  Partial summary of MY2015 vehicles with D/M at or below 0.9 L/ton.   

Rows in BOLD, yellow denote vehicles using engines above 20-bar BMEP. 

D/M Manufacturer Short Description Displacement (L) BMEP (bar) 
Fuel Requirements (R-
Regular, P-premium) 

0.62 Ford Focus SFE FWD 1.0 25 R 

0.62 Ford FOCUS FWD 1.0 25 R 

0.70 Ford Fiesta SFE FWD 1.0 25 R 

0.80 FCA 500L 1.4 22 R 

0.80 GM ENCORE AWD 1.4 18 R 

0.80 GM TRAX AWD 1.4 18 R 

0.80 FCA Renegade 4x4 1.4 22 R 

0.80 Ford FUSION FWD 1.5 21 R 

0.81 GM ENCORE 1.4 18 R 

0.81 GM TRAX 1.4 18 R 

0.83 Ford TRANSIT CONNECT WAGON FWD 1.6 20 R 

0.83 FCA Dart 1.4 22 R 

0.83 FCA Dart Aero 1.4 22 R 

0.83 FCA 500L 1.4 22 R 

0.83 FCA Renegade 4x2 1.4 22 R 

0.84 Ford EXPLORER FWD 2.0 23 R 

0.84 Ford MKT FWD 2.0 23 R 

0.85 Ford Transit Connect Van 2WD 1.6 20 R 

0.87 GM CRUZE 1.4 18 R 

0.87 GM CRUZE ECO 1.4 18 R 

0.87 GM SONIC 1.4 18 R 

0.87 GM SONIC RS 1.4 18 R 

0.87 GM SONIC 5 1.4 18 R 

0.87 GM SONIC 5 RS 1.4 18 R 

0.88 Audi Q5 2.0 23 R 

0.88 Audi A5 Cabriolet Quattro 2.0 22 R 

0.89 Ford EDGE AWD 2.0 23 R 

0.89 JLR Discovery Sport 2.0 21 P 

0.89 JLR LR2 2.0 21 P 

0.89 BMW X4 xDrive28i 2.0 22 P 

0.89 BMW 428i xDrive Convertible 2.0 22 P 

0.89 Ford EDGE FWD 2.0 23 R 

 

EPA effectiveness assumptions were based upon the use of Tier 2 E0 gasoline, as required for 
demonstration of compliance with Federal light-duty GHG standards over the combined-cycle 
test.  Tier 2 E0 gasoline has properties that differ significantly from the 96 RON E20 gasoline in 
the data used within AAM’s comments.  Tier 3 E10 91 RON gasoline and in-use 87 AKI regular-
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grade gasoline also have properties that differ significantly from the E10 and E20 gasolines cited 
in AAM’s comments, including distillation differences and differences in carbon content.  
Aromatic content and net heat of combustion, important properties in determining fuel impacts, 
were not reported in the work cited by AAM. 

To investigate fuel impacts on CO2 emissions from turbocharged/downsized engines, EPA 
conducted chassis dynamometer testing with a pickup truck having the highest BMEP 
turbocharged light-duty truck engine currently in production (Ford F150 2.7L Ford EcoBoost, 6-
speed automatic transmission) and with a light-duty vehicle having the highest peak brake 
thermal efficiency turbocharged downsized engine currently available in the U.S. (Honda Civic 
L15B7 with 1.5L engine turbocharged, GDI engine, CVT).  Testing was conducted using a Tier 
2 E0 96RON/93 AKI gasoline and using a Tier 3 E10 91 RON/87 AKI gasoline, the latter having 
properties similar to U.S. national average values for 87 AKI E10 in-use gasoline.  Properties for 
these two fuels are summarized in Appendix D of this TSD.  The 2015 Ford F150 had a D/M of 
approximately 1.1 L/ton while the 2017 Honda Civic had a D/M of approximately 0.9 L/ton.  

The CO2 emission results from the testing are summarized in Table 2.71.  The chassis 
dynamometer testing demonstrated a CO2 reduction of just over 1 percent for the 87 RON E10 
Tier 3 gasoline relative to the 96 RON E0 Tier 2 gasoline for the combined cycle results.  The 
CO2 differences over the combined cycle were statistically significant at a 95 percent confidence 
level.   

Table 2.71  Summary of CO2 emissions from testing a Ford F150 2.7L turbocharged vehicle and a Honda 
Civic 1.5L vehicle on Tier 2 and Tier 3 fuels. 

Vehicle Fuel Used 
 

FTP (City) HWFET 
(Highway) 

Combined 

CO2 (g/mi) 
[± 95% conf. int.] 

CO2 (g/mi) 
[± 95% conf. 

int.] 

CO2 (g/mi) 
[± 95% conf. 

int.] 

Ford F150 2.7 EcoBoost 6-sp Auto Fuel C (Tier 2, E0, 93 AKI) 380.61 
[1.67] 

244.79 
[1.80] 

319.49 
[1.52] 

Ford F150 2.7 EcoBoost 6-sp Auto Fuel D (Tier 3, E10, 87 AKI) 376.87 
[1.74] 

241.92 
[0.97] 

316.14 
[1.34] 

% Difference for Fuel D -0.98% -1.17% -1.05% 

Significant at 95% Confidence? Yes Yes Yes 

Honda Civic 1.5 Turbo CVT Fuel C (Tier 2, E0, 93 AKI) 216.98 
[0.96] 

144.75 
[0.38] 

184.47 
[0.60] 

Honda Civic 1.5 Turbo CVT Fuel D (Tier 3, E10, 87 AKI) 213.37 
[0.57] 

143.16 
[0.77] 

181.77 
[0.30] 

% Difference for Fuel D -1.66% -1.10% -1.46% 

Significant at 95% Confidence? Yes Yes Yes 

 

The test results were also similar to those found during chassis dynamometer and engine 
dynamometer testing of a naturally aspirated, non-HEV Atkinson Cycle application by EPA (see 
section 2.3.4.1.8.1.).  A reduction of CO2 emissions from light-duty vehicles over the combined 
cycle for testing with Tier 3 gasoline relative to Tier 2 gasoline also appears to be a general trend 
for light-duty vehicles recently tested by EPA.  Preliminary test results from 10 MY2013-
MY2016 light-duty vehicles (7 passenger cars, 3 light-duty trucks) having a range of combustion 
systems (GDI, PFI, Atkinson, Turbocharged) all show a similar trend of a small decrease in CO2 
emissions over the combined-cycle for Tier 3 gasoline relative to Tier 2 gasoline.  Based on EPA 
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testing to date, CO2 emissions from in-use grades of 87 AKI and Tier 3 gasoline result in lower 
CO2 emissions than results achieved during 2-cycle chassis dynamometer testing using Tier 2 
gasoline. 

 

2.3.4.1.9.2 Cost Data Used and Basis for Assumptions 

Costs associated with gasoline direct injection are equivalent to those used in the Draft TAR, 
updated to 2015 dollars. The GDI costs incremental to port-fuel injection for I4, V6 and V8 
engines are shown below.  

Table 2.72  Costs for Gasoline Direct Injection on an I3 & I4 Engine (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $241 23 $218 $215 $211 $208 $206 $203 $201 $198 $196 

IC Med2 2018 $92 $92 $69 $69 $69 $69 $68 $68 $68 

TC   $310 $307 $280 $277 $274 $272 $269 $267 $265 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.73  Costs for Gasoline Direct Injection on a V6 Engine (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $363 23 $328 $323 $319 $314 $310 $306 $302 $299 $296 

IC Med2 2018 $139 $139 $104 $104 $103 $103 $103 $103 $103 

TC   $467 $462 $422 $418 $413 $409 $406 $402 $399 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.74  Costs for Gasoline Direct Injection on a V8 Engine (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $436 23 $395 $389 $383 $378 $373 $368 $364 $360 $356 

IC Med2 2018 $167 $167 $125 $125 $124 $124 $124 $124 $124 

TC   $562 $556 $508 $502 $497 $492 $488 $484 $480 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with turbocharging are equivalent to those used in the Draft TAR, updated to 
2015 dollars. The turbo costs incremental to naturally aspirated I-configuration and V-
configuration engines are shown below.  

Table 2.75  Costs for Turbocharging, 18/21 bar, I-Configuration Engine (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $457 23 $413 $407 $401 $395 $390 $385 $381 $376 $372 

IC Med2 2018 $175 $175 $131 $130 $130 $130 $130 $130 $130 

TC   $588 $581 $531 $526 $520 $515 $511 $506 $502 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.76  Costs for Turbocharging, 18/21 bar, V-Configuration Engine (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $770 23 $697 $686 $676 $666 $658 $649 $642 $634 $628 

IC Med2 2018 $295 $294 $220 $220 $219 $219 $219 $219 $219 

TC   $992 $980 $896 $886 $877 $869 $861 $853 $846 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 2.77  Costs for Turbocharging, 24 bar, I-Configuration Engine & for Miller-cycle I-Configuration 
Engine (dollar values in 2015$) 

Cost type DMC: base year cost 
IC: complexity 

DMC: learning curve 
IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $730 23 $661 $651 $641 $632 $624 $616 $609 $602 $595 

IC Med2 2024 $280 $279 $279 $278 $278 $278 $277 $277 $207 

TC   $941 $930 $920 $911 $902 $894 $886 $879 $803 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.78  Costs for Turbocharging, 24 bar, V-Configuration Engine & for Miller-cycle V-Configuration 
Engine (dollar values in 2015$) 

Cost type DMC: base year cost 
IC: complexity 

DMC: learning curve 
IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $1,245 23 $1,127 $1,110 $1,093 $1,078 $1,064 $1,050 $1,038 $1,026 $1,015 

IC Med2 2024 $477 $476 $475 $475 $474 $473 $473 $472 $354 

TC   $1,604 $1,586 $1,568 $1,553 $1,538 $1,524 $1,511 $1,499 $1,369 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with engine downsizing are equivalent to those used in the Draft TAR, 
updated to 2015 dollars. The downsizing costs incremental to the baseline engine configuration 
are shown below. 

Table 2.79  Costs for Downsizing as part of Turbocharging & Downsizing (dollar values in 2015$) 
Downsizing from & to Cost type DMC: base 

year cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

I4 DOHC to I3 DMC -$218 23 -$197 -$194 -$192 -$189 -$186 -$184 -$182 -$180 -$178 

I4 DOHC to I4 DMC -$96 23 -$87 -$86 -$84 -$83 -$82 -$81 -$80 -$79 -$78 

V6 DOHC to I4 DMC -$618 23 -$560 -$551 -$543 -$535 -$528 -$522 -$516 -$510 -$504 

V6 SOHC to I4 DMC -$432 23 -$391 -$385 -$379 -$374 -$369 -$365 -$360 -$356 -$352 

V6 OHV to I4 DMC $305 28 $298 $292 $286 $281 $276 $272 $268 $264 $261 

V8 DOHC to V6 DMC -$310 23 -$280 -$276 -$272 -$268 -$264 -$261 -$258 -$255 -$252 

V8 SOHC 3V to V6 DMC -$175 23 -$159 -$156 -$154 -$152 -$150 -$148 -$146 -$145 -$143 

V8 SOHC to V6 DMC -$95 23 -$86 -$84 -$83 -$82 -$81 -$80 -$79 -$78 -$77 

V8 OHV to V6 DMC $356 28 $348 $340 $334 $328 $322 $317 $313 $308 $304 

I4 DOHC to I3 IC Med2 2018 $84 $83 $62 $62 $62 $62 $62 $62 $62 

I4 DOHC to I4 IC Med2 2018 $37 $37 $27 $27 $27 $27 $27 $27 $27 

V6 DOHC to I4 IC Med2 2018 $237 $236 $177 $177 $176 $176 $176 $176 $176 

V6 SOHC to I4 IC Med2 2018 $166 $165 $124 $123 $123 $123 $123 $123 $123 

V6 OHV to I4 IC Med2 2018 $118 $118 $88 $88 $87 $87 $87 $87 $87 

V8 DOHC to V6 IC Med2 2018 $119 $118 $88 $88 $88 $88 $88 $88 $88 

V8 SOHC 3V to V6 IC Med2 2018 $67 $67 $50 $50 $50 $50 $50 $50 $50 

V8 SOHC to V6 IC Med2 2018 $36 $36 $27 $27 $27 $27 $27 $27 $27 

V8 OHV to V6 IC Med2 2018 $137 $137 $102 $102 $102 $102 $102 $102 $102 

I4 DOHC to I3 TC   -$114 -$111 -$129 -$127 -$124 -$122 -$120 -$118 -$116 

I4 DOHC to I4 TC   -$50 -$49 -$57 -$56 -$55 -$54 -$53 -$52 -$51 

V6 DOHC to I4 TC   -$323 -$315 -$366 -$359 -$352 -$346 -$340 -$334 -$329 

V6 SOHC to I4 TC   -$226 -$220 -$256 -$251 -$246 -$242 -$237 -$233 -$230 

V6 OHV to I4 TC   $416 $409 $374 $369 $364 $359 $355 $351 $348 

V8 DOHC to V6 TC   -$162 -$158 -$183 -$180 -$176 -$173 -$170 -$167 -$165 

V8 SOHC 3V to V6 TC   -$92 -$89 -$104 -$102 -$100 -$98 -$96 -$95 -$93 

V8 SOHC to V6 TC   -$49 -$48 -$56 -$55 -$54 -$53 -$52 -$51 -$50 

V8 OHV to V6 TC   $485 $478 $436 $430 $424 $419 $414 $410 $406 

Note:  
DMC=direct manufacturing costs; IC=indirect costs; TC=total costs;  
the downsized configuration is always a DOHC. 
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Costs associated with turbocharging combined with engine downsizing (TDS) are similarly 
equivalent to those used in the Draft TAR, updated to 2015 dollars. The TDS costs incremental 
to the baseline engine configuration are shown below. Note that the costs presented below do not 
include direct injection costs or other possible technologies such as cooled EGR. The costs 
presented are simply the combination of the above turbo costs and downsizing costs. 

Table 2.80  Costs for Turbocharging & Downsizing (2015$) 
Turbo Downsize  2017 2018 2019 2020 2021 2022 2023 2024 2025 

TURB18-I I4 to I3 TC $474 $470 $402 $399 $396 $393 $391 $388 $386 

TURB18-I I4 DOHC to I4 TC $538 $533 $475 $470 $466 $462 $458 $454 $451 

TURB18-I V6 DOHC to I4 TC $265 $267 $165 $167 $168 $170 $171 $172 $173 

TURB18-I V6 SOHC to I4 TC $363 $362 $276 $275 $274 $274 $273 $273 $272 

TURB18-I V6 OHV to I4 TC $1,004 $991 $905 $894 $884 $875 $866 $857 $850 

TURB18-V V8 DOHC to V6 TC $830 $823 $712 $706 $701 $696 $691 $686 $682 

TURB18-V V8 SOHC 3V to V6 TC $900 $891 $792 $784 $777 $771 $764 $758 $753 

TURB18-V V8 SOHC to V6 TC $942 $932 $840 $831 $823 $816 $809 $802 $796 

TURB18-V V8 OHV to V6 TC $1,477 $1,458 $1,332 $1,316 $1,301 $1,288 $1,275 $1,263 $1,252 

TURB24-I I4 to I3 TC $827 $819 $791 $784 $778 $772 $766 $761 $687 

TURB24-I I4 DOHC to I4 TC $891 $881 $863 $855 $847 $840 $833 $827 $752 

TURB24-I V6 DOHC to I4 TC $618 $615 $554 $552 $550 $548 $546 $545 $474 

TURB24-I V6 SOHC to I4 TC $715 $710 $664 $660 $656 $652 $649 $645 $573 

TURB24-I V6 OHV to I4 TC $1,357 $1,339 $1,294 $1,279 $1,266 $1,253 $1,241 $1,230 $1,150 

TURB24-V V8 DOHC to V6 TC $1,442 $1,428 $1,385 $1,373 $1,362 $1,351 $1,341 $1,331 $1,204 

TURB24-V V8 SOHC 3V to V6 TC $1,512 $1,496 $1,465 $1,451 $1,438 $1,426 $1,414 $1,404 $1,275 

TURB24-V V8 SOHC to V6 TC $1,555 $1,537 $1,512 $1,498 $1,484 $1,471 $1,459 $1,447 $1,318 

TURB24-V V8 OHV to V6 TC $2,089 $2,063 $2,005 $1,983 $1,962 $1,943 $1,925 $1,908 $1,774 

Note: TC=total costs; the downsized configuration is always a DOHC. 

 

Costs associated with turbocharging combined with Atkinson-2 technology (i.e., Miller-cycle) 
are presented below. Note that the costs presented below do not include direct injection costs or 
other required technologies such as cooled EGR. The costs presented are simply the combination 
of the above turbo costs and Atkinson-2 costs presented in Section 2.3.4.1.8. Note also that the 
ATK2 engine as shown in the table is always a DOHC configuration engine so also not included 
in the table are the costs associated with converting, for example, a SOHC or OHV engine to a 
DOHC configuration. Those costs are presented below following the cooled EGR costs. The 
costs used here are identical to those used in the Draft TAR, updated to 2015 dollars. 

Table 2.81  Costs for Miller Cycle (2015$) 
Turbo ATK2 engine  2017 2018 2019 2020 2021 2022 2023 2024 2025 

TURB24-I I3 TC $1,087 $1,074 $1,062 $1,051 $1,040 $1,029 $1,020 $1,010 $923 

TURB24-I I4 TC $1,087 $1,074 $1,062 $1,051 $1,040 $1,029 $1,020 $1,010 $923 

TURB24-V V6 TC $1,824 $1,802 $1,782 $1,763 $1,745 $1,728 $1,711 $1,696 $1,549 

TURB24-V V8 TC $1,952 $1,928 $1,906 $1,885 $1,865 $1,846 $1,828 $1,811 $1,655 

Note: TC=total costs; the downsized configuration is always a DOHC. 

 

Costs associated with cooled EGR are equivalent to those used in the Draft TAR, updated to 
2015 dollars. The cooled EGR costs incremental to the baseline engine configuration are shown 
below. 

Table 2.82  Costs for Cooled EGR (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 
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DMC $265 23 $240 $237 $233 $230 $227 $224 $221 $219 $216 

IC Med2 2024 $102 $102 $101 $101 $101 $101 $101 $101 $75 

TC   $342 $338 $334 $331 $328 $325 $322 $320 $292 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

Costs associated with converting non-DOHC engines to a DOHC configuration without any 
engine downsizing are equivalent to those used in the Draft TAR, updated to 2015 dollars. These 
costs are used when converting a non-DOHC engine to a DOHC configuration when downsizing 
is not also included. The primary example for this Proposed Determination analysis is converting 
to a DOHC configuration to enable Atkinson-2 technology. The costs are presented below and 
do not include other potential technologies such as variable valve timing or lift or cylinder 
deactivation, all of which are accounted for separately by EPA. 

Table 2.83  Costs for Valvetrain Conversions from non-DOHC to DOHC (dollar values in 2015$) 
Conversion Cost type DMC: base 

year cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

V6 SOHC to V6 DOHC DMC $186 23 $169 $166 $164 $161 $159 $157 $155 $154 $152 

V6 OHV to V6 DOHC DMC $534 28 $522 $511 $501 $492 $484 $476 $469 $462 $456 

V8 SOHC 3V to V8 DOHC DMC $134 23 $121 $119 $118 $116 $115 $113 $112 $111 $109 

V8 SOHC to V8 DOHC DMC $215 23 $195 $192 $189 $186 $184 $181 $179 $177 $175 

V8 OHV to V8 DOHC DMC $585 28 $571 $559 $549 $539 $530 $521 $514 $506 $500 

V6 SOHC to V6 DOHC IC Med2 2018 $71 $71 $53 $53 $53 $53 $53 $53 $53 

V6 OHV to V6 DOHC IC Med2 2018 $206 $206 $154 $153 $153 $153 $153 $152 $152 

V8 SOHC 3V to V8 DOHC IC Med2 2018 $51 $51 $38 $38 $38 $38 $38 $38 $38 

V8 SOHC to V8 DOHC IC Med2 2018 $82 $82 $61 $61 $61 $61 $61 $61 $61 

V8 OHV to V8 DOHC IC Med2 2018 $226 $225 $168 $168 $168 $167 $167 $167 $167 

V6 SOHC to V6 DOHC TC   $240 $237 $217 $215 $212 $210 $208 $207 $205 

V6 OHV to V6 DOHC TC   $728 $716 $654 $645 $637 $629 $622 $615 $609 

V8 SOHC 3V to V8 DOHC TC   $173 $171 $156 $154 $153 $151 $150 $149 $147 

V8 SOHC to V8 DOHC TC   $277 $274 $250 $247 $245 $243 $240 $238 $236 

V8 OHV to V8 DOHC TC   $797 $785 $717 $707 $697 $689 $681 $673 $667 

Note:  
DMC=direct manufacturing costs; IC=indirect costs; TC=total costs;  
the downsized configuration is always a DOHC. 
 

2.3.4.1.9.3 Basis for Feasibility Assumptions 

Between 2010 and 2015, automotive manufacturers have been adopting advanced powertrain 
technologies in response to GHG and CAFE standards.  Just over 45 percent of MY2015 light-
duty vehicles in U.S. were equipped with gasoline direct injection (GDI) and approximately 18 
percent of MY2015 light-duty vehicles were turbocharged.   Nearly all vehicles using 
turbocharged spark-ignition engines also used GDI to improve suppression of knocking 
combustion.  GDI provides direct cooling of the in-cylinder charge via in-cylinder fuel 
vaporization.   Use of GDI allows an increase of compression ratio of approximately 0.5 to 1.5 
points relative to naturally aspirated or turbocharged engines using port-fuel-injection (e.g., an 
increase from 9.9:1 for the 5.3L PFI GM Vortec 5300 to 11:1 for the 5.3L GDI GM Ecotec3 with 
similar 87 AKI gasoline octane requirements).   

Many automotive manufacturers have launched a third or fourth generation of GDI engines 
since their initial introduction in the U.S. in 2007.  Turbocharged, GDI engines are in now in 
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volume production at between 21-bar and 25-bar BMEP.  VW/Audi, FCA, Ford and more 
recently (MY2016) GM have all introduced engines with 21-25 bar BMEP in both passenger car 
and light-truck platforms.  The 2.7L EcoBoost engine available in the segment-leading 2017 
Ford F150 pickup has just over 24-bar peak BMEP and a maximum loaded trailer weight towing 
capacity in excess of 7,600 pounds.  The 3.5L EcoBoost engine, also available in the 2017 Ford 
F150, has a peak BMEP of 23-bar and a maximum loaded trailer weight towing capacity in 
excess of 10,600 pounds.  

Most recent turbocharged engine designs now use head-integrated, water-cooled exhaust 
manifolds and coolant loops that separate the cooling circuits between the engine block and the 
head/exhaust manifold(s).  Head-integrated exhaust manifolds (IEM) are described further in the 
section on thermal management in 2.2.2.11.  The use of IEM was assumed within the EPA 
analysis of 27-bar BMEP turbocharged GDI engines for the FRM and is assumed for all TDS24 
(24-bar BMEP) engines in the Draft TAR and Proposed Determination analyses.  The benefits, 
including increased ability to downspeed the engine without pre-ignition and the potential for 
cost savings in the design of the turbocharger turbine housing appear to extend to lower BMEP-
level turbocharged GDI engines and will likely be incorporated into many future turbocharged 
light-duty vehicle applications.  The application of IEMs does effect cooling system design and 
manufacturers will be required to provide sufficient cooling system capacity if they adopt this 
technology. Recent turbocharger improvements have included use of lower-mass, lower inertia 
components and lower friction ball bearings to reduce turbocharger lag and enable higher peak 
rotational speeds.  Improvements have also been made to turbocharger compressor designs to 
improve compressor efficiency and to expand the limits of compressor operation by improving 
surge characteristics.   

2.3.4.2 Transmissions: Data and Assumptions for this Proposed Determination 

In assessing the effectiveness of transmission technology, EPA used multiple data sources.   
These data sources include benchmarking activities, conducted at both the National Vehicle and 
Fuel Emissions Lab (NVFEL) in Ann Arbor, Michigan and through contract work, technical 
literature, technical conferences, vehicle certification data and stakeholder meetings.  To ensure 
the data were consistent, it was important to understand the assumptions made in determination 
of the effectiveness.  It is also important to note the engine with which the transmission is being 
paired.  Since much of the effectiveness associated with advanced transmissions is in the 
transmission's ability to alter the operation range of the engine, and thus minimize pumping 
losses, the engine efficiency in the area of operation is a major part of the effectiveness 
calculation. The National Academy of Sciences, in their 2015 report, noted that "as engines 
incorporate new technologies to improve fuel consumption, including variable valve timing and 
lift, direct injection, and turbocharging and downsizing, the benefits of increasing transmission 
ratios or switching to a CVT diminish."586  This is not to say that transmissions are not an 
important technology going forward, but rather a recognition that future engines will have larger 
"islands" of low fuel consumption that potentially rely less on the transmission to improve the 
overall efficiency of the vehicle.  Thus, effectiveness percentages reported for transmissions 
paired with unimproved engines would be expected to be reduced when the same transmission is 
paired with a more advanced engine.   Regardless of the engine with which a particular 
transmission is mated, it is expected that vehicle manufacturers and suppliers will continue to 
improve the overall efficiency of the transmission itself by reducing friction and parasitic losses.   
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2.3.4.2.1 Assessment and Classification of Automated Transmissions (AT, AMT, DCT, 
CVT) 

As in the Draft TAR, transmissions have again been defined in the analysis as one of four 
types:PPP 

 TRX11 - 6-speed with high efficiency gearbox (HEG) level 1 

 TRX12 - 6-speed with high efficiency gearbox (HEG) level 2 

 TRX21 - 8-speed with high efficiency gearbox (HEG) level 1 and CVTs 

 TRX22 - 8-speed with high efficiency gearbox (HEG) level 2 and improved CVTs 

This differs from the FRM analysis that maintained each type of transmission separately (AT, 
DCT, CVT, etc.).  This change was implemented by EPA to prevent the analysis from 
disproportionally implementing transmission changes as technology packages were applied in 
OMEGA.  The 2015 baseline fleet has transmission type (AT, DCT, CVT, etc.) that is linked to 
each vehicle and is maintained throughout the analysis. 

For this Proposed Determination, EPA has assessed the baseline fleet (MY2015, as described 
in Chapter 1 of this TSD) and have included the following assumptions: 

 All manufacturers have incorporated some level of early torque converter lockup, as 
well as an appropriate level of advanced shift logic, into automatic transmissions with 
six speeds and above. 

 All manufacturers have incorporated some level gearbox efficiency improvements 
(termed as "high efficiency gearbox" or HEG), and advanced shift logic (termed 
"advanced shift logic" or ASL) into automatic transmissions with six speeds and 
above, and CVTs.   

 All types of automated transmissions have the potential to improve between now and 
2025 MY.  EPA expects that gains in efficiency can be made, independent of the 
transmission type.  Figure 2.116 shows that all three of the main transmission types 
(AT, DCT, CVT) moving across their respective paths toward their ultimate level of 
efficiency.  The term "Flexibility" here denotes how well the transmission can keep 
the engine on its optimal efficiency line. 

                                                 
PPP Each of these speed or gear designations should be taken to mean the approximate gear-ratio spread and, 

therefore, inclusive of CVTs. 
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Figure 2.116  Comparison of the Different Transmission Types 

 The incremental effectiveness and cost for all automated transmissions are based on 
data from conventional automatics. 

 

EPA does not believe that the technologies represented by HEG and ASL have been 
incorporated into all transmissions in the 2015 fleet, but are presumed to be included in both the 
base 6-speed and higher-gear transmissions, and CVTs in the 2015 fleet. 

 Under the premise that automated transmissions that are currently in the fleet demonstrate 
different effectiveness, and with the expectation that all automated transmissions will be 
improved between now and 2025 MY, 2015 transmissions were mapped to three different 
designations: Null, TRX11 and TRX21.  Table 2.84 shows the mapping between the existing 
transmissions in the 2015 baseline fleet and the transmission designations that have been 
established for this Proposed Determination analysis.   Note that manual transmission 
designations were left alone unless the vehicle was determined to need electrification in order to 
comply in which case it would be upgraded to either a hybrid or electric vehicle transmission.   

Table 2.84   Transmission Level Map 

Trans code from Data Transmission Type Number of Gears Transmission Level 

A Automatic 4 Null 
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A Automatic 5 Null 

A Automatic 6 TRX11 

A Automatic 7 TRX21 

A Automatic 8 TRX21 

A Automatic 9 TRX21 

AM Automated Manual 5 Null 

AM Automated Manual 6 TRX11 

AM Automated Manual 7 TRX21 

C CVT 0 TRX21 

D Dual Clutch 6 TRX11 

D Dual Clutch 7 TRX21 

 

 In the "TRX" numbering system the first digit specifies the number of gears in the 
transmission and the second digit specifies the HEG level.  A "1" in the first digit represents a six 
speed transmission and a "2" in the first digit represents an eight speed.  Similarly, a "1" in the 
second digit represents HEG1 and a "2" in the second digit represents HEG2.  An important 
aspect of using the TRX system is that it meant to estimate the effectiveness of both the current 
transmission technology and future transmission technology.  This is appropriate because it 
allows EPA to account for technology already found in the baseline fleet, as well as apply future 
transmission technology as a means of improving vehicle efficiency.  With the predominant 
transmission type in the 2015 MY baseline fleet (70.8 percent) being a conventional automatic 
transmission.  EPA believes that this approach most closely approximates the overall incremental 
effectiveness and cost associated with all automated transmissions.  In the future, if a particular 
transmission technology develops in such a way that it becomes more cost effective compared to 
our estimates, and it demonstrates the capability of meeting vehicle functional objectives, EPA 
expects that vehicle manufacturers may adopt that technology instead.  

The Global Automakers commented that; "The decision to do so (create a new set of terms) 
unnecessarily complicated stakeholders' abilities to understand and track agency assumptions 
and their progression over time."  EPA has decided to maintain this methodology in this 
Proposed Determination because we believe that this addresses comments previously received by 
stakeholders.  For example, earlier in their comments on the Draft TAR, the Global Automakers 
point out that the actual penetration of DCTs in the 2015 MY fleet does not match the 
technology penetration projected by EPA in the FRM.  EPA recognizes that the OMEGA model 
will always find the most cost effective solution.  In the case of transmissions for the FRM, the 
OMEGA model applied a significant number of DCTs.  Based on extensive meetings with 
manufacturers it became clear that the application of transmission technology was dependent on 
the market and functional objectives for a particular vehicle, with conventional automatics being 
the primary choice for large vehicles that tow, and DCTs being mostly applied to performance 
vehicles.  The TRX methodology has provided a means by which EPA maintains the type of 
transmission technology found in the baseline fleet and be able to apply increasing effectiveness 
and the associated costs.  

In their comments, the Alliance of Automobile Manufacturers (AAM) referred to this 
"binning" methodology of different types of transmissions (i.e., conventional ATs, CVTs, and 
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DCTs) into the TRX designations, claiming that the TRX designations "do not recognize unique 
efficiencies of different transmission technologies." The Alliance therefore recommends that 
EPA abandon the TRX designations and instead specifically identify each type of transmission. 
In this comment, the Alliance is joined by Ford Motor Company, which agrees that accounting 
for unique efficiencies of different transmissions is preferable.  EPA agrees that conventional 
ATs, CVTs, and DCTs do represent unique technology packages. However, the potential 
effectiveness gains between TRX levels, while arising from different technology packages within 
each transmission type, will be very similar among the transmission types as noted in both the 
Draft TAR and earlier in this section of the TSD (see Figure 2.116). Furthermore, EPA believes 
that it is important to maintain customer choice, and that manufacturers will choose the 
appropriate transmission technology according to a range of customer requirements beyond CO2 
emissions. The TRX designation implicitly assumes that manufacturers will be likely to maintain 
the transmission type already in the baseline fleet for a specific vehicle, according to their 
customer requirements. Manufacturers of course have the flexibility to switch transmission 
types, and gain any additional benefit in CO2 reduction accruing from changing transmission 
technology, but EPA does not consider this additional CO2 benefit in its analysis. Thus, EPA 
believes maintaining a TRX transmission designation is the best methodology for assessing 
technology cost and effectiveness while maintaining maximum manufacturer flexibility.  

CVT transmissions in the 2015 MY baseline fleet have been characterized as TRX21 level 
transmissions.  CVT transmissions were characterized as TRX11 in the Draft TAR.  While EPA 
recognizes that some vehicles in the fleet have older CVTs that can be characterized as TRX11, 
EPA believes that it was best to characterize all CVTs as TRX21 for this Proposed 
Determination to be responsive to commenters and to be conservative.  Thus, EPA recognizes 
the higher efficiency of current CVTs, but still allows them to improve.  Most current CVT 
transmissions are 85 percent efficient and are expected to be 90-94 percent efficient by 2025.  
They are also expected to have their ratio span increase from the current 6-7.3 to between 8 and 
8.5.  Commenters questioned where these facts were obtained.  These facts are based stakeholder 
meetings and oral presentations given by transmission suppliers at the last several CTI 
Transmission Symposiums in North America. 

AAM commented, disagreeing with EPA's expectation for efficiency increased in CVTs.  
Toyota also commented that "Toyota believes that the transmission effectiveness becomes less 
due to the practical challenges."  However, the Union of Concerned Scientists commented in 
support of EPA's assumptions for CVTs, pointing to the clear benefits to CVTs as an enabling 
technology. EPA has updated its estimate of CVT effectiveness within the TRX transmission 
structure for this Proposed Determination, and believes that it is conservative given the current 
and future efficiency and gear spread of CVTs.  

 

2.3.4.2.2 Effectiveness Values for TRX11 and TRX21 

The effectiveness associated with TRX11 is based on the GM 6T40 six-speed transmission 
from the 2013 Malibu benchmarking study. A comment received from AAM questioned the 
TRX11 effectiveness, but provided no further information or analysis. Consequently, EPA stands 
behind its documented analysis.  
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The effectiveness of TRX21 is based on the 845RE eight-speed transmission (a ZF licensed 
FCA clone) from the 2014 Dodge Ram benchmarking study.587 Additional losses of 2 percent 
were added to the transmission to account for the differential, which was integral to the 6T40, 
and other spin losses found in front wheel drive transmissions. AAM commented that packaging 
difficulties in front wheel drive transmissions tend to increase spin and churning losses. EPA 
believes that the additional 2 percent losses assumed over the measured 845RE losses account 
take these losses into account. In addition, in more advanced FWD transmissions, manufacturers 
have tended to move clutches and other components out of the oil to further reduce churning 
losses. EPA has opted to maintain the additional 2 percent losses, even for transmissions with 
HEG2 (i.e., TRX22 transmissions). 

A comment from Ford Motor Company stated that industry progress on transmission 
efficiency should be appropriately quantified in the baseline fleet. As outlined in the assumptions 
above, EPA believes that all manufacturers have incorporated some level of torque converter 
lockup improvements and gearbox efficiency improvements into transmissions with six speeds 
and above (i.e., TRX11 and TRX21 transmissions). Furthermore, EPA believes that the 6T40 is 
reasonably representative of current six-speed transmissions in the fleet, and that the 845RE 
(which is of more recent vintage than the 6T40 and contains additional efficiency improvements) 
is reasonably representative of current eight-speed transmissions in the fleet. Consequently, EPA 
believes industry progress on transmission efficiency has been appropriately quantified, and 
stands behind its documented analysis. 

Comments from AAM and Ford stated that EPA's estimated effectiveness differences 
between current six- and eight-speed transmissions were high. AAM provided an attachment 
entitled, "EPA ALPHA Samples Transmission Walk,"588 authored by Ford, in support. The 
transmission walk suggests that a 6-speed to 8-speed HEG1 transmission upgrade would result in 
a 4.4 percent - 5.0 percent effectiveness increase, rather than the 8.6 percent to 9.0 percent 
calculated by Ford using ALPHA simulation runs.  

However, the Ford document acknowledges a number of differences between their simulation 
methodology and EPA's simulation methodology:  

1) The Ford simulation engine used a 2.0L EcoBoost engine, compared to EPA's 
naturally aspirated GDI engines.  

2) The Ford simulation assumed the same lockup strategy between transmissions; 
EPA's did not. 

3) The Ford simulation used transmission efficiency maps from a Ford 
8F24/8F35; EPA used benchmarked 845RE (ZF 8HP45) transmission as detailed in the 
Draft TAR.  

4) The Ford simulation assumed no engine displacement reduction when the 
transmission is upgraded; EPA applied a "performance neutral" engine downsizing 
strategy. 

As described in the Draft TAR (specifically in Table 5.77 of the Draft TAR), EPA expects 
that effectiveness percentages reported for transmissions paired with unimproved engines would 
be reduced when the same transmission is paired with a more advanced engine. Thus, Ford's 
technology walk using an EcoBoost engine would be expected to deliver a lower effectiveness 
than a comparable tech walks using the naturally aspirated engines modeled in ALPHA. 
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EPA also believes that, generally, eight-speed transmissions within the fleet are of a later 
vintage than six-speed transmissions within the fleet; and it is appropriate, when assigning 
effectiveness, to account for the entire package of transmission technology changes between a 
typical six- and eight- speed transmission. Thus, EPA uses representative transmissions, such as 
the six-speed 6T40 and the eight-speed 8HP45, in modeling, with the understanding that 
transmission efficiency, torque converter efficiency, and TC lockup strategy are different 
between the two. This assumption is reflected by the fact that the additional incremental 
effectiveness incorporated into HEG2 is reduced when applied to eight-speed transmissions, 
which are already assumed to contain some efficiency improvements in addition to the added 
gear ratios and spread. 

Consistent with the FRM and recommendation by the National Academy of Science589, the 
EPA analysis compares the technologies on a consistent basis by maintaining constant vehicle 
performance. In the EPA analysis, engine displacement was appropriately resized to maintain a 
consistent acceleration performance across different technology packages. The Ford transmission 
walk explicitly maintained engine size, with no allowance for maintaining performance, arguing 
that engine displacement reduction results in "significant gradeability degradation." AAM and 
FCA support Ford's contention on gradeability, with FCA commenting that "if [top gear 
gradeability] is too low, every time a driver encounters a small hill or wants to accelerate from a 
steady speed on a level road, the transmission would have to downshift. This is very annoying 
and leads to customer complaints." 

EPA disagrees with this assessment. Both Ford and AAM define a gradeability metric of 
maintaining top gear at 75 mph while climbing a given grade. While this may have been an 
appropriate gradeability metric for vehicles containing vintage four-speed transmissions, EPA 
does not believe this metric is appropriate for advanced eight-speed transmissions, where 
downshifts are less noticeable to the driver. Moreover, in EPA testing, the FCA-built Dodge 
Charger downshifted significantly during the relatively gentle accelerations encountered over the 
HWFET.  In addition, reviewers who drove the Jeep CherokeeQQQ commented that it does not 
maintain top gear on a flat road at 75 mph, implying that not all vehicles in production meet this 
metric. 

                                                 
QQQ http://www.caranddriver.com/reviews/2014-jeep-cherokee-24l-first-drive-review, 

http://www.tflcar.com/2015/02/is-the-2015-jeep-cherokee-limited-the-perfect-suv-first-impression/, 
http://www.fourwheeler.com/vehicle-reviews/1602-jeep-cherokee-trailhawk-why-did-it-win-2015-four-wheeler-
of-the-year-award/ 
 

 

http://www.caranddriver.com/reviews/2014-jeep-cherokee-24l-first-drive-review
http://www.tflcar.com/2015/02/is-the-2015-jeep-cherokee-limited-the-perfect-suv-first-impression/
http://www.fourwheeler.com/vehicle-reviews/1602-jeep-cherokee-trailhawk-why-did-it-win-2015-four-wheeler-of-the-year-award/
http://www.fourwheeler.com/vehicle-reviews/1602-jeep-cherokee-trailhawk-why-did-it-win-2015-four-wheeler-of-the-year-award/
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Figure 2.117  2015 Dodge Charger Gearing Changes over the HWFET 

If top gear at 75 mph were used as a metric, EPA's preliminary analysis shows that advanced 
eight speed transmissions coupled with performance neutral engine sizing exhibit very little 
gradeability decrease, and with some engine technologies gradeability is increased over the 
baseline. 

When applying the effect of these differences to the Ford simulation, the results are consistent 
with the EPA effectiveness measurements taken from ALPHA sample runs and cited by Ford in 
their transmission walk. EPA thus views the information in the transmission walk appendix as 
corroborative.   

2.3.4.2.3 Effectiveness Values for TRX12 and TRX22 

 The effectiveness values for TRX12 and TRX22 contain additional technologies (HEG2) 
which, alone or in combination, can improve the efficiency of the gearbox.  

EPA estimates of HEG2 effectiveness in eight-speed transmissions are based on modeling 
studies conducted by EPA and published in a 2016 paper referenced in the Draft TAR.590 This 
paper outlines potential steps to improve transmission effectiveness, including increasing gear 
spread, reducing drag torque, reducing oil pump losses, reducing creep torque, implementing 
earlier torque converter lockup, and reducing engine size to maintain performance neutrality. 

These specific advanced transmission technologies were assessed and reported on by 
transmission supplier ZF, who applied some of the technologies to their new 8-speed 
transmission (the 8HP50) and modeled the effect of others.591 Results from the EPA simulations 
of these technologies (reported in the 2016 paper referenced) were close to, but somewhat lower 
than, the ZF estimates, so that the effectiveness numbers used by EPA for HEG2 in the Draft 
TAR analysis represent a conservative analysis compared to what transmission manufacturer ZF 
estimates can be achieved. 

The expectation is that a transmission mapped to TRX11 can be improved to a level that 
would bring the transmission effectiveness to the efficiency level of the TRX22 (with 
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effectiveness based on the ZF 8 speed with HEG level 2).   Table 2.85 shows the effectiveness 
progression from a TRX11 level transmission to the TRX22 level transmission using the 2013 
Malibu engine as modeled in ALPHA.   

Table 2.85  TRX11 to TRX 22 Effectiveness Progression 

 TRX11 to TRX12 TRX12 to TRX21 TRX21-TRX22 

Range (all vehicle types) 3.4% - 3.5% 2.6% - 6.7% 3.6% - 4.4% 

 

The aggregation of effectiveness values represents the best data available to EPA for the 
Proposed Determination analysis.  EPA believes that these effectiveness values are appropriate 
since it allows an average of approximately 11 percent improvement in effectiveness from 
TRX11 to a TRX22. An 11 percent improvement in effectiveness is achievable given that most 
transmissions can gain 6-11 percent from efficiency improvements alone, and designs for 
increased gear counts and wider ratio spans from 8-10 are expected.   

In comparison, AAM commented that "manufacturers expect that moving from TRX11 to 
TRX22 will deliver effectiveness improvements in that range of 1 percent-2 percent." Although 
AAM provided no data to support this comment, they did provide the Ford transmission walk 
referenced above, which provided an industry estimate that moving from TRX11 to TRX21 
would deliver an effectiveness improvement of 4.4 percent to 5.0 percent. This is inconsistent 
with AAM's statement that advancing farther to TRX22 will provide a total benefit of at most 2 
percent. 

AAM also commented on what they consider to be marginal improvements due to HEG2 (i.e., 
the additional effectiveness gain from TRX21 to TRX22), offering in support of their comment 
information that FCA realized a CO2 benefit of approximately 0.8 percent unadjusted combined 
FE when implementing friction reduction and hydraulic system upgrades to their eight-speed 
transmission. 

AAM acknowledges that the modifications completed by FCA constituted only a portion of 
the HEG2 benefits expected by EPA given that certain additional improvements (notably a 
change in gear ratios) was not undertaken. In fact, HEG2 does include a basket of technologies 
that can be implemented individually or in combination by manufacturers; EPA does not expect 
all HEG2 technologies to be implemented simultaneously. FCA chose to implement a portion of 
the HEG2 technologies, and the benefit of approximately 0.8 percent is a representative 
proportion of the effectiveness projected by EPA when moving from transmission level TRX21 
to TRX22. The 0.8 percent effectiveness realized by FCA for the technologies implemented is 
slightly lower than the values estimated by transmission supplier ZF in their published work, 592 
but are consistent with EPA's implementation of HEG2 in the LPM. 

2.3.4.2.4 Technology Applicability and Costs 

For future vehicles, it was assumed that the costs for transitioning from one technology level 
(TRX11-TRX22) to another level is the same for each transmission type (AT, AMT, DCT, and 
CVT).  The costs used are based on AT transmissions which make up over 70.8 percent of 
transmissions in today's fleet. The costs used in this analysis are equivalent to those intended for 
use in the Draft TAR, updated to 2015 dollars. Note that, subsequent to the Draft TAR, EPA 
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found a minor error in its transmission costs whereby the indirect costs were slightly overstated. 
The costs presented below correct that error with the result that total costs in MY2025 for 
TRX21 are roughly $20 lower and TRX22 roughly $40 lower in this analysis than in the Draft 
TAR.    

Transmission technology costs are presented in Table 2.86. 

Table 2.86  Costs for Transmission Improvements for all Vehicles (dollar values in 2015$) 

Tech Cost 
type 

DMC: base 
cost 
IC: 

complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

TRX11 DMC $40 23 $36 $36 $35 $35 $34 $34 $33 $33 $33 

TRX12 DMC $260 23 $235 $232 $228 $225 $222 $219 $217 $214 $212 

TRX21 DMC $176 23 $159 $157 $155 $152 $150 $148 $147 $145 $143 

TRX22 DMC $396 23 $359 $353 $348 $343 $338 $334 $330 $326 $323 

TRX11 IC Low2 2018 $10 $10 $8 $8 $8 $8 $8 $8 $8 

TRX12 IC Low2 2018 $63 $63 $50 $50 $50 $50 $50 $50 $50 

TRX21 IC Low2 2024 $42 $42 $42 $42 $42 $42 $42 $42 $34 

TRX22 IC Low2 2024 $95 $95 $95 $95 $95 $95 $95 $95 $76 

TRX11 TC   $46 $45 $43 $42 $42 $41 $41 $41 $40 

TRX12 TC   $298 $294 $278 $275 $272 $269 $267 $264 $262 

TRX21 TC   $202 $199 $197 $195 $193 $191 $189 $187 $177 

TRX22 TC   $454 $448 $443 $438 $433 $429 $425 $421 $399 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

As a comparison to how the Draft TAR transmission, or TRX, costs presented above would 
compare to the transmission costs EPA used in the FRM, see the table below. To construct this 
table, EPA has added various FRM transmission technologies (updated to 2013$) together on a 
year-over-year basis and presented them along with the conceptual intent behind the new TRX 
structure discussed above. Note that the FRM costs were presented in 2010$ and, importantly, 
EPA revised the FRM transmission costs in 2013 due to FEV-generated updates to the tear down 
costs used in the 2012 FRM.593 The FRM costs presented in the table below reflect the updates 
made to the FRM costs by FEV. We present the updated values rather than the actual FRM 
values since the updated values, if they were being used in this TSD analysis, are the values we 
would have used.  As shown in Table 2.87, the TRX system projects high costs for each 
individual transmission type which is more conservative.  Despite EPA projecting higher 
transmission technology costs than the 2012 FRM, and having similar transmission technology 
penetrations (and in some cases higher penetrations of more expensive technology), the overall 
cost of compliance for the 2022 to 2025 MY standards is similar. 

Table 2.87  Comparison of Transmission Costs Using the 2012 FRM Methodology to Proposed Determination 
Costs for Transmissions (2015$) 

Tech Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 

6sp DCT-dry+ASL2+HEG1 TC -$70 -$68 -$85 -$83 -$82 -$80 -$78 -$77 -$77 

6sp DCT-wet+ASL2+HEG1 TC -$30 -$29 -$40 -$39 -$38 -$37 -$36 -$36 -$36 

6sp AT+ASL2+HEG1 TC $25 $25 $24 $23 $23 $23 $23 $22 $21 

TRX11 TC $46 $45 $43 $42 $42 $41 $41 $41 $40 

           

6sp DCT-dry+ASL2+HEG2 TC $198 $196 $174 $172 $171 $169 $168 $167 $153 
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6sp DCT-wet+ASL2+HEG2 TC $238 $235 $219 $217 $214 $212 $210 $208 $194 

6sp AT+ASL2+HEG2 TC $293 $288 $283 $279 $275 $272 $269 $266 $251 

TRX12 TC $298 $294 $278 $275 $272 $269 $267 $264 $262 

           

8sp DCT-dry+ASL2+HEG1 TC $92 $91 $90 $89 $88 $87 $86 $85 $79 

8sp DCT-wet+ASL2+HEG1 TC $190 $188 $186 $184 $182 $180 $178 $177 $163 

8sp AT+ASL2+HEG1 TC $124 $122 $114 $113 $112 $111 $109 $108 $106 

TRX21 TC $202 $199 $197 $195 $193 $191 $189 $187 $177 

           

8sp DCT-dry+ASL2+HEG2 TC $360 $354 $349 $344 $340 $336 $332 $328 $309 

8sp DCT-wet+ASL2+HEG2 TC $458 $451 $445 $439 $434 $429 $424 $420 $393 

8sp AT+ASL2+HEG2 TC $392 $386 $374 $369 $364 $360 $356 $352 $336 

TRX22 TC $454 $448 $443 $438 $433 $429 $425 $421 $399 

 

  

2.3.4.3 Electrification: Data and Assumptions for this Assessment 

As in the 2012 FRM and Draft TAR assessments, this Proposed Determination assessment 
relies on estimates of cost and effectiveness of each GHG-reducing technology in order to 
project its expected role in fleet compliance with the standards.  Electrification technologies 
represent a particularly broad range of cost and effectiveness, ranging from relatively low-cost 
technologies offering incremental degrees of effectiveness, such as stop-start and mild hybrids, 
to higher-cost, highly effective technologies such as plug-in hybrids and pure electric vehicles.  

In this analysis, the costs associated with electrification are divided into battery and non-
battery costs.  Chapter 2.2.4 of this TSD reviewed industry developments in battery and non-
battery technology.  As discussed in the Draft TAR, many of these developments have resulted 
in cost reductions for both battery and non-battery components as the industry has gained in 
experience and production scale.  For this Proposed Determination assessment, EPA has 
reviewed its Draft TAR projections of cost and effectiveness for electrification technologies in 
the 2022-2025 time frame, and in many cases has made updates based on consideration of public 
comments received on the Draft TAR as well as updated information that became available since 
the publication of the Draft TAR.    

2.3.4.3.1 Cost and Effectiveness for Non-hybrid Stop-Start 

A complete assessment of the state of non-hybrid stop-start technology was presented in 
Chapter 2.2.4.4.1 of this TSD. To estimate cost and effectiveness of this technology for the 
Proposed Determination analysis, EPA has considered this information as well as public 
comments received on stop-start technology.  

In general, public comments did not address the specific cost or effectiveness values for stop-
start as used for the Draft TAR assessment (except in the context of off-cycle credit values, as 
discussed in Section B.3.4.1 of the Proposed Determination Appendix). A comment from Motor 
& Equipment Manufacturers Association (MEMA) did address the effectiveness of stop-start 
when implemented in a different manner from that assumed in the Draft TAR. The comment 
states, "Input from our members’ modeling, development vehicle testing and analysis shows that 
correctly pairing two battery types together with a motor/generator can provide an additional 3 
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percent effectiveness beyond idle start-stop," and recommends that EPA include analysis of an 
optimized lead-acid and lithium ion dual energy storage system to represent the true benefit of 
such technology. 

While EPA did acknowledge in the Draft TAR the possibility of pairing a battery with an 
ultra capacitor (as exemplified by the Mazda i-ELOOP technology), this technology was not 
analyzed more closely for effectiveness or cost, in favor of more standard configurations that are 
more typical of stop-start implementation. While stop-start can certainly be implemented in other 
ways that could potentially improve its cost or effectiveness, EPA does not have detailed 
information on cost or performance of dual-battery or capacitor-enhanced implementations that 
would allow including such variations in its analysis at this time.  

No additional information was received to suggest that the Draft TAR cost or effectiveness 
values for stop-start should be revised. Therefore, EPA has chosen to maintain the Draft TAR 
effectiveness estimates for stop-start for use in this Proposed Determination analysis to reflect an 
effectiveness of 3.0 to 4.0 percent depending on vehicle class, as shown in Table 2.88. 

Table 2.88  GHG Technology Effectiveness of Stop-Start 

Technology Technology Effectiveness [%] 

LPW_LRL MPW_LRL HPW LPW_HRL MPW_HRL Truck 

12V Stop-Start 3.0 3.5 4.0 3.6 3.7 3.7 

 

EPA is also retaining the costs for stop-start that were used in the Draft TAR, updated to 2015 
dollars. The costs incremental to the baseline engine configuration for our different curb weight 
classes are shown below. Note that we have, in the past, estimated costs based on vehicle classes 
such as "small car" and "large MPV." As discussed in Section 2.1, we now estimate applicable 
costs more appropriately on curb weight class where 1 is the lightest class and 6 is the heaviest 
and is reserved for pickup trucks. 

Table 2.89  Costs for Stop-Start for Different Curb Weight Classes (dollar values in 2015$) 
 

Curb  
Weight 

Class 

Cost 
type 

DMC: base 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC $317 25 $268 $253 $242 $233 $226 $219 $214 $209 $205 

2 DMC $317 25 $268 $253 $242 $233 $226 $219 $214 $209 $205 

3 DMC $360 25 $303 $287 $275 $265 $256 $249 $242 $237 $232 

4 DMC $360 25 $303 $287 $275 $265 $256 $249 $242 $237 $232 

5 DMC $360 25 $303 $287 $275 $265 $256 $249 $242 $237 $232 

6 DMC $395 25 $333 $315 $301 $290 $281 $273 $266 $260 $254 

1 IC Med2 2018 $121 $120 $90 $89 $89 $89 $89 $89 $88 

2 IC Med2 2018 $121 $120 $90 $89 $89 $89 $89 $89 $88 

3 IC Med2 2018 $137 $136 $102 $101 $101 $101 $101 $100 $100 

4 IC Med2 2018 $137 $136 $102 $101 $101 $101 $101 $100 $100 

5 IC Med2 2018 $137 $136 $102 $101 $101 $101 $101 $100 $100 

6 IC Med2 2018 $150 $149 $111 $111 $111 $111 $110 $110 $110 

1 TC   $388 $374 $332 $323 $315 $308 $303 $298 $293 

2 TC   $388 $374 $332 $323 $315 $308 $303 $298 $293 

3 TC   $440 $423 $376 $366 $357 $350 $343 $337 $332 

4 TC   $440 $423 $376 $366 $357 $350 $343 $337 $332 

5 TC   $440 $423 $376 $366 $357 $350 $343 $337 $332 
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6 TC   $483 $464 $413 $401 $392 $383 $376 $370 $364 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.3.2 Cost and Effectiveness for Mild Hybrids 

A complete assessment of this technology as performed for the Draft TAR and Proposed 
Determination was presented in Chapter 2.2.4.4.2 of this TSD. To estimate cost and effectiveness 
of this technology for the Proposed Determination analysis, EPA has considered this information 
as well as public comments received on the topic of mild hybrids.  

Comments from Motor & Equipment Manufacturers Association (MEMA) recommended that 
EPA "more closely evaluate the potential for 48V systems in its analysis as an enabling 
technology that can leverage efficiencies in other vehicle systems or can provide other 
flexibilities." As an example, the comment noted that "electrically heated catalysts (EHCs) can 
be more efficiently powered by 48V systems to electrically light off the after treatment catalyst 
faster than possible when heated solely by exhaust gases." Another example was 
"thermodynamic hybridization through the use of e-boosting systems or electric supercharging." 
In a similar vein, the International Council on Clean Transportation (ICCT) commented, "We 
note that the TAR adds analyses of 48V hybrid systems, but we recommend that the agencies 
investigate the synergies between 48V hybrids and e-boost systems." Comments received from 
A123 Systems also listed a number of synergies and opportunities for increased efficiency that 
are enabled by a 48V system. 

EPA acknowledges that ancillary advantages and synergies can accompany adoption of 48V 
systems, including such effects as faster and smoother engine start, greater opportunity for e-
boost, and higher levels of power for electrical accessories. Although these advantages have 
potential to provide real value to consumers and can assist manufacturers with offering an 
integrated and compelling overall package, the EPA technology assessment methodology does 
not at this time include the capability to quantify the value of such ancillary benefits in a way 
that could be factored in to our projections of the cost effectiveness or market penetration of 48V 
technology. 

Several commenters noted the decline in projected penetration of mild hybrids as compared to 
the FRM analysis. For example, American Council for an Energy-Efficient Economy (ACEEE) 
commented: "the penetration of mild hybrids in the agencies’ 2025 compliance scenarios has 
declined from the levels found in the FRM … In the FRM, the compliance scenario included 26 
percent penetration of mild hybrids in 2025, at a cost of $1553–1642. Yet, in the TAR, EPA 
finds only 18.3 percent mild hybrids (table 12.33), despite a revised cost projection of $806 (p. 5-
302)."  

In the EPA compliance projections presented in the Draft TAR, the projected market 
penetration of a given technology is primarily an outcome of the assumptions for cost and 
effectiveness that are supplied to OMEGA. The difference in projected penetration of mild 
hybrids between the 2012 FRM and Draft TAR is a result of the combined effect of many 
revisions and updates to technology assumptions throughout the analysis, including not only the 
addition of 48V systems to the Draft TAR analysis, but also changes in the cost and effectiveness 
assumptions for other technologies that compete with mild hybridization in the OMEGA model 
for inclusion in the projected compliant fleet. The reduced projected penetration of mild hybrids 
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is therefore an outcome of the fleet compliance analysis as a whole and is not the result of any 
assumption about its potential to enter the market. 

Regarding battery costs projected for the 48V system modeled in the Draft TAR analysis, 
A123 commented, "we find the total battery costs for 48V mild hybrid systems contained in 
Table 5.124 … to be overstated in the near term and more accurate near the end of the forecasted 
period," and attributed this to assumed learning curves for this technology as applied in the EPA 
analysis. The comment concluded that "this ultimately means that adoption of 48V mild hybrids 
in the near term would be more cost-effective in reducing GHG emissions (and improving fuel 
economy) than the DTAR projects." 

Although the comment provides a reasoned discussion of the cost reduction potential from 
learning for 48V batteries, EPA has not chosen to modify its application of learning to this 
technology, because we continue to believe that the relatively low current penetration of 48V 
systems in the U.S. and worldwide continues to lend significant uncertainty to the proper 
learning rate that should be assumed. Lacking detailed and transparent data on this issue, and 
because battery cost is only part of total system cost, EPA believes that any modification of the 
applied learning rate that could be supported by a qualitative argument is unlikely to result in a 
sufficiently large change in projected system cost to strongly affect projected near-term 
penetration rates for this technology.  

With regard to 48V costs, the Alliance commented that EPA's direct manufacturing costs for 
48V BISG are too low, stating, "As is the case for many fuel efficiency technologies, mild 
hybrids do not simply 'bolt on' to provide reductions; they affect nearly every system on a 
vehicle which makes the true cost much greater than just the direct manufacturing cost price of 
the motor, belt, and larger battery." The comment goes on to list a number of technical concerns 
relating to performance, which were also briefly related further to other factors such as efficiency 
in comments by FCA. While EPA acknowledges that integrating new technology with an 
existing vehicle model to, as the comment suggests, "go from the baseline configuration to a 48V 
system," may carry additional costs for modifications and integration with the baseline system, it 
is also likely that over the long term, as 48V is integrated more deeply into the architecture of a 
manufacturer's product line, the impact of most if not all integration costs should be minimized. 
Technology cost inputs for the Draft TAR and Proposed Determination analyses are meant to 
reflect a fully developed technology implementation in the 2022-2025 time frame, at a time 
when manufacturers will have had opportunity to realize much of the potential benefit of design 
integration. As noted in comments by A123, ICCT, and MEMA, a 48V architecture can also 
enable efficiencies and improved performance in other vehicle systems, which brings substantial 
value of its own. In particular, as accessories continue to follow the recent trend of demanding an 
increasing amount of power (in many cases, to add features that customers demand), the 
availability of a 48V architecture provides this power more easily at potentially reduced cost. For 
example, electrical components such as conductors and motors may require less material and 
perform more efficiently at lower currents than required by a 12V system. EPA believes that the 
potential value of such efficiencies and synergies are as relevant as the initial integration costs, 
and that manufacturers are likely to find ways to realize that value as it becomes available.  

Broadly, the Alliance questioned the agencies’ assumptions for effectiveness, cost, and 
market penetration, while referring to differences in how this technology was represented by the 
agencies in their respective analyses. EPA notes that estimates of cost and effectiveness that are 
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developed independently can ordinarily be expected to vary depending on the underlying 
assumptions, methodology, and data on which they are based. The cost and effectiveness figures 
used in EPA’s analysis are supported by documented information and research, and on that basis 
EPA believes that they represent a fair and objective assessment of this technology. 

With regard to cost and effectiveness of mild hybrids, Volkswagen commented, "Our own 
internal prognosis [for effectiveness] is at about 60 percent of EPA’s estimates. Even in the 2020 
time frame we assume the costs for 48V battery and system will still be almost twice as high as 
EPA's estimates." While these differences are noted, it is also well understood that estimates of 
cost and effectiveness from different sources have the potential to vary significantly depending 
on the underlying assumptions, methodology, and data on which they are based. Because no data 
was provided by VW to support the statement, the comment does not provide sufficient 
information to fully evaluate its basis and thereby perform an effective comparison to the figures 
EPA has developed from its own documented information and research. 

EPA has considered the comments received on mild hybrid technology, and reviewed the 
availability of additional information on this technology, and believes that the Draft TAR cost 
and effectiveness values for mild hybrids remain applicable for the Proposed Determination 
analysis.  

For this Proposed Determination analysis, as in the Draft TAR, EPA continues to assume a 
BISG configuration including a 12 kW electric machine and estimates a GHG effectiveness of 
7.0 to 9.5 percent as shown in Table 2.90.   

Table 2.90  GHG Technology Effectiveness of Mild Hybrids 

Technology Technology Effectiveness [%] 

LPW_LRL MPW_LRL HPW LPW_HRL MPW_HRL Truck 

12-15 kW BISG 48-120V Mild Hybrid 9.5 9.3 9.2 8.7 8.8 7.0 

 

EPA has also updated the battery costs for mild hybrids to 2015$ and these costs are reported 
in Table 2.125 of this TSD. Non- battery costs for mild hybrids have also been updated to 2015$ 
and are reported in Table 2.94. Full system costs are reported in Table 2.132. 

 

2.3.4.3.3 Cost and Effectiveness for Strong Hybrids 

A complete assessment of the state of strong hybrid technology was presented in Chapter 
2.2.4.4.3 of this TSD. To estimate cost and effectiveness of this technology for the Proposed 
Determination analysis, EPA has considered this information as well as public comments 
received on the topic of strong hybrids. 

For the Draft TAR, EPA calculated overall strong hybrid effectiveness by comparing the non-
hybrid variants from the same vehicle manufacturers.  For example, the 2015 2.5L I4 engine 
non-hybrid Camry was used to estimate the overall effectiveness of 2015 2.5L Camry hybrid.  
The use of a PFI Atkinson Cycle engine, improved aerodynamics, and reduced tire rolling 
resistance technology effectiveness were applied within the Lumped Parameter Model (LPM) to 
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better estimate the overall system effectiveness of strong hybrid electrification since the Camry 
Hybrid vehicle package includes these differences in addition to the power-split HEV system.  
Two-cycle fuel economy (MPG) data over the city and highway drive cycles were used to 
estimate the relative effectiveness improvement of the hybrid electric vehicles.  Hybrid 
technology effectiveness can then be estimated by subtracting the LPM/NRC-estimated 
effectiveness of non-hybrid technologies present on the vehicle from the total effectiveness.   

The Draft TAR also noted that the effectiveness of input power-split hybrids and P2 parallel 
hybrids appear to be converging, citing as one example the fuel economy achieved with the 2017 
Hyundai Ioniq P2 hybrid with a highly hybrid-optimized 6 speed DCT transmission.   

Comments from The Alliance, and repeated by Ford, were concerned with the decision to 
model strong hybrids with the same cost and effectiveness without regard to specific architecture 
(P2 or power split). The Alliance commented, "the architectures of these two technologies are 
sufficiently different to warrant separate assessments," and recommended that EPA "develop 
separate cost and effectiveness projections for power-split and P2 hybrids."  

While it might be ideal to model cost and effectiveness separately for all types of strong 
hybrid systems, the baseline vehicle fleet currently includes several types of strong hybrids (with 
more to be released in the near future), all with similar effectiveness. In conducting technology 
assessments and seeking to identify cost effective paths for compliance, EPA is primarily 
concerned with representing technologies in terms of performance without promoting specific 
architectures or configurations. For the FRM, Draft TAR, and Proposed Determination, a 
representative strong hybrid system was needed for modeling purposes, and EPA chose the P2 
strong hybrid because the component parts were straightforward to perform a cost teardown, 
scaling of the system was straightforward, the technology can be applied to towing-capable 
vehicles, and the production effectiveness values are similar to other strong hybrids in the 
baseline fleet.  This choice is not meant to suggest that EPA endorses the P2 architecture over 
any other, or believes that it is equally suitable for every potential application, but was simply the 
most efficient path to place a strong hybrid in the OMEGA analysis.  As mentioned in the Draft 
TAR, the general public literature suggests that the costs and effectiveness of many of these 
strong hybrid architectures appear to be converging and in many cases are sufficiently close to 
bring into question the value of maintaining separate characterizations for each.  

Toyota also commented, "Toyota does not agree with [the Draft TAR statement that the P2 
hybrid architecture is lower cost than PS or power split], as the P2 hybrid method is not always 
lower in cost as compared to power-split method … in PS configuration, the motor also serves as 
a transmission, eliminating the need for a transmission. As a result, the PS configuration would 
not necessarily be higher in cost." This comment appears to further illustrate that there remain 
differences of opinion concerning the merits of each architecture, and that it can be difficult to 
make firm conclusions about the differences between P2 and PS architectures. Again, EPA chose 
the P2 configuration as a modeling construct for the reasons outlined above. 

Toyota also pointed out, "In its assessment of the effectiveness of input power-split hybrids 
and P2 parallel hybrids as getting closer, per the recent 2017 Hyundai Ioniq P2 hybrid 
announcement, the Draft TAR states that the combined fuel economy of this vehicle is expected 
to be about 53 mpg, which is comparable to the 52 mpg fuel economy of the 2016 GEN4 Toyota 
Prius hybrid. However, this is incorrect as Eco grade model has a fuel economy rating of 
56mpg." EPA acknowledges the correction, but also notes that in November 2016, Hyundai 
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publicly announced that the Ioniq had been certified to achieve 58 mpg combined,594 which 
would continue to be comparable to the 56 mpg figure. 

Volkswagen agreed with EPA's effectiveness estimates for strong hybrids, but stated that they 
"estimate costs twice as high as EPA's estimates." Again, as discussed with respect to VW's 
comments on mild hybrids, the comment did not provide data to support the statement or allow it 
to be evaluated for comparability to the estimates that EPA has developed from its own 
documented information and research, including vehicle simulation and teardown analysis. 

EPA has considered the comments that were submitted on strong hybrid technology, and has 
reviewed the availability of additional information on this technology. EPA believes that the 
Draft TAR cost and effectiveness values for strong hybrids remain applicable for the Proposed 
Determination analysis. EPA estimates the effectiveness for strong hybrid technology as shown 
in Table 2.91.  

Table 2.91  GHG Technology Effectiveness of Strong Hybrids 

Technology Technology Effectiveness [%] 

LPW_LRL MPW_LRL HPW LPW_HRL MPW_HRL Truck 

Strong Hybrid      19.0 20.1     19.9 18.8 19.1 17.7 

 

For this Proposed Determination analysis, EPA has updated the battery costs for strong 
hybrids, as described in Chapter 2.3.4.3.7.2 and reported in Table 2.126. Non-battery costs have 
been retained for this analysis and updated to 2015$, and are reported in Table 2.95. 

2.3.4.3.4 Cost and Effectiveness for Plug-in Hybrids 

A complete assessment of the state of plug-in hybrid electric vehicle (PHEV) technology was 
presented in Chapter 2.2.4.4.4 of this TSD. To estimate cost and effectiveness of this technology 
for the Proposed Determination analysis, EPA has considered this information as well as public 
comments received on the topic of PHEVs. 

As discussed in the Draft TAR, plug-in hybrid electric vehicles utilize two sources of energy, 
electricity and liquid fuel, which are accounted for differently according to the effectiveness 
accounting methods established in the 2012 FRM. The overall GHG effectiveness potential of 
PHEVs depends on many factors, the most important being the energy storage capacity designed 
into the battery pack, and the vehicle's ability to provide all electric range to the operator.  
Section 3.4.3.6.4 of the 2012 TSD detailed the method by which EPA estimates PHEV 
effectiveness.  This method estimates effectiveness based on the SAE J1711 utility factor 
calculation, the AER, and the vehicle class. By this method, the assumed effectiveness for a 
PHEV20 would be approximately 58 percent GHG reduction for a midsize car and 
approximately 47 percent GHG reduction for a large truck. 

The 2012 FRM established an incentive multiplier for compliance purposes for PHEVs sold 
in MYs 2017 through 2021.  This multiplier approach means that each PHEV would count as 
more than one vehicle in the manufacturer’s compliance calculation.  The multiplier value for 
PHEVs starts at 1.6 in MY2017 and phases down to a value of 1.3 in MY2021.  There is no 
PHEV multiplier for MYs 2022-2025.   
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The 2012 FRM also set the tailpipe compliance value for the electricity portion of PHEV 
energy usage to 0 g/mi for MYs 2017-2021, with no limit on the quantity of vehicles eligible for 
0 g/mi tailpipe emissions accounting.  For MYs 2022-2025, 0 g/mi will only be allowed up to a 
per-company cumulative sales cap: 1) 600,000 vehicles for companies that sell 300,000 
BEV/PHEV/FCVs in MYs 2019-2021; 2) 200,000 vehicles for all other manufacturers.  For 
sales above these thresholds, manufacturers will be required to account for the net upstream 
GHG emissions for the electric portion of operation, using accounting methodologies set out in 
the FRM.  

For compliance modeling, as discussed in Section C.1 of the Proposed Determination 
Appendix, this Proposed Determination analysis includes an accounting for upstream emissions 
associated with all electricity consumption for all manufacturers in all MY2025 OMEGA 
runs.RRR  

Few public comments on the Draft TAR concerned PHEVs specifically, as distinguished from 
broader issues common to plug-in vehicles in general, which are addressed in their respective 
applicable chapters of this TSD. One comment was received from Manufacturers of Emission 
Controls Association (MECA) related to so-called "puff losses" that release emissions on cap 
removal from the pressurized fuel tank that is commonly associated with PHEVs. EPA is aware 
that the unique design of a PHEV, which includes not only an electrical powertrain but also a 
gasoline power plant that is used on demand, poses certain difficulties with regard to cold-start, 
evaporative, and cap removal emissions. While these emissions are potentially of concern, puff 
losses are not directly considered in either the Draft TAR or Proposed Determination analyses 
because these analyses are primarily concerned with the 2022-2025 GHG standards rather than 
criteria emissions. 

As with other plug-in vehicles, costs for PHEVs are separated into battery and non-battery 
costs, which are discussed in their respective sections. For further discussion of these costs and 
applicable updates for this Proposed Determination analysis, please refer to Chapters 2.3.4.3.6 
and 2.3.4.3.7 of this TSD. Battery costs used by OMEGA for PHEVs in this analysis are reported 
in Table 2.127 and Table 2.128 of this TSD. Non-battery costs are reported in Table 2.96 and 
Table 2.97. Full system costs for PHEVs are reported in Table 2.134 and Table 2.135.  

2.3.4.3.5 Cost and Effectiveness for Battery Electric Vehicles 

A complete assessment of the state of battery electric vehicle (BEV) technology was 
presented in Chapter 2.2.4.4.5 of this TSD. To estimate cost and effectiveness of this technology 
for the Proposed Determination analysis, EPA has considered this information as well as public 
comments received on the topic of BEVs. 

EPA received a number of public comments relating to the general topic of BEVs. Additional 
comments that were identified as relating more specifically to battery and non-battery costs as 
they apply to BEVs are discussed separately in Chapters 2.3.4.3.6 and 2.3.4.3.7.  

Many of the comments received on BEV technology were related to projected costs in the 
Draft TAR. Regarding projected costs of BEVs as compared to conventional vehicles, Tesla 

                                                 
RRR Note that, for emissions inventory modeling, an accounting for upstream emissions associated with electricity 
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Motors commented: "The TAR assumes that BEV technology is the most complex for 
automakers to develop and proliferate, regardless of range, and applies the highest cost 
assumptions for BEV development through 2024. According to the TAR, for every $1.00 that 
automakers spend on direct manufacturing costs for a BEV, they will spend another $0.77 on all 
other costs such as R&D, corporate overhead and selling expenses. This assumption results in a 
projected loss of 18 percent on BEV product lines and gives the impression that automakers 
cannot profitably pursue BEV technology as a viable compliance option. However, both Tesla 
and independent equity analyst projections show that this is not the case. Consensus estimates 
forecast that Tesla will achieve annual corporate-level profitability in 2017." 

While the Draft TAR analysis does not specifically project profitability, it is true that at the 
present time, manufacturers are experiencing generally higher costs to produce a BEV than to 
produce a conventional vehicle, and this differing cost basis exerts pressure on the relative 
profitability of BEVs. While BEVs and conventional vehicles differ in complexity (with BEVs 
commonly described as having fewer parts, simpler construction, and lower maintenance costs), 
it is also true that many components specific to BEVs have not reached production volumes 
similar to those of conventional vehicles. The concept of cost parity between BEVs and 
conventional vehicles, and when it might be achieved, is an important construct in the 
consideration of the potential for BEVs to become a large percentage of the fleet. In general, cost 
parity means that the cost of ICE components that would be present in a conventional vehicle is 
at least equal to the cost of electrified components that would replace them. It may also include 
consideration of cost of ownership, vehicle utility, and other factors. The cost of battery and non-
battery components is obviously a major factor to cost parity. 

EPA has taken considerable effort to maintain and validate the method by which it projects 
battery costs, which is made possible in part by the availability of ANL BatPaC and its flexibility 
to model widely differing scenarios and inputs. The ability to similarly address non-battery costs 
is made more difficult by the lack of a similar model. It should also be noted that the profitability 
case for a manufacturer dedicated solely to BEVs may be different from the experience of a 
manufacturer that is dividing its attention between electrified and conventional vehicles. While 
the current cost projections that are possible using EPA's current tool set may not represent the 
full potential for optimization and cost reduction that a dedicated manufacturer may experience, 
it may by contrast better represent less optimized scenarios that are likely to continue to be 
applicable in the near term. 

Regarding projected penetrations of BEVs in the future fleet, Faraday Future commented: 
"We recognize that the Draft TAR acknowledges the trend of increasing range for BEVs and 
mentions the introduction of both the Tesla Model 3 and the Chevy Bolt in Section 5.2.4.3.5. 
However, the Draft TAR includes no analysis of the likely groundbreaking impact of these 
models on the BEV market in the United States. Instead, the Draft TAR continues to apply 
assumptions from the OMEGA and Volpe models that the increased range of BEVs will not be a 
cost-effective compliance path for manufacturers. The actual actions of the auto industry in 
moving to the production of BEVs shows that these assumptions are overly conservative." 

EPA acknowledges the possibility that the BEV market may grow rapidly in the coming years 
despite relatively low market penetration levels at the present. The penetration rates projected in 
the Draft TAR are not directly selected but are primarily the result of the OMEGA model and its 
selection of available technologies on the basis of cost effectiveness. The model does not at this 
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time have the ability to represent additional market penetration that may occur for other reasons, 
such as relative utility, brand appeal, performance, or other factors. 

Regarding EPA's choice of BEV200 as the longest-range BEV in the analysis, Volkswagen 
stated: "by offering only 200mi BEVs, the gap between conventional and electrified cars will 
remain and will fall short of fulfilling consumer expectations. To meet consumer expectations 
regarding range, larger batteries would be required which ultimately results in higher costs 
versus costs projected by the agencies. Therefore, we suggest including BEVs with larger battery 
sizes to take these aspects into consideration."  

EPA acknowledges that BEV200 represents a shorter range than seen in some current BEVs 
that have well over 200 miles range. Recently this longer-range market has been dominated by 
Tesla vehicles, which have constituted a premium, performance-oriented segment, but is soon 
poised to add consumer-segment vehicles (such as the Chevy Bolt and Tesla Model 3). Tesla has 
previously suggested that the Model 3 will have about 215 miles of range, which is not far from 
the BEV200 assumption. The Chevy Bolt, now certified at 238 miles, is farther from BEV200, 
but it remains to be seen whether this will in fact cause the segment to coalesce at a similar or 
longer range figure over the long term. For example, Tesla may choose to increase the range of 
the Model 3 to compete with the Bolt, or similarly could choose to compete on price by offering 
a slightly shorter range while taking advantage of its strong brand image. It remains unclear 
whether the market will coalesce around longer range vehicles at a higher cost, or settle at a 
lower range with a lower cost. As previously discussed in Chapter 2.2.4 (Electrification: State of 
Technology), announcements of other near-term future BEVs do not appear to be consistently 
targeting a range beyond 200 miles. Ford has announced intent to introduce a BEV, described as 
having an approximately 200-mile range;595 reports suggest that Toyota is planning to produce 
BEVs with a range of "more than 300 km" (or 186 mi);596,597 and it continues to appear that 
Nissan is likely to be targeting a 200-mile real-world range with a future version of the Leaf.598 
EPA has therefore chosen to retain BEV200 for this analysis.   

Regarding the argument that EPA should consider a more appropriate way to determine the 
average range characteristics of the fleet for use in development of the reference and/or baseline 
fleet (see comments from the Alliance of Automobile Manufacturers at pp 69-70), EPA and 
CARB believe that using a sales-weighted average approach to determining range when 
estimating the number of ZEV program vehicles to inject into the OMEGA analysis fleet is the 
most appropriate and fair way to make the estimation. Short of that, we would need product 
plans from manufacturers which we would, presumably, not be allowed to release publicly. 
Without direct input from manufacturers, in the form of product plans, the approach taken seems 
most appropriate and conservative. We have followed the same approach in the Proposed 
Determination analysis (see Chapter 1.2 of this TSD). 

Comments were also received on the subject of incentives for BEVs. As discussed in the 
Draft TAR, the 2012 FRM established temporary incentives for PEVs, including an incentive 
multiplier for MYs 2017 through 2021, and a 0 g/mi accounting for tailpipe emissions for MYs 
2017-2025 (subject to sales thresholds for MYs 2022-2025). Public comments received on these 
incentives and multipliers are addressed in Section B.3.4.2 of the Proposed Determination 
Appendix. 

The effectiveness of BEVs is obviously very high when their tailpipe emissions are counted 
as 0 g/mi, regardless of the driving range or efficiency of the vehicle itself. In this Proposed 
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Determination analysis, BEVs (on average) are assigned a lower effectiveness than in the Draft 
TAR due to the addition of an accounting for upstream emissions in the compliance projections. 
Our prior analyses, including the Draft TAR analysis, did not consider PEV upstream emissions 
in compliance modeling. SSS Given the growing rate of PEV sales, it now appears that some 
manufacturers are likely to exceed the sales levels beyond which net upstream emissions would 
have to be considered in their compliance determination, while other manufacturers likely will 
not.  Therefore, we now include upstream emissions for BEV operation and the electricity 
portion of PHEV operation in the compliance determinations for all manufacturers by MY2025. 
Because we wish to be conservative in our estimates, we have chosen to model all MY2025 
PEVs as including upstream emissions even though it is not expected that all manufacturers will 
have exceeded the sale levels by then.  

As with other plug-in vehicles, costs for BEVs are separated into battery and non-battery 
costs.  EPA has updated battery costs for BEVs as described in Chapter 2.3.4.3.7 (Cost of 
Batteries for xEVs). Discussion of non-battery costs applicable to BEVs may be found in 
Chapter 2.3.4.3.6 (Cost of Non-Battery Components of xEVs). As previously mentioned, some 
public comments that were related more specifically to BEV battery and non-battery costs may 
be found in these chapters. 

Battery costs for BEVs used by the OMEGA model are reported in Table 2.129 through Table 
2.131 of this TSD. Non-battery costs are reported in Table 2.98 through Table 2.100, and full 
system costs (including charging installation and equipment) are reported in Table 2.136 through 
Table 2.138. 

 

2.3.4.3.6 Cost of Non-Battery Components for xEVs 

For this Proposed Determination assessment, EPA has considered public comments received 
on non-battery components for xEVs, as well as reviewed the availability of additional 
information regarding this topic. 

EPA received several comments that related to the non-battery costs used in the Draft TAR 
GHG Assessment.  

Regarding general plug-in vehicle costs, Ford Motor Company stated, "In general, the cost 
associated with plug-in electric technologies appears to be conservative." While not addressed 
specifically to non-battery costs, non-battery costs are a part of the overall cost structure that this 
comment appears to address. 

Comments from Tesla Motors were more direct on this topic. Tesla commented that "Tesla’s 
non-battery component costs for Model 3 are lower by double-digit percentages in every 
category versus the 2020 U.S. DRIVE figures considered in the TAR." With respect to this 
specific comment, EPA wishes to clarify that, although the Draft TAR briefly reviewed the 2020 
U.S. DRIVE cost targets for motors and power electronics, these targets were not ultimately used 
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by EPA in its cost projections; only the estimates for non-battery specific power were based on 
U.S. DRIVE targets.  

However, the comment does suggest that Tesla Motors believes that the Draft TAR non-
battery costs, regardless of their source, are significantly higher than projected by Tesla Motors 
for the upcoming Model 3. Tesla stated, "Tesla’s non-battery powertrain component costs for 
Model 3 are dramatically lower than the costs the Agencies are considering for 2025 BEV 
production … From the 2008 Roadster to the Model 3, we have realized cost reductions of more 
than 60 percent on non-battery components. These savings are due in part to improvements in the 
volumetric and gravimetric profile of the components, which have led to substantial reductions in 
direct manufacturing costs per unit. We see significant room for further cost reductions between 
Model 3 launch in 2017 and the regulatory timeline covered in the TAR (2022 – 2025)." 

While these statements are encouraging, more information would be needed to effectively 
evaluate the EPA non-battery cost projections with respect to Tesla's experience. 

The Tesla comments also stated, "We are very concerned by the fact that the costs presented 
in the TAR related to Battery Electric Vehicles (BEVs) are significantly overstated and do not 
reflect a realistic assessment of the future of this technology. If the Agencies update their BEV 
assumptions to incorporate both current and planned cost reductions, the TAR will clearly show 
that Zero Emission Vehicles can profitably represent a much higher portion of the automotive 
industry’s compliance with the 2022 – 2025 standards … The electric powertrain costs presented 
in the TAR are largely anchored to figures shared by incumbent automakers who have made 
minimal efforts to deploy compelling BEV programs and have not realized the cost benefits of 
high-volume manufacturing of electric powertrain components. The costs used by the Agencies 
to determine the future of these regulations should reflect what is possible if the automotive 
industry is sufficiently motivated to earnestly pursue mass-market BEV programs." 

EPA agrees that costs for manufacturers that have aggressively pursued electrification are 
likely to be lower, at least in the near term, than costs experienced by others. If this is the case, 
EPA believes that an accurate accounting of electrification costs during the time frame of the 
rule should represent costs as they are likely to be experienced across the full spectrum of 
manufacturers, even those that may utilize PEVs as a relatively small portion of their compliance 
path, as EPA projects. In order to represent a fully optimized set of costs attainable by large-scale 
PEV manufacturers, EPA would require specific data, which the comment does not provide, that 
establishes the degree to which these costs are outperforming the costs developed for the Draft 
TAR and this Proposed Determination.  

Comments from the International Council on Clean Transportation (ICCT) also described the 
projected BEV costs as too high. ICCT commented, "Overall the agencies appear to have 
overestimated electric vehicle costs in the TAR. The agencies have utilized state-of-the-art tools 
including the DOE BatPaC model on battery costs. However, somehow costs elsewhere in the 
agencies’ calculations appear to have pushed up electric vehicles’ incremental costs to still 
remain above $10,000 in the 2025 time frame. Based on our examination of detailed engineering 
cost files for the TAR, we see agency incremental technology costs for 100- and 200-mile BEVs 
of $11,000 to $14,000 in 2025. We believe the agencies have overestimated these incremental 
technology costs, as the ICCT’s recent analysis for a similar C-class compact car are 
approximately $3,100 to $7,300, respectively, for the same BEV ranges." 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-347 
 

Regarding both the Tesla and ICCT comments, EPA agrees that costs for battery and non-
battery components are continuing on a downward trajectory. In order to quantify that trajectory, 
especially as it applies to highly optimized PEV manufacturers, EPA would need more 
information than the comments provide, such as detailed cost breakdowns and the assumptions 
that underlie them, in order to evaluate the comparability of the estimates and potentially use 
such information to improve our non-battery cost estimates. It should also be noted that the full 
system cost estimates for PEVs found in the Draft TAR include the cost of charger equipment 
and installation labor, which are commonly not included in cost estimates for xEVs and so may 
make the Draft TAR estimates appear higher than other sources to which they might be 
compared. 

With regard to production volumes assumed in the Draft TAR analysis, Global Automakers 
commented: "It is important to recognize that at … low volumes, manufacturers cannot obtain 
economies of scale. In the 2012 FRM, the agencies considered a volume of 450,000 units 
necessary to achieve full economies of scale. In its 2015 study, the NRC noted that the 
technology penetration levels projected by the agencies did not reach that level, and that no one 
manufacturer would reach that level. In the TAR, the agencies respond that economies of scale 
can be obtained at levels as low as 60,000, and put forward a number of other arguments on 
battery costs. Nonetheless, it cannot be denied that at current sales levels of electric-drive 
vehicles of less than one percent (1 percent) of the market (i.e., less than 17,000 vehicles), 
manufacturers are not close to volumes that could provide economies of scale. Unless demand 
for those vehicles increases dramatically, economies of scale will remain out of reach." 

While the cited arguments in the Draft TAR were directed primarily at battery costs, the 
comment appears to also extend to the role of economies of scale in reducing non-battery costs. 
Again, it is clear that some manufacturers will not achieve as large volumes as others, and 
therefore not experience the same economies of scale as may be experienced by dedicated BEV 
manufacturers during this time frame. The structure of the EPA analysis would make it very 
difficult to assign different cost structures to different manufacturers, and would require 
additional data specific to each manufacturer's product and research plans in order to develop or 
validate related assumptions. Some commenters have strongly suggested that the EPA non-
battery cost estimates are very conservative, which if true, would tend to benefit the applicability 
of the projected costs to manufacturers with smaller production volumes.  

Assuming smaller volumes for the 2022 to 2025 time frame would also presuppose that 
volumes cannot and will not increase dramatically over the next six to nine years. While this is 
one possibility, another possibility is that innovation, regulatory forces, growth in consumer 
knowledge of BEV technology, and continuing evolution in consumer expectations and 
preferences will combine to increase production volumes of electrified vehicles, as several other 
commenters have suggested.  

Nextgen Climate America commented, "The Draft TAR overlooks several opportunities to lay 
that foundation [for global GHG reduction targets] by relying on a set of unnecessarily 
conservative assumptions about the capabilities and benefits of electric vehicles. There is ample 
evidence that electric vehicles can offer greater benefits than they are currently assigned under 
the scenarios considered in the draft TAR. Using more realistic estimates of electric vehicle 
costs, capacity and benefits will better align Phase II of the light duty fuel economy and 
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emissions standards with expected market behavior as well as set a better foundation for the U.S. 
to achieve critical climate goals." 

EPA acknowledges that an accurate assessment of BEV costs is important to accurately 
projecting the full potential for this technology to achieve the market penetrations necessary to 
achieve large reductions in GHG emissions. EPA has accordingly continued to pursue 
improvements in its modeling of battery costs, a dominant factor in BEV costs, for this Proposed 
Determination analysis. Due to the design of the OMEGA model to select GHG-reducing 
technologies for inclusion in potential manufacturer compliance paths primarily on the basis of 
cost effectiveness and not on other potentially relevant (but difficult to quantify) factors such as 
benefits of electric drive, even a greatly cost-reduced assessment of longer-range BEVs such as 
BEV200 may continue to have difficulty competing with other more conventional technologies 
for inclusion in these projections. 

As discussed in the Draft TAR, CARB has commissioned a study on non-battery costs for 
strong HEVs and PHEVs in support of its own ongoing programs.599  At the time, EPA 
anticipated that this study, although it was designed for the specific needs of CARB, might also 
serve as an additional source of non-battery cost findings that could be readily adapted to the 
EPA non-battery cost analysis. Because it is concerned with the potential for future cost 
reductions, it was expected that this would have the effect of downwardly revising our projected 
non-battery costs if the findings could be effectively incorporated. This study is now underway 
but is not complete, and the adaptability of the findings to the EPA cost model remains uncertain. 
EPA believes that the current non-battery cost estimates as applied to the Draft TAR and this 
Proposed Determination continue to represent a reasonably conservative assessment within the 
context of the modeling problem as a whole.  

The Draft TAR also mentioned that EPA has studied the possibility of adopting US DRIVE 
cost targets for motors and power electronics, based on information gained through stakeholder 
meetings that suggests that some OEMs may already be meeting or exceeding some of these 
targets, or are on track to do so within the time frame of the rule. EPA ultimately decided not to 
do so, largely due to uncertainty as to the basis of the target figures as representing direct 
manufacturing costs as assumed for other technologies in the analysis. 

Home charging equipment is another aspect of non-battery cost. In both the Draft TAR and 
Proposed Determination analyses, all PEVs are assumed to be associated with a home charging 
installation that includes a significant cost for installation labor, plus an additional cost for Level 
1 or Level 2 charging hardware, depending on the vehicle type. PHEV20 and some PHEV40 
vehicles are assigned a blend of Level 1 and Level 2 charging, while all BEVs and larger PHEVs 
are assigned 100 percent Level 2 charging. Specific costs used by OMEGA are shown in Table 
2.101 through Table 2.104. Public comments received on home charging, as well as public 
charging infrastructure, are discussed in more detail in Chapter 2.2.4.4.5 (Battery Electric 
Vehicles). 

Also as discussed in the Draft TAR, the 2015 NAS report correctly noted that raw material 
costs for propulsion motors tends to be a stronger function of torque output than of power output, 
and recommended that the agencies scale motor costs on a torque basis.  In the Draft TAR, EPA 
acknowledged the technical basis of this recommendation, and pointed out that practical 
considerations make it difficult to do so while remaining compatible with other aspects of the 
analysis that require motors to be characterized by power output.  Accurately converting between 
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a torque basis and a power basis would require a greater amount of information to be specified 
about the individual propulsion systems and drivelines of each of the modeled PHEVs, possibly 
limiting the applicability of the analysis to a narrower range of configurations than intended.  
Further, through additional research and through stakeholder meetings with OEMs, EPA has 
found that it is not unusual to encounter motor cost projections or targets being expressed in 
terms of power, such as dollars per kilowatt.  The US DRIVE cost targets for electric motors 
published by the Department of Energy are also expressed in dollars per kilowatt.  Finally, the 
cost of the power electronics that accompany a propulsion motor system are closely related to the 
power specification of the propulsion motor, and are also commonly projected or targeted as a 
function of power.  For these reasons, as in the Draft TAR analysis, EPA continues to scale 
motor and power electronics costs in terms of power rather than torque. 

No additional comment was received that includes sufficiently specific data with which the 
non-battery costs used in the Draft TAR could be effectively adjusted, either to represent larger 
or smaller volumes, or more or less optimized development programs (as mentioned by some of 
the comments). EPA is therefore continuing to use the Draft TAR cost assumptions for non-
battery components for this Proposed Determination analysis.  Although the underlying cost 
basis for non-battery components remains unchanged, non-battery costs have been slightly 
affected by differences in motor sizing resulting from updates to the battery sizing methodology, 
as described in Chapter 2.3.4.3.7.1. The exception to this is that, for 48V MHEV non-battery 
components, we continue to use the Draft TAR estimates, updated to 2015 dollars. 

All applicable non-battery costs are presented in the tables below, first in terms of cost curves 
as were presented in the Draft TAR, and then for each curb weight class at various mass 
reduction levels. Note that we have, in the past, estimated costs based on vehicle classes such as 
"small car" and "large MPV." As discussed in Chapter 2.1, we now estimate applicable costs 
more appropriately on curb weight class where 1 is the lightest class and 6 is the heaviest and is 
reserved for pickup trucks. 

Table 2.92  Linear Regressions of Strong & Plug-in Hybrid Non-Battery System Direct Manufacturing Costs 
vs Net Mass Reduction Applicable in MY2012 (2015$) 
Curb Weight Class Strong HEV PHEV20 PHEV40 

1 -$283x+$1,847 $46x+$2,183 $89x+$2,667 

2 -$375x+$2,002 $61x+$2,403 $120x+$3,045 

3 -$417x+$2,055 $68x+$2,486 $133x+$3,195 

4 -$533x+$2,144 $88x+$2,653 -$260x+$3,585 

5 -$646x+$2,366 $107x+$2,968 $209x+$4,061 

6 -$682x+$2,377 n/a n/a 

Note: “x” in the equations represents the net weight reduction as a percentage. 

Table 2.93  Linear Regressions of Battery Electric Non-Battery System Direct Manufacturing Costs vs Net 
Mass Reduction Applicable in MY2016 (2015$) 

Curb Weight Class BEV75 BEV100 BEV200 

1 $110x+-$149 $110x+-$149 $105x+-$147 

2 $148x+$280 $147x+$280 $142x+$281 

3 $165x+-$492 $164x+-$492 $158x+-$490 

4 $214x+$13 $212x+$14 $205x+$14 

5 $260x+$589 $257x+$589 $574x+$581 

6 n/a n/a n/a 

Note: “x” in the equations represents the net weight reduction as a percentage. 
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Table 2.94  Costs for MHEV48V Non-Battery Items (dollar values in 2015$) 
Curb  

Weight Class 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $452 23 $410 $403 $397 $392 $387 $382 $377 $373 $369 

All IC Med2 2018 $173 $173 $129 $129 $129 $129 $129 $129 $128 

All TC   $583 $576 $527 $521 $516 $511 $506 $501 $497 

Note:  
DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

 

Table 2.95  Costs for Strong Hybrid Non-Battery Items (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 6 DMC $1,830 23 $1,657 $1,631 $1,607 $1,585 $1,564 $1,544 $1,526 $1,509 $1,492 

1 15 11 DMC $1,816 23 $1,644 $1,618 $1,594 $1,572 $1,552 $1,532 $1,514 $1,497 $1,481 

1 20 16 DMC $1,802 23 $1,631 $1,606 $1,582 $1,560 $1,540 $1,520 $1,502 $1,485 $1,469 

2 10 6 DMC $1,980 23 $1,793 $1,764 $1,738 $1,714 $1,692 $1,671 $1,651 $1,632 $1,614 

2 15 11 DMC $1,961 23 $1,776 $1,748 $1,722 $1,698 $1,676 $1,655 $1,635 $1,617 $1,599 

2 20 16 DMC $1,942 23 $1,759 $1,731 $1,705 $1,682 $1,660 $1,639 $1,619 $1,601 $1,584 

3 10 5 DMC $2,034 23 $1,842 $1,813 $1,786 $1,762 $1,738 $1,717 $1,696 $1,677 $1,659 

3 15 10 DMC $2,014 23 $1,823 $1,795 $1,768 $1,744 $1,721 $1,699 $1,679 $1,660 $1,642 

3 20 15 DMC $1,993 23 $1,804 $1,776 $1,750 $1,726 $1,703 $1,682 $1,662 $1,643 $1,625 

4 10 6 DMC $2,112 23 $1,912 $1,882 $1,854 $1,828 $1,804 $1,782 $1,761 $1,741 $1,722 

4 15 11 DMC $2,085 23 $1,888 $1,858 $1,831 $1,805 $1,782 $1,759 $1,738 $1,719 $1,700 

4 20 16 DMC $2,058 23 $1,864 $1,835 $1,807 $1,782 $1,759 $1,737 $1,716 $1,697 $1,678 

5 10 6 DMC $2,328 23 $2,108 $2,074 $2,044 $2,015 $1,989 $1,964 $1,941 $1,919 $1,898 

5 15 11 DMC $2,295 23 $2,078 $2,046 $2,016 $1,988 $1,961 $1,937 $1,914 $1,892 $1,872 

5 20 16 DMC $2,263 23 $2,049 $2,017 $1,987 $1,960 $1,934 $1,910 $1,887 $1,866 $1,845 

6 10 6 DMC $2,336 23 $2,115 $2,082 $2,051 $2,023 $1,996 $1,971 $1,948 $1,926 $1,905 

6 15 11 DMC $2,302 23 $2,084 $2,052 $2,021 $1,993 $1,967 $1,943 $1,919 $1,898 $1,877 

6 20 16 DMC $2,268 23 $2,054 $2,021 $1,992 $1,964 $1,938 $1,914 $1,891 $1,870 $1,849 

1 10 6 IC High1 2018 $1,020 $1,019 $625 $624 $624 $623 $622 $622 $621 

1 15 11 IC High1 2018 $1,012 $1,011 $620 $619 $619 $618 $618 $617 $617 

1 20 16 IC High1 2018 $1,004 $1,003 $615 $615 $614 $613 $613 $612 $612 

2 10 6 IC High1 2018 $1,104 $1,102 $676 $675 $675 $674 $673 $673 $672 

2 15 11 IC High1 2018 $1,093 $1,091 $670 $669 $668 $668 $667 $666 $666 

2 20 16 IC High1 2018 $1,083 $1,081 $663 $663 $662 $661 $661 $660 $659 

3 10 5 IC High1 2018 $1,134 $1,132 $695 $694 $693 $693 $692 $691 $691 

3 15 10 IC High1 2018 $1,123 $1,121 $688 $687 $686 $685 $685 $684 $684 

3 20 15 IC High1 2018 $1,111 $1,109 $681 $680 $679 $678 $678 $677 $677 

4 10 6 IC High1 2018 $1,177 $1,175 $721 $720 $720 $719 $718 $718 $717 

4 15 11 IC High1 2018 $1,162 $1,160 $712 $711 $711 $710 $709 $709 $708 

4 20 16 IC High1 2018 $1,148 $1,146 $703 $702 $701 $701 $700 $699 $699 

5 10 6 IC High1 2018 $1,298 $1,295 $795 $794 $793 $792 $792 $791 $790 

5 15 11 IC High1 2018 $1,280 $1,278 $784 $783 $782 $781 $781 $780 $779 

5 20 16 IC High1 2018 $1,262 $1,260 $773 $772 $771 $770 $770 $769 $768 

6 10 6 IC High1 2018 $1,302 $1,300 $798 $797 $796 $795 $795 $794 $793 

6 15 11 IC High1 2018 $1,283 $1,281 $786 $785 $784 $784 $783 $782 $782 

6 20 16 IC High1 2018 $1,264 $1,262 $775 $774 $773 $772 $771 $771 $770 

1 10 6 TC   $2,677 $2,649 $2,232 $2,209 $2,187 $2,167 $2,148 $2,130 $2,114 

1 15 11 TC   $2,656 $2,629 $2,215 $2,192 $2,170 $2,150 $2,132 $2,114 $2,097 

1 20 16 TC   $2,636 $2,608 $2,197 $2,175 $2,153 $2,134 $2,115 $2,097 $2,081 

2 10 6 TC   $2,896 $2,866 $2,415 $2,390 $2,366 $2,345 $2,324 $2,305 $2,286 

2 15 11 TC   $2,869 $2,839 $2,392 $2,367 $2,344 $2,322 $2,302 $2,283 $2,265 

2 20 16 TC   $2,841 $2,812 $2,369 $2,344 $2,321 $2,300 $2,280 $2,261 $2,243 

3 10 5 TC   $2,976 $2,945 $2,481 $2,456 $2,432 $2,409 $2,388 $2,368 $2,350 
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3 15 10 TC   $2,946 $2,915 $2,456 $2,430 $2,407 $2,385 $2,364 $2,344 $2,326 

3 20 15 TC   $2,915 $2,885 $2,430 $2,405 $2,382 $2,360 $2,339 $2,320 $2,302 

4 10 6 TC   $3,089 $3,057 $2,575 $2,549 $2,524 $2,501 $2,479 $2,458 $2,439 

4 15 11 TC   $3,050 $3,019 $2,543 $2,517 $2,492 $2,469 $2,448 $2,427 $2,408 

4 20 16 TC   $3,011 $2,980 $2,510 $2,485 $2,460 $2,438 $2,416 $2,396 $2,377 

5 10 6 TC   $3,405 $3,370 $2,839 $2,810 $2,782 $2,757 $2,732 $2,710 $2,688 

5 15 11 TC   $3,358 $3,323 $2,799 $2,771 $2,744 $2,718 $2,695 $2,672 $2,651 

5 20 16 TC   $3,311 $3,276 $2,760 $2,732 $2,705 $2,680 $2,657 $2,635 $2,614 

6 10 6 TC   $3,418 $3,382 $2,849 $2,820 $2,792 $2,767 $2,742 $2,720 $2,698 

6 15 11 TC   $3,368 $3,333 $2,808 $2,779 $2,752 $2,726 $2,702 $2,680 $2,659 

6 20 16 TC   $3,318 $3,284 $2,766 $2,737 $2,711 $2,686 $2,662 $2,640 $2,619 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.96  Costs for 20 Mile Plug-in Hybrid Non-Battery Items (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 15 6 DMC $2,185 23 $1,979 $1,948 $1,919 $1,892 $1,867 $1,844 $1,822 $1,801 $1,782 

1 20 11 DMC $2,188 23 $1,981 $1,950 $1,921 $1,894 $1,869 $1,846 $1,824 $1,803 $1,784 

2 15 6 DMC $2,407 23 $2,180 $2,145 $2,114 $2,084 $2,057 $2,031 $2,007 $1,984 $1,963 

2 20 11 DMC $2,410 23 $2,182 $2,148 $2,116 $2,087 $2,059 $2,034 $2,010 $1,987 $1,965 

3 15 6 DMC $2,490 23 $2,254 $2,219 $2,186 $2,156 $2,127 $2,101 $2,076 $2,052 $2,030 

3 20 11 DMC $2,493 23 $2,257 $2,222 $2,189 $2,159 $2,130 $2,104 $2,079 $2,055 $2,033 

4 15 6 DMC $2,658 23 $2,407 $2,369 $2,334 $2,302 $2,272 $2,243 $2,217 $2,191 $2,168 

4 20 11 DMC $2,663 23 $2,411 $2,373 $2,338 $2,306 $2,275 $2,247 $2,220 $2,195 $2,171 

5 15 6 DMC $2,975 23 $2,694 $2,651 $2,612 $2,576 $2,542 $2,510 $2,480 $2,452 $2,426 

5 20 11 DMC $2,980 23 $2,698 $2,656 $2,617 $2,581 $2,547 $2,515 $2,485 $2,457 $2,430 

6 15 6 DMC $2,996 23 $2,713 $2,670 $2,631 $2,594 $2,560 $2,528 $2,498 $2,470 $2,443 

6 20 11 DMC $3,002 23 $2,718 $2,675 $2,636 $2,599 $2,565 $2,533 $2,503 $2,475 $2,448 

1 15 6 IC High1 2018 $1,218 $1,216 $746 $745 $745 $744 $743 $743 $742 

1 20 11 IC High1 2018 $1,220 $1,218 $747 $746 $745 $745 $744 $743 $743 

2 15 6 IC High1 2018 $1,342 $1,340 $822 $821 $820 $819 $819 $818 $817 

2 20 11 IC High1 2018 $1,344 $1,341 $823 $822 $821 $821 $820 $819 $818 

3 15 6 IC High1 2018 $1,388 $1,386 $850 $849 $848 $848 $847 $846 $845 

3 20 11 IC High1 2018 $1,390 $1,388 $851 $850 $850 $849 $848 $847 $846 

4 15 6 IC High1 2018 $1,482 $1,480 $908 $907 $906 $905 $904 $903 $903 

4 20 11 IC High1 2018 $1,484 $1,482 $909 $908 $907 $906 $906 $905 $904 

5 15 6 IC High1 2018 $1,658 $1,656 $1,016 $1,015 $1,014 $1,013 $1,012 $1,011 $1,010 

5 20 11 IC High1 2018 $1,661 $1,659 $1,018 $1,017 $1,016 $1,015 $1,014 $1,013 $1,012 

6 15 6 IC High1 2018 $1,670 $1,668 $1,023 $1,022 $1,021 $1,020 $1,019 $1,018 $1,017 

6 20 11 IC High1 2018 $1,674 $1,671 $1,025 $1,024 $1,023 $1,022 $1,021 $1,020 $1,019 

1 15 6 TC   $3,197 $3,164 $2,665 $2,638 $2,612 $2,588 $2,565 $2,544 $2,524 

1 20 11 TC   $3,200 $3,167 $2,668 $2,640 $2,615 $2,591 $2,568 $2,547 $2,526 

2 15 6 TC   $3,521 $3,485 $2,936 $2,905 $2,877 $2,851 $2,826 $2,802 $2,780 

2 20 11 TC   $3,526 $3,489 $2,940 $2,909 $2,881 $2,854 $2,829 $2,806 $2,784 

3 15 6 TC   $3,642 $3,605 $3,036 $3,005 $2,976 $2,948 $2,923 $2,898 $2,875 

3 20 11 TC   $3,647 $3,609 $3,041 $3,009 $2,980 $2,952 $2,927 $2,902 $2,879 

4 15 6 TC   $3,889 $3,849 $3,242 $3,209 $3,177 $3,148 $3,121 $3,095 $3,070 

4 20 11 TC   $3,895 $3,855 $3,248 $3,214 $3,183 $3,153 $3,126 $3,100 $3,075 

5 15 6 TC   $4,352 $4,307 $3,628 $3,591 $3,556 $3,523 $3,492 $3,463 $3,436 

5 20 11 TC   $4,360 $4,315 $3,635 $3,597 $3,562 $3,529 $3,498 $3,469 $3,442 

6 15 6 TC   $4,383 $4,338 $3,654 $3,617 $3,581 $3,548 $3,517 $3,488 $3,461 

6 20 11 TC   $4,392 $4,346 $3,661 $3,623 $3,588 $3,555 $3,524 $3,495 $3,467 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 2.97  Costs for 40 Mile Plug-in Hybrid Non-Battery Items (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 20 7 DMC $2,673 23 $2,420 $2,382 $2,347 $2,315 $2,284 $2,256 $2,229 $2,204 $2,180 

2 20 6 DMC $3,052 23 $2,763 $2,720 $2,680 $2,643 $2,608 $2,575 $2,545 $2,516 $2,489 

3 20 5 DMC $3,202 23 $2,899 $2,854 $2,812 $2,773 $2,736 $2,702 $2,670 $2,640 $2,611 

4 20 5 DMC $3,572 23 $3,234 $3,183 $3,136 $3,093 $3,052 $3,014 $2,978 $2,944 $2,913 

5 20 7 DMC $4,076 23 $3,691 $3,633 $3,579 $3,529 $3,483 $3,439 $3,399 $3,360 $3,324 

6 20 6 DMC $4,104 23 $3,716 $3,658 $3,604 $3,554 $3,507 $3,463 $3,422 $3,383 $3,347 

1 20 7 IC High1 2018 $1,490 $1,488 $913 $912 $911 $910 $909 $908 $908 

2 20 6 IC High1 2018 $1,701 $1,699 $1,042 $1,041 $1,040 $1,039 $1,038 $1,037 $1,036 

3 20 5 IC High1 2018 $1,785 $1,782 $1,094 $1,092 $1,091 $1,090 $1,089 $1,088 $1,087 

4 20 5 IC High1 2018 $1,991 $1,988 $1,220 $1,218 $1,217 $1,216 $1,215 $1,214 $1,213 

5 20 7 IC High1 2018 $2,272 $2,269 $1,392 $1,390 $1,389 $1,388 $1,386 $1,385 $1,384 

6 20 6 IC High1 2018 $2,288 $2,284 $1,402 $1,400 $1,399 $1,397 $1,396 $1,395 $1,393 

1 20 7 TC   $3,911 $3,870 $3,260 $3,227 $3,195 $3,166 $3,138 $3,112 $3,087 

2 20 6 TC   $4,465 $4,419 $3,722 $3,684 $3,648 $3,614 $3,583 $3,553 $3,525 

3 20 5 TC   $4,684 $4,636 $3,905 $3,865 $3,827 $3,792 $3,759 $3,728 $3,698 

4 20 5 TC   $5,225 $5,171 $4,356 $4,311 $4,269 $4,230 $4,193 $4,158 $4,125 

5 20 7 TC   $5,963 $5,901 $4,971 $4,920 $4,872 $4,827 $4,785 $4,745 $4,708 

6 20 6 TC   $6,004 $5,942 $5,006 $4,954 $4,906 $4,860 $4,818 $4,778 $4,740 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.98  Costs for 75 Mile BEV Non-Battery Items (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 10 DMC -$138 28 -$135 -$132 -$129 -$127 -$125 -$123 -$121 -$119 -$118 

1 15 15 DMC -$132 28 -$129 -$126 -$124 -$122 -$120 -$118 -$116 -$114 -$113 

1 20 20 DMC -$127 28 -$124 -$121 -$119 -$117 -$115 -$113 -$111 -$110 -$108 

2 10 10 DMC $295 28 $288 $282 $277 $272 $267 $263 $259 $255 $252 

2 15 15 DMC $302 28 $295 $289 $283 $278 $274 $269 $265 $262 $258 

2 20 20 DMC $310 28 $303 $296 $290 $285 $280 $276 $272 $268 $265 

3 10 10 DMC -$476 28 -$465 -$455 -$446 -$438 -$431 -$424 -$418 -$412 -$406 

3 15 15 DMC -$467 28 -$456 -$447 -$438 -$430 -$423 -$416 -$410 -$405 -$399 

3 20 20 DMC -$459 28 -$448 -$439 -$430 -$423 -$416 -$409 -$403 -$397 -$392 

4 10 10 DMC $35 28 $34 $33 $33 $32 $32 $31 $31 $30 $30 

4 15 15 DMC $46 28 $45 $44 $43 $42 $41 $41 $40 $39 $39 

4 20 20 DMC $56 28 $55 $54 $53 $52 $51 $50 $49 $49 $48 

5 10 10 DMC $615 28 $601 $588 $576 $566 $557 $548 $540 $532 $525 

5 15 15 DMC $628 28 $613 $600 $589 $578 $568 $559 $551 $544 $536 

5 20 20 DMC $641 28 $626 $613 $601 $590 $580 $571 $563 $555 $547 

6 10 10 DMC -$635 28 -$620 -$607 -$595 -$584 -$575 -$566 -$557 -$549 -$542 

6 15 15 DMC -$621 28 -$606 -$594 -$582 -$572 -$562 -$553 -$545 -$538 -$530 

6 20 20 DMC -$607 28 -$593 -$581 -$569 -$559 -$550 -$541 -$533 -$526 -$519 

1 10 10 IC High2 2024 $106 $106 $105 $105 $105 $105 $105 $105 $67 

1 15 15 IC High2 2024 $102 $101 $101 $101 $101 $101 $101 $100 $65 

1 20 20 IC High2 2024 $97 $97 $97 $97 $97 $97 $96 $96 $62 

2 10 10 IC High2 2024 $227 $226 $226 $225 $225 $225 $224 $224 $144 

2 15 15 IC High2 2024 $232 $232 $231 $231 $231 $230 $230 $230 $148 

2 20 20 IC High2 2024 $238 $237 $237 $237 $236 $236 $236 $235 $152 

3 10 10 IC High2 2024 $365 $365 $364 $363 $363 $362 $362 $361 $233 

3 15 15 IC High2 2024 $359 $358 $358 $357 $357 $356 $356 $355 $229 

3 20 20 IC High2 2024 $353 $352 $351 $351 $350 $350 $349 $349 $225 

4 10 10 IC High2 2024 $27 $27 $27 $27 $27 $27 $27 $27 $17 
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4 15 15 IC High2 2024 $35 $35 $35 $35 $35 $35 $35 $35 $22 

4 20 20 IC High2 2024 $43 $43 $43 $43 $43 $43 $43 $43 $28 

5 10 10 IC High2 2024 $472 $471 $471 $470 $469 $468 $468 $467 $301 

5 15 15 IC High2 2024 $482 $481 $480 $480 $479 $478 $478 $477 $307 

5 20 20 IC High2 2024 $492 $491 $490 $490 $489 $488 $488 $487 $314 

6 10 10 IC High2 2024 $488 $487 $486 $485 $484 $484 $483 $482 $311 

6 15 15 IC High2 2024 $477 $476 $475 $474 $474 $473 $472 $472 $304 

6 20 20 IC High2 2024 $466 $465 $465 $464 $463 $463 $462 $461 $297 

1 10 10 TC   -$29 -$26 -$24 -$22 -$20 -$18 -$16 -$15 -$50 

1 15 15 TC   -$28 -$25 -$23 -$21 -$19 -$17 -$15 -$14 -$48 

1 20 20 TC   -$26 -$24 -$22 -$20 -$18 -$16 -$15 -$13 -$46 

2 10 10 TC   $515 $508 $502 $497 $492 $488 $483 $480 $396 

2 15 15 TC   $528 $521 $515 $509 $504 $500 $496 $492 $406 

2 20 20 TC   $541 $534 $528 $522 $517 $512 $508 $504 $416 

3 10 10 TC   -$99 -$90 -$82 -$74 -$68 -$61 -$56 -$50 -$174 

3 15 15 TC   -$97 -$89 -$81 -$73 -$67 -$60 -$55 -$49 -$171 

3 20 20 TC   -$96 -$87 -$79 -$72 -$65 -$59 -$54 -$49 -$168 

4 10 10 TC   $61 $60 $59 $59 $58 $58 $57 $57 $47 

4 15 15 TC   $80 $79 $78 $77 $76 $75 $75 $74 $61 

4 20 20 TC   $98 $97 $96 $95 $94 $93 $92 $92 $76 

5 10 10 TC   $1,073 $1,059 $1,047 $1,036 $1,026 $1,016 $1,008 $1,000 $826 

5 15 15 TC   $1,095 $1,082 $1,069 $1,058 $1,047 $1,038 $1,029 $1,021 $844 

5 20 20 TC   $1,118 $1,104 $1,091 $1,080 $1,069 $1,059 $1,050 $1,042 $861 

6 10 10 TC   -$132 -$120 -$109 -$99 -$90 -$82 -$74 -$67 -$232 

6 15 15 TC   -$129 -$118 -$107 -$97 -$88 -$80 -$73 -$66 -$227 

6 20 20 TC   -$127 -$115 -$105 -$95 -$86 -$78 -$71 -$64 -$222 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.99  Costs for 100 Mile BEV Non-Battery Items (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 10 DMC -$138 28 -$135 -$132 -$129 -$127 -$125 -$123 -$121 -$119 -$118 

1 15 15 DMC -$132 28 -$129 -$126 -$124 -$122 -$120 -$118 -$116 -$115 -$113 

1 20 20 DMC -$127 28 -$124 -$121 -$119 -$117 -$115 -$113 -$111 -$110 -$108 

2 10 10 DMC $295 28 $288 $282 $276 $272 $267 $263 $259 $255 $252 

2 15 15 DMC $302 28 $295 $289 $283 $278 $274 $269 $265 $262 $258 

2 20 20 DMC $310 28 $302 $296 $290 $285 $280 $276 $272 $268 $265 

3 10 9 DMC -$477 28 -$466 -$456 -$448 -$439 -$432 -$425 -$419 -$413 -$408 

3 15 14 DMC -$469 28 -$458 -$449 -$440 -$432 -$425 -$418 -$412 -$406 -$401 

3 20 19 DMC -$461 28 -$450 -$441 -$432 -$424 -$417 -$411 -$405 -$399 -$394 

4 10 10 DMC $35 28 $34 $33 $33 $32 $32 $31 $31 $30 $30 

4 15 15 DMC $45 28 $44 $43 $43 $42 $41 $40 $40 $39 $39 

4 20 20 DMC $56 28 $55 $54 $53 $52 $51 $50 $49 $49 $48 

5 10 10 DMC $615 28 $600 $588 $576 $566 $556 $548 $540 $532 $525 

5 15 15 DMC $627 28 $613 $600 $588 $578 $568 $559 $551 $543 $536 

5 20 20 DMC $640 28 $625 $612 $600 $590 $580 $571 $562 $554 $547 

6 10 9 DMC -$637 28 -$623 -$610 -$598 -$587 -$577 -$568 -$560 -$552 -$545 

6 15 14 DMC -$624 28 -$609 -$597 -$585 -$574 -$565 -$556 -$548 -$540 -$533 

6 20 19 DMC -$610 28 -$596 -$584 -$572 -$562 -$552 -$544 -$536 -$528 -$521 

1 10 10 IC High2 2024 $106 $106 $105 $105 $105 $105 $105 $105 $67 

1 15 15 IC High2 2024 $102 $101 $101 $101 $101 $101 $101 $101 $65 

1 20 20 IC High2 2024 $97 $97 $97 $97 $97 $97 $97 $96 $62 

2 10 10 IC High2 2024 $227 $226 $226 $225 $225 $225 $224 $224 $144 

2 15 15 IC High2 2024 $232 $232 $231 $231 $231 $230 $230 $230 $148 

2 20 20 IC High2 2024 $238 $237 $237 $237 $236 $236 $236 $235 $152 

3 10 9 IC High2 2024 $367 $366 $365 $365 $364 $364 $363 $363 $234 

3 15 14 IC High2 2024 $360 $360 $359 $358 $358 $357 $357 $357 $230 

3 20 19 IC High2 2024 $354 $353 $353 $352 $352 $351 $351 $350 $226 
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4 10 10 IC High2 2024 $27 $27 $27 $27 $27 $27 $26 $26 $17 

4 15 15 IC High2 2024 $35 $35 $35 $35 $35 $35 $35 $35 $22 

4 20 20 IC High2 2024 $43 $43 $43 $43 $43 $43 $43 $43 $27 

5 10 10 IC High2 2024 $472 $471 $470 $470 $469 $468 $468 $467 $301 

5 15 15 IC High2 2024 $482 $481 $480 $479 $479 $478 $477 $477 $307 

5 20 20 IC High2 2024 $492 $491 $490 $489 $489 $488 $487 $487 $313 

6 10 9 IC High2 2024 $490 $489 $488 $487 $486 $486 $485 $485 $312 

6 15 14 IC High2 2024 $479 $478 $477 $477 $476 $475 $475 $474 $305 

6 20 19 IC High2 2024 $469 $468 $467 $466 $466 $465 $464 $464 $299 

1 10 10 TC   -$29 -$26 -$24 -$22 -$20 -$18 -$16 -$15 -$50 

1 15 15 TC   -$28 -$25 -$23 -$21 -$19 -$17 -$15 -$14 -$48 

1 20 20 TC   -$26 -$24 -$22 -$20 -$18 -$16 -$15 -$13 -$46 

2 10 10 TC   $515 $508 $502 $497 $492 $487 $483 $479 $396 

2 15 15 TC   $527 $521 $515 $509 $504 $500 $495 $491 $406 

2 20 20 TC   $540 $533 $527 $522 $517 $512 $507 $503 $416 

3 10 9 TC   -$100 -$90 -$82 -$75 -$68 -$62 -$56 -$50 -$174 

3 15 14 TC   -$98 -$89 -$81 -$73 -$67 -$61 -$55 -$50 -$171 

3 20 19 TC   -$96 -$87 -$79 -$72 -$66 -$60 -$54 -$49 -$168 

4 10 10 TC   $61 $60 $59 $59 $58 $58 $57 $57 $47 

4 15 15 TC   $79 $78 $77 $77 $76 $75 $74 $74 $61 

4 20 20 TC   $98 $97 $95 $94 $94 $93 $92 $91 $75 

5 10 10 TC   $1,073 $1,059 $1,047 $1,036 $1,025 $1,016 $1,007 $999 $826 

5 15 15 TC   $1,095 $1,081 $1,069 $1,057 $1,047 $1,037 $1,028 $1,020 $843 

5 20 20 TC   $1,117 $1,103 $1,090 $1,079 $1,068 $1,059 $1,049 $1,041 $860 

6 10 9 TC   -$133 -$121 -$110 -$100 -$91 -$82 -$75 -$67 -$233 

6 15 14 TC   -$130 -$118 -$107 -$98 -$89 -$81 -$73 -$66 -$228 

6 20 19 TC   -$127 -$116 -$105 -$96 -$87 -$79 -$71 -$65 -$223 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.100  Costs for 200 Mile BEV Non-Battery Items (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 20 13 DMC -$133 28 -$130 -$128 -$125 -$123 -$121 -$119 -$117 -$116 -$114 

2 20 14 DMC $301 28 $294 $288 $282 $277 $273 $268 $264 $261 $257 

3 20 13 DMC -$470 28 -$459 -$449 -$440 -$433 -$425 -$419 -$412 -$407 -$401 

4 20 14 DMC $43 28 $42 $41 $40 $40 $39 $38 $38 $37 $37 

5 20 14 DMC $661 28 $646 $632 $620 $609 $598 $589 $580 $572 $565 

6 20 13 DMC -$627 28 -$612 -$599 -$588 -$577 -$568 -$559 -$550 -$543 -$536 

1 20 13 IC High2 2024 $103 $102 $102 $102 $102 $102 $102 $101 $65 

2 20 14 IC High2 2024 $231 $231 $231 $230 $230 $229 $229 $229 $147 

3 20 13 IC High2 2024 $361 $360 $360 $359 $358 $358 $357 $357 $230 

4 20 14 IC High2 2024 $33 $33 $33 $33 $33 $33 $33 $33 $21 

5 20 14 IC High2 2024 $508 $507 $506 $505 $504 $504 $503 $502 $324 

6 20 13 IC High2 2024 $482 $481 $480 $479 $478 $478 $477 $476 $307 

1 20 13 TC   -$28 -$25 -$23 -$21 -$19 -$17 -$16 -$14 -$49 

2 20 14 TC   $526 $519 $513 $507 $502 $498 $494 $490 $405 

3 20 13 TC   -$98 -$89 -$81 -$74 -$67 -$61 -$55 -$50 -$171 

4 20 14 TC   $75 $74 $73 $73 $72 $71 $71 $70 $58 

5 20 14 TC   $1,154 $1,139 $1,126 $1,114 $1,103 $1,093 $1,083 $1,075 $888 

6 20 13 TC   -$131 -$119 -$108 -$98 -$89 -$81 -$73 -$66 -$229 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

Table 2.101  Costs for In-Home Charger Associated with 20 Mile Plug-in Hybrid (dollar values in 2015$) 
Curb Weight Class Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $33 26 $54 $50 $48 $45 $43 $41 $40 $39 $37 

All IC High1 2024 $20 $20 $20 $20 $19 $19 $19 $19 $12 
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All TC   $74 $70 $67 $65 $63 $61 $59 $58 $49 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

Table 2.102  Costs for In-Home Charger Associated with 40 Mile Plug-in Hybrid (dollar values in 2015$) 
Curb Weight Class Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC DMC $175 26 $282 $264 $250 $238 $227 $218 $210 $202 

2 DMC DMC $203 26 $327 $307 $290 $276 $264 $253 $244 $235 

3 DMC DMC $222 26 $358 $336 $317 $302 $288 $277 $266 $257 

4 DMC DMC $222 26 $358 $336 $317 $302 $288 $277 $266 $257 

5 DMC DMC $222 26 $358 $336 $317 $302 $288 $277 $266 $257 

6 DMC DMC $222 26 $358 $336 $317 $302 $288 $277 $266 $257 

1 IC IC High1 2024 $105 $104 $103 $102 $102 $101 $101 $100 

2 IC IC High1 2024 $122 $121 $120 $119 $118 $118 $117 $116 

3 IC IC High1 2024 $134 $132 $131 $130 $129 $128 $128 $127 

4 IC IC High1 2024 $134 $132 $131 $130 $129 $128 $128 $127 

5 IC IC High1 2024 $134 $132 $131 $130 $129 $128 $128 $127 

6 IC IC High1 2024 $134 $132 $131 $130 $129 $128 $128 $127 

1 TC TC   $387 $368 $353 $340 $329 $319 $310 $303 

2 TC TC   $450 $428 $410 $395 $382 $371 $361 $351 

3 TC TC   $491 $468 $448 $432 $418 $405 $394 $384 

4 TC TC   $491 $468 $448 $432 $418 $405 $394 $384 

5 TC TC   $491 $468 $448 $432 $418 $405 $394 $384 

6 TC TC   $491 $468 $448 $432 $418 $405 $394 $384 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

Table 2.103  Costs for In-Home Charger Associated with All BEVs (dollar values in 2015$) 
Curb Weight Class & 

Range 
Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $222 26 $358 $336 $317 $302 $288 $277 $266 $257 $249 

All IC High1 2024 $134 $132 $131 $130 $129 $128 $128 $127 $77 

All TC   $491 $468 $448 $432 $418 $405 $394 $384 $326 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

Table 2.104  Costs for Labor Associated with All In-Home Chargers for Plug-in & BEV (dollar values in 
2015$) 

Curb Weight 
Class & Range 

Cost 
type 

DMC: base 
year cost 

IC: complexity 

DMC: 
learning 

curve 
IC: near term 

thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $1,108 1 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 

All IC None 2024 $0 $0 $0 $0 $0 $0 $0 $0 $0 

All TC   $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 $1,108 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

2.3.4.3.7 Cost of Batteries for xEVs 

A significant portion of the cost of an electrified vehicle is represented by the cost of the 
battery. Battery costs have many drivers, and future cost projections derived by any methodology 
are subject to significant uncertainties. The choice of costing methodology is therefore an 
important consideration.  
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A core component of the EPA battery costing methodology is BatPaC,600 a peer-reviewed 
battery costing model developed by Argonne National Laboratory (ANL).  As described later in 
Section 2.3.4.3.7.3, the ANL BatPaC model employs a rigorous, bottom-up, bill-of-materials 
approach to battery cost analysis, and has undergone continual development and review since the 
2012 FRM.  

BatPaC requires numerous input assumptions, including battery energy capacity, battery 
output power, and many other assumptions describing the chemistry, construction, and other 
aspects of the battery. EPA determines battery energy capacity and output power by means of a 
battery sizing methodology that dynamically provides these inputs to BatPaC. Other inputs are 
informed by information gathered from relevant sources as reviewed in EPA's assessment of the 
state of battery related technologies presented in Chapter 2.2.4.5. 

This section reviews how EPA developed the battery costing methodology used for the Draft 
TAR and this Proposed Determination, and how inputs to the battery sizing methodology and to 
BatPaC were updated for this Proposed Determination analysis. The Microsoft Excel workbooks 
that EPA used to determine battery sizing and perform ANL BatPaC calculations for this 
Proposed Determination are also available in the Docket.601   

EPA considered public comments received on battery costs and related technologies, and has 
continued to assess technology developments that have occurred since completion of the Draft 
TAR. EPA has carefully considered these comments and developments in updating the battery-
related assumptions and inputs for this Proposed Determination analysis. Some comments 
relating to the cost projections or methodologies in general are examined here, while other 
comments relating to specific inputs are addressed later in the discussion in their respective 
contexts.  

Comments by Ford and Volkswagen appear to generally support the battery cost projections 
of the Draft TAR. Ford commented, "In general, the cost associated with plug-in electric 
technologies appears to be conservative" (subject to further understanding of the basis of the 
agencies’ assumptions). Volkswagen stated, "Volkswagen agrees with the projected costs for a 
200mi BEV for MY2025," in the context of a discussion of range assumptions.  

The Alliance of Automobile Manufacturers (AAM) commented, "Some initial feedback for 
the Agencies is to ensure costs assumptions are not just for energy cells, and to present what size 
the system is relative to cost, as there are economies of scale and large battery system costs can 
be different from those for mild or even strong hybrids used by the automotive industry." 

As discussed later in this Chapter, the EPA battery sizing methodology does in fact account 
for the size and power requirements of the system by using ANL BatPaC to design each cell. 
Power and energy requirements are inputs to BatPaC, and result in design of the constituent cells 
to accommodate the power and energy required. Battery packs for energy-oriented systems, such 
as BEVs, are composed of energy cells optimized for energy storage, while power-oriented 
system such as for HEVs are composed of power-optimized cells.  

AAM also commented, "Further, it may be more appropriate for the Agencies to use different 
cost metrics for mild hybrids reflecting different usage and requirements for these systems." 
Again, both mild and strong HEV packs are designed to provide the power and energy 
requirements that are specifically assigned to each modeled vehicle.  
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With respect to learning rates and battery costs, AAM also commented, "while there may be 
some learning for battery manufacturers, there are also many tradeoffs with this technology that 
will require extensive research and development (R&D) which must be considered especially for 
any new and yet to be discovered chemistries, cooling methods, or additional safety concepts." 
EPA notes that, to account for indirect costs associated with electrification, such as research and 
development costs, EPA applies indirect cost multipliers that are added to the direct 
manufacturing costs for battery and non-battery components.  

Comments from Faraday Future provided an example of battery cost per kWh that had not 
been specifically reviewed in the Draft TAR. Faraday stated that a report issued by the 
International Energy Agency (IEA)602,603,604 in 2015 reported costs as "below $250 per kWh," 
which Faraday described as "in the lower range of costs surveyed by the Agencies." Also, 
Faraday characterized the report as projecting that "the trend of falling battery costs makes it 
realistic to predict that battery costs will reach $125 per kWh -- the level the Department of 
Energy has estimated is needed for cost competitiveness with conventional vehicles -- by 2022 
… This latest information on battery costs should be added to the Agencies’ analysis for the 
Midterm Evaluation."  

EPA acknowledges this additional source. Of course, cost per kWh can vary significantly 
depending on battery capacity and power output, meaning that an estimated cost per kWh is most 
meaningful in the context of a specific application. Also, it is important to know whether the cost 
is being quoted as a direct manufacturing cost, or a retail price, or on some other basis. Assuming 
that these costs are meant to apply to longer-range BEVs (such as BEV200) and are quoted as 
direct manufacturing costs, the estimate of $125 per kWh in 2022 is not far from the 
corresponding projections in the Draft TAR. 

Tesla Motors commented, "Improvements in battery cell design and scale manufacturing at 
the Gigafactory will enable Tesla to achieve cell-level and pack-level costs by 2020 that are far 
below the 2025 TAR assumptions." EPA understands that the Gigafactory is to be a very large 
scale plant that is designed to achieve significant economies of scale, and notes that the EPA 
battery analysis is also based upon a very large scale manufacturing scenario for which similar 
economies of scale would also be expected to apply. The EPA cost projections are based on 
outputs from ANL BatPaC, which ANL describes as representing a mature, large scale plant 
operating in 2020. EPA provides BatPaC with inputs describing a production scale of 450,000 
packs per year and applies the output cost projections to the year 2025, generating estimates for 
earlier years by reverse application of learning curves. Although Tesla may be expecting their 
battery costs to be lower than this methodology projects, this observation does not provide 
enough information to assess the source of the difference or the comparability of Tesla's 
projections to the figures generated for the EPA analysis.  While qualitative examples of specific 
manufacturers' experiences with reducing battery costs are informative and welcome, for EPA to 
potentially account for such information in its projection of future battery costs, the information 
would ultimately have to be translated to inputs that could be appropriately and transparently 
utilized by the BatPaC model, as well as inform the modeling of learning effects. 

Tesla also commented that "warranty cost reserves for our current generation of Model S & X 
are significantly lower than the figures assumed by the Agencies for BEVs through MY2025." 
Again, while encouraging, the comment does not provide adequate information to effectively 
assess or update the warranty cost figures used in the EPA analysis. Currently, the use of a 
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relatively high indirect cost multiplier (ICM) for warranty reserves is based on the relative 
uncertainty associated with new technologies. While Tesla may be experiencing lower costs than 
this factor would suggest, it is unclear whether this experience will translate equally well to all 
manufacturers serving all segments and operating at widely varying production levels during the 
time frame of the rule.  

Tesla Motors also provided comment regarding the projected size of battery packs, an 
important determinant of their cost. Tesla stated, "the battery capacity assumed in the TAR to 
achieve 200 miles of electric range is overstated, resulting in an inflated total cost figure for the 
battery pack. The Agencies estimate that it will take 56kWh of energy storage to achieve 200 
miles of electric range in a Small MPV, however, our technology achieves more than 200 miles 
of range with a smaller battery capacity than the TAR’s 2025 estimates." 

EPA has reexamined the inputs and assumptions to the battery sizing methodology and 
believes that the updated analysis conducted for this Proposed Determination more accurately 
projects the needed capacity of battery packs for all modeled PEVs. The updates and their effect 
on battery sizing are discussed in Chapter 2.3.4.3.7 (Cost of Batteries for xEVs). 

Regarding the acceleration performance of modeled PEVs, Mercedes-Benz commented, "The 
electric vehicle powertrains assumed in EPA’s analysis are undersized compared to what would 
be required to match the performance of a conventional vehicle’s powertrain. This undersized 
powertrain results in significantly lower cost than would be required, which in turn 
underestimates our fleet level cost. As a part of the MTE, the agencies should revisit … the 
assumptions regarding Mercedes-Benz vehicle performance and future reduction potentials. 
Mercedes-Benz recommends that the agencies develop unique performance criteria for each 
vehicle in a manufacturer’s fleet consistent with the performance of the vehicles in the baseline 
fleet that are being replaced." 

The context of this comment suggests that it refers specifically to the observation that 
Mercedes-Benz vehicles tend to have a greater acceleration performance than most of the 
conventional vehicles that form the baseline fleet from which average PEV acceleration targets 
were derived, and that because of this, the PEV battery and non-battery sizings that EPA applies 
to an average vehicle in each class would not as faithfully represent the higher performance 
vehicles typical of the Mercedes-Benz fleet.  

EPA acknowledges that different manufacturers target different levels of performance in order 
to accommodate the requirements of customers in the market they choose to serve. This is also 
true for other vehicle attributes, such as styling, luxuriousness, cargo capacity, towing capability, 
and so on. The EPA analysis, particularly as modified for this Proposed Determination, attempts 
to account for variations in performance by defining six vehicle classes that are distinguished by 
differences in power-to-weight ratio and road load. While this improves the ability of the 
analysis to represent much of the variation in performance across the overall fleet, some 
particularly high-performance (and, potentially, low-performance) product lines may not be 
represented as well. While modeling the performance of every individual vehicle in each 
manufacturer's fleet might be an ideal approach, the need to conduct the analysis in a practical 
manner requires the aggregation of vehicles into a limited number of groups. Particularly with 
respect to the battery and motor sizing problem, the EPA battery analysis already designs battery 
packs and specifies power output for 150 modeled PEVs, which would multiply dramatically if 
the analysis were extended to include individual manufacturers' fleets. 
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EPA also acknowledges that some PEV models may be targeting higher 0-60 acceleration 
targets than seen in comparable conventional vehicles, and that some PEV manufacturers, 
particularly those in the premium segment, appear to be marketing improved acceleration as an 
advantage of electrified vehicles. It remains to be seen, however, whether this trend will be as 
pronounced in the consumer segment over the longer term. As described in Chapter 2.3.1.2 
(Performance Assumptions), throughout the Draft TAR and previous analyses, EPA has taken 
the approach of modeling GHG-reducing technologies as being implemented in a performance-
neutral manner. Whether or not manufacturers do increase 0-60 acceleration time for PEVs 
compared to conventional vehicles, all PEVs are likely to offer faster response "off the line" and 
at lower speeds, due to the high low-end torque of the electric motor, which means that some 
performance advantage is likely to be present even if 0-60 times are not substantially increased. 

 

2.3.4.3.7.1 Battery Sizing Methodology for BEVs and PHEVs 

This section describes how EPA specified battery packs for modeled BEVs and PHEVs 
(referred to collectively here as PEVs).  For HEVs, EPA used a different methodology that is 
described in the next section. 

Specifying a PEV battery pack primarily involves determining the necessary energy storage 
capacity (in kWh) and power capability (in kW) to provide a desired driving range and level of 
acceleration performance.  Energy storage capacity has a strong influence on the weight of the 
pack as well as its overall cost because it determines the amount of active energy storage 
material that must be included in the battery.  Power capability has an influence on weight and 
also has a strong influence on cost because it determines how the materials are arranged as well 
as the relative proportion of active materials to inactive materials in each cell. 

Because most PEV battery chemistries are known to experience degradation in power and 
energy capacity over time (also known as power fade and capacity loss respectively), it is also 
important to consider how performance at end-of-life might differ from beginning-of-life, and 
consider the need for increasing the target capacity or power to ensure that performance goals 
can be met for the life of the vehicle. 

The choice of battery energy capacity is primarily a function of the energy efficiency of the 
vehicle and the target driving range.  Because range may decline over time due to battery 
degradation, this raises the question of whether the target range should be considered a 
beginning-of-life or end-of-life criterion.  Current regulatory practice, as exemplified by the EPA 
labeling guidelines for PHEVs and BEVs,605 measures range at beginning-of-life and omits any 
adjustment for future capacity degradation.  For PHEVs, however, current regulatory practice for 
the EPA GHG standards effectively requires vehicle manufacturers to consider degradation in 
range as it will directly affect the calculated in-use emissions if tested for compliance at any time 
during full useful life.TTT  Accordingly, for PHEVs, manufacturers may use a combination of 

                                                 
TTT As noted in Section 2.3.4.3.4, PHEV GHG emissions are calculated using the SAE J1711 utility factor and AER.  

Accordingly, if range degrades during useful life, the utility factor correction would change and thus, the 
calculated GHG emissions would increase.  As EPA's GHG emission standards are full useful life standards and 
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battery oversizing and an energy management strategy that provides for a consistent range 
throughout the useful life.  For BEVs, however, rather than oversizing the battery sufficiently to 
maintain the original EPA range over time, manufacturers have tended to make the customer 
aware of the possibility of range loss and in some cases have warranted the battery to a specified 
degree of capacity retention over a specified period of time.  For example, Nissan warrants their 
24-kWh Leaf battery to retain nine of 12 capacity bars (corresponding to about 70 percent 
capacity) for 60 months or 60,000 miles, and warrants their 30-kWh battery for 96 months or 
100,000 miles.  As another example, Tesla does not warrant against a specific degree of capacity 
loss but makes it clear that some capacity loss is normal and provides the customer with 
recommendations for preserving battery capacity. 

The choice of battery power capability is primarily governed by vehicle performance 
expectations.   In the case of BEVs and many longer-range PHEVs, the battery is sufficiently 
large that its power capability is likely to naturally exceed that needed for acceleration 
performance alone.  These batteries effectively have a power reserve that provides a natural 
buffer against power fade.  Smaller batteries, such as those of shorter-range PHEVs, may lack 
this advantage and may need to be sized deliberately to meet a target power capability, in which 
case power fade should be factored in to the sizing process because it could lead to loss of 
performance and loss of utility factor over the life of the vehicle.   

As discussed in the Draft TAR, at the time of the 2012 FRM, the task of assigning battery 
capacity and power for the many PEV configurations to be analyzed was a very difficult task, 
with few well-developed techniques and tools available.  Further, it was necessary to choose 
assumptions to reflect an expected state of technology in the 2020 to 2025 time frame, even 
though few production vehicles were available at the time to either serve as a reference for the 
current state of technology or to establish trends for its advancement.  The EPA methodology 
therefore employed a wide variety of simplifying assumptions and estimation methods in order 
to conduct the effort in a practical way while using calculation tools that are easily accessible to 
external reviewers. 

The Draft TAR reviewed in detail the method originally used in the 2012 FRM and the 
improvements that were implemented for the Draft TAR analysis. Readers interested in the 
origin of the method and the changes applicable to the Draft TAR analysis may refer to the Draft 
TAR, Section 5.3.4.4.7.  

After completion of the Draft TAR, public comments and updated information led to a 
number of updates to the methodology and assumptions as employed in this Proposed 
Determination analysis. The discussion below focuses on reviewing the core methodology, 
followed by a description of the updates. 

The EPA battery and motor sizing analysis is a spreadsheet-based method that determines 
battery energy capacities and power capabilities for a large array of modeled PEVs. Because 
battery capacity and power requirements are strongly influenced by vehicle weight, and battery 
weight is a function of capacity and power while also being a large component of vehicle weight, 

                                                 

vehicles are considered noncompliant if their emissions exceed the certified emission level by more than 10 
percent during the useful life, manufacturers must account for degradation or risk exceeding the GHG standards 
in-use.   
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sizing the battery for a BEV or PHEV requires an iterative solution.  This problem is well suited 
to the iteration function available in common spreadsheet software.  A spreadsheet-based 
methodology was therefore selected as being sufficiently powerful while remaining accessible to 
public inspection using standard commercially available software.  EPA used Microsoft Excel 
for this purpose, with the Iteration setting enabled and set to 100 iterations. 

The EPA approach begins by defining a large group of example PEVs for which battery packs 
are then specified in detail and analyzed for direct manufacturing cost. The array of PEVs 
includes five electrified vehicle types (BEV75, BEV100, BEV200, PHEV20, and PHEV40), six 
baseline vehicle classes represented by different curb weights, and five levels of target curb 
weight reduction (0, 2, 7.5, 10, and 20 percent).  This results in a total of 150 PEV instances,UUU 
each characterized by a driving range, a baseline curb weight, and a level of target curb weight 
reduction, as shown in Figure 2.118.  A sizing spreadsheet determined battery energy capacities 
and battery power requirements for each vehicle, in conjunction with ANL BatPaC which 
determined battery specific energy (kWh/kg) for use by the sizing spreadsheet, and ultimately a 
pack cost estimate.  Pack cost, electric drive power ratings, and the necessary level of mass 
reduction applied to the glider (the baseline vehicle minus powertrain components) for each 
vehicle were then utilized by the OMEGA model. 

                                                 
UUU For each of the 150 vehicles, two battery cathode chemistries (NMC622 and blended LMO/NMC) and four 

production volumes (50K, 125K, 250K and 450K) were also considered, resulting in the generation of 1,200 
individual battery cost estimates. 
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Figure 2.118  EPA PEV Battery and Motor Sizing Method 

Method for Sizing of Battery Energy Capacity 

Battery energy capacity was considered to be a function of desired driving range (mi) and 
vehicle energy consumption (Wh/mi).   

Driving range was defined by the various range configurations (BEV75, BEV100, BEV200, 
PHEV20, and PHEV40) and was considered to be an approximate real-world, EPA-label range.   
As in the Draft TAR analysis, this Proposed Determination analysis considers PHEV40 range to 
be an all-electric range without assistance from the engine under any vehicle operating 
conditions, while the PHEV20 range is an effective electrically-powered range resulting from a 
blended-operation architecture.   

Energy consumption was estimated by taking into account the weight of the battery necessary 
to deliver this range, and many other factors.  

To estimate energy consumption for a given PEV instance, first its curb weight was estimated 
as equal to the curb weight CWbase of the corresponding baseline conventional vehicle, modified 
by any applicable curb weight reduction WRtarget (0, 2, 7.5, 10, or 20 percent), and further 
modified by subtraction of the weight of conventional powertrain components (for BEVs) and 
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addition of the weight of electric content (for BEVs and PHEVs), as shown in Equation 4 
through Equation 7.   

Equation 4.   Target curb weight reduction 

WRtarget = %WR ∗ CWbase  

Equation 5.  Weight-reduced curb weight 

CWbase_reduced = CWbase − WRtarget 

Equation 6.   Raw curb weight of BEV 

CWBEV = CWbase_reduced − WICE_powertrain + Welectric_content 

Equation 7.   Raw curb weight of PHEV 

CWPHEV = CWbase_reduced + Welectric_content 

The curb weights CWbase of conventional baseline vehicles were derived from the baseline 
fleet for a set of six vehicle classes corresponding to the vehicle classes used in the LPM.  

The assumed weights of the removed conventional powertrain components (called "weight 
delete," or WICE_powertrain) varied for each of the six vehicle classes, as an approximate function of 
power. Electric content weight (Welectric_content) consisted of estimated battery weight and electric 
drive weight (motor and power electronics).  Since the weight of this content is strongly 
influenced by total vehicle weight and many other variables, it is not a constant figure but is 
iteratively computed by the spreadsheet.  The computation utilized estimates of battery specific 
energy and estimates of the specific power of traction motors and power electronics applicable to 
the 2020 to 2025 time frame.   In practice, the specific energy of a battery pack will vary 
depending on its power-to-energy (P/E) ratio and its energy capacity.  In general, smaller more 
power-optimized batteries tend to show a lower specific energy than larger energy-optimized 
batteries. The analysis utilizes a direct link to ANL BatPaC to pull in dynamically updated values 
for battery specific energy.  For BEVs, a gearbox weight of 50 pounds was also added. 

To estimate the weight of non-battery components, EPA referred to performance targets for 
non-battery components published by US DRIVE.  US DRIVE606 is a consortium involving the 
U.S.  Department of Energy, USCAR (an organization of the major U.S. automakers), and 
several other organizations including major energy companies and public energy utilities.  This 
industry collaboration has established a number of cost and performance targets for automotive 
traction motors, inverters, chargers, and other power electronics components for the 2015 and 
2020 time frames.607  These include targets for specific power of electric propulsion motors and 
power electronics, both separately and alone, as shown in Table 2.105.  These metrics are 
particularly relevant to the problem of component sizing.   

Table 2.105  U.S.  Drive Targets for Non-Battery Specific Power for 2015 and 2020 

 
Component 

U.S Drive Target (kW/kg) 

2015 2020 

Electric motor and power electronics 1.2 1.4 

Electric motor alone 1.3 1.6 
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Power electronics alone 12 14.1 

 

Since the EPA battery sizing methodology does not distinguish the power rating of the power 
electronics from that of the drive motor, the US DRIVE target that would be most relevant to the 
battery analysis is the specific power of electric motor and power electronics combined, which 
US DRIVE places at 1.4 kW/kg for the 2020 time frame. The method therefore estimates the 
weight of non-battery PEV components at 1.4 kW/kg. 

As described in the Draft TAR, this figure has some support in the literature.  A presentation 
by Bosch608 at The Battery Show 2015 states that the electric motor and power electronics for a 
100 kW, 20 kWh BEV system in the 2025 time frame is expected to comprise about 37 percent 
of electric content weight, with battery weight comprising the remaining 63 percent.  Assuming 
the 20 kWh battery pack has a specific energy of about 140 Wh/kg (as indicated by BatPaC for 
an NMC622 pack at 115 kW net battery power), and a corresponding weight of 143 kg, the non-
battery content would be estimated at about 53 kg.  The 100 kW system would then represent 
100 kW/53 kg or 1.88 kW/kg, making the US DRIVE figure of 1.4 kW/kg appear conservative. 

Although the US DRIVE figures are targets and therefore not necessarily indicative of 
industry status, EPA has confidence that the targets for specific power represent attainable goals 
during the 2022 to 2025 time frame.  This is based in part on the observation that the 2020 
specific power target for electric motor and power electronics combined is very close to levels 
that were already being attained by some production vehicles at the time they were set.609  Also, 
confidential business information conveyed to EPA through private stakeholder meetings with 
OEMs conducted since the FRM suggests that some of these targets are already being met or 
exceeded in production components today, or are expected to be met within the time frame of the 
rule.  

The "raw" curb weight calculations of Equation 6 and Equation 7, if used directly, would 
typically generate estimated PEV curb weights that are significantly larger than the curb weights 
of the baseline vehicles on which they are based, due to the added weight of the large battery 
which may weigh more than the removed components.  For several reasons noted below, EPA 
chose to further constrain the iteration by forcing the projected curb weight (CWBEV or CWPHEV) 
of each PEV to match the curb weight (CWbase_reduced) of the corresponding baseline vehicle.  In 
order to achieve this objective, EPA solved for the exact percentage of mass reduction that would 
need to be applied to the glider in order to offset the difference in curb weight, and applied that 
level of mass reduction to cause the curb weights to match.  In cases where more than 20 percent 
mass reduction technology would have been necessary to offset the difference, it was capped at 
20 percent and only in these cases was the curb weight of the electrified vehicle allowed to vary. 

In part, EPA chose to constrain the PEV curb weights because it helps to differentiate 
between “applied” mass reduction and “net” curb weight reduction throughout the analysis.  EPA 
differentiates between applied and net reduction because they are used in different ways in the 
analysis.  Net curb weight reduction refers to a reduction in curb weight, and is used for 
estimating energy consumption.  Applied mass reduction refers to percentage mass reduction 
applied to the glider, and is used for estimating the cost of mass reduction technology that has 
been embodied in the vehicle.  Often, to achieve a given amount of net curb weight reduction, 
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more mass reduction technology might need to be applied to electrified vehicles than to 
conventional vehicles because of the added weight of the electric content.   

For example, as shown in Table 2.106, a BEV200 that benefits from application of 20 percent 
mass reduction technology to the glider may achieve a net curb weight reduction of only about 
13 percent.  In such a case, EPA would base the estimate of BEV200 mass reduction technology 
costs on a 20 percent applied mass reduction, while basing the estimate of BEV200 battery and 
motor costs on battery and motor sizings that are based on the energy and power requirements 
associated with only a 13 percent net curb weight reduction.  

Table 2.106  Example Net Curb Weight Reduction for BEVs and PHEVs With 20% Mass Reduction 
Technology Applied to Glider 

 BEV75 BEV100 BEV200 PHEV20 PHEV40 

Curb weight reduction achieved by application of 20% MR tech 

Wt Class 1 20% 19% 13% 10% 6% 

Wt Class 2 20% 19% 13% 11% 6% 

Wt Class 3 20% 19% 13% 11% 6% 

Wt Class 4 20% 19% 13% 10% 5% 

Wt Class 5 20% 18% 12% 11% 5% 

Wt Class 6 20% 18% 14% 10% 5% 

 

In theory, rather than constraining the PEV curb weights, a similar result could have been 
achieved by applying the various weight reduction cases directly to the glider and allowing the 
curb weights to grow as they might. This would have generated a different set of applied and net 
reduction data points, with more data points representing little or no applied mass reduction, 
higher curb weight, and higher energy consumption and larger batteries as a result.  However, 
because the high cost of battery capacity tends to improve the cost effectiveness of mass 
reduction technology in PEV applications, EPA expects that manufacturers are likely to 
implement significant mass reduction in most PEVs, meaning that cases with little or no applied 
mass reduction are of limited interest to the analysis.  The chosen method generates a greater 
density of points at the higher percentages of applied weight reduction that are most likely to 
represent industry practice. 

After determining the PEV curb weight (which in most cases was constrained to match the 
baseline curb weight, but now carries a specific degree of applied mass reduction in order to do 
so), the method then computes the loaded vehicle weight (also known as inertia weight or 
equivalent test weight (ETW)) by adding 300 pounds to the curb weight: 

Equation 8.   Equivalent test weight (ETW) of PEVs 

ETWPEV(𝑙𝑏) = CWPEV(𝑙𝑏) + 300 

The method then uses this test weight to develop an energy consumption estimate.  First, it 
estimates the fuel economy (mi/gal) for a conventional light-duty vehicle (LDV) of that test 
weight by a regression formula derived from the relationship between 2-cycle fuel economy and 
inertia weight. Compiled data on fuel economy vs. test weight from the EPA Trends Report 
provided the primary data source. From this data, EPA then derived a polynomial regression 
formula for fuel economy (mi/gal) as a function of ETW, the format of which is shown in 
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Equation 9. Specific coefficient values of A, B, and C used for the Draft TAR and revised for 
this Proposed Determination analysis are listed in a later discussion. 

Equation 9.   MY2008 conventional LDV fuel economy regression formula 

𝐹𝐸𝑐𝑜𝑛𝑣(𝑚𝑖/𝑔𝑎𝑙) = A × ETWPEV
2 − B × ETWPEV + 𝐶 

This was then converted to a gross Wh/mile figure, assuming 33,700 Wh of energy per gallon 
of gasoline as shown in Equation 10:  

Equation 10.   Gross energy consumption (Wh/mile) 

𝐸𝑔𝑟𝑜𝑠𝑠_𝐹𝑇𝑃(𝑊ℎ/𝑚𝑖) = (
1

𝐹𝐸𝑐𝑜𝑛𝑣
) × 33,700 

This figure was then brought into electrified vehicle space by applying a series of adjustments 
representing assumed differences in energy losses between conventional vehicles and electrified 
vehicles.  This required making assumptions for several powertrain efficiencies: 

(a) Brake efficiency: For conventional vehicles, this is the percentage of chemical fuel energy 
converted to energy at the engine crankshaft.  For electrified vehicles, it is the percentage of 
stored battery energy converted to shaft energy entering the transmission.  It therefore includes 
battery discharge efficiency and inverter and motor efficiency. 

(b) Driveline efficiency: the percentage of brake energy entering the transmission and 
delivered through the driveline to the wheels.  It includes transmission efficiency and 
downstream losses (such as wheel bearing, axle, and brake drag losses), but not tire rolling 
resistance. 

(c) Cycle efficiency: the percentage of energy delivered to the wheels that is used to overcome 
road loads in moving the vehicle (that is, the portion of wheel energy that is not later lost to 
friction braking).  This efficiency is larger for vehicles with regenerative braking. 

The efficiencies assumed for baseline conventional vehicles were based on efficiency terms 
derived from EPA’s lumped parameter model (LPM).  Values for electrified powertrain 
efficiencies for BEVs and PHEVs of varying battery sizes were chosen in order to represent 
expected component efficiencies and to achieve a reasonable estimate of electrified energy 
consumption as indicated by the resulting battery capacity projections. Specific values can be 
inspected in the EPA Battery Analysis spreadsheets which are available in Docket EPA-HQ-
OAR-2015-0827.  

PEV road loads were also adjusted relative to conventional vehicles to represent assumed 
reductions in aerodynamic drag and rolling resistance applicable to these vehicles.  PEVs were 
assigned a 20 percent reduction in both aerodynamic drag and rolling resistance from 2008 
baseline levels. The effect was estimated by the LPM and then applied to the computed road 
load. Because the LPM estimates that a 20 percent improvement in aerodynamic drag and rolling 
resistance will reduce road loads to approximately 90.5 percent of baseline, road loads were 
reduced by that amount.  The effect of reductions in curb weight were not estimated by the LPM 
but instead were inherently represented by use of the ETW regression formula to convert curb 
weights into base energy consumption estimates. 
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The combined effect of these steps means that the estimated energy consumption of each PEV 
is therefore derived from the energy consumption of a corresponding baseline conventional 
vehicle by applying a ratio of the road loads of the PEV (%RoadloadPEV) to those of the baseline 
vehicle (%Roadloadconv = 1) and a ratio of the assumed efficiencies ( 𝜂 ) of the respective 
powertrains, as shown in Equation 11. 

Equation 11.   PEV unadjusted energy consumption 

𝐸𝑃/𝐸𝑉_𝐹𝑇𝑃(𝑊ℎ/𝑚𝑖) = 𝐸𝑔𝑟𝑜𝑠𝑠_𝐹𝑇𝑃 ∗ (
%𝑅𝑜𝑎𝑑𝑙𝑜𝑎𝑑𝑃/𝐸𝑉

%𝑅𝑜𝑎𝑑𝑙𝑜𝑎𝑑𝑐𝑜𝑛𝑣
∗

𝜂𝑣𝑒ℎ𝑖𝑐𝑙𝑒_𝑐𝑜𝑛𝑣

𝜂𝑣𝑒ℎ𝑖𝑐𝑙𝑒_𝑃/𝐸𝑉
) 

Equation 11 yields a laboratory (unadjusted) two-cycle FTP energy consumption estimate.  To 
represent a real-world energy consumption, the analysis applies a derating factor to convert 
unadjusted fuel economy to real-world fuel economy. The EPA range labeling rule specifies a 
default derating factor of 70 percent, with provisions for using a different (custom) factor based 
on optional 5-cycle testing. This analysis applied a varying derate value depending on vehicle 
configuration, as described later. 

Applying the derate factor (as shown with an example value of 70 percent in Equation 12) 
results in the PEV on-road energy consumption estimate that the method uses to determine the 
required battery pack capacity for the vehicle.VVV   

Equation 12.   PEV on-road energy consumption 

𝐸𝑜𝑛𝑟𝑜𝑎𝑑(𝑊ℎ/𝑚𝑖) = 𝐸𝑃/𝐸𝑉_𝐹𝑇𝑃 ∗ (
1

0.70
) 

 

Finally, as shown by Equation 13, the method determines the required battery energy capacity 
(BEC) as the on-road energy consumption in Wh/mile, multiplied by the desired range in miles, 
divided by the usable portion of the battery capacity, or usable SOC design window.  The 
assumed usable SOC design window (SOC%) varied between BEVs and PHEVs and is 
discussed in a later section. 

𝐵𝐸𝐶(𝑊ℎ) =
𝐸𝑜𝑛𝑟𝑜𝑎𝑑(

𝑊ℎ
𝑚𝑖 ) × 𝑟𝑎𝑛𝑔𝑒(𝑚𝑖)

𝑆𝑂𝐶%
 

Equation 13.   Required battery pack energy capacity for PEVs 

As mentioned previously, the intensively iterative nature of the battery capacity sizing 
problem means that all of the preceding calculations are constructed in a spreadsheet as circular 
references and performed iteratively by the spreadsheet software until the estimated weights, 
ranges, and energy consumption figures converge. 

Method for Sizing of Battery Power Capability 

                                                 
VVV As described later, this Proposed Determination analysis uses a 70 percent factor for most PEVs but applies a 

custom derating factor of 75 percent for BEV200 based on examples of recent industry practice. 
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Another input to the battery sizing process is the required power capability of the battery.  
Battery power capability was derived from an assigned peak motor power, which in turn was 
considered to be a function of desired acceleration performance.   

PHEV40 was conceptualized as a range-extended electric vehicle, with a motor and battery 
sized to be capable of providing pure all-electric range in all driving situations. PHEV20 was 
modeled as a blended-operation vehicle where the motor is often assisted by the engine during 
the charge depletion phase.  This means that PHEV40 motor power ratings in this analysis are 
likely to be higher than would apply to a blended-operation PHEV40.  PHEVs were configured 
with a single propulsion motor, in contrast to some production PHEV designs that split the total 
power rating between two motors.  Most PHEVs also include a second electric machine used 
primarily as a generator.  The analysis does not explicitly assign a weight to this component but 
considers it as part of the weight of the conventional portion of the powertrain, which retains its 
original weight despite the likelihood of downsizing in a PHEV application. 

Acceleration performance was represented by assigning a power-to-weight ratio calculated for 
each vehicle class.  This meant that once the curb weight for a PEV was estimated, a simple 
linear calculation determined the peak motor power needed to meet the target power-to-weight 
ratio.  The battery power was then estimated as 15 percent greater than the peak motor power, to 
account for losses in the motor.  As with battery capacity, motor and battery power both interact 
with battery and vehicle weight, and the calculation must be performed iteratively in the 
spreadsheet as part of the overall battery sizing process. 

Updates to Battery Sizing Assumptions and Methodology for the Proposed Determination 
Analysis 

As discussed in the Draft TAR, in the time since the 2012 FRM, the emergence of a variety of 
production PEVs provided an opportunity to validate the assumptions and methods of the 2012 
FRM analysis.  The Draft TAR analysis therefore incorporated a large number of changes to the 
methods and input assumptions for assigning battery capacity, battery power, motor power, and 
other aspects of the PEV modeling problem.  The major changes in going from the 2012 FRM to 
the Draft TAR analysis included improvements to weight estimation for battery and non-battery 
components, improvements to the assignment of electric drive motor power, increases in usable 
battery capacity and electric drive efficiency, refinements to battery power ratings, variation of 
range derating factors, and changes to certain PHEV powertrain configurations. These changes 
were described in detail in the Draft TAR. Readers interested in the details of these changes may 
refer to the Draft TAR. Because many of the resulting changes were retained for this Proposed 
Determination analysis, the Draft TAR may also be useful in understanding the rationale behind 
many of the decisions regarding inputs and assumptions applicable to this Proposed 
Determination battery analysis. 

The following sections detail the updates in methods and assumptions that EPA made for this 
Proposed Determination analysis. 

The public comment period on the Draft TAR elicited a number of comments regarding the 
Draft TAR battery analysis methodology and assumptions. Where applicable, EPA has refined 
and updated the methodology and assumptions as suggested by these comments and by updated 
information that became available since the Draft TAR analysis was developed. 
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In general, one message of the various public comments relating to the battery analysis 
suggested that the projected battery sizing and battery costs per kWh were too high (i.e. too 
conservative) compared to a growing industry consensus. For example, as previously described, 
Tesla Motors suggested that projected battery sizing for a BEV200 was larger than necessary. 
Other commenters suggested that some of the cost per kWh projections  in the Draft TAR 
appeared to be higher than more recent estimates from other sources. The bulk of comments 
relating to battery costs were qualitative in nature and did not provide specific new information 
that had not been available to EPA in developing the estimates. However, when taken in 
conjunction with trends EPA has continued to observe in third-party projections of future battery 
costs (from continued monitoring of the industry since the publication of the Draft TAR), EPA 
believed that it would be valuable to reexamine the battery sizing and costing estimates.  

Based on regular attendance at technical conferences during 2016 and particularly after 
completion of the Draft TAR, EPA has become increasingly aware of examples of formal and 
informal industry battery cost projections that parallel or even undercut the projected cost per 
kWh for BEV batteries projected in the Draft TAR for the 2020 time frame and beyond. For 
example, Ford has been reported as estimating its future battery system costs at $120 per kWh by 
2020 and as low as $85 per kWh by 2030;610 an expectation of about $100 per kWh at the cell 
level by 2020 was related verbally during a talk by a Ford representative at the 2016 Battery 
Show;611 while at the same show, Berenberg Bank predicted $170 per kWh at the pack level by 
2020612 and a presentation by Bloomberg New Energy Finance included scenarios by which 
$155 per kWh might be approached by 2020.WWW  These examples as well as the frequency with 
which such examples are being encountered reinforced the conclusion that battery costs are 
continuing to change rapidly, and that EPA should therefore update its battery cost projections 
for the Proposed Determination analysis.  

Updated information on the 2017 Chevy Bolt suggested another update to the analysis. After 
EPA certification of the Chevy Bolt in late 2016, EPA considered the derating factor that was 
used in the certification process to compute the label range from the laboratory test results. 
Certification data suggested that this vehicle utilized the default 70 percent derating factor, rather 
than a higher custom factor as the Draft TAR analysis had assumed would apply to BEV200. 
EPA used this updated information to update the derating factor assumed for BEV200 in this 
analysis to a lower figure. 

EPA also added to its compilation of MY2012-2016 BEVs and PHEVs several new models 
that were released or certified after completion of the Draft TAR. This had small effects on some 
comparative charts and the motor power estimation formula that was used to specify traction 
motor peak power ratings for PEVs. 

EPA also considered updated information regarding maximum battery cell capacities being 
used in some production vehicles, and updated information regarding certification practices for 
PHEVs that may affect design of the battery capacity for a given range. 

As part of the effort to address other comments received on the EPA GHG analysis in general, 
EPA also refined the six LPM class definitions. This resulted in changes to the target curb 

                                                 
WWW Bloomberg declined to include this presentation in the conference proceedings. 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-370 
 

weights and power-to-weight ratios for each modeled xEV as compared to those used in the 
Draft TAR, which in turn has some effect on projected costs. 

Specific Updates to Inputs and Assumptions for this Proposed Determination Battery 
Analysis 

Several updates were motivated in part by public comments suggesting that projected battery 
costs were too conservative in light of recent industry estimates. In the Draft TAR, EPA 
compared the projected cost per kWh for BEV200 battery packs to other sources such as the 
Nykvist & Nilsson study and the GM/LG cost announcement. In so doing, EPA recognized that 
the Draft TAR cost projections may be somewhat conservative, as would befit projections made 
in the face of future uncertainty. EPA also recognized that projections of battery capacity for a 
given vehicle weight and range target were in many cases somewhat larger (i.e. conservative) 
than seen in some production vehicles. At the time, it was felt that a somewhat conservative 
estimate for both would be appropriate given the uncertainties associated with future cost 
estimation. 

Several commenters argued that battery costs have fallen at a faster rate than anticipated, and 
would continue to fall to perhaps below the levels projected in the Draft TAR. Tesla Motors also 
referred to current and future vehicles that are anticipated to have lower cost per kWh and/or 
smaller packs for a given range target. Although the comments did not provide detailed data such 
as evidence of actual pack costs for specific vehicles or types of vehicles, these comments 
suggested that the conservative nature of the existing projections should be re-examined, as the 
effect might be magnified by the projection of larger pack capacities than necessary.  

EPA is committed to maintaining the accuracy of battery cost projections as much as 
available information allows. This Proposed Determination analysis therefore makes several 
updates to the battery sizing and costing analysis with the primary goal of refining and updating 
projected battery sizing and cost. These included the following primary updates: 

(a) Improved Basis for PEV Energy Consumption Estimates 

In September 2016, EPA delivered a presentation at The Battery Show 2016613 describing the 
battery analysis presented in the Draft TAR. The presentation acknowledged that, by some 
measures, the battery sizes projected in this analysis were larger than those seen in some 
production vehicles of a similar weight and driving range (i.e. conservative). The presentation 
concluded that the gap might be narrowed by improving the method by which energy 
consumption of the modeled PEVs was predicted. However, due to the need for compatibility 
with other analyses that the battery cost model feeds into, only limited options were available for 
improving the energy consumption estimates.  

As a first step in this direction, EPA chose to use the most recent version of the EPA Trends 
Report to derive the polynomial regression for fuel economy-to-ETW that formed the basis for 
PEV energy consumption estimates. Adopting an updated Trends dataset serves to empirically 
account for improved efficiencies and road load characteristics present in today's baseline fleet 
and bring them into the battery sizing analysis. This was expected to reduce the estimated base 
energy consumption compared to the old method. (As described later, application of road load 
technologies to this base energy consumption was also adjusted to reflect technology already 
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present in the fleet. Even after this adjustment, the updated polynomial regression resulted in 
improved estimates compared to the Draft TAR). 

Equation 14 shows the updated coefficients that were used in the polynomial regression 
equation in this Proposed Determination analysis. 

Equation 14.   MY2015 conventional LDV fuel economy regression formula used in Proposed Determination 

𝐹𝐸𝑐𝑜𝑛𝑣(𝑚𝑖/𝑔𝑎𝑙) = 0.0000005308 × ETWPEV
2 − 0.0122335420 × ETWPEV + 73.4948 

As another step, EPA updated the version of the LPM that was used in the battery analysis 
spreadsheets for estimating the road load reduction resulting from the 15 percent application of 
aerodynamic and rolling resistance technology. The 2016 version of the LPM includes 
significant refinement and calibration compared to the older version used in the Draft TAR 
battery analysis, and was expected to result in more accurate energy consumption estimates.  

EPA also modified the method for estimating the road load effect of net curb weight 
reduction. Previously, changes in curb weight were converted to a road load reduction via the 
LPM. In the revised analysis, the LPM no longer serves in this role, but instead, the reduced curb 
weights generated by a given application of mass reduction are converted to an energy 
consumption effect by simply feeding them directly to the FE-to-ETW polynomial regression 
formula. This represents a more empirical approach to converting weight deltas to fuel economy 
improvements. 

EPA also made an effort to further optimize the various powertrain efficiency conversion 
factors by which fuel economy estimates (generated by the polynomial regression formula, in 
mi/gal) were converted to an electrified energy consumption estimate (in Wh/mi). This process 
was guided by engineering judgement regarding expected electrified component efficiencies 
present or anticipated for the 2022 to 2025 time frame, and validated by careful analysis of the 
resulting projected battery capacities for a given range target and curb weight. Ultimately, the 
selected efficiencies were seen to result in battery capacity projections that closely parallel the 
capacities seen in recent production xEVs of the same weight and range. For more information 
on the specific values used, please see the EPA Battery Analysis (Proposed Determination) 
spreadsheets which are available in Docket EPA-HQ-OAR-2015-0827. 

(b) Accounting for Road Load Reduction Technology Already Present in the Fleet 

Several commenters to the Draft TAR (in the context of the greater GHG analysis rather than 
the battery analysis) pointed out that a certain amount of mass reduction, aerodynamic drag 
reduction and rolling resistance reduction are likely present in the baseline fleet and should be 
accounted for in establishing the remaining amount that may be applied. This would affect the 
battery analysis in that varying amounts of mass reduction are applied to xEVs, up to a cap of 20 
percent total mass reduction. The analysis also applies a 20 percent reduction in aerodynamic 
drag and rolling resistance. If some amount of these technologies are already present in the fleet 
from which target curb weights and energy consumption estimates are derived, then the 
maximum allowable application should be modified in order not to exceed the intended levels. 

EPA modified the curb weight inputs to the battery analysis to assume that approximately 2 
percent mass reduction is already present in the MY2015 baseline fleet from which input curb 
weight targets are derived. This was based on an informal analysis of assumed weight reductions 
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for individual vehicles in the MY2015 baseline, which averaged approximately 2 percent. The 2 
percent mass reduction assumed to be present was then added back to the glider weight. This 
corrected weight was taken to be null, and used as the target curb weight. The analysis was then 
allowed to apply up to 20 percent total mass reduction, which would now include the 2 percent 
present in the fleet. 

A similar adjustment was performed to account for aerodynamic drag and rolling resistance 
technologies. In the construction of technology packages for the OMEGA analysis, BEV and 
PHEV technology packages include an aerodynamic drag reduction of 20 percent (the 
technology case known as AERO2), and a tire rolling resistance reduction of 20 percent (the case 
known as LRRT2).  This is based in part on the expectation that manufacturers will find these 
technology improvements to be highly cost effective for plug-in vehicles due to the potential to 
reduce the size and cost of the battery.  The package costs thus are meant to include the cost of 
application of AERO2 and LRRT2 relative the 2008 baseline.  

In the Draft TAR, the EPA battery analysis did not account for aerodynamic or rolling 
resistance technology already in the fleet, because the polynomial fuel economy regression was 
based on MY2008 Trends data, which by definition represents the null technology case. In 
updating the Trends energy consumption baseline to the 2015 Trend Report for this Proposed 
Determination analysis (as described under item (a)), it became more important to account for 
technology already in the Trends sample fleet. For this Proposed Determination analysis, EPA 
assumed that a 5 percent improvement in aerodynamic drag and rolling resistance was already 
present in the 2015 Trends Report baseline fleet. An additional 15 percent improvement was 
applied via the LPM. 

(c) Updated Baseline Curb Weights and Vehicle Classes 

Another factor that influenced battery costs and sizing was the EPA decision to redefine the 
definitions of the LPM classes. In the Draft TAR, xEVs were modeled for each of six LPM 
classes, which were defined roughly by vehicle size, including Small Car, Standard Car, Large 
Car, Small MPV, Large MPV, and Truck. For this Proposed Determination analysis, EPA 
redefined the LPM classes. More information on this update is described in Section 2.3.1.4.  

Accordingly, target curb weights in this TSD battery analysis are now derived from the 
MY2015 baseline fleet (with PEVs removed) and aggregated into six distinct weight classes 
numbered 1 through 6. This means that the modeled xEVs of this Proposed Determination have 
significant differences in curb weight targets as compared to the now-defunct classes of the Draft 
TAR. As a result, figures computed for the Draft TAR are not directly comparable to those of 
this Proposed Determination analysis. To improve comparability, differences in projected cost 
between the Draft TAR and Proposed Determination analyses are now reported as an average 
across all of the LPM classes. The vehicle classes and curb weights previously used in the Draft 
TAR analysis are contrasted with those used in this Proposed Determination analysis in Table 
2.107. 

Table 2.107  Changes to Baseline Curb Weights from Draft TAR to Proposed Determination 

Draft TAR Proposed Determination 

Vehicle Class Curb weight (lb) Vehicle Class Curb weight (lb) 

Small Car 2628 Wt Class 1 2868 

Standard car 3296 Wt Class 2 3340 
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Large car 4117 Wt Class 3 3613 

Small MPV 3500 Wt Class 4 4062 

Large MPV 4448 Wt Class 5 4902 

Truck 5161 Wt Class 6 4911 

 

(d) Changes to Power-to-Weight Ratios Resulting from LPM Classes 

As a result of the changes to class definitions, the power-to-weight ratios for each of the xEV 
classes also changed.  Although all xEVs continue to be modeled with acceleration capability 
comparable to the baseline average for each new LPM class, the elimination of the Large Car 
class (which previously had a relatively high power) means that the performance targets of the 
new classes define a somewhat narrower spectrum than before.  

(e) Changes to ICE Weight Deletes Resulting from LPM Classes 

The updated LPM class definitions also required modifications to the ICE powertrain weights 
("weight delete," or WICE_powertrain) assumed to be deleted from baseline vehicles in order to 
become a BEV. Weight deletes used in this Proposed Determination analysis were scaled from 
those used in the Draft TAR by performing a regression of the Draft TAR values with respect to 
the vehicle power levels they had been associated with, and mapped to the new power levels of 
the new LPM classes. Although the specific weight deletes for each class have therefore 
changed, the average weight delete as a percentage of curb weight across all classes was virtually 
unchanged from that of the Draft TAR. The new values for weight deletes are shown in Table 
2.108.   

Table 2.108  Baseline ICE-Powertrain Weight Assumptions (Pounds), By Vehicle Class 

Class Engine Transmission* Fuel system* Engine mounts* Exhaust 12V battery† Total 

Wt Class 1 273 141 56 25 22 28 545 

Wt Class 2 316 153 62 25 25 31 613 

Wt Class 3 335 159 66 25 26 33 643 

Wt Class 4 388 174 74 25 30 37 729 

Wt Class 5 439 189 82 25 33 41 810 

Wt Class 6 456 193 85 25 35 43 837 
Note: 
*Transmission minus differential; fuel system 50% fill; engine mounts include NVH treatments. 
†Although current BEVs retain a relatively small lead-acid 12V battery, this analysis, as did the Draft TAR analysis, 
deletes the ICE-sized battery and assumes that an improved solution by 2025 will have a relatively negligible weight 
compared to the other deleted components. Chapter 2.2.4.3.2 (Power Electronics) includes a discussion of drivers 
and trends toward improving the low-voltage battery in BEVs. 
  

 (f) Update to Maximum Cell Capacities 

EPA also updated the maximum cell capacities for PEV battery packs. Based on the recent 
announcement and continued use of a 94 Ampere-hour cell in the BMW i3 BEV and Rex 
(PHEV), EPA became more confident of the potential for such large capacity cells to be used in 
future BEVs and longer-range PHEVs. EPA therefore increased the cell capacity limit for 
modeled BEV packs to about 90 A-hr level (formerly 75 A-hr in the Draft TAR), and increased 
the limit for PHEVs to about 60 A-hr (formerly 50 A-hr). Further, the limit was imposed as a 
maximum, rather than a preferred target, meaning that cell sizes now approach the maximum 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-374 
 

limit from below, rather than being scattered above and below the target. On average this results 
in somewhat larger cell capacities and fewer cells per pack, which in some cases results in 
somewhat lower pack costs for a given pack capacity. 

 (g) Update to Derate Factor for BEV200 

For certification purposes, to convert a two-cycle range test result to a label value, EPA 
allows manufacturers to either use a default derating factor of 70 percent or to derive a custom 
derating factor by undergoing complete five-cycle testing.  EPA certification data for 2012-
2016MY BEVs indicates that most BEV manufacturers have chosen to apply the default 70 
percent derating factor in their certification tests.  Tesla Motors is the only BEV manufacturer 
that has elected to derive a custom derating factor.  Tesla has used a factor of 79.6 percent for the 
standard Model S configurations from 60 kWh to 90 kWh, and a factor ranging from 73 to 76 
percent for higher-performance and AWD configurations of the Model S and Model X.XXX   

The Draft TAR battery analysis therefore had adopted a derate factor of 80 percent for 
BEV200, on the basis that Tesla was using a factor of 79.6 percent for the base Model S.  
Because manufacturers of BEV75 and BEV100-type vehicles have only used the default 70 
percent derating factor and have not derived custom factors, EPA had retained the 70 percent 
derating factor for BEV75 and BEV100.  

In the Draft TAR it was acknowledged that the appropriateness of an 80 percent derate factor 
in modeling the label range of future BEV200s would depend on the degree to which 
manufacturers are able to derive a custom derating factor similar to that used for certification of 
the base Tesla Model S. Since publication of the Draft TAR, the 2017 Chevy Bolt BEV 
completed EPA certification. Certification data indicates that this vehicle utilized a 70 percent 
(apparently default) derate factor in computing its certified 238-mile label range. Also, further 
certifications of Tesla vehicles including some variations of the Model S have continued to use 
lower derating factors of about 73 to 76 percent rather than the 79.6 percent of the base Model S. 

These developments led us to reconsider the Draft TAR expectation that future BEV200s 
would commonly certify with an 80 percent derate factor. For this analysis, we therefore have 
reduced the assumed derate factor for BEV200 from 80 percent to 75 percent, similar to the 
factors used in recent Tesla certifications. EPA continues to believe that, as manufacturing 
volumes and the number of BEV models both increase, there remains a potential for 
manufacturers to justify the derivation of custom derate factors during the certification process, 
and that in many cases this may result in a derate factor greater than the default 70 percent. 

(h) Update of Motor Power Sizing Equation By Addition of MY2017 Vehicles 

Several xEV models that have entered the market since the completion of the Draft TAR have 
been added to the empirical study by which electric motor power and acceleration characteristics 
are assigned. These included the 2017 Chevy Bolt and the BMW i3 94 Ah. This resulted in a 
small change to the empirical equation for motor sizing. The change is small because the curb 
weight and acceleration levels of these vehicles fell very close to the curve developed for the 

                                                 
XXX As indicated by the ratio of adjusted (Guide) combined fuel economy to unadjusted combined fuel economy 

reported in columns M and P of the 'EVs' tab of the 2016 Fuel Economy Guide datafile, available in the Docket 
and at https://www.fueleconomy.gov/feg/download.shtml 
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Draft TAR equation. The updated equation used in this Proposed Determination is shown in 
Equation 15 below. Development of this equation is described in more detail in Section 2.2.4.3.6 
(Relating Power to Acceleration Performance). 

Equation 15. Empirical equation for 0-60 all-electric acceleration time of MY2012-2017 PEVs 

𝑡 = 1.1321 (
𝑘𝑊

𝑘𝑔 𝐸𝑇𝑊
)

−0.733

 

 

(i) Adjustment to Usable Battery Capacity of PHEVs to Account for Range Degradation 

As the Draft TAR noted, the possibility of PHEV range degradation over the life of the 
vehicle is important to regulators and PHEV manufacturers, because range degradation would 
gradually change the utility factor, which is a factor in certification and GHG compliance. The 
Draft TAR analysis did not include an explicit oversizing factor for PHEVs. This Proposed 
Determination analysis adds a 15 percent oversizing factor to the usable capacity of PHEV 
batteries, by defining two usable SOC design windows, a smaller window applicable to 
beginning of life (BOL) and a larger window applicable at end of life (EOL). This is meant to 
capture practices to manage range degradation, which might include certifying with an aged 
battery, modification of usable SOC over the life of the vehicle, or limiting the usable SOC at 
time of certification. PHEV20 vehicles were assigned a BOL usable SOC window of 
approximately 65 percent and an EOL window of 75 percent. PHEV40 was assigned a BOL 
window of 67 percent and an EOL window of 77 percent. These figures were chosen by 
engineering judgement and by considering their effect on the ability of the sizing method to 
predict battery capacities of production PHEVs of a given range and curb weight.  

Summary of Changes to Battery Sizing Assumptions 

Table 2.109 reviews the major input assumptions to the EPA battery sizing method, and the 
changes that were made for this Proposed Determination analysis. 

Table 2.109  PEV Battery Sizing Assumptions and Changes from Draft TAR to Proposed Determination 

Assumption Draft TAR Proposed Determination 

WC1 curb weight (Small Car in TAR) 2628 lb 2868 lb 

WC2 curb weight (Std car in TAR) 3296 lb 3340 lb 

WC3 curb weight (Lg car in TAR) 4117 lb 3613 lb 

WC4 curb weight (SmMPV in TAR) 3500 lb 4062 lb 

WC5 curb weight (LgMPV in TAR) 4448 lb 4902 lb 

WC6 curb weight (Truck in TAR) 5161 lb 4911 lb 

Applied aero reduction from 2008 
baseline 

20% unchanged 

Applied tire reduction from 2008 
baseline 

20% unchanged 

Applied mass reduction to glider from 
2008 baseline 

Varies; max 20% unchanged 

Short range BEV (mi) BEV75 unchanged 

Mid-range BEV (mi) BEV100 unchanged 
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Long range BEV (mi) BEV200 unchanged 

Short range PHEV (mi) PHEV20 unchanged 

Long range PHEV (mi) PHEV40 unchanged 

Usable battery capacity, HEV 40% unchanged 

Usable battery capacity, PHEV20 70% 65.2% 

Usable battery capacity, PHEV40 75% 67% 

Usable battery capacity, BEV75 85% unchanged 

Usable battery capacity, BEV100 85% unchanged 

Usable battery capacity, BEV150/200 90% unchanged 

Battery specific energy computed by BatPaC unchanged 

Non-battery specific power 1.4 kW/kg unchanged 

Motor sizing Based on MY2014 baseline 0-60 
performance estimate and new 

empirical equation for PEVs 

Updated to include MY2017 
examples 

Brake efficiency, PEV 87% varies 

Driveline efficiency, BEV 95% varies 

Cycle efficiency, PEV 97% varies 

BEV battery power as fn of motor power 1.1x unchanged 

PHEV battery power as fn of motor 
power 

1.1x unchanged 

Allowance for power fade 20% unchanged 

Road loads, PEV from LPM from LPM and Trends 

2-cycle to 5-cycle derating factor, PHEV 
and BEV75/100 

70% unchanged 

2-cycle to 5-cycle derating factor, 
BEV200 

80% 75% 

PHEV20 motor sizing basis blended unchanged 

 

Analysis of Changes 

The changes described above resulted in changes to the projected sizing of PEV batteries and 
motors compared to those of the Draft TAR.  Table 2.110 shows examples of the battery 
capacities and motor power ratings generated by the revised sizing methodology and compares 
them to the corresponding estimates generated by the Draft TAR analysis.   

   

Table 2.110  Example Changes in Projected PEV Battery Capacity and Motor Power, Draft TAR to Proposed 
Determination (20% weight reduction case) 

 BEV75 BEV100 BEV200 PHEV20 PHEV40 

Draft TAR 

 
Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Small Car 17.3 54.0 23.5 55.6 41.2 60.6 6.1 29.7 11.7 61.9 

Standard Car 21.4 83.8 29.1 86.2 50.2 93.4 7.5 45.8 14.4 96.3 
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Large Car 27.7 176.8 37.4 181.6 65.0 197.4 9.5 94.6 18.8 206.7 

Small MPV 22.7 74.5 30.9 76.6 53.7 83.4 7.9 40.6 15.1 84.6 

Large MPV 29.3 115.3 39.8 119.0 69.2 129.5 10.2 63.2 19.7 133.5 

Truck 33.0 138.3 44.6 142.3 77.6 154.7 11.7 78.0 22.6 165.0 

Proposed Determination 

 
Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Wt Class 1 16.4 66.0 22.0 65.9 37.9 65.5 6.2 32.7 12.4 65.1 

Wt Class 2 17.8 87.4 23.9 87.3 41.4 86.7 6.8 43.3 13.7 86.1 

Wt Class 3 18.7 96.7 25.1 96.6 43.6 96.0 7.2 47.9 14.5 95.3 

Wt Class 4 20.3 124.2 27.3 124.0 47.6 123.3 7.9 61.4 16.2 122.3 

Wt Class 5 23.9 149.0 32.4 148.7 56.8 151.2 9.5 73.8 19.8 146.7 

Wt Class 6 23.9 158.0 32.5 157.7 58.6 156.8 9.5 78.2 20.0 155.6 

Average change from Draft TAR 

 
Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

All classes -24.8% 6.0% -20.5% 2.9% -19.9% -5.5% -11.0% -4.1% -5.6% -10.3% 

 
Notes: 

†Compares BEV200 (Draft TAR) to BEV150 (FRM)  
††Compares blended PHEV20 (Draft TAR) to EREV PHEV20 (FRM)  

 

As shown by the selected examples in the following Tables, the pack-level specific energy 
figures EPA uses in this TSD analysis vary significantly, ranging from about 150 to 188 Wh/kg 
for BEV75 to BEV200 (assuming NMC622 cathode), to about 130 to 150 Wh/kg for PHEV40 
(also NMC622), and about 115 to 125 Wh/kg for PHEV20 (assuming blended NMC/LMO 
cathode).   

Table 2.111  Examples of Pack-Level Specific Energy Calculated By BatPaC for Selected PEV Configurations 
(0% WR) 

 
BEV75 

(NMC622-G) 
BEV100 

(NMC622-G) 
BEV200 

(NMC622-G) 
PHEV20 (NMC75%/ 

LMO25%-G) 
PHEV40 

(NMC622-G) 

 Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio 

Wt Class 1 152.5 4.6 165.3 3.4 174.3 2.1 119.7 6.5 152.7 6.6 

Wt Class 2 157.2 5.5 160.0 4.1 178.3 2.5 118.0 7.7 148.3 7.9 

Wt Class 3 160.1 5.7 171.1 4.3 181.0 2.6 119.4 8.0 147.9 8.2 

Wt Class 4 163.7 6.5 160.3 4.9 184.9 3.0 119.1 9.2 129.9 9.6 

Wt Class 5 168.3 6.3 172.7 4.7 187.3 2.8 124.6 8.8 138.0 9.1 

Wt Class 6 166.1 6.6 172.6 5.0 187.3 3.0 123.4 9.3 135.2 9.6 

 

Table 2.112  Examples of Pack-Level Specific Energy Calculated By BatPaC for Selected PEV Configurations 
(20% WR) 

 
BEV75 

(NMC622-G) 
BEV100 

(NMC622-G) 
BEV200 

(NMC622-G) 
PHEV20 (NMC75%/ 

LMO25%-G) 
PHEV40 

(NMC622-G) 
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 Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio 

Wt Class 1 151.6 5.3 160.3 3.9 171.2 2.3 118.0 7.0 150.1 6.9 

Wt Class 2 150.3 6.5 163.7 4.8 174.3 2.8 119.6 8.4 145.3 8.3 

Wt Class 3 152.4 6.8 165.7 5.1 176.3 2.9 116.0 8.8 144.3 8.7 

Wt Class 4 150.0 8.1 169.0 6.0 179.7 3.4 114.5 10.3 135.4 10.0 

Wt Class 5 153.1 8.2 170.9 6.1 167.6 3.5 118.2 10.3 133.1 9.8 

Wt Class 6 150.3 8.7 168.7 6.4 188.0 3.5 117.0 10.8 130.6 10.3 

 

While these figures may appear very aggressive compared to batteries seen in 2012-2017MY 
applications, it should be noted that the technology assumptions in BatPaC are forecasts for the 
2020 time frame and EPA applies them to the year 2025.  For comparison, in January 2016, GM 
announced that the 60 kWh Chevy Bolt BEV pack weighs 435 kg, suggesting that this BEV200 
pack has already achieved a specific energy of 138 Wh/kg today.614  The same specific energy 
was already seen in the 85 kWh Tesla Model S as early as 2012.615  Similarly, the 18.4 kWh pack 
of the 2016 Chevy Volt PHEV weighs 183 kg, suggesting this PHEV53 pack has achieved 101 
Wh/kg today.  As has occurred in the time since the FRM, the level of industry activity in battery 
development suggests that similar advances are likely to continue through the 2022 to 2025 time 
frame. 

To compare the Draft TAR capacity projections to specific production vehicles, Table 2.113 
and Table 2.114 show the projected battery capacities and assumed curb weights for each 
electrified vehicle type and vehicle class at 0 percent and 20 percent nominal weight reduction, 
respectively.  These tables are useful for drawing comparisons of the projected battery capacities 
to those of specific production BEVs and PHEVs.  In the battery sizing analysis, differences in 
energy consumption among the six vehicle classes is primarily derived from differences in 
vehicle weight.  Therefore matching a production vehicle's curb weight, range and battery 
capacity to the values in these tables provides a fair comparison regardless of whether the 
indicated classification or weight reduction case matches that of the vehicle. 

Table 2.113.  TSD Projected Battery Capacities and Assumed Curb Weights, 0% Nominal Weight Reduction 
 

BEV75 
(NMC622) 

BEV100 (NMC622) BEV200 
(NMC622) 

PHEV20 
(25NMC/75LMO) 

PHEV40 (NMC622) 

 
Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh 

Wt Class 1 2868 18.6 2868 24.8 2868 41.0 2868 6.6 2868 12.9 

Wt Class 2 3340 20.7 3340 27.6 3340 45.7 3340 7.4 3340 14.3 

Wt Class 3 3613 22.1 3613 29.4 3613 48.7 3613 7.8 3613 15.3 

Wt Class 4 4062 24.6 4062 32.9 4062 54.4 4062 8.8 4048 16.9 

Wt Class 5 4902 30.8 4902 41.0 4902 67.9 4902 10.9 4902 21.3 

Wt Class 6 4911 30.8 4911 41.1 4911 68.1 4911 11.0 4911 21.3 

 

Table 2.114  TSD Projected Battery Capacities and Assumed Curb Weights, 20% Nominal Weight Reduction 
 

BEV75 
(NMC622) 

BEV100 
(NMC622) 

BEV200 (NMC622) PHEV20 
(25NMC/75LMO) 

PHEV40 (NMC622) 

 
Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh Curb wt 

(lb) 
kWh 
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Wt Class 1 2295 16.4 2322 22.0 2506 37.9 2571 6.2 2688 12.4 

Wt Class 2 2672 17.8 2703 23.9 2903 41.4 2987 6.8 3137 13.7 

Wt Class 3 2891 18.7 2928 25.1 3138 43.6 3231 7.2 3391 14.5 

Wt Class 4 3249 20.3 3292 27.3 3519 47.6 3644 7.9 3851 16.2 

Wt Class 5 3934 23.9 4008 32.4 4325 56.8 4377 9.5 4643 19.8 

Wt Class 6 3945 23.9 4018 32.5 4229 58.6 4399 9.5 4680 20.0 

 

The reasonableness of the battery capacity projections may be assessed by comparing them to 
production vehicles of a known curb weight and driving range.  As one example, the 30 kWh 
trim of the Nissan Leaf is certified for an EPA range of 107 miles at a curb weight of 1515 kg 
(3340 lb). This curb weight happens to exactly match the 3340 lb projected curb weight of 
BEV100 Wt Class 2 (Table 2.113).  The projected battery capacity for this vehicle is 27.6 kWh.  
While this figure is smaller than the 30 kWh capacity of the Leaf, it represents a vehicle with 
only 100 miles range rather than 107 miles. Also it represents a vehicle with a 20 percent 
reduction in aerodynamic drag and rolling resistance from a 2008 baseline vehicle.  If the 
production Leaf achieves less reduction than this, it may require a larger battery to achieve its 
107 mile range. 

A more accurate way to assess the ability of the battery analysis to predict the battery capacity 
of the Leaf would be to use inputs that represent the actual range of the Leaf. Running the battery 
sizing methodology with inputs of 107 miles for range and 3340 lb for curb weight results in a 
prediction of 30.30 kWh, very close to the 30 kWh of the Leaf. 

As another example, the Chevy Bolt EV was announced in 2016 as a BEV238 with a curb 
weight of 3580 lb.  Using these as inputs to the battery sizing method, and applying a derate 
factor of 70 percent (which appears to have been applied to the Bolt for label certification), the 
result is 61.6 kWh, very close to the 60 kWh of the Bolt. The usable capacity of the Bolt battery 
remains an uncertainty at this time and represents one variable that could have an impact on the 
result. While the method assumes a default of 90 percent for BEV200, revising it to 92 percent 
results in a prediction of 60 kWh.  

As a third example, the Tesla Model S P85D weighs 4963 lb and is certified to a label range 
of 253 miles, using a derate factor of 73.8 percent. The result is 88.75 kWh, quite close to the 85 
kWh of this vehicle. Again, the usable capacity of this vehicle is uncertain and could have an 
impact on the result. A value of 93 percent would predict a capacity of 85 kWh. Also, the AWD 
configuration of this vehicle is described as having improved efficiency over a single-motor 
configuration, which might explain the ability of this vehicle to have a smaller battery capacity 
than the efficiencies encoded into the model would assume. 

In similar fashion, modeling the Tesla Model S 60 as a BEV210 at 4323 lb and 79.6 percent 
derate factor (as certified) results in a prediction of 57.5 kWh, somewhat smaller than the 60 
kWh actually provided. Changing the usable capacity to 87 percent, which is in line with various 
informal estimates for this vehicle, yields 59.5 kWh. Similarly, modeling the Tesla Model S 85 
at 265 miles, 4647 lb, and 79.6 percent derate factor yields an estimate of 84 kWh, very close to 
the actual 85 kWh. Setting the usable capacity to 89 percent would result in a match to 85 kWh. 

The 2016 Chevy Volt PHEV achieves an AER of 53 miles at a curb weight of 1607 kg (3543 
lb).  The Volt usable SOC has been estimated at about 76.1 percent. These inputs result in a 
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prediction of 20.7 kWh, which at first glance is substantially larger than the 18.4 kWh actually 
provided. However, the method assumes a fairly generous 15 percent oversize factor, which 
might be different from the factor used by the designers of the Volt. It is also uncertain whether 
the 76.1 percent usable SOC is assessed at beginning-of-life or end-of-life. Using an oversize 
factor of about 4 to 5 percent yields a much better match to the actual capacity.    

The BMW i3 Rex achieves an AER of 72 miles at a weight of 2982 lb with a 22 kWh battery. 
Press reports suggest that this vehicle utilizes 87 percent of its battery capacity. Using these 
inputs results in a prediction of 21 kWh, somewhat smaller than the actual specification but quite 
close. 

The Ford Fusion Energi has a range of 21 miles at 3986 lb using a 7.2 kWh battery. These 
inputs predict a capacity of 9.0 kWh, a conservative figure. Similarly the Hyundai Sonata PHEV 
achieves 27 miles at 3810 lb with a 9.8 kWh battery; using these inputs the model would predict 
a similarly conservative capacity at 11.1 kWh. Particularly for shorter-range PHEVs, it is 
uncertain whether manufacturer-reported battery capacity figures represent a nameplate capacity 
at time of manufacture or if the capacity is down-rated to account for actual usable capacity 
during the life of the vehicle.  

By these examples, it is clear that the methodology as revised for this Proposed Determination 
has greatly improved in its ability to predict battery capacities for xEVs as compared to the 
version used in the Draft TAR analysis.  

It is not to be expected that a single modeling technique with a single set of assumptions will 
faithfully reproduce the actual battery capacities of all production vehicles. Individual production 
vehicles are likely to vary in the degree to which the input assumptions of the sizing 
methodology match those present in the respective vehicles.  There could be differences in 
assumed powertrain efficiencies or differences in application of road load reducing technologies 
(mass reduction, aerodynamic drag reduction, and rolling resistance reduction) between the 
production vehicles and the modeled vehicles.  For example, if xEV manufacturers are applying 
more than the 20 percent reduction in aerodynamic drag and rolling resistance (from a baseline 
vehicle) assumed in the analysis, or are applying more mass reduction, it could result in 
substantially smaller battery capacity requirements.  Also, the larger battery capacity of longer-
range BEVs may slightly improve their discharge efficiency relative to shorter range vehicles, 
because discharge would take place at a lower C rate.  Efficiency of regenerative braking might 
also improve slightly for these vehicles.  

Specific examples are valuable in understanding the accuracy of the method, but another 
perspective can be gained by looking at results in aggregate over a larger population of 
examples. This can be shown by normalizing the battery capacities of actual and projected 
vehicles to the corresponding vehicle curb weights, as shown in Figure 2.119 and Figure 2.120. 
Source data for these Figures are available in the Docket.616  These comparisons remove the 
effect of weight differences and more clearly expresses the efficiency with which gross battery 
capacity is converted to label range for a given vehicle weight.   

In Figure 2.119 we compare the battery capacity per unit curb weight (kWh/kg CW) of 
comparable production BEVs against that of the BEVs modeled in each of 2012 FRM, Draft 
TAR, and Proposed Determination analyses.  For the purpose of this plot, comparable BEVs are 
defined as BEVs that were available as MY2016-17 vehicles. BEV200+ vehicles that certified 
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for range with a derate factor different from the 75 percent that EPA assumes in this analysis had 
their range adjusted in the plot to represent what their range would have been had a 75 percent 
factor been used. With the exception of the Chevy Bolt, these vehicles were Tesla vehicles all of 
which certified with a derate factor greater than 70 percent. 

It can be seen that the revised battery sizing methodology predicts battery capacities for BEVs 
that follow the trend line established by MY2012-2017 BEVs much more closely than earlier 
versions of the methodology that were used in the Draft TAR and 2012 FRM. It is also clear that 
the battery sizing methodology as revised for this Proposed Determination analysis has 
significantly improved its prediction of BEV battery capacity per unit curb weight compared to 
the methodology used in either the 2012 FRM analysis or the Draft TAR analysis, both of which 
generated notably conservative (too large) capacity estimates for BEVs. 

 

 

Figure 2.119  Projected BEV Gross Battery Capacity per Unit Curb Weight Compared to Comparable BEVs 

 

For PHEVs, Figure 2.120 performs this comparison for PHEVs. It can be seen that for PHEVs 
as well, the revised methodology follows the trendline established by production vehicles quite 
closely, as it did in the Draft TAR analysis, but at a slightly lower position compared to the 
production vehicle trendline. 
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Figure 2.120  Projected PHEV Gross Battery Capacity per Unit Curb Weight Compared To Comparable 
PHEVs 

 

Particularly for BEVs, the revised method has removed much of the previous tendency to 
overestimate the gross battery capacity needed to provide a given range for a given curb weight. 
The revised method creates trendlines for projected BEV and PHEV capacities that follow the 
respective production-vehicle trendlines quite well, particularly at the BEV200 and PHEV40 
points.  At shorter range points, such as BEV75, BEV100, and PHEV20, the projected capacity 
trendlines run slightly below the respective production-vehicle trendlines, indicating that the 
methodology now projects capacities for these shorter-range vehicles that on average are 
somewhat smaller than found in MY2012-17 production vehicles. This is consistent with the 
possibility that shorter-range vehicles, which in the plots consist mostly of relatively low-
production examples from a wide variety of manufacturers, may tend to embody a smaller 
degree of technology optimization than the higher-production examples from a smaller group of 
relatively well established manufacturers (Tesla and Chevrolet) that dominate the longer range 
points. In other words, the revised methodology places a slightly greater expectation of future 
improvement on shorter range vehicles than on longer range vehicles. The fact that real 
production examples exist that plot on the lower side of both of the projected trendlines (i.e. 
there are already production examples that convert battery capacity to range more efficiently 
than the methodology projects for 2025) suggests that the projections are not overly optimistic. 

 

 

2.3.4.3.7.2 Battery Sizing Methodology for HEVs 

HEV battery packs were sized using a simpler methodology described below.  This method is 
continued in the current analysis. 
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Because there is no “all-electric range” requirement for HEVs, battery pack sizes are 
relatively consistent for a given weight class.  Furthermore, because battery pack sizes are at 
least an order of magnitude smaller for HEVs than for all-electric vehicles, the sensitivity of 
HEV vehicle weight (and hence energy consumption) to battery pack size is relatively 
insignificant.  For these reasons, a more direct approach (rather than an iterative process) works 
for battery sizing of HEVs.   

In the Draft TAR analysis as well as this Proposed Determination analysis, HEV batteries 
were scaled similarly to the 2010 Fusion Hybrid battery, based on a metric of nominal battery 
energy per pound of equivalent test weight (ETW).  Although the Fusion battery utilized a 
nickel-metal hydride (Ni-MH) chemistry in contrast to the lithium-ion chemistries of the current 
analysis, the energy window required for hybrid operation and thus gross battery sizing is 
expected to be similar for either chemistry. 

The Fusion Hybrid Ni-MH battery had an ETW ratio of 0.37 Wh/lb.  The battery was 
understood to utilize a 30 percent usable SOC window.  The FRM analysis and the current 
analysis assumes 40 percent for HEVs in the 2020 time frame.  The rationale for this assumption 
is outlined in more detail in Draft TAR Section 5.2.4.4.3.  This results in a 25 percent reduction 
of the energy capacity of the base Fusion battery, or a 0.28 Wh/lb ETW ratio.  This value was 
used to size strong HEV batteries for the analysis. 

In comparing anecdotal data for HEVs, EPA assumed a slight weight increase of 4-5 percent 
for HEVs compared to baseline non-hybridized vehicles.  The added weight of the Li-ion pack, 
motor and other electric hardware were offset partially by the reduced size of the base engine.   

2.3.4.3.7.3 ANL BatPaC Battery Design and Cost Model 

The U.S. Department of Energy (DOE) has established long term industry goals and targets 
for advanced battery systems as it does for many energy efficient technologies.  Prior to the 2012 
FRM, Argonne National Laboratory (ANL) was funded by DOE to provide an independent 
assessment of Li-ion battery costs because of their expertise in the field as one of the primary 
DOE National Laboratories responsible for basic and applied battery energy storage technologies 
for future HEV, PHEV and BEV applications.  This led to the development of a Li-ion battery 
cost model, later named BatPaC. 

A basic description of the battery cost model that formed the basis of BatPaC was published 
in a peer-reviewed technical paper presented at EVS-24.617  ANL later extended the model to 
include analysis of manufacturing costs for BEVs and HEVs as well has PHEVs.618 In early 
2011, ANL issued a draft report detailing the methodology, inputs and outputs of their Battery 
Performance and Cost (BatPaC) model.619  Soon after, EPA contracted a complete independent 
peer-review of the BatPaC model and its inputs and results for HEV, PHEV and BEV 
applications.620  ANL also provided EPA with an updated report documenting the BatPaC model 
that fully addressed the issues raised within the peer review.621 ANL has continued to develop 
the model on an ongoing basis, adding several new features and refinements to the latest 
version.622  For this TSD analysis, EPA used Version 3.0 of BatPaC, which was provided to EPA 
on December 17, 2015623 and is the same version used for the Draft TAR analysis. 

BatPaC is based on a bill of materials approach in addition to specific design criteria for the 
intended application of a battery pack.  The costs include materials, manufacturing processes, the 
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cost of capital equipment, plant area, and labor for each manufacturing step. The design criteria 
include detailed parameters such as power and energy storage capacity requirements, cathode 
and anode chemistry, and the number of cells per module and modules per battery pack.  The 
model assumes use of a stiff-pouch, laminated multi-layer prismatic cell, and battery modules 
consisting of double-seamed rigid containers.  The model supports both liquid-cooling and air-
cooling, with appropriate accounting for the resultant structure, volume, cost, and heat rejection 
capacity of the modules.  The model takes into consideration the cost of capital equipment, plant 
area and labor for each step in the manufacturing process for battery packs and places relevant 
limits on electrode coating thicknesses and other processes limited by existing and near-term 
manufacturing processes.  The ANL model also takes into consideration annual pack production 
volume and economies of scale for high-volume production. 

EPA chose to adopt the ANL BatPaC model for the following reasons.   First, BatPaC has 
been described and presented in the public domain and does not rely upon confidential business 
information (which would therefore not be reviewable by the public).  The model was developed 
by scientists at ANL who have significant experience in this area.  The model uses a bill of 
materials methodology which EPA believes is the preferred method for developing cost 
estimates.  BatPaC appropriately considers the target power and energy requirements of the 
vehicle, which are two of the fundamental parameters when designing a lithium-ion battery for 
an HEV, PHEV, or BEV.  BatPaC can estimate high volume production costs, which EPA 
believes is appropriate for the 2025 time frame.   Finally, its cost estimates are consistent with 
some of the supplier cost estimates EPA received from large-format lithium-ion battery pack 
manufacturers.   A portion of that data was received from EPA on-site visits to vehicle 
manufacturers and battery suppliers in 2008. 

EPA has worked closely with ANL to test new versions of BatPaC and to guide the 
development of features that would support the midterm review and this TSD analysis.  ANL has 
since published several iterations of the model that incorporate updated costs, improved costing 
methods and other improvements. 

EPA has also worked closely with ANL to evaluate each successive version of the BatPaC 
model, to make suggestions for its improvement, and to specifically request features to assist 
with its use for the purpose of battery costing for the rule.  EPA also worked with ANL to 
arrange for an independent peer review of the model in 2011.  This peer review along with EPA 
input led to many improvements that were described in the TSD that accompanied the 2012 
FRM.  ANL has continued to make improvements and add new features since the FRM, many at 
EPA request.  Recent development has included: support for additional battery module 
topologies, improved modeling of impedance and electrode thickness, improved evaluation of 
battery thermal capabilities, revised electrode chemistries such as NMC622, improved 
accounting for plant costs and overhead, improved cost accounting for solvent recovery, 
customization of cell thickness parameters, generation of USABC parameters, and updated costs 
for all constituent cell materials. 

To conduct the Draft TAR analysis, in December 2015 ANL provided EPA with a beta copy 
of BatPaC Version 3.  After testing and evaluation, this version was used in the Draft TAR GHG 
Assessment, and continues to be used for this Proposed Determination assessment. A copy of 
this file is available in Docket EPA-HQ-OAR-2015-0827. 
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Basic user inputs to BatPaC include performance goals (power and energy capacity), choice 
of battery chemistry (of several predefined chemistries), the vehicle type for which the battery is 
intended (HEV, PHEV, or BEV), the desired number of cells and modules and their layout in the 
pack, and the volume of production.   BatPaC then designs the electrodes, cells, modules, and 
battery pack, and provides a complete, itemized cost breakdown at the specified production 
volume. 

BatPaC provides default values for engineering properties and material costs that allow the 
model to operate without requiring the user to supply detailed technical or experimental data.  In 
general, the default properties and costs represent what the model authors consider to be 
reasonable values representing the state of the art expected to be available to large battery 
manufacturers in the year 2020.  Users are able to edit these values as necessary to represent their 
own expectations or their own proprietary data. 

In using BatPaC, it is extremely important that the user monitor certain properties of the cells, 
modules, and packs that it generates, to ensure that they stay within practical design guidelines, 
adjusting related inputs if necessary.  In particular, pack voltage and individual cell capacity 
should be limited to appropriate ranges for the application.  These design guidelines are not 
rigidly defined, but approximate ranges are beginning to emerge in the industry. 

The cost outputs used by EPA to determine 2025 HEV, PHEV and BEV battery costs were 
based on the inputs and assumptions described in the next section.  For engineering properties 
and material costs, and for other parameters not identified below, EPA used the defaults provided 
in the model.    

2.3.4.3.7.4 Assumptions and Inputs to BatPaC 

After considering applicable public comments and updated information, EPA chose basic user 
inputs to BatPaC as follows.  

For performance goals, EPA used the power and energy requirements derived from the 
battery sizing analysis described in the previous section.  Additional inputs include battery 
chemistry, vehicle type (BEV, PHEV, or HEV), cell and module layout, and production 
volumes, as outlined below.   

In addition to these inputs, EPA monitored certain outputs to ensure that the resultant cell and 
pack specifications were realistic.  In particular, pack voltages, electrode dimensions, cooling 
capability, and individual cell capacities were monitored to ensure that they were consistent with 
current and anticipated industry practice. 

Additionally, EPA did not include warranty costs computed by BatPaC in the total battery 
cost because these are accounted for elsewhere in the analysis by means of indirect cost 
multipliers (ICMs). 

Battery chemistry 

Chemistries were chosen due to their known characteristics and to be consistent with both 
publicly available information on current and near term HEV, PHEV and BEV product offerings 
from OEMs. 
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In both the Draft TAR and this Proposed Determination analysis, EPA selected NMC622 for 
BEV and PHEV40 packs, and a blended cathode (25 percent NMC and 75 percent LMO, the 
BatPaC default value) for PHEV20 and HEV packs.  As discussed in the Draft TAR, although 
most current Li-Ion HEV packs are reported to be using NMC cathodes,624 EPA used a blended 
cathode for HEV batteries because the default NMC formulations modeled by BatPaC do not 
support the high power-to-energy ratios required by some of the modeled HEV configurations.  
In August 2016, EPA coordinated with ANL for an update to the BatPaC NMC formulation that 
would allow HEV packs to be constructed with NMC cathodes. ANL recommended certain 
changes to input parameters that enabled higher power for these batteries. However, since the 
costs of HEV packs with NMC cathodes generated by this technique did not differ significantly 
from those with blended cathodes, EPA ultimately decided to continue using blended cathodes 
for HEV batteries.   

Pack topology and cell capacity 

In the Draft TAR analysis, EPA optimized the pack topology for BEVs and PHEVs by 
choosing values for cells per module and number of modules to target a preferred cell capacity. 
This practice continues for this Proposed Determination analysis.  Since the number of modules 
per pack must be a whole number, varying the number of cells per module allows the number of 
cells per pack and their capacities to be better targeted.  In the Draft TAR, EPA varied the 
number of cells per module to between 24 and 36. This was revised to between 20 and 36 for this 
Proposed Determination analysis in order to better target pack voltages and maximum cell 
capacities.  

In public comments on the Draft TAR, Toyota stated: "As noted, the Draft TAR explains that 
the ideal number of cells per module may vary depending on the capacity of the pack and the 
size of the cells and it may be more appropriate to optimize the pack topology by varying the 
number of cells per module in order to better match performance targets and minimize cost. 
However, Toyota does not share this perspective as an increase in capacity does not necessarily 
mean that the number of cells can be reduced. Reduction of cells number causes voltage decrease 
and current increase. So the numbers of cells cannot be reduced by a certain degree." 

To clarify, the EPA battery analysis does not reduce the number of cells per pack as battery 
capacity increases. Pack voltages are always targeted to a range between about 300 to 400 volts. 
As pack capacity increases, the number of cells may also increase, as might the capacity of each 
cell and the number of parallel cells. In general, if a smaller number of cells per module is 
specified in order to stay within cell capacity and pack voltage targets, there will be a larger 
number of modules to compensate and voltage will therefore not decrease. Detailed information 
regarding the specific topology of each of the 150 PEV battery packs modeled in the analysis are 
contained in the EPA Battery Analysis (Proposed Determination) Spreadsheets which are 
available in the Docket. 

In the Draft TAR, EPA targeted an individual cell capacity of 60 A-hr for BEV packs (not to 
exceed 75 A-hr) and 45 A-hr for PHEV packs (not to exceed 50 A-hr).  This was based in part on 
examples seen in the industry, such as the 55 Ampere-hour cells that appear to be used by Nissan 
and GM in their recently announced 60-kWh packs, and larger cell sizes currently produced or 
recently announced by leading suppliers.  
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Since the Draft TAR was completed, at least one additional example of a significantly larger 
cell size has appeared in a production BEV. The BMW i3 94 Ah uses a 94 Ampere-hour cell, 
which is significantly larger than most other manufacturers have been using. Because this vehicle 
has now entered the market and has effectively replaced the 60 A-hr version, it provides 
additional evidence that cells of this capacity can be effective in a BEV application. Accordingly, 
EPA has updated the limits on maximum cell capacity for this Proposed Determination analysis. 
BEV cells are now allowed to reach a maximum of approximately 90 A-hr. In most cases, it is 
only the longer range BEVs that approach this limit. For vehicles that approach the limit, the use 
of these larger cells tends to reduce pack costs by tending toward smaller numbers of cells of a 
larger capacity than might have been applicable in the Draft TAR analysis.  HEV packs, which 
consist of a single module, are configured with 32 cells as before. 

Thermal management 

In the Draft TAR analysis, all BEV, PHEV, and HEV packs were modeled with liquid cooling 
as defined by the BatPaC model.   

As before, BatPaC continues to provide an option for active air cooling in which individual 
cells are separated by air passages through which cabin air or cooled air is circulated.  Use of this 
option results in package volumes that are much larger than for a liquid cooled pack.  As 
described in the Draft TAR, although passive air cooling continues to be prevalent in HEV packs 
at the time of this writing, some industry sources have indicated that liquid cooling may also be 
preferable for HEV packs in order to improve utilization of capacity and increase service life.  
Minimization of under-hood package volume is also a growing concern.  As in the Draft TAR 
analysis, EPA therefore chose to utilize liquid cooling for HEV packs as well as for BEV and 
PHEV packs for this Proposed Determination analysis. 

Pack voltage 

As in the Draft TAR analysis, for this Proposed Determination analysis, EPA limited BEV 
and PHEV voltages to approximately 120V for HEVs (except 48V HEVs) and approximately 
300-400V for BEVs and PHEVs. 

In public comments on the Draft TAR, Toyota commented, "Toyota does not understand why 
HEV voltage remains at 120V." In response, although it is true that some mild and strong HEVs 
are currently targeting voltage ranges higher than 120V, the systems on which EPA based its 
teardown-derived costs were systems that operated in the 120V range. There are likely to be 
some advantages to operating at a higher voltage. However, increasing the voltage of a small 
(approximately 1 kWh) pack to several hundred volts requires a relatively large number of 
relatively small cells, at a potentially higher cost due to the larger number of cells and cell 
connections. Going forward to the 2022 to 2025 time frame, it is unclear whether the advantage 
of operating an HEV at a higher voltage will continue to outweigh the higher cost of the battery. 

Toyota also noted, "The Draft TAR's assessment that the customary voltage range for a given 
xEV category is an outgrowth of the relative size of the battery is incorrect. The voltage is not a 
by-product but a crucial speciation necessary in determining the output of the battery." EPA has 
clarified the text in the corresponding section. 

Toyota also stated, "The Draft TAR provides examples of PHEVs and BEVs in the 600V 
range … However, Toyota finds that the increase in voltage does not always necessarily lead to 
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an increase in performance. Consequently, the cost of each of the components may increase, and 
the efficiency sometimes degrades." EPA acknowledges the comment, and reiterates that in both 
the Draft TAR and this Proposed Determination analyses, voltages in the modeled PEVs are 
limited to between approximately 300V and 400V. 

Electrode dimensions 

For electrode coating thickness, the 100-micron maximum limit used in the Draft TAR 
analysis is retained in this Proposed Determination analysis.   

In the Draft TAR it was noted that recent developments in pack design (as described in Draft 
TAR Section 5.2.4.4.6,   Electrode Dimensions) suggest that the industry may be moving toward 
low-profile or flat floor-mounted packs.  For this reason, the Draft TAR analysis adopted the 
BatPaC default aspect ratio of 3:1. This aspect ratio continues to be used in this Proposed 
Determination analysis. 

Manufacturing volumes 

For this Proposed Determination analysis, the assumed manufacturing volume for BEV, 
PHEV and HEV battery packs was retained at 450,000 per year as in the Draft TAR analysis.  
For additional discussion of considerations with regard to the assumed manufacturing volume, 
please refer to Chapter 2.2.4.5.7 (Pack Manufacturing Volumes) of this TSD. 

In comments on the Draft TAR, Global Automakers commented on the role of production 
volume in achieving economies of scale: "the agencies considered a volume of 450,000 units 
necessary to achieve full economies of scale. In its 2015 study, the NRC noted that the 
technology penetration levels projected by the agencies did not reach that level, and that no one 
manufacturer would reach that level. In the TAR, the agencies respond that economies of scale 
can be obtained at levels as low as 60,000, and put forward a number of other arguments on 
battery costs. Nonetheless, it cannot be denied that at current sales levels of electric-drive 
vehicles of less than one percent (1 percent) of the market (i.e., less than 17,000 vehicles), 
manufacturers are not close to volumes that could provide economies of scale. Unless demand 
for those vehicles increases dramatically, economies of scale will remain out of reach."  

EPA acknowledges that electrified vehicle sales are not currently approaching the 450,000 
units per year assumed in the Draft TAR analysis. However, evidence continues to grow that the 
battery costs projected by the EPA analysis may be conservative nonetheless. As discussed in the 
Draft TAR, the GM/LG cost disclosure provides some evidence that battery costs may already be 
approaching the costs projected by the EPA analysis at volumes much lower than 450,000, given 
that the disclosed battery costs for the Bolt are likely to be predicated on a much lower annual 
production volume. When taken in light of other comments received on the Draft TAR that 
characterize the projected costs as already conservative, reducing the production volume as an 
input to BatPaC and thereby increasing projected costs would seem to be unwarranted. It also 
would presuppose that electrified vehicle sales will fail to grow significantly in the future, 
something which is not at all certain despite the low penetration levels projected for compliance 
with this rule. It remains the position of some commenters that electric vehicle sales are poised 
for significant growth for reasons that go well beyond regulatory influences. As Faraday Future 
commented, "notwithstanding today’s low gasoline prices, the number of electric vehicles on the 
roads in the United States is going to climb, and climb steeply between now and 2022," and went 
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on to point out that "there are also many recent publications that analyze the factors above and 
recent data to project EV penetration rates that far exceed those assumed in the Draft TAR." The 
recent sales growth in Tesla vehicles, the large number of reservations for the Model 3, and 
Tesla's plans for rapid expansion also suggest that at least some stakeholders are taking a strong 
position that the 450,000 vehicles per year on which the EPA battery cost assumptions are 
nominally based is an attainable outcome.  

 

Summary of Battery Design Assumptions 

Table 2.115 shows a summary of battery design assumptions used in the Draft TAR analysis 
and those adopted for this Proposed Determination analysis. 

Table 2.115  Battery Design Assumptions Input to BatPaC and Changes from Draft TAR to Proposed 
Determination 

Assumption Draft TAR Proposed Determination 

BEV75 chemistry NMC622-G unchanged 

BEV100 chemistry NMC622-G unchanged 

BEV150/200 chemistry NMC622-G unchanged 

PHEV20 chemistry 25%NMC/75%LMO-G unchanged 

PHEV40 chemistry NMC622-G unchanged 

HEV chemistry 25%NMC/75%LMO-G unchanged 

Pack topology optimized to target 
preferred cell capacity 

unchanged 

Maximum cell capacity (A-hr) BEV: target 60, max 75  
PHEV: target 45, max 50 

BEV: max 90 
PHEV: max 60 

Cells per module 24 to 32 unchanged 

BEV thermal medium Liquid unchanged 

PHEV thermal medium Liquid unchanged 

HEV thermal medium Liquid unchanged 

BEV pack voltage range (V) 300V to 400V unchanged 

PHEV pack voltage range (V) 300V to 400V unchanged 

HEV pack voltage range (v) ~120V unchanged 

Maximum electrode thickness (microns) 100 unchanged 

Electrode aspect ratio 3:1 unchanged 

BEV battery 2025 annual mfg volume 450,000 unchanged 

PHEV battery 2025 annual mfg volume 450,000 unchanged 

HEV battery 2025 annual mfg volume 450,000 unchanged 

 

2.3.4.3.7.5 Battery Cost Projections for xEVs 

In Table 2.117 through Table 2.122 we show the battery pack direct manufacturing costs 
(DMC) that were generated by the EPA battery analysis workbooks601 for this Proposed 
Determination. The average degree of change from cost generated for the Draft TAR is also 
shown, for each level of applied mass reduction technology.  The costs are quoted in 2015 
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dollars and the analysis assigns them to the year 2025 for BEVs and PHEVs and the year 2017 
for HEVs. This assignment follows the convention used in previous analysis for the 2012 FRM 
and Draft TAR, where HEV battery costs were assigned to the earlier year to reflect 
considerations such as the relatively larger number of HEV batteries that were in production 
relative to PHEV and BEV batteries. 

As in the Draft TAR, the costs shown are BatPaC output figures minus warranty costs.  The 
warranty costs computed by BatPaC are subtracted because the EPA analysis accounts for 
warranty costs by means of indirect cost multipliers (ICMs).   

It is important to understand that the figures shown in Table 2.117 through Table 2.122 should 
not necessarily be understood as predictions of future battery costs for any specific future 
electrified vehicles. Rather, these figures are BatPaC outputs that serve as input data points for 
the generation of cost curves that the OMEGA model uses to estimate battery costs for the 
electrified vehicles generated by OMEGA for each year of the rule. Only the electrified vehicles 
generated by OMEGA, and not the electrified vehicles modeled in the EPA battery analysis 
workbooks to generate the input data points, figure into the compliance analysis. The vehicles 
described in the battery analysis workbooks can, however, be useful to understand other 
assumptions pertinent to the analysis, such as for example, the amount of battery capacity that is 
estimated to be needed to provide a given driving range for a given curb weight, or the pack 
topologies and cell sizes assumed to be applicable to these vehicles. It should be understood, 
however, that the specific configurations modeled in the workbooks do not necessarily constitute 
predictions of any specific future vehicles.  

As mentioned above, one of the ways EPA uses these BatPaC workbook figures is to generate 
learning curves that assign battery costs to each individual year over the full time frame of the 
rule.  This curve is developed by first considering the BatPaC costs as applicable to the 2025 MY 
for BEVs and PHEVs and to the 2017 MY for HEVs.  EPA then used this curve to "unlearn" 
those costs back to the present year.  This allows EPA to estimate costs applicable to MYs 2017 
through 2025, which are reported in Table 2.126 through Table 2.131.  The changes in direct 
manufacturing costs from year-to-year therefore reflect cost changes due to learning effects. 
Learning curves were developed as described in Chapter 2.3.2.1.4. 

As shown in Table 2.116, projected battery pack costs for many electrified vehicle 
configurations have fallen substantially from those projected in the Draft TAR analysis.  These 
changes are the result of many influences, but are primarily due to projection of smaller pack 
capacities for a given range target, and larger cell capacities within each pack. The change in cost 
per kWh is not as great because most of these changes have a stronger effect on total pack cost 
rather than cost per kWh. In some cases, potential reductions in cost per kWh resulting from, for 
example, larger cell sizes, were offset by other adjustments, such as oversizing of PHEV 
batteries to account for range degradation.   

Table 2.116  Average Change in Projected Battery Pack DMC from Draft TAR to Proposed Determination 

 
Electrified 

Vehicle Type 

Average change 

Change in 
pack cost 

Change in cost 
per kWh 

BEV75 -11.9% +3.4% 

BEV100 -13.6% +1.6% 
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BEV200 -18.3% +3.7% 

PHEV40 -5.0% -2.2% 

PHEV20 -4.2% +4.3% 

HEV +0.8% -2.0% 

 

The Proposed Determination battery costs are not directly comparable to those of the Draft 
TAR analysis because of the change in LPM class definitions, which means that vehicles in each 
of the six classes have different curb weights and power requirements. However, costs can be 
compared on an average basis across all classes. Compared to the Draft TAR, costs for BEV75 
and BEV100 have fallen by an average of about 12 to 14 percent on a total pack cost basis. 
BEV200 pack costs fell by an average of about 18 percent, reflecting the larger net pack size 
reductions for these larger, longer-range packs. On a cost per kWh basis, costs for BEVs rose by 
about 1.5 to 3.5 percent (due largely to the increase in power-to-energy ratio resulting from 
reductions in pack capacity while power requirements remained relatively unchanged).  The 
dominant factor in reduction of total pack costs for BEVs was the reduction in projected pack 
capacities for a given range.  

PHEV40 and PHEV20 battery pack costs have fallen by about 4 to 5 percent, having 
benefited from forces similar to those that have reduced BEV costs. The cost reductions were not 
as great as for BEVs because the updated Proposed Determination analysis imposes a battery 
oversizing factor to account for PHEV range degradation.  

HEV costs have remained similar to those of the Draft TAR.  This is due to few if any 
changes to the modeling methodology and assumptions applicable to HEVs. The primary cause 
of any changes would be due to the change in LPM class definitions, which changed the curb 
weight and power demand for each vehicle class.  

It should be noted that BatPaC does not model passively air cooled HEV cell assemblies (that 
is, without significant air flow passages between the cells). A passively cooled assembly without 
integrated air passages would probably have a lower cost than other available options.  However, 
as modeled by BatPaC, liquid cooled HEV packs have a slightly lower cost than the available air 
cooled options, and for this reason as well as the expectation that liquid cooling will enable 
better capacity utilization, EPA chose liquid cooling for HEV packs 

 

Table 2.117  Estimated Direct Manufacturing Costs in MY2025 for BEV75 Battery Packs 

BEV75* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $3,962   $203   $3,940   $205   $3,893   $208   $3,873   $210   $3,788   $219  

Standard Car  $4,411   $184   $4,391   $186   $4,331   $189   $4,308   $190   $4,203   $196  

Large Car  $5,807   $192   $5,752   $193   $5,603   $193   $5,538   $194   $5,404   $195  

Small MPV  $4,514   $177   $4,489   $179   $4,431   $182   $4,406   $183   $4,301   $189  

Large MPV  $5,380   $164   $5,351   $165   $5,278   $168   $5,248   $169   $5,121   $175  
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Truck  $5,856   $157   $5,805   $158   $5,674   $159   $5,614   $159   $5,457   $165  

Proposed Determination 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1  $3,819   $205   $3,800   $207   $3,750   $211   $3,769   $216   $3,660   $223  

Wt Class 2  $3,989   $193   $3,965   $195   $3,900   $200   $3,870   $202   $3,762   $211  

Wt Class 3  $4,099   $186   $4,071   $188   $3,994   $193   $3,962   $195   $3,837   $205  

Wt Class 4  $4,332   $176   $4,309   $178   $4,248   $186   $4,223   $189   $4,135   $204  

Wt Class 5  $4,912   $160   $4,832   $161   $4,760   $171   $4,654   $173   $4,520   $189  

Wt Class 6  $4,997   $162   $4,985   $166   $4,853   $174   $4,746   $176   $4,620   $193  

Change from Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1 -3.6% 1.0% -3.6% 1.1% -3.7% 1.4% -2.7% 2.8% -3.4% 1.7% 

Wt Class 2 -9.6% 4.6% -9.7% 4.8% -10.0% 5.7% -10.2% 6.2% -10.5% 7.5% 

Wt Class 3 -29.4% -3.4% -29.2% -2.6% -28.7% -0.3% -28.5% 0.9% -29.0% 5.3% 

Wt Class 4 -4.0% -0.9% -4.0% -0.1% -4.1% 2.3% -4.2% 3.5% -3.8% 7.9% 

Wt Class 5 -8.7% -2.8% -9.7% -2.4% -9.8% 1.7% -11.3% 2.0% -11.7% 8.3% 

Wt Class 6 -14.7% 2.9% -14.1% 5.2% -14.5% 9.3% -15.5% 10.2% -15.3% 16.9% 

AVE CHANGE -11.7% 0.2% -11.7% 1.0% -11.8% 3.4% -12.0% 4.3% -12.3% 7.9% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 2.118  Estimated Direct Manufacturing Costs in MY2025 for BEV100 Battery Packs 

BEV100* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $4,533   $175   $4,511   $176   $4,450   $179   $4,428   $180   $4,345   $185  

Standard Car  $5,306   $166   $5,278   $167   $5,207   $170   $5,179   $171   $5,095   $175  

Large Car  $6,476   $161   $6,417   $161   $6,265   $162   $6,197   $162   $6,122   $164  

Small MPV  $5,404   $159   $5,374   $160   $5,342   $164   $5,312   $165   $5,223   $169  

Large MPV  $6,266   $144   $6,227   $144   $6,139   $147   $6,102   $148   $5,995   $151  

Truck  $6,266   $135   $6,227   $135   $6,139   $137   $6,102   $138   $5,995   $142  

Proposed Determination 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1  $4,296   $173   $4,273   $175   $4,211   $178   $4,183   $180   $4,087   $185  

Wt Class 2  $4,547   $165   $4,477   $165   $4,395   $169   $4,359   $171   $4,235   $177  

Wt Class 3  $4,693   $159   $4,657   $161   $4,555   $165   $4,471   $165   $4,330   $172  

Wt Class 4  $5,079   $155   $4,946   $154   $4,830   $159   $4,724   $159   $4,500   $165  

Wt Class 5  $5,998   $146   $5,924   $148   $5,728   $154   $5,234   $146   $5,022   $155  

Wt Class 6  $6,009   $146   $5,935   $148   $5,763   $155   $5,315   $148   $5,107   $157  

Change from Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1 -5.2% -0.7% -5.3% -0.7% -5.4% -0.4% -5.5% -0.2% -5.9% 0.4% 

Wt Class 2 -14.3% -0.9% -15.2% -1.6% -15.6% -0.9% -15.8% -0.5% -16.9% 1.1% 

Wt Class 3 -27.5% -0.8% -27.4% -0.1% -27.3% 1.7% -27.8% 1.8% -29.3% 5.4% 

Wt Class 4 -6.0% -3.0% -8.0% -4.2% -9.6% -3.5% -11.1% -4.0% -13.9% -2.4% 

Wt Class 5 -4.3% 1.9% -4.9% 2.8% -6.7% 5.2% -14.2% -1.3% -16.2% 2.9% 

Wt Class 6 -9.9% 8.6% -10.5% 9.6% -11.8% 12.8% -18.1% 6.8% -19.3% 10.8% 

AVE CHANGE -11.2% 0.9% -11.9% 1.0% -12.7% 2.5% -15.4% 0.4% -16.9% 3.0% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 2.119  Estimated Direct Manufacturing Costs in MY2025 for BEV200 Battery Packs 

BEV200* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $6,712   $156   $6,675   $157   $6,588   $160   $6,572   $161   $6,588   $160  

Standard Car  $7,394   $140   $7,351   $141   $7,246   $143   $7,224   $144   $7,224   $144  

Large Car  $8,851   $133   $8,797   $134   $8,743   $134   $8,743   $134   $8,743   $134  

Small MPV  $7,734   $138   $7,688   $139   $7,555   $141   $7,555   $141   $7,555   $141  

Large MPV  $9,160   $127   $9,101   $128   $8,966   $130   $8,966   $130   $8,966   $130  

Truck  $9,795   $119   $9,732   $120   $9,579   $122   $9,515   $123   $9,515   $123  

Proposed Determination 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1  $5,932   $145   $5,896   $146   $5,802   $148   $5,760   $149   $5,716   $151  

Wt Class 2  $6,255   $137   $6,208   $138   $6,083   $141   $6,027   $142   $5,963   $144  

Wt Class 3  $6,460   $133   $6,407   $134   $6,261   $137   $6,196   $138   $6,119   $140  

Wt Class 4  $6,846   $126   $6,776   $127   $6,589   $131   $6,507   $132   $6,403   $134  

Wt Class 5  $7,828   $115   $7,717   $117   $7,477   $122   $7,187   $121   $7,051   $124  

Wt Class 6  $7,841   $115   $7,730   $117   $7,434   $121   $7,310   $123   $7,005   $120  

Change from Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1 -11.6% -7.5% -11.7% -7.5% -11.9% -7.4% -12.4% -7.0% -13.2% -5.8% 

Wt Class 2 -15.4% -2.3% -15.6% -2.1% -16.0% -1.6% -16.6% -0.9% -17.5% 0.3% 

Wt Class 3 -27.0% -0.2% -27.2% 0.1% -28.4% 1.9% -29.1% 3.0% -30.0% 4.4% 

Wt Class 4 -11.5% -8.8% -11.9% -8.4% -12.8% -7.1% -13.9% -5.9% -15.3% -4.4% 

Wt Class 5 -14.5% -9.2% -15.2% -8.5% -16.6% -6.1% -19.8% -6.8% -21.4% -4.2% 

Wt Class 6 -19.9% -3.6% -20.6% -2.9% -22.4% -0.9% -23.2% 0.0% -26.4% -2.4% 

AVE CHANGE -16.7% -5.3% -17.0% -4.9% -18.0% -3.5% -19.2% -2.9% -20.6% -2.0% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 2.120  Estimated Direct Manufacturing Costs in MY2025 for PHEV20 Battery Packs 

PHEV20* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $2,463   $382   $2,454   $385   $2,433   $394   $2,424   $397   $2,420   $399  

Standard Car  $2,690   $340   $2,678   $342   $2,649   $349   $2,638   $352   $2,638   $352  

Large Car  $3,157   $316   $3,136   $318   $3,080   $321   $3,070   $322   $3,070   $322  

Small MPV  $2,737   $325   $2,727   $328   $2,699   $335   $2,688   $337   $2,683   $339  

Large MPV  $3,025   $279   $3,008   $281   $2,962   $285   $2,942   $287   $2,937   $288  

Truck  $3,190   $259   $3,169   $261   $3,115   $264   $3,103   $265   $3,103   $265  

Proposed Determination 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1  $2,448   $371   $2,439   $374   $2,415   $383   $2,404   $387   $2,403   $388  

Wt Class 2  $2,589   $352   $2,576   $356   $2,490   $359   $2,478   $364   $2,476   $365  

Wt Class 3  $2,643   $337   $2,629   $341   $2,601   $354   $2,591   $360   $2,589   $361  

Wt Class 4  $2,791   $319   $2,779   $324   $2,749   $339   $2,737   $345   $2,735   $346  

Wt Class 5  $3,025   $277   $3,006   $283   $2,958   $299   $2,937   $307   $2,932   $309  

Wt Class 6  $3,017   $275   $2,998   $281   $2,950   $298   $2,930   $305   $2,927   $307  

Change from Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1 -0.6% -3.0% -0.6% -3.0% -0.7% -2.7% -0.8% -2.5% -0.7% -2.8% 

Wt Class 2 -3.8% 3.6% -3.8% 4.0% -6.0% 2.8% -6.1% 3.4% -6.1% 3.7% 

Wt Class 3 -16.3% 6.7% -16.2% 7.4% -15.5% 10.0% -15.6% 11.6% -15.7% 12.0% 

Wt Class 4 1.9% -2.0% 1.9% -1.2% 1.9% 1.2% 1.8% 2.4% 2.0% 2.2% 

Wt Class 5 0.0% -0.9% -0.1% 0.5% -0.1% 4.8% -0.2% 6.9% -0.2% 7.2% 

Wt Class 6 -5.4% 6.2% -5.4% 7.9% -5.3% 12.7% -5.6% 15.4% -5.7% 15.9% 

AVE CHANGE -4.0% 1.7% -4.0% 2.6% -4.3% 4.8% -4.4% 6.2% -4.4% 6.4% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*Blended LMO-NMC cathode. 

   



Technology Cost, Effectiveness, and Lead Time Assessment 

2-396 
 

Table 2.121  Estimated Direct Manufacturing Costs in MY2025 for PHEV40 Battery Packs 

PHEV40* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $3,130   $260   $3,111   $262   $3,077   $264   $3,078   $264   $3,077   $264  

Standard Car  $3,705   $251   $3,599   $246   $3,559   $247   $3,559   $247   $3,559   $247  

Large Car  $5,528   $295   $5,550   $296   $5,552   $296   $5,550   $296   $5,552   $296  

Small MPV  $3,661   $233   $3,635   $234   $3,579   $236   $3,579   $236   $3,579   $236  

Large MPV  $4,620   $229   $4,622   $231   $4,574   $232   $4,574   $232   $4,574   $232  

Truck  $5,073   $221   $5,026   $221   $4,999   $222   $4,999   $222   $4,999   $222  

Proposed Determination 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1  $3,223   $250   $3,215   $253   $3,198   $258   $3,198   $258   $3,198   $258  

Wt Class 2  $3,468   $242   $3,457   $245   $3,438   $251   $3,438   $251   $3,438   $251  

Wt Class 3  $3,614   $237   $3,601   $240   $3,579   $247   $3,579   $247   $3,579   $247  

Wt Class 4  $3,935   $232   $3,991   $239   $3,973   $246   $3,973   $246   $3,973   $246  

Wt Class 5  $4,837   $227   $4,814   $232   $4,375   $222   $4,432   $224   $4,778   $241  

Wt Class 6  $4,936   $231   $4,914   $237   $4,378   $221   $4,543   $228   $4,887   $244  

Change from Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1 3.0% -3.8% 3.3% -3.3% 3.9% -1.9% 3.9% -1.9% 3.9% -1.9% 

Wt Class 2 -6.4% -3.4% -3.9% -0.5% -3.4% 1.9% -3.4% 1.9% -3.4% 1.9% 

Wt Class 3 -34.6% -19.7% -35.1% -18.9% -35.5% -16.6% -35.5% -16.5% -35.5% -16.6% 

Wt Class 4 7.5% -0.3% 9.8% 2.0% 11.0% 3.9% 11.0% 3.9% 11.0% 3.9% 

Wt Class 5 4.7% -0.6% 4.1% 0.4% -4.3% -4.4% -3.1% -3.2% 4.5% 4.0% 

Wt Class 6 -2.7% 4.7% -2.2% 6.8% -12.4% -0.3% -9.1% 2.8% -2.2% 10.1% 

AVE CHANGE -4.8% -3.8% -4.0% -2.3% -6.8% -2.9% -6.0% -2.2% -3.6% 0.2% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 2.122  Estimated Direct Manufacturing Costs in MY2017 for strong HEV Battery Packs 

STRONG HEV* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 984  $ 1,216  $ 980  $ 1,236  $ 971  $ 1,297  $ 966   $1,326  $ 958   $ 1,383  

Standard Car  $ 1,051   $ 1,057   $ 1,046   $ 1,074   $ 1,033   $ 1,123   $ 1,027   $1,148   $ 1,016   $ 1,198  

Large Car  $ 1,197   $ 976  $ 1,188   $ 988   $ 1,168   $ 1,029   $ 1,158   $1,050   $ 1,140   $ 1,093  

Small MPV  $ 1,033   $ 984   $ 1,029   $ 1,000   $ 1,017   $ 1,047   $ 1,011   $1,070   $ 1,001   $ 1,118  

Large MPV  $ 1,123   $ 855   $ 1,117   $ 868   $ 1,100   $ 907   $ 1,093   $ 925   $ 1,078   $ 966  

Truck  $ 1,194   $ 792   $ 1,187   $ 803   $ 1,167   $ 836   $ 1,158   $ 853   $ 1,142   $ 882  

Proposed Determination 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1  $1,001   $1,144   $998   $1,161   $986   $1,209   $982   $1,234   $972   $1,298  

Wt Class 2  $1,046   $1,041   $1,042   $1,056   $1,030   $1,101   $1,025   $1,123   $1,012   $1,180  

Wt Class 3  $1,069   $989   $1,063   $1,002   $1,050   $1,044   $1,044   $1,064   $1,030   $1,118  

Wt Class 4  $1,122   $931   $1,116   $944   $1,101   $983   $1,094   $1,001   $1,077   $1,051  

Wt Class 5  $1,182   $823   $1,176   $834   $1,157   $867   $1,149   $883   $1,127   $924  

Wt Class 6  $1,196   $831   $1,189   $842   $1,170   $875   $1,162   $891   $1,144   $926  

Change from Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Wt Class 1 1.8% -5.9% 1.8% -6.1% 1.6% -6.7% 1.6% -7.0% 1.4% -6.2% 

Wt Class 2 -0.4% -1.5% -0.4% -1.7% -0.3% -2.0% -0.2% -2.2% -0.4% -1.5% 

Wt Class 3 -10.7% 1.3% -10.5% 1.3% -10.1% 1.4% -9.8% 1.4% -9.6% 2.4% 

Wt Class 4 8.6% -5.4% 8.5% -5.6% 8.3% -6.1% 8.2% -6.4% 7.7% -6.0% 

Wt Class 5 5.3% -3.8% 5.3% -4.0% 5.2% -4.4% 5.2% -4.6% 4.6% -4.4% 

Wt Class 6 0.2% 5.0% 0.2% 4.9% 0.3% 4.6% 0.3% 4.5% 0.2% 4.9% 

AVE CHANGE 0.8% -1.7% 0.8% -1.8% 0.8% -2.2% 0.9% -2.4% 0.6% -1.8% 

Note:  
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*Blended LMO-NMC cathode. 
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2.3.4.3.7.6 Discussion of Battery Cost Projections 

In Draft TAR Section 5.2.4.4.9 (Evaluation of 2012 FRM Battery Cost Projections), EPA 
reviewed the 2020-2022 cell-level costs projected by GM for its LG-supplied cells for the Chevy 
Bolt EV, and converted them to estimated pack-level costs per gross kWh.  These estimated 
costs were shown to appear generally lower than the pack-level costs for BEV150 that were 
generated by the 2012 FRM analysis.  Figure 2.121 extends this comparison to the pack-level 
costs for BEV200 projected by the Draft TAR analysis and this Proposed Determination 
analysis. As discussed in the Draft TAR, the Draft TAR projected costs were significantly lower 
than the costs projected in the 2012 FRM analysis. Further, the Proposed Determination figures 
are somewhat lower still. These new figures continue to appear consistent with and in many 
cases appear to remain conservative with respect to the trend established by the GM/LG pack-
converted cost estimates. 

 

Figure 2.121  Comparison of Estimated Pack-Converted GM/LG Costs to BEV150/200 Projections of 2012 
FRM, Draft TAR, and this Proposed Determination (PD) 

 

As discussed in Draft TAR Section 5.2.4.4.9, comparisons of the GM/LG costs to those of the 
EPA analyses are subject to some uncertainty. As discussed in the Draft TAR, comparison on 
this basis to the 2012 FRM projections suggests that, rather than being overly optimistic, those 
projections may have been quite conservative with respect to trends in battery cost that have 
occurred since the FRM.  This outcome suggests that EPA's battery costing methodology, with 
the updates and refinements discussed previously, is an appropriate basis on which to derive 
updated projections for this Proposed Determination analysis.  As suggested throughout this 
analysis, it should be noted that battery costs have many drivers, and future cost projections 
derived by any methodology are subject to significant uncertainties. 
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2.3.4.3.7.7 Battery Pack Costs Used in OMEGA 

Table 2.123  Linear Regressions of Strong Hybrid Battery System Direct Manufacturing Costs vs Net Mass 
Reduction Applicable in MY2017 (2015$) 

Curb Weight Class Strong HEV 

1 -$187x+$1,001 

2 -$212x+$1,046 

3 -$239x+$1,068 

4 -$279x+$1,122 

5 -$344x+$1,183 

6 -$347x+$1,196 

    Note: “x” in the equations represents the net weight reduction as a percentage. 

Table 2.124  Linear Regressions of Battery Electric Battery System Direct Manufacturing Costs vs Net Mass 
Reduction Applicable in MY2025 (2015$) 

Curb Weight Class PHEV20 PHEV40 BEV75 BEV100 BEV200 

1 -$441x+$2,448 -$403x+$3,223 -$761x+$3,820 -$1,098x+$4,295 -$1,711x+$5,931 

2 -$1,152x+$2,591 -$499x+$3,468 -$1,136x+$3,987 -$1,564x+$4,523 -$2,244x+$6,253 

3 -$504x+$2,641 -$565x+$3,614 -$1,313x+$4,096 -$1,951x+$4,691 -$2,606x+$6,459 

4 -$535x+$2,790 $469x+$3,953 -$984x+$4,327 -$2,925x+$5,041 -$3,331x+$6,843 

5 -$864x+$3,024 -$6,478x+$4,887 -$1,942x+$4,888 -$5,715x+$6,012 -$6,444x+$7,855 

6 n/a n/a n/a n/a n/a 

Note: “x” in the equations represents the net weight reduction as a percentage. 

 

Table 2.125  Costs for MHEV48V Battery (dollar values in 2015$) 
Curb Weight Class Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $314 31 $314 $284 $265 $251 $240 $231 $223 $217 $211 

All IC High1 2024 $177 $175 $174 $173 $172 $171 $171 $170 $105 

All TC   $490 $459 $438 $423 $412 $402 $394 $387 $316 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

Table 2.126  Costs for Strong Hybrid Batteries (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 6 DMC $990 31 $990 $896 $835 $791 $756 $728 $705 $685 $667 

1 15 11 DMC $980 31 $980 $888 $827 $783 $749 $721 $698 $678 $661 

1 20 16 DMC $971 31 $971 $879 $819 $776 $742 $714 $691 $672 $655 

2 10 6 DMC $1,033 31 $1,033 $936 $872 $826 $790 $760 $736 $715 $697 

2 15 11 DMC $1,023 31 $1,023 $926 $863 $817 $781 $753 $728 $708 $690 

2 20 16 DMC $1,012 31 $1,012 $917 $854 $809 $773 $745 $721 $700 $682 

3 10 5 DMC $1,056 31 $1,056 $957 $891 $844 $807 $777 $752 $731 $712 

3 15 10 DMC $1,044 31 $1,044 $946 $881 $834 $798 $768 $744 $723 $704 

3 20 15 DMC $1,032 31 $1,032 $935 $871 $825 $789 $760 $735 $714 $696 

4 10 6 DMC $1,105 31 $1,105 $1,001 $933 $883 $844 $813 $787 $765 $745 

4 15 11 DMC $1,091 31 $1,091 $988 $921 $872 $834 $803 $777 $755 $736 

4 20 16 DMC $1,077 31 $1,077 $976 $909 $861 $823 $793 $767 $745 $726 

5 10 6 DMC $1,162 31 $1,162 $1,052 $981 $928 $888 $855 $827 $804 $783 

5 15 11 DMC $1,145 31 $1,145 $1,037 $966 $915 $875 $842 $815 $792 $772 

5 20 16 DMC $1,128 31 $1,128 $1,021 $952 $901 $862 $830 $803 $780 $760 

6 10 6 DMC $1,175 31 $1,175 $1,064 $992 $939 $898 $865 $837 $813 $792 

6 15 11 DMC $1,158 31 $1,158 $1,049 $977 $925 $885 $852 $825 $801 $781 
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6 20 16 DMC $1,141 31 $1,141 $1,033 $963 $911 $872 $839 $812 $789 $769 

1 10 6 IC High1 2024 $558 $552 $548 $545 $543 $541 $539 $538 $332 

1 15 11 IC High1 2024 $553 $547 $543 $540 $538 $536 $534 $533 $328 

1 20 16 IC High1 2024 $547 $541 $538 $535 $532 $531 $529 $528 $325 

2 10 6 IC High1 2024 $582 $576 $572 $569 $567 $565 $563 $562 $346 

2 15 11 IC High1 2024 $576 $570 $566 $563 $561 $559 $557 $556 $343 

2 20 16 IC High1 2024 $571 $564 $560 $557 $555 $553 $552 $550 $339 

3 10 5 IC High1 2024 $595 $589 $585 $582 $579 $577 $576 $574 $354 

3 15 10 IC High1 2024 $589 $582 $578 $575 $573 $571 $569 $568 $350 

3 20 15 IC High1 2024 $582 $576 $571 $568 $566 $564 $563 $561 $346 

4 10 6 IC High1 2024 $623 $616 $612 $609 $606 $604 $602 $601 $370 

4 15 11 IC High1 2024 $615 $608 $604 $601 $598 $596 $595 $593 $366 

4 20 16 IC High1 2024 $607 $601 $596 $593 $591 $589 $587 $586 $361 

5 10 6 IC High1 2024 $655 $648 $643 $640 $637 $635 $633 $632 $389 

5 15 11 IC High1 2024 $645 $638 $634 $630 $628 $626 $624 $622 $384 

5 20 16 IC High1 2024 $636 $629 $624 $621 $618 $616 $615 $613 $378 

6 10 6 IC High1 2024 $662 $655 $651 $647 $645 $642 $641 $639 $394 

6 15 11 IC High1 2024 $653 $646 $641 $638 $635 $633 $631 $630 $388 

6 20 16 IC High1 2024 $643 $636 $631 $628 $626 $623 $622 $620 $382 

1 10 6 TC   $1,548 $1,448 $1,383 $1,336 $1,299 $1,269 $1,244 $1,223 $999 

1 15 11 TC   $1,533 $1,434 $1,370 $1,323 $1,287 $1,257 $1,232 $1,211 $989 

1 20 16 TC   $1,518 $1,421 $1,357 $1,311 $1,274 $1,245 $1,221 $1,200 $980 

2 10 6 TC   $1,616 $1,512 $1,444 $1,395 $1,356 $1,325 $1,299 $1,277 $1,043 

2 15 11 TC   $1,599 $1,496 $1,429 $1,380 $1,342 $1,312 $1,286 $1,264 $1,032 

2 20 16 TC   $1,583 $1,481 $1,414 $1,366 $1,328 $1,298 $1,272 $1,251 $1,022 

3 10 5 TC   $1,652 $1,545 $1,476 $1,426 $1,386 $1,355 $1,328 $1,305 $1,066 

3 15 10 TC   $1,633 $1,528 $1,459 $1,409 $1,371 $1,339 $1,313 $1,290 $1,054 

3 20 15 TC   $1,614 $1,510 $1,443 $1,393 $1,355 $1,324 $1,298 $1,276 $1,042 

4 10 6 TC   $1,728 $1,617 $1,544 $1,492 $1,451 $1,417 $1,389 $1,366 $1,115 

4 15 11 TC   $1,706 $1,597 $1,525 $1,473 $1,432 $1,399 $1,372 $1,348 $1,101 

4 20 16 TC   $1,685 $1,576 $1,506 $1,454 $1,414 $1,382 $1,354 $1,331 $1,087 

5 10 6 TC   $1,817 $1,700 $1,624 $1,568 $1,525 $1,490 $1,461 $1,436 $1,173 

5 15 11 TC   $1,790 $1,675 $1,600 $1,545 $1,502 $1,468 $1,439 $1,414 $1,155 

5 20 16 TC   $1,763 $1,650 $1,576 $1,522 $1,480 $1,446 $1,417 $1,393 $1,138 

6 10 6 TC   $1,838 $1,720 $1,642 $1,586 $1,543 $1,507 $1,478 $1,452 $1,186 

6 15 11 TC   $1,811 $1,694 $1,618 $1,563 $1,520 $1,485 $1,456 $1,431 $1,169 

6 20 16 TC   $1,784 $1,669 $1,594 $1,539 $1,497 $1,463 $1,434 $1,409 $1,151 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.127  Costs for 20 Mile Plug-in Hybrid Batteries (dollar values in 2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 15 6 DMC $2,422 26 $3,906 $3,666 $3,466 $3,296 $3,150 $3,022 $2,908 $2,807 $2,716 

1 20 11 DMC $2,400 26 $3,871 $3,632 $3,434 $3,266 $3,121 $2,994 $2,882 $2,782 $2,691 

2 15 6 DMC $2,522 26 $4,068 $3,817 $3,609 $3,433 $3,280 $3,147 $3,029 $2,923 $2,828 

2 20 11 DMC $2,464 26 $3,975 $3,730 $3,527 $3,354 $3,205 $3,075 $2,960 $2,857 $2,764 

3 15 6 DMC $2,611 26 $4,211 $3,952 $3,736 $3,553 $3,396 $3,258 $3,135 $3,026 $2,928 

3 20 11 DMC $2,586 26 $4,171 $3,914 $3,700 $3,519 $3,363 $3,226 $3,105 $2,997 $2,900 

4 15 6 DMC $2,758 26 $4,449 $4,175 $3,947 $3,754 $3,587 $3,441 $3,312 $3,197 $3,093 

4 20 11 DMC $2,731 26 $4,405 $4,134 $3,909 $3,717 $3,552 $3,408 $3,280 $3,166 $3,063 

5 15 6 DMC $2,972 26 $4,793 $4,498 $4,253 $4,045 $3,865 $3,708 $3,569 $3,445 $3,333 

5 20 11 DMC $2,929 26 $4,724 $4,433 $4,191 $3,986 $3,809 $3,654 $3,517 $3,395 $3,284 

1 15 6 IC High2 2024 $1,974 $1,956 $1,942 $1,929 $1,918 $1,909 $1,901 $1,893 $1,217 

1 20 11 IC High2 2024 $1,956 $1,939 $1,924 $1,912 $1,901 $1,892 $1,883 $1,876 $1,206 

2 15 6 IC High2 2024 $2,056 $2,037 $2,022 $2,009 $1,998 $1,988 $1,979 $1,972 $1,267 

2 20 11 IC High2 2024 $2,009 $1,991 $1,976 $1,963 $1,952 $1,943 $1,934 $1,927 $1,239 

3 15 6 IC High2 2024 $2,128 $2,109 $2,093 $2,080 $2,068 $2,058 $2,049 $2,041 $1,312 

3 20 11 IC High2 2024 $2,108 $2,089 $2,073 $2,060 $2,048 $2,038 $2,029 $2,021 $1,299 
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4 15 6 IC High2 2024 $2,248 $2,228 $2,211 $2,197 $2,185 $2,174 $2,165 $2,156 $1,386 

4 20 11 IC High2 2024 $2,226 $2,206 $2,190 $2,176 $2,164 $2,153 $2,144 $2,135 $1,373 

5 15 6 IC High2 2024 $2,422 $2,401 $2,383 $2,367 $2,354 $2,343 $2,332 $2,323 $1,493 

5 20 11 IC High2 2024 $2,387 $2,366 $2,348 $2,333 $2,320 $2,309 $2,298 $2,289 $1,472 

1 15 6 TC   $5,880 $5,622 $5,407 $5,225 $5,068 $4,931 $4,809 $4,700 $3,933 

1 20 11 TC   $5,827 $5,571 $5,358 $5,178 $5,022 $4,886 $4,765 $4,658 $3,897 

2 15 6 TC   $6,124 $5,855 $5,631 $5,442 $5,278 $5,135 $5,008 $4,895 $4,096 

2 20 11 TC   $5,984 $5,721 $5,503 $5,317 $5,158 $5,018 $4,894 $4,783 $4,002 

3 15 6 TC   $6,339 $6,061 $5,830 $5,633 $5,464 $5,316 $5,185 $5,067 $4,240 

3 20 11 TC   $6,278 $6,002 $5,773 $5,579 $5,411 $5,264 $5,134 $5,018 $4,199 

4 15 6 TC   $6,697 $6,403 $6,158 $5,951 $5,772 $5,615 $5,477 $5,353 $4,479 

4 20 11 TC   $6,632 $6,340 $6,098 $5,893 $5,716 $5,561 $5,424 $5,301 $4,436 

5 15 6 TC   $7,216 $6,899 $6,635 $6,412 $6,219 $6,050 $5,901 $5,768 $4,826 

5 20 11 TC   $7,111 $6,799 $6,539 $6,319 $6,129 $5,963 $5,815 $5,684 $4,756 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

Table 2.128  Costs for 40 Mile Plug-in Hybrid Batteries (dollar values in 2015$) 
Curb 

Weight 
Class 

WR 
tech 

WR 
net 

Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 20 7 DMC $3,195 26 $5,153 $4,836 $4,572 $4,348 $4,155 $3,986 $3,837 $3,703 $3,583 

2 20 6 DMC $3,438 26 $5,545 $5,203 $4,920 $4,679 $4,471 $4,289 $4,128 $3,985 $3,855 

3 20 5 DMC $3,585 26 $5,783 $5,427 $5,131 $4,880 $4,663 $4,474 $4,306 $4,156 $4,021 

4 20 5 DMC $3,976 26 $6,413 $6,018 $5,690 $5,412 $5,171 $4,961 $4,775 $4,609 $4,459 

5 20 7 DMC $4,433 26 $7,151 $6,710 $6,344 $6,034 $5,766 $5,532 $5,324 $5,139 $4,972 

1 20 7 IC High2 2024 $2,604 $2,581 $2,561 $2,545 $2,531 $2,518 $2,507 $2,497 $1,606 

2 20 6 IC High2 2024 $2,802 $2,777 $2,756 $2,739 $2,723 $2,710 $2,698 $2,687 $1,728 

3 20 5 IC High2 2024 $2,923 $2,896 $2,875 $2,856 $2,840 $2,826 $2,814 $2,803 $1,802 

4 20 5 IC High2 2024 $3,241 $3,212 $3,188 $3,167 $3,150 $3,134 $3,121 $3,108 $1,998 

5 20 7 IC High2 2024 $3,614 $3,582 $3,555 $3,532 $3,512 $3,495 $3,479 $3,466 $2,228 

1 20 7 TC   $7,757 $7,416 $7,133 $6,893 $6,686 $6,504 $6,344 $6,201 $5,188 

2 20 6 TC   $8,347 $7,980 $7,676 $7,417 $7,194 $6,999 $6,826 $6,672 $5,583 

3 20 5 TC   $8,706 $8,323 $8,006 $7,736 $7,503 $7,300 $7,120 $6,959 $5,823 

4 20 5 TC   $9,654 $9,230 $8,878 $8,579 $8,321 $8,095 $7,895 $7,717 $6,457 

5 20 7 TC   $10,765 $10,292 $9,899 $9,566 $9,278 $9,026 $8,804 $8,605 $7,200 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.129  Costs for 75 Mile BEV Batteries (dollar values in 2015$) 
Curb 

Weight 
Class 

WR 
tec
h 

W
R 

net 

Cost 
type 

DMC: 
base 
year 
cost 
IC: 

complex
ity 

DMC: 
learnin
g curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 10 DMC $3,743 26 $6,038 $5,666 $5,357 $5,095 $4,869 $4,671 $4,496 $4,339 $4,198 

1 15 15 DMC $3,705 26 $5,977 $5,609 $5,303 $5,043 $4,819 $4,623 $4,450 $4,295 $4,156 

1 20 20 DMC $3,667 26 $5,915 $5,551 $5,248 $4,991 $4,770 $4,576 $4,404 $4,251 $4,113 

2 10 10 DMC $3,874 26 $6,248 $5,863 $5,543 $5,272 $5,038 $4,833 $4,652 $4,490 $4,344 

2 15 15 DMC $3,817 26 $6,156 $5,777 $5,462 $5,195 $4,964 $4,762 $4,584 $4,424 $4,280 

2 20 20 DMC $3,760 26 $6,064 $5,691 $5,381 $5,117 $4,890 $4,691 $4,515 $4,358 $4,217 

3 10 10 DMC $3,965 26 $6,395 $6,001 $5,674 $5,396 $5,157 $4,947 $4,762 $4,596 $4,447 

3 15 15 DMC $3,899 26 $6,289 $5,902 $5,580 $5,307 $5,071 $4,865 $4,683 $4,520 $4,373 

3 20 20 DMC $3,834 26 $6,183 $5,803 $5,486 $5,218 $4,986 $4,783 $4,604 $4,444 $4,299 

4 10 10 DMC $4,229 26 $6,821 $6,401 $6,052 $5,756 $5,500 $5,277 $5,079 $4,902 $4,743 

4 15 15 DMC $4,180 26 $6,742 $6,326 $5,981 $5,689 $5,436 $5,215 $5,020 $4,845 $4,688 

4 20 20 DMC $4,131 26 $6,662 $6,252 $5,911 $5,622 $5,372 $5,154 $4,960 $4,788 $4,632 

5 10 10 DMC $4,694 26 $7,571 $7,105 $6,717 $6,389 $6,105 $5,857 $5,637 $5,441 $5,264 
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5 15 15 DMC $4,597 26 $7,414 $6,958 $6,578 $6,256 $5,979 $5,735 $5,520 $5,328 $5,155 

5 20 20 DMC $4,500 26 $7,258 $6,811 $6,439 $6,124 $5,852 $5,614 $5,404 $5,216 $5,046 

1 10 10 IC High2 2024 $3,052 $3,024 $3,001 $2,982 $2,965 $2,951 $2,938 $2,926 $1,881 

1 15 15 IC High2 2024 $3,021 $2,993 $2,971 $2,952 $2,935 $2,921 $2,908 $2,897 $1,862 

1 20 20 IC High2 2024 $2,990 $2,963 $2,940 $2,922 $2,905 $2,891 $2,878 $2,867 $1,843 

2 10 10 IC High2 2024 $3,158 $3,129 $3,106 $3,086 $3,068 $3,053 $3,040 $3,028 $1,947 

2 15 15 IC High2 2024 $3,111 $3,083 $3,060 $3,040 $3,023 $3,009 $2,995 $2,984 $1,918 

2 20 20 IC High2 2024 $3,065 $3,037 $3,015 $2,995 $2,978 $2,964 $2,951 $2,939 $1,890 

3 10 10 IC High2 2024 $3,232 $3,203 $3,179 $3,159 $3,141 $3,125 $3,112 $3,100 $1,993 

3 15 15 IC High2 2024 $3,179 $3,150 $3,126 $3,106 $3,089 $3,074 $3,060 $3,048 $1,960 

3 20 20 IC High2 2024 $3,125 $3,097 $3,074 $3,054 $3,037 $3,022 $3,009 $2,997 $1,927 

4 10 10 IC High2 2024 $3,447 $3,416 $3,391 $3,369 $3,350 $3,334 $3,319 $3,306 $2,125 

4 15 15 IC High2 2024 $3,407 $3,377 $3,351 $3,330 $3,311 $3,295 $3,280 $3,268 $2,101 

4 20 20 IC High2 2024 $3,367 $3,337 $3,312 $3,290 $3,272 $3,256 $3,242 $3,229 $2,076 

5 10 10 IC High2 2024 $3,826 $3,792 $3,763 $3,739 $3,718 $3,700 $3,684 $3,669 $2,359 

5 15 15 IC High2 2024 $3,747 $3,714 $3,686 $3,662 $3,641 $3,624 $3,608 $3,594 $2,310 

5 20 20 IC High2 2024 $3,668 $3,635 $3,608 $3,585 $3,564 $3,547 $3,531 $3,518 $2,261 

1 10 10 TC   $9,090 $8,690 $8,359 $8,077 $7,834 $7,622 $7,434 $7,266 $6,080 

1 15 15 TC   $8,997 $8,602 $8,274 $7,995 $7,755 $7,544 $7,358 $7,192 $6,018 

1 20 20 TC   $8,905 $8,514 $8,189 $7,913 $7,675 $7,467 $7,283 $7,118 $5,956 

2 10 10 TC   $9,405 $8,992 $8,649 $8,358 $8,106 $7,886 $7,692 $7,518 $6,291 

2 15 15 TC   $9,267 $8,860 $8,522 $8,235 $7,987 $7,771 $7,579 $7,408 $6,198 

2 20 20 TC   $9,129 $8,728 $8,395 $8,112 $7,868 $7,655 $7,466 $7,297 $6,106 

3 10 10 TC   $9,627 $9,204 $8,853 $8,555 $8,298 $8,073 $7,873 $7,696 $6,439 

3 15 15 TC   $9,468 $9,052 $8,707 $8,413 $8,160 $7,939 $7,743 $7,568 $6,333 

3 20 20 TC   $9,309 $8,900 $8,560 $8,272 $8,023 $7,805 $7,613 $7,441 $6,226 

4 10 10 TC   $10,268 $9,817 $9,443 $9,125 $8,850 $8,610 $8,398 $8,208 $6,868 

4 15 15 TC   $10,149 $9,703 $9,333 $9,018 $8,747 $8,510 $8,300 $8,112 $6,788 

4 20 20 TC   $10,029 $9,589 $9,223 $8,912 $8,644 $8,410 $8,202 $8,017 $6,708 

5 10 10 TC   $11,397 $10,897 $10,481 $10,128 $9,823 $9,557 $9,321 $9,110 $7,623 

5 15 15 TC   $11,161 $10,671 $10,264 $9,918 $9,620 $9,359 $9,128 $8,922 $7,465 

5 20 20 TC   $10,926 $10,446 $10,047 $9,709 $9,417 $9,161 $8,935 $8,733 $7,308 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.130  Costs for 100 Mile BEV Batteries (dollar values in 2015$) 
Curb 

Weight 
Class 

WR 
tec
h 

W
R 

net 

Cost 
type 

DMC: 
base 

year cost 
IC: 

complexi
ty 

DMC: 
learnin
g curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 10 DMC $4,185 26 $6,750 $6,334 $5,989 $5,696 $5,443 $5,221 $5,026 $4,851 $4,693 

1 15 15 DMC $4,130 26 $6,661 $6,251 $5,910 $5,621 $5,371 $5,153 $4,960 $4,787 $4,632 

1 20 20 DMC $4,075 26 $6,573 $6,168 $5,832 $5,546 $5,300 $5,085 $4,894 $4,724 $4,570 

2 10 10 DMC $4,367 26 $7,044 $6,610 $6,249 $5,943 $5,680 $5,449 $5,244 $5,062 $4,897 

2 15 15 DMC $4,289 26 $6,917 $6,491 $6,137 $5,837 $5,578 $5,351 $5,150 $4,971 $4,810 

2 20 20 DMC $4,210 26 $6,791 $6,373 $6,025 $5,731 $5,476 $5,253 $5,056 $4,880 $4,722 

3 10 9 DMC $4,516 26 $7,284 $6,835 $6,463 $6,146 $5,873 $5,635 $5,423 $5,234 $5,065 

3 15 14 DMC $4,418 26 $7,127 $6,688 $6,323 $6,014 $5,746 $5,513 $5,306 $5,121 $4,955 

3 20 19 DMC $4,321 26 $6,969 $6,540 $6,183 $5,881 $5,620 $5,391 $5,189 $5,008 $4,846 

4 10 10 DMC $4,748 26 $7,659 $7,187 $6,795 $6,462 $6,176 $5,924 $5,702 $5,504 $5,325 

4 15 15 DMC $4,602 26 $7,423 $6,966 $6,586 $6,263 $5,985 $5,742 $5,527 $5,334 $5,161 

4 20 20 DMC $4,456 26 $7,187 $6,744 $6,376 $6,064 $5,795 $5,559 $5,351 $5,165 $4,997 

5 10 10 DMC $5,441 26 $8,776 $8,235 $7,786 $7,405 $7,076 $6,789 $6,534 $6,307 $6,102 

5 15 15 DMC $5,155 26 $8,315 $7,803 $7,377 $7,016 $6,705 $6,432 $6,191 $5,976 $5,782 

5 20 20 DMC $4,870 26 $7,854 $7,370 $6,969 $6,628 $6,333 $6,076 $5,848 $5,644 $5,461 

1 10 10 IC High2 2024 $3,411 $3,381 $3,355 $3,334 $3,315 $3,299 $3,284 $3,272 $2,103 

1 15 15 IC High2 2024 $3,367 $3,336 $3,311 $3,290 $3,272 $3,256 $3,241 $3,229 $2,075 

1 20 20 IC High2 2024 $3,322 $3,292 $3,267 $3,246 $3,228 $3,212 $3,198 $3,186 $2,048 

2 10 10 IC High2 2024 $3,560 $3,528 $3,501 $3,479 $3,459 $3,442 $3,427 $3,414 $2,195 

2 15 15 IC High2 2024 $3,496 $3,465 $3,439 $3,416 $3,397 $3,381 $3,366 $3,353 $2,155 

2 20 20 IC High2 2024 $3,432 $3,401 $3,376 $3,354 $3,335 $3,319 $3,305 $3,292 $2,116 



Technology Cost, Effectiveness, and Lead Time Assessment 

2-403 
 

3 10 9 IC High2 2024 $3,681 $3,648 $3,621 $3,597 $3,577 $3,560 $3,544 $3,530 $2,269 

3 15 14 IC High2 2024 $3,602 $3,569 $3,543 $3,520 $3,500 $3,483 $3,468 $3,454 $2,220 

3 20 19 IC High2 2024 $3,522 $3,491 $3,464 $3,442 $3,423 $3,406 $3,391 $3,378 $2,171 

4 10 10 IC High2 2024 $3,871 $3,836 $3,807 $3,783 $3,761 $3,743 $3,727 $3,712 $2,386 

4 15 15 IC High2 2024 $3,751 $3,718 $3,690 $3,666 $3,646 $3,628 $3,612 $3,598 $2,313 

4 20 20 IC High2 2024 $3,632 $3,600 $3,572 $3,550 $3,530 $3,512 $3,497 $3,483 $2,239 

5 10 10 IC High2 2024 $4,435 $4,395 $4,362 $4,334 $4,310 $4,289 $4,270 $4,253 $2,734 

5 15 15 IC High2 2024 $4,202 $4,165 $4,133 $4,107 $4,084 $4,064 $4,046 $4,030 $2,591 

5 20 20 IC High2 2024 $3,969 $3,934 $3,904 $3,879 $3,857 $3,839 $3,822 $3,807 $2,447 

1 10 10 TC   $10,161 $9,715 $9,344 $9,029 $8,758 $8,520 $8,310 $8,122 $6,796 

1 15 15 TC   $10,028 $9,587 $9,222 $8,911 $8,643 $8,409 $8,201 $8,016 $6,707 

1 20 20 TC   $9,895 $9,460 $9,099 $8,793 $8,528 $8,297 $8,092 $7,909 $6,618 

2 10 10 TC   $10,603 $10,137 $9,751 $9,422 $9,139 $8,891 $8,672 $8,476 $7,092 

2 15 15 TC   $10,413 $9,956 $9,576 $9,253 $8,975 $8,732 $8,516 $8,324 $6,965 

2 20 20 TC   $10,224 $9,774 $9,401 $9,085 $8,811 $8,572 $8,361 $8,172 $6,838 

3 10 9 TC   $10,965 $10,483 $10,083 $9,744 $9,451 $9,194 $8,967 $8,765 $7,334 

3 15 14 TC   $10,728 $10,257 $9,865 $9,533 $9,247 $8,996 $8,774 $8,575 $7,176 

3 20 19 TC   $10,491 $10,031 $9,648 $9,323 $9,042 $8,797 $8,580 $8,386 $7,017 

4 10 10 TC   $11,529 $11,023 $10,602 $10,245 $9,937 $9,667 $9,429 $9,216 $7,711 

4 15 15 TC   $11,174 $10,683 $10,275 $9,929 $9,631 $9,370 $9,138 $8,932 $7,474 

4 20 20 TC   $10,819 $10,344 $9,949 $9,614 $9,325 $9,072 $8,848 $8,648 $7,236 

5 10 10 TC   $13,211 $12,631 $12,149 $11,740 $11,387 $11,078 $10,804 $10,560 $8,836 

5 15 15 TC   $12,518 $11,968 $11,511 $11,123 $10,789 $10,496 $10,237 $10,006 $8,372 

5 20 20 TC   $11,824 $11,304 $10,873 $10,507 $10,191 $9,914 $9,670 $9,451 $7,908 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.131  Costs for 200 Mile BEV Batteries (dollar values in 2015$) 
Curb 

Weight 
Class 

WR 
tec
h 

W
R 

net 

Cost 
type 

DMC: 
base 

year cost 
IC: 

complexi
ty 

DMC: 
learnin
g curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 20 13 DMC $5,709 26 $9,208 $8,641 $8,170 $7,770 $7,425 $7,123 $6,856 $6,617 $6,402 

2 20 14 DMC $5,939 26 $9,580 $8,989 $8,499 $8,083 $7,724 $7,410 $7,132 $6,884 $6,661 

3 20 13 DMC $6,120 26 $9,871 $9,263 $8,758 $8,329 $7,960 $7,636 $7,350 $7,094 $6,863 

4 20 14 DMC $6,377 26 $10,285 $9,652 $9,125 $8,679 $8,293 $7,956 $7,658 $7,391 $7,151 

5 20 14 DMC $6,953 26 $11,215 $10,524 $9,950 $9,463 $9,043 $8,675 $8,350 $8,059 $7,798 

1 20 13 IC High2 2024 $4,654 $4,612 $4,577 $4,548 $4,522 $4,500 $4,480 $4,463 $2,869 

2 20 14 IC High2 2024 $4,841 $4,798 $4,762 $4,731 $4,705 $4,682 $4,661 $4,643 $2,985 

3 20 13 IC High2 2024 $4,989 $4,944 $4,907 $4,875 $4,848 $4,824 $4,803 $4,784 $3,076 

4 20 14 IC High2 2024 $5,198 $5,151 $5,113 $5,080 $5,051 $5,027 $5,005 $4,985 $3,205 

5 20 14 IC High2 2024 $5,668 $5,617 $5,575 $5,539 $5,508 $5,481 $5,457 $5,435 $3,494 

1 20 13 TC   $13,861 $13,253 $12,747 $12,317 $11,947 $11,623 $11,336 $11,080 $9,271 

2 20 14 TC   $14,421 $13,787 $13,261 $12,815 $12,429 $12,092 $11,794 $11,527 $9,645 

3 20 13 TC   $14,860 $14,207 $13,665 $13,205 $12,808 $12,460 $12,153 $11,878 $9,939 

4 20 14 TC   $15,483 $14,803 $14,238 $13,759 $13,345 $12,983 $12,662 $12,376 $10,356 

5 20 14 TC   $16,883 $16,141 $15,525 $15,002 $14,551 $14,156 $13,807 $13,495 $11,292 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 
 
 
 
 

2.3.4.3.7.8 Electrified Vehicle Costs Used In OMEGA (Battery + Non-battery Items) 

Costs presented in the tables that follow sum the battery, non-battery and, where applicable, 
the in-home charger related costs for mild, strong and plug-in hybrids and full battery electric 
vehicles. 
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Table 2.132  Full System Costs for 48V Mild Hybrids (2015$) 
Curb 

Weight 
Class 

WRtech WRnet Cost 
Type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 5 1.5 TC $1,073 $1,035 $965 $944 $927 $913 $900 $889 $814 

2 5 2 TC $1,073 $1,035 $965 $944 $927 $913 $900 $889 $814 

3 5 2.5 TC $1,073 $1,035 $965 $944 $927 $913 $900 $889 $814 

4 5 2.5 TC $1,073 $1,035 $965 $944 $927 $913 $900 $889 $814 

5 5 2.5 TC $1,073 $1,035 $965 $944 $927 $913 $900 $889 $814 

6 5 3 TC $1,073 $1,035 $965 $944 $927 $913 $900 $889 $814 

Note: TC=total costs. 

Table 2.133  Full System Costs for Strong Hybrids (2015$) 
Curb  
Weight  
Class 

WRtech WRnet Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 6 TC $4,225 $4,097 $3,615 $3,545 $3,486 $3,436 $3,392 $3,353 $3,112 

1 15 11 TC $4,189 $4,063 $3,585 $3,515 $3,457 $3,408 $3,364 $3,325 $3,087 

1 20 16 TC $4,154 $4,029 $3,554 $3,485 $3,428 $3,379 $3,336 $3,297 $3,061 

2 10 6 TC $4,512 $4,378 $3,859 $3,784 $3,723 $3,670 $3,623 $3,581 $3,329 

2 15 11 TC $4,468 $4,335 $3,821 $3,747 $3,686 $3,634 $3,588 $3,547 $3,297 

2 20 16 TC $4,424 $4,293 $3,783 $3,710 $3,650 $3,598 $3,552 $3,512 $3,265 

3 10 5 TC $4,628 $4,491 $3,957 $3,881 $3,818 $3,764 $3,716 $3,673 $3,416 

3 15 10 TC $4,579 $4,443 $3,915 $3,840 $3,777 $3,724 $3,677 $3,634 $3,380 

3 20 15 TC $4,530 $4,396 $3,873 $3,799 $3,737 $3,684 $3,637 $3,595 $3,343 

4 10 6 TC $4,817 $4,674 $4,120 $4,040 $3,975 $3,918 $3,868 $3,824 $3,554 

4 15 11 TC $4,757 $4,615 $4,068 $3,989 $3,924 $3,869 $3,819 $3,776 $3,509 

4 20 16 TC $4,696 $4,556 $4,016 $3,939 $3,874 $3,819 $3,771 $3,727 $3,465 

5 10 6 TC $5,222 $5,070 $4,463 $4,378 $4,307 $4,246 $4,193 $4,145 $3,861 

5 15 11 TC $5,148 $4,998 $4,399 $4,315 $4,246 $4,186 $4,134 $4,086 $3,806 

5 20 16 TC $5,074 $4,926 $4,336 $4,253 $4,185 $4,126 $4,074 $4,028 $3,752 

6 10 6 TC $5,256 $5,102 $4,492 $4,406 $4,335 $4,274 $4,220 $4,172 $3,884 

6 15 11 TC $5,179 $5,027 $4,426 $4,342 $4,271 $4,211 $4,158 $4,111 $3,828 

6 20 16 TC $5,102 $4,952 $4,360 $4,277 $4,208 $4,149 $4,096 $4,050 $3,771 

Note: TC=total costs. 

Table 2.134  Full System Costs for 20 Mile Plug-in Hybrids, Including Charger & Charger Labor (2015$) 
Curb 
Weight 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 15 6 TC $10,259 $9,964 $9,248 $9,036 $8,851 $8,688 $8,542 $8,410 $7,614 

1 20 11 TC $10,209 $9,916 $9,202 $8,991 $8,808 $8,646 $8,501 $8,370 $7,581 

2 15 6 TC $10,827 $10,518 $9,743 $9,520 $9,326 $9,155 $9,001 $8,863 $8,033 

2 20 11 TC $10,692 $10,389 $9,618 $9,400 $9,209 $9,041 $8,891 $8,755 $7,943 

3 15 6 TC $11,164 $10,844 $10,042 $9,811 $9,611 $9,433 $9,275 $9,132 $8,273 

3 20 11 TC $11,107 $10,790 $9,989 $9,761 $9,562 $9,386 $9,229 $9,087 $8,236 

4 15 6 TC $11,768 $11,430 $10,576 $10,333 $10,120 $9,933 $9,765 $9,614 $8,707 

4 20 11 TC $11,709 $11,374 $10,522 $10,280 $10,070 $9,883 $9,717 $9,567 $8,668 

5 15 6 TC $12,750 $12,384 $11,439 $11,176 $10,946 $10,743 $10,561 $10,397 $9,419 

5 20 11 TC $12,653 $12,292 $11,349 $11,089 $10,862 $10,661 $10,481 $10,319 $9,355 

Note: TC=total costs. 

Table 2.135  Full System Costs for 40 Mile Plug-in Hybrids, Including Charger & Charger Labor (2015$) 
Curb 
Weight 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 20 7 TC $13,163 $12,763 $11,855 $11,568 $11,318 $11,098 $10,901 $10,724 $9,641 

2 20 6 TC $14,370 $13,936 $12,917 $12,605 $12,333 $12,092 $11,878 $11,685 $10,515 

3 20 5 TC $14,990 $14,535 $13,467 $13,141 $12,856 $12,605 $12,381 $12,179 $10,955 

4 20 5 TC $16,479 $15,978 $14,791 $14,430 $14,116 $13,839 $13,591 $13,368 $12,017 

5 20 7 TC $18,327 $17,769 $16,427 $16,026 $15,676 $15,367 $15,091 $14,842 $13,342 
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Note: TC=total costs. 

Table 2.136  Full System Costs for 75 Mile BEVs, Including Charger & Charger Labor (2015$) 
Curb 
Weight 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 10 TC $10,660 $10,240 $9,892 $9,596 $9,340 $9,117 $8,920 $8,744 $7,464 

1 15 15 TC $10,569 $10,153 $9,808 $9,514 $9,262 $9,041 $8,845 $8,670 $7,404 

1 20 20 TC $10,478 $10,066 $9,724 $9,433 $9,183 $8,964 $8,770 $8,597 $7,344 

2 10 10 TC $11,520 $11,076 $10,708 $10,395 $10,124 $9,887 $9,678 $9,490 $8,121 

2 15 15 TC $11,395 $10,957 $10,594 $10,285 $10,018 $9,784 $9,577 $9,392 $8,039 

2 20 20 TC $11,269 $10,838 $10,479 $10,174 $9,911 $9,680 $9,476 $9,294 $7,957 

3 10 10 TC $11,128 $10,690 $10,328 $10,021 $9,756 $9,525 $9,320 $9,138 $7,700 

3 15 15 TC $10,970 $10,540 $10,183 $9,880 $9,620 $9,392 $9,191 $9,011 $7,596 

3 20 20 TC $10,812 $10,389 $10,037 $9,740 $9,483 $9,259 $9,061 $8,885 $7,493 

4 10 10 TC $11,929 $11,454 $11,059 $10,724 $10,434 $10,181 $9,957 $9,757 $8,349 

4 15 15 TC $11,828 $11,358 $10,967 $10,635 $10,349 $10,099 $9,877 $9,679 $8,284 

4 20 20 TC $11,727 $11,262 $10,875 $10,547 $10,264 $10,016 $9,797 $9,601 $8,218 

5 10 10 TC $14,070 $13,532 $13,084 $12,704 $12,375 $12,086 $11,831 $11,602 $9,884 

5 15 15 TC $13,857 $13,329 $12,890 $12,516 $12,193 $11,910 $11,659 $11,435 $9,743 

5 20 20 TC $13,643 $13,126 $12,695 $12,328 $12,012 $11,734 $11,488 $11,268 $9,603 

Note: TC=total costs. 

Table 2.137  Full System Costs for 100 Mile BEVs, Including Charger & Charger Labor (2015$) 
Curb 
Weight 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 10 10 TC $11,732 $11,265 $10,877 $10,548 $10,264 $10,016 $9,796 $9,600 $8,180 

1 15 15 TC $11,600 $11,139 $10,755 $10,430 $10,150 $9,905 $9,688 $9,494 $8,093 

1 20 20 TC $11,468 $11,012 $10,634 $10,313 $10,036 $9,794 $9,580 $9,388 $8,006 

2 10 10 TC $12,718 $12,222 $11,809 $11,459 $11,157 $10,892 $10,657 $10,448 $8,923 

2 15 15 TC $12,540 $12,053 $11,647 $11,303 $11,005 $10,745 $10,514 $10,308 $8,805 

2 20 20 TC $12,363 $11,884 $11,485 $11,146 $10,854 $10,598 $10,371 $10,168 $8,688 

3 10 9 TC $12,465 $11,969 $11,558 $11,209 $10,909 $10,646 $10,414 $10,207 $8,594 

3 15 14 TC $12,230 $11,744 $11,341 $11,000 $10,706 $10,448 $10,221 $10,018 $8,439 

3 20 19 TC $11,995 $11,519 $11,125 $10,791 $10,503 $10,251 $10,028 $9,830 $8,283 

4 10 10 TC $13,190 $12,659 $12,218 $11,844 $11,521 $11,238 $10,988 $10,765 $9,192 

4 15 15 TC $12,853 $12,338 $11,910 $11,546 $11,233 $10,958 $10,715 $10,498 $8,969 

4 20 20 TC $12,516 $12,016 $11,601 $11,248 $10,944 $10,678 $10,442 $10,232 $8,746 

5 10 10 TC $15,883 $15,266 $14,752 $14,315 $13,938 $13,607 $13,314 $13,052 $11,097 

5 15 15 TC $15,212 $14,625 $14,136 $13,721 $13,361 $13,047 $12,768 $12,518 $10,650 

5 20 20 TC $14,541 $13,984 $13,520 $13,126 $12,785 $12,486 $12,221 $11,985 $10,203 

Note: TC=total costs. 

Table 2.138  Full System Costs for 200 Mile BEVs, Including Charger & Charger Labor (2015$) 
Curb 
Weight 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 20 13 TC $15,433 $14,803 $14,280 $13,837 $13,454 $13,119 $12,823 $12,558 $10,657 

2 20 14 TC $16,546 $15,882 $15,331 $14,862 $14,458 $14,103 $13,790 $13,509 $11,485 

3 20 13 TC $16,361 $15,694 $15,141 $14,671 $14,267 $13,913 $13,600 $13,321 $11,202 

4 20 14 TC $17,158 $16,453 $15,868 $15,371 $14,943 $14,567 $14,236 $13,939 $11,848 

5 20 14 TC $19,636 $18,856 $18,207 $17,656 $17,180 $16,762 $16,393 $16,062 $13,615 

Note: TC=total costs. 
 

2.3.4.4 Aerodynamics: Data and Assumptions for this Assessment 

For this Proposed Determination, as in the Draft TAR, EPA has considered two levels of 
aerodynamic improvements: Aero1 and Aero2. The first level, Aero1, represents a 10 percent 
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reduction in drag from a baseline MY2008-level vehicle. The second level, Aero2, represents a 
20 percent reduction from the same baseline (nominally, 10 percentage points incremental to 
Aero1).  

In Chapter 2.2.5 of this TSD, EPA further considered the feasibility of aerodynamic 
improvements of this general degree, outlining examples that show that manufacturers are 
gaining aerodynamic benefits by implementing several varieties of passive and active 
aerodynamic technologies in current vehicles, while a range of opportunities remain to further 
apply these and other passive and active technologies in a more optimized fashion as vehicles 
enter redesign cycles in the future.  That chapter also noted that for this Proposed Determination 
analysis, EPA has provided for a better representation of the existence of applied aerodynamic 
technology in the baseline fleet (as further described in this section).  

The findings of the vehicle technology review and additional technology benefits evaluated in 
the Joint Aerodynamics Assessment Program (described in Chapter 2.2.5) also lend support to 
the feasibility of 10 percent and 20 percent improvements relative a MY2008-level baseline. As 
noted in the Draft TAR, the NAS report also generally supported the assumptions for 10 percent 
and 20 percent aerodynamic improvement as being applicable to the 2020 to 2025 time frame, 
relative a MY2008-level baseline. 

During the Draft TAR comment period, EPA received confidential comments from a 
stakeholder that included piece-cost estimates for underbody covers that were higher than EPA's 
Aero1 DMCs. The extent of the underbody covers for this particular application was greater than 
the engine compartment underbody covers assumed within EPA's cost estimate for Aero1, and is 
more consistent with the type of treatment that EPA assumes will be required to achieve Aero2 
levels.  Furthermore, to the extent that the piece-cost estimates provided by the commenter are 
influenced by the additional function of this particular application of protecting vulnerable 
underbody components, the resulting costs would be expected to be higher than an underbody 
cover that has the sole purpose of drag reduction. For the Proposed Determination analysis, EPA 
is continuing to use the Draft TAR cost and effectiveness assumptions for passive and active 
aerodynamic technologies, updated to 2015 dollars.  

Several stakeholders submitted comments on EPA's treatment of aerodynamic improvements 
in the baseline fleet. In particular, commenters noted that EPA's assumption that a 20 percent 
reduction in aerodynamic drag is equally feasible for all vehicles in the baseline fleet does not 
account for the drag reduction that some vehicles have already adopted. The Alliance and 
individual OEMs including Ford, Mercedes-Benz, Toyota, and FCA, all recommended that EPA 
adjust the aero levels in the baseline fleet to reflect appropriate drag reduction achieved by each 
vehicle. 

EPA agrees that aerodynamic drag reductions have been achieved in some MY2015 vehicles 
relative to the levels of drag in MY2008-2010 designs that were used as the null technology 
point of reference for the FRM and Draft TAR. Furthermore, EPA agrees with the commenters 
that it is appropriate to account for aerodynamic drag reductions already present in the baseline 
fleet in order to avoid overestimating the amount of additional improvement that can be achieved 
at a given cost. Therefore, for this Proposed Determination, EPA has estimated the levels of 
aerodynamic drag reduction already present in MY2015, and assigned one of three aerodynamic 
levels to each vehicle in the baseline fleet. The process for determining the levels of Aero0, 
Aero1, and Aero2 is described below.   
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Using coast down coefficient values reported to EPA for vehicle certification, a value for the 
drag area, CdA, was calculated for each vehicle in the MY2015 baseline fleet according to 
Equation 16.  

Equation 16.  Aerodynamic Drag Area Calculation from Coast Down Coefficients 

CdA = (B + 2Cv)/(pv) 

In which: 
B: Road load Coefficient (lbf/mph) 
C: Road load Coefficient (lbf/mph2) 
p: Air Density 
v: Vehicle Speed at Aero Evaluation (68.2 mph (110 kmph)) 

 

Differences in frontal area and overall shape will directly influence a vehicle's calculated drag 
area. Because these characteristics tend to vary significantly across market segments, EPA 
categorized the MY2015 fleet using the size classifications defined in 40 CFR §600.315-08. 
These classes are defined by vehicle interior volume and side profile shape, such that vehicles 
with similar frontal areas and overall shape tend to be grouped together. For example, despite 
having similar side profile shapes, small pickups are distinguished from standard pickups to 
account for differences in frontal area. Within each of these vehicle size classes, the distribution 
of calculated drag areas across the MY2015 fleet was then investigated in order to determine 
appropriate cutoff values of CdA that would delineate between different levels of aerodynamic 
drag. Table 2.140 shows the 50th percentile values of CdA defining the cutoff between Aero0 
and Aero1 levels, and the 10th percentile values of CdA defining the cutoff between Aero1 and 
Aero2 levels.  

Table 2.139  MY2015 Aerodynamic Drag Area Statistics and Cutoff Values by Size Class 

EPA Size Class Production 
Volume 

CdA (ft2) 
Statistics* 

CdA (ft2) 
Cutoff Values 

Average Standard 
Deviation 

Aero0 to Aero1 
50th percentile 

Aero1 to Aero2 
10th percentile 

Two Seaters  78,117  7.50 1.10 7.01 6.29 

Subcompact Cars  418,583  7.90 0.58 8.19 7.10 

Minicompact Cars  56,307  7.57 0.25 7.51 7.30 

Compact Cars  1,760,020  7.48 0.69 7.57 6.69 

Midsize Cars  3,363,603  7.67 0.58 7.68 6.83 

Large Cars  735,631  7.74 1.06 7.72 6.52 

Small Station Wagons  371,522  9.01 1.04 9.77 7.41 

Midsize Station Wagons  110,423  9.27 0.55 9.55 8.25 

Small SUV 2WD  1,589,325  10.22 0.87 10.28 9.12 

Small SUV 4WD  2,620,222  10.80 1.58 10.42 9.23 

Special Purpose Vehicle, minivan 2WD  519,773  10.56 0.88 10.48 9.32 

Standard SUV 2WD  260,287  11.96 1.58 12.16 9.91 

Standard SUV 4WD  1,253,047  12.22 1.18 11.86 11.11 

Small Pick-up Trucks 2WD  162,243  12.24 1.14 11.93 11.18 

Small Pick-up Trucks 4WD  178,391  13.08 0.87 13.77 11.92 

Standard Pick-up Trucks 2WD  248,320  14.25 0.74 14.35 13.72 
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Standard Pick-up Trucks 4WD  1,016,923  14.26 1.78 15.13 12.14 
*Note: Aerodynamic drag area statistics are weighted by MY2015 actual production volumes. Special 

Purpose Vehicle and Van classes with production under 100,000 not shown for clarity. 
 

The 50th and 10th percentile cutoff values shown above were chosen to establish the 
aerodynamic drag reductions of 10 percent for Aero1 and 20 percent Aero2, relative to Aero 0. 
As shown in Table 2.140, across all classes the production weighted average reduction in drag 
area between the midpoints of the CdA ranges is 10 percent moving from Aero0 to Aero1, and 22 
percent moving from Aero0 to Aero2.  

Table 2.140  Aerodynamic Drag Reduction Between Aero levels 0,1, and 2 by Size Class 

 CdA (ft2) Drag Reduction 
 

EPA Size Class Aero0 
midpoint 

Aero1 
midpoint 

Aero2 
midpoint 

Aero0 to 
Aero1 

Aero0 to 
Aero2 

Two Seaters 7.71 6.65 5.98 14% 22% 

Subcompact Cars 8.20 7.65 6.46 7% 21% 

Minicompact Cars 7.72 7.40 7.26 4% 6% 

Compact Cars 7.79 7.13 6.05 8% 22% 

Midsize Cars 7.85 7.25 6.21 8% 21% 

Large Cars 8.27 7.12 6.35 14% 23% 

Small Station Wagons 9.94 8.59 7.28 14% 27% 

Midsize Station Wagons 9.72 8.90 7.98 8% 18% 

Small SUV 2WD 10.91 9.70 8.17 11% 25% 

Small SUV 4WD 11.36 9.82 8.68 13% 24% 

Special Purpose Vehicle, minivan 2WD 10.96 9.90 9.33 10% 15% 

Standard SUV 2WD 12.93 11.03 9.89 15% 24% 

Standard SUV 4WD 12.64 11.48 10.14 9% 20% 

Small Pick-up Trucks 2WD 12.90 11.56 11.06 10% 14% 

Small Pick-up Trucks 4WD 13.69 12.85 11.90 6% 13% 

Standard Pick-up Trucks 2WD 14.84 14.04 12.89 5% 13% 

Standard Pick-up Trucks 4WD 15.58 13.64 12.14 12% 22% 

All size classes (production weighted) - - - 10% 22% 

 

In response to the comments received on the Draft TAR regarding an appropriate approach 
for considering aerodynamics in the baseline fleet, EPA has applied some level of aerodynamic 
drag reduction to a significant portion of the MY2015 baseline fleet for this Proposed 
Determination using the approach described above. Specifically, one half of the fleet volume in 
MY2015 has Aero1 or Aero2 levels. The remaining vehicles have the potential for additional 
improvement. As evidenced by the distribution of drag area values over the various size classes, 
the 20 percent improvement from Aero0 to Aero2 is an appropriate assumption for this 
remaining one half of MY2015 fleet volume. 

The efficiencies are different per lumped parameter model classifications, as shown in Table , 
and costs are assigned per those in the Draft TAR.   
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Table 2.141  CO2 Efficiency Improvement per 10% Aero Improvement per Vehicle Classification 

ALPHA Class CO2 Efficiency Improvement per 10% 
Aero Improvement 

LPW_LRL 2.4% 

MPW_LRL 2.2% 

HPW 1.8% 

LPW_HRL 2.6% 

MPW_HRL 2.2% 

Truck 2.5% 

 

Costs associated with aero treatments and technologies are equivalent to those used in the 
Draft TAR except for updates to 2015 dollars. The aero costs are shown below in Table 2.142. 

Table 2.142  Costs for Aero Technologies (dollar values in 2015$) 
Tech Cost type DMC: base 

year cost 
IC: 

complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

Passive aero DMC $44 24 $42 $41 $41 $40 $39 $39 $38 $38 $37 

Passive aero IC Low2 2018 $11 $11 $8 $8 $8 $8 $8 $8 $8 

Passive aero TC   $53 $52 $49 $48 $48 $47 $47 $46 $46 

Active aero DMC $132 24 $126 $124 $122 $120 $118 $116 $115 $113 $112 

Active aero IC Med2 2024 $51 $51 $51 $51 $51 $50 $50 $50 $38 

Active aero TC   $177 $175 $173 $170 $168 $167 $165 $163 $149 

Passive+Active TC   $230 $227 $222 $219 $216 $214 $212 $209 $195 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

One comment was received, from FCA, which stated that the costs for aerodynamic 
technology is too low.  EPA believes that a 10 percent improved CdA can be achieved through 
the application of some commonly used aerodynamic treatments.  For example, bumper 
modifications, wheel deflectors, rear spoiler and underbody cover are enough to provide a 10 
percent reduction in aerodynamic drag for some vehicles.  This is represented by a cost estimate 
of $44.00 and Low2 indirect costs as shown in Table 2.41.  EPA believes that a 20 percent 
improvement in CdA has been shown to be achieved by ancillary aerodynamic technologies, such 
as grille shutters and changes to vehicle exterior design.  This is represented by a cost estimate of 
$132 and Medium2 Indirect Cost.  

2.3.4.5 Tires: Data and Assumptions for this Assessment 

In the Draft TAR, EPA considered two levels of low rolling resistance technology: LRRT1 
and LRRT2.  The first level, LRRT1, was defined as a 10 percent reduction in rolling resistance 
from a base (null technology) tire, made possible by methods such as increased tire diameter and 
sidewall stiffness and reduced aspect ratios (coupled with reduction in rotational inertia).  The 
second level, LRRT2, was defined as a 20 percent reduction in rolling resistance from a base tire. 
LRRT2 was associated with more advanced approaches such as use of advanced materials and 
complete tire redesign. As discussed in the Draft TAR, the 2015 NAS report generally supported 
the cost, effectiveness, and feasibility assumptions for both a 10 and 20 percent reduction in 
rolling resistance as being appropriate for the 2020 to 2025 time frame. 
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In Chapter 2.2.6 of this TSD, EPA reviewed the current state of low rolling resistance tire 
technology and considered developments and trends relating to the feasibility of achieving these 
levels of reduction.  This review showed that tire manufacturers are aggressively pursuing rolling 
resistance technology, that tires exist today that are achieving these levels of reduction, and that 
manufacturers are increasingly specifying such tires as original equipment. Although there is 
some evidence that consumers have associated low rolling resistance technology with lower 
traction, there is also evidence that tire designers have a significant degree of control over the 
relationship between the two attributes, and that tires have been designed that are capable of 
delivering both. 

At the time of the FRM, EPA met with a number of the largest tire suppliers in the United 
States to analyze the feasibility and cost for LRRT2.  The suppliers were generally optimistic 
about the ability to reduce tire rolling resistance in the future without the need to sacrifice 
traction (safety) or tread life (durability).  Suppliers all generally stated that rolling resistance 
levels could be reduced by 20 percent relative to then-current tires by MY2017.  As such, for the 
FRM analysis, EPA assumed LRRT2 would be initially available in MY2017, but not 
widespread in the marketplace until MYs 2022-2023.  In alignment with that timeframe for 
introducing new technology, EPA has maintained the Draft TAR's limitation of the phase-in 
schedule to 75 percent of a manufacturer’s fleet in 2021, allowing complete application (100 
percent of a manufacturer’s fleet) by 2025.  

In comments on the Draft TAR, the Alliance and Ford pointed out that "low rolling resistance 
tires are increasingly specified by OEMs in new vehicles," yet EPA had not accounted for this 
existing penetration of this technology in the baseline fleet. EPA agrees that tire rolling 
resistance reductions have been achieved in some MY2015 vehicles relative to the levels in 
MY2008-2010 vehicles that were used as the null technology point of reference for the FRM and 
Draft TAR. Furthermore, EPA agrees with the commenters that it is appropriate to account for 
tire rolling resistance reductions already present in the baseline fleet in order to avoid 
overestimating the amount of additional improvement that can be achieved at a given cost. 
Therefore, for this Proposed Determination, EPA has estimated the levels of tire rolling 
resistance reduction already present in MY2015, and assigned one of three tire rolling resistance 
levels to each vehicle in the baseline fleet. The process for determining the levels of LRRT0, 
LRRT1, and LRRT2 is described below.   

Using the test weight and road load coefficient data submitted to EPA for compliance 
certification by manufactures, along the assumptions for brake, hub, and driveline drag described 
in Appendix B.2.6, EPA estimated a value for the coefficient of tire rolling resistance (CTRR) for 
each vehicle in the MY2015 fleet. 

 

In this Proposed Determination, LRRT1 remains defined as a 10 percent reduction in rolling 
resistance from a base tire, and is estimated to result in a 1.9 percent effectiveness improvement 
for all vehicle classes. Similarly, LRRT2 remains defined as a 20 percent reduction in rolling 
resistance from a base tire, and is estimated to result in a 3.9 percent effectiveness improvement.   

Costs associated with lower rolling resistance tires are equivalent to those used in the Draft 
TAR except, updated to 2015 dollars. The LRRT costs are shown below. 
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Table 2.143  Costs for Lower Rolling Resistance Tires (dollar values in 2015$) 
Tech Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

LRRT1 DMC $6 1 $6 $6 $6 $6 $6 $6 $6 $6 $6 

LRRT1 IC Low2 2018 $1 $1 $1 $1 $1 $1 $1 $1 $1 

LRRT1 TC   $7 $7 $7 $7 $7 $7 $7 $7 $7 

LRRT2 DMC $44 32 $57 $55 $53 $51 $49 $48 $47 $46 $45 

LRRT2 IC Low2 2024 $11 $11 $11 $11 $11 $11 $11 $11 $8 

LRRT2 TC   $68 $66 $64 $62 $60 $59 $57 $56 $53 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs; both levels of lower rolling resistance are 
incremental to today’s baseline tires. 

 

2.3.4.6 Mass Reduction: Data and Assumptions for this Assessment  

With several exceptions (which are noted below), for this Proposed Determination analysis, 
EPA continues to model mass reduction technology using largely the same assumptions that 
were applied in the Draft TAR analysis. 

Specifically, EPA has continued to apply the mass reduction cost estimates that were applied 
in the Draft TAR, updated to 2015 dollars. These costs continue to be based on the cost curves 
that were developed and fully described in the Draft TAR. We have also continued to apply the 
effectiveness values that were applied in the Draft TAR analysis. Finally, we have also used the 
same method for representing mass reduction in the baseline fleet. 

These assumptions and methodologies, and their background, were fully documented in the 
Draft TAR. For a detailed discussion of the research, methodologies, cost curves, and other 
analysis performed in the development of these assumptions for the Draft TAR, which continue 
to be used in the present analysis, please refer to Section 5.3.4.6 of the Draft TAR, “Mass 
Reduction: Data and Assumptions for this Assessment,” which begins on page 5-365 of the Draft 
TAR. 

In this TSD, the present chapter is devoted to highlighting the key updates to the 
consideration of mass reduction technology that apply uniquely to this Proposed Determination 
analysis. Section 2.3.4.6.1 includes a description of specific updates, and discussion of some key 
comments received on the Draft TAR that relate to mass reduction. Section 2.3.4.6.2 reports the 
mass reduction costs used in OMEGA, updated to 2015 dollars. 

2.3.4.6.1 Updates to Mass Reduction for the Current Analysis 

Several updates apply to the treatment of mass reduction technology in this Proposed 
Determination analysis.  

First, as described in Chapter 1, the baseline fleet for the Proposed Determination has been 
updated to MY2015. It should therefore be noted that in referencing the Draft TAR 
documentation, references to the MY2014 baseline fleet should be understood as representing 
the MY2015 baseline fleet when interpreted with reference to the present analysis.  

Certain updates have also been made to the way mass reduction is represented for pickup 
trucks in the baseline fleet. In the Draft TAR, EPA's analysis assigned levels of mass reduction 
specific to each vehicle in the baseline fleet in order to account for variation between current 
vehicles in the cost and feasibility of achieving additional mass reduction.  This was achieved by 
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comparing the 2008 and 2014 versions of each model according to the sales weighted average 
curb weights of the various trim levels after adjusting for changes in size, additional safety 
requirements, and drive type.  This same methodology was again used for this Proposed 
Determination assessment, applied to the updated MY2015 baseline fleet.   

Although EPA did not receive specific comments on the characterization of mass reduction 
for pickup trucks in the baseline fleet, EPA has refined the tracking of the pickup truck lineages 
over time for this Proposed Determination assessment in order to better characterize the cost and 
feasibility of additional mass reduction for these vehicles.   

Unlike passenger cars, light-duty pickup trucks are produced with a variety of cabin and bed 
configurations, and the mix of the configurations produced often varies from year to year.  The 
model-level approach used in the Draft TAR did not distinguish the change in mass that occurred 
due to shifts in the production shares of the various pickup truck configurations from the changes 
in mass that occurred within a given configuration.  For example, using the Draft TAR approach, 
a greater proportion of crew cab configurations in MY2015 would be reflected as an increase in 
curb weight from MY2008, even if the MY2015 vehicle was lighter than the corresponding 
configuration in MY2008.  For this Proposed Determination assessment, EPA has estimated the 
amount of mass reduction for pickup trucks in the baseline fleet by comparing curb weights 
(with adjustments for size, safety equipment, and drive type) for corresponding cab 
configurations in MYs 2008 and 2015, thereby minimizing the influence of shifts in production 
shares of the various configurations over that period.  

The AAM and Ford commented that EPA had not properly accounted for the amount of mass 
reduction already implemented in the 2008 MY baseline fleet.  Furthermore, AAM 
acknowledged that manufacturers have adopted lightweight materials, but that has not 
necessarily resulted in a change in vehicle curb weight due to the addition of other vehicle 
features. EPA agrees that in many cases, vehicle manufacturers have adopted lightweight 
materials in the 2014 MY fleet used for the Draft TAR analysis and in the 2015 MY fleet used 
for the current analysis. For the 2012 FRM, the EPA assumed that all vehicles were starting from 
the same potential to reduce mass. EPA's method for both the Draft TAR and this Proposed 
Determination considers differences between vehicles in the incremental cost and feasibility of 
additional mass reduction.     

A comment by AAM addressed mass assessment for 4WD/AWD vehicles. In the Draft TAR, 
EPA referred to a study performed for Transport Canada which included the evaluation of mass 
differences in AWD vs. 2WD versions of three different vehicle models (Jeep Cherokee, Ford 
Fusion and VW Tiguan).  The mass differences were 135kg, 72kg, and 78kg respectively for an 
average of 95kg or 209lbs.  A value of 200lbs was used to provide an adjustment to minimize the 
influence of this vehicle characterization difference in the baseline sales weighted curb weight.625  

AAM commented that the selection of these three vehicles did not "represent typical 4WD/AWD 
systems," and suggested that EPA use a different source, such as the certification database, to 
determine the mass increase due to AWD and 4WD systems.  EPA disagrees that the mass 
impact of AWD/4WD systems is not adequately captured.  The Jeep Cherokee and the VW 
Tiguan represent one of the largest and fastest growing segments in the light-duty market.  While 
this weight may under-represent some of the largest 4WD vehicles, it may also over-represent 
some of the smallest AWD vehicles.  For this Proposed Determination EPA has maintained the 
methodology found in the Draft TAR for assessing the mass impact of AWD and 4WD. 
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FCA commented that the effectiveness estimates made by EPA for mass reduction were not 
accurate due to the lack of consideration of Equivalent Weight (ETW) class bins and their effect 
on fuel economy testing.  FCA recommended that EPA adjust its modeling so that mass 
reduction benefits are only reflected in changes to ETW.  EPA does not agree with this 
recommendation.  The average mass reduction projected in the Proposed Determination is 
approximately 9 percent.  This amount of mass reduction will move many vehicles in the fleet 
down by one or two ETW bins.  EPA’s approach of allowing mass reduction in continuous 
increments (actually 0.5 percent increments in the OMEGA analysis) does not cause a systemic 
underestimation of costs, since cases where manufacturers may be getting less benefit from mass 
reduction than projected in our analysis would be offset by other cases where manufacturers  
may be getting more benefit. 

2.3.4.6.2 Mass Reduction Costs used in OMEGA 

The tables below show an excerpt of the mass reduction costs used in OMEGA. The costs 
presented here are equivalent to those used in the Draft TAR, updated to 2015 dollars. One 
notable exception is the expansion in the number of vehicle types relative to the Draft TAR 
analysis. We discuss the new vehicle types in Section 2.3.1.4 of this TSD. There are 8 tables that 
follow, with the first four showing mass reduction costs at 5 percent, then 10 percent, then 15 
percent then 20 percent mass reduction for the 24 vehicle types that use the car cost curve. The 
next four tables show mass reduction costs at 5 percent, then 10 percent, then 15 percent then 20 
percent mass reduction for the 5 vehicle types that use the truck cost curve. The direct 
manufacturing costs (DMC), indirect costs (IC, using ICMs) and the total costs (TC) are shown 
along with the sales weighted average curb weight of all vehicles mapped into the indicated 
vehicle types, the complexity levels used for indirect costs and the learning curve factor used as 
discussed in Section 2.3.2. 

An important thing to note in the way mass reduction costs are calculated in OMEGA is the 
differential nature of the calculation. For example, if we focus on vehicle type 1 and assume that 
a baseline vehicle, of vehicle type 1, has 5 percent mass reduction. That vehicle would have a 
cost save, relative to null, of $112 (-$112, see Table 2.144, Total Cost (TC) entry for MY2025). 
If that vehicle were to move to a 10 percent mass reduction, the cost save at that level would be 
$20 (-$20, see Table 2.145, Total Cost (TC) entry for MY2025). However, the incremental cost 
for that move, from 5 percent to 10 percent mass reduction, would be (-$20) - (-$120) = $100. In 
other words, the cost of moving from 5 percent to 10 percent mass reduction for that vehicle 
would be calculated by OMEGA as a $100 cost increase. All costs shown in the mass reduction 
cost tables that follow should be taken as relative to the null vehicle. As a result, the cost for 10 
percent mass reduction for this example vehicle having 5 percent mass reduction in the baseline, 
would be $100 and not -$20. 

Table 2.144  Costs for 5 Percent Mass Reduction for Vehicle Types using the Car Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2772 30 -$162 -$157 -$153 -$149 -$145 -$142 -$139 -$137 -$135 

2 DMC 2988 30 -$175 -$169 -$165 -$160 -$157 -$153 -$150 -$148 -$145 

3 DMC 3266 30 -$191 -$185 -$180 -$175 -$171 -$168 -$164 -$161 -$159 

4 DMC 3323 30 -$195 -$188 -$183 -$178 -$174 -$171 -$167 -$164 -$161 
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5 DMC 3506 30 -$205 -$199 -$193 -$188 -$184 -$180 -$176 -$173 -$170 

6 DMC 3554 30 -$208 -$201 -$196 -$191 -$186 -$182 -$179 -$176 -$173 

7 DMC 3928 30 -$230 -$223 -$216 -$211 -$206 -$202 -$198 -$194 -$191 

10 DMC 3867 30 -$226 -$219 -$213 -$207 -$203 -$198 -$195 -$191 -$188 

11 DMC 4433 30 -$260 -$251 -$244 -$238 -$232 -$227 -$223 -$219 -$215 

12 DMC 2976 30 -$174 -$169 -$164 -$160 -$156 -$153 -$150 -$147 -$145 

13 DMC 3220 30 -$189 -$183 -$177 -$173 -$169 -$165 -$162 -$159 -$156 

14 DMC 3328 30 -$195 -$189 -$183 -$179 -$174 -$171 -$167 -$164 -$162 

15 DMC 3510 30 -$206 -$199 -$193 -$188 -$184 -$180 -$177 -$173 -$171 

16 DMC 3699 30 -$217 -$210 -$204 -$198 -$194 -$190 -$186 -$183 -$180 

17 DMC 3768 30 -$221 -$214 -$207 -$202 -$198 -$193 -$190 -$186 -$183 

18 DMC 4011 30 -$235 -$227 -$221 -$215 -$210 -$206 -$202 -$198 -$195 

19 DMC 4022 30 -$236 -$228 -$221 -$216 -$211 -$206 -$202 -$199 -$195 

20 DMC 4453 30 -$261 -$252 -$245 -$239 -$233 -$229 -$224 -$220 -$216 

21 DMC 4610 30 -$270 -$261 -$254 -$247 -$242 -$237 -$232 -$228 -$224 

23 DMC 5188 30 -$304 -$294 -$286 -$278 -$272 -$266 -$261 -$256 -$252 

24 DMC 5678 30 -$333 -$322 -$313 -$305 -$298 -$291 -$286 -$281 -$276 

26 DMC 3970 30 -$232 -$225 -$219 -$213 -$208 -$204 -$200 -$196 -$193 

27 DMC 4957 30 -$290 -$281 -$273 -$266 -$260 -$254 -$249 -$245 -$241 

28 DMC 5328 30 -$312 -$302 -$293 -$286 -$279 -$273 -$268 -$263 -$259 

1 IC Low2 2024 $28 $28 $28 $28 $28 $28 $28 $28 $23 

2 IC Low2 2024 $31 $31 $31 $31 $31 $31 $31 $31 $25 

3 IC Low2 2024 $33 $33 $33 $33 $33 $33 $33 $33 $27 

4 IC Low2 2024 $34 $34 $34 $34 $34 $34 $34 $34 $27 

5 IC Low2 2024 $36 $36 $36 $36 $36 $36 $36 $36 $29 

6 IC Low2 2024 $36 $36 $36 $36 $36 $36 $36 $36 $29 

7 IC Low2 2024 $40 $40 $40 $40 $40 $40 $40 $40 $32 

10 IC Low2 2024 $39 $39 $39 $39 $39 $39 $39 $39 $32 

11 IC Low2 2024 $45 $45 $45 $45 $45 $45 $45 $45 $37 

12 IC Low2 2024 $30 $30 $30 $30 $30 $30 $30 $30 $25 

13 IC Low2 2024 $33 $33 $33 $33 $33 $33 $33 $33 $27 

14 IC Low2 2024 $34 $34 $34 $34 $34 $34 $34 $34 $27 

15 IC Low2 2024 $36 $36 $36 $36 $36 $36 $36 $36 $29 

16 IC Low2 2024 $38 $38 $38 $38 $38 $38 $38 $38 $30 

17 IC Low2 2024 $38 $38 $38 $38 $38 $38 $38 $38 $31 

18 IC Low2 2024 $41 $41 $41 $41 $41 $41 $41 $41 $33 

19 IC Low2 2024 $41 $41 $41 $41 $41 $41 $41 $41 $33 

20 IC Low2 2024 $45 $45 $45 $45 $45 $45 $45 $45 $37 

21 IC Low2 2024 $47 $47 $47 $47 $47 $47 $47 $47 $38 

23 IC Low2 2024 $53 $53 $53 $53 $53 $53 $53 $53 $43 

24 IC Low2 2024 $58 $58 $58 $58 $58 $58 $58 $58 $47 

26 IC Low2 2024 $41 $41 $41 $41 $41 $41 $41 $41 $33 

27 IC Low2 2024 $51 $51 $51 $51 $51 $51 $51 $51 $41 

28 IC Low2 2024 $54 $54 $54 $54 $54 $54 $54 $54 $44 

1 TC   -$134 -$129 -$124 -$120 -$117 -$114 -$111 -$109 -$112 

2 TC   -$144 -$139 -$134 -$130 -$126 -$123 -$120 -$117 -$121 

3 TC   -$158 -$152 -$147 -$142 -$138 -$134 -$131 -$128 -$132 

4 TC   -$161 -$154 -$149 -$144 -$140 -$137 -$133 -$130 -$134 

5 TC   -$170 -$163 -$157 -$152 -$148 -$144 -$141 -$137 -$141 

6 TC   -$172 -$165 -$159 -$154 -$150 -$146 -$143 -$139 -$143 

7 TC   -$190 -$183 -$176 -$171 -$166 -$161 -$158 -$154 -$159 

10 TC   -$187 -$180 -$173 -$168 -$163 -$159 -$155 -$152 -$156 

11 TC   -$214 -$206 -$199 -$193 -$187 -$182 -$178 -$174 -$179 

12 TC   -$144 -$138 -$133 -$129 -$126 -$122 -$119 -$117 -$120 

13 TC   -$156 -$150 -$144 -$140 -$136 -$132 -$129 -$126 -$130 

14 TC   -$161 -$155 -$149 -$145 -$140 -$137 -$133 -$130 -$134 

15 TC   -$170 -$163 -$157 -$153 -$148 -$144 -$141 -$138 -$142 

16 TC   -$179 -$172 -$166 -$161 -$156 -$152 -$148 -$145 -$149 

17 TC   -$182 -$175 -$169 -$164 -$159 -$155 -$151 -$148 -$152 

18 TC   -$194 -$186 -$180 -$174 -$169 -$165 -$161 -$157 -$162 

19 TC   -$194 -$187 -$180 -$175 -$170 -$165 -$161 -$158 -$162 

20 TC   -$215 -$207 -$200 -$193 -$188 -$183 -$179 -$175 -$180 

21 TC   -$223 -$214 -$207 -$200 -$195 -$189 -$185 -$181 -$186 
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23 TC   -$251 -$241 -$233 -$225 -$219 -$213 -$208 -$203 -$209 

24 TC   -$275 -$264 -$255 -$247 -$240 -$233 -$228 -$223 -$229 

26 TC   -$192 -$184 -$178 -$172 -$168 -$163 -$159 -$156 -$160 

27 TC   -$240 -$230 -$222 -$215 -$209 -$204 -$199 -$194 -$200 

28 TC   -$258 -$248 -$239 -$232 -$225 -$219 -$214 -$209 -$215 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

Table 2.145  Costs for 10 Percent Mass Reduction for Vehicle Types using the Car Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2772 30 -$134 -$130 -$126 -$123 -$120 -$117 -$115 -$113 -$111 

2 DMC 2988 30 -$144 -$140 -$136 -$132 -$129 -$127 -$124 -$122 -$120 

3 DMC 3266 30 -$158 -$153 -$148 -$145 -$141 -$138 -$136 -$133 -$131 

4 DMC 3323 30 -$161 -$155 -$151 -$147 -$144 -$141 -$138 -$135 -$133 

5 DMC 3506 30 -$169 -$164 -$159 -$155 -$152 -$148 -$146 -$143 -$141 

6 DMC 3554 30 -$172 -$166 -$161 -$157 -$154 -$150 -$148 -$145 -$142 

7 DMC 3928 30 -$190 -$184 -$178 -$174 -$170 -$166 -$163 -$160 -$157 

10 DMC 3867 30 -$187 -$181 -$176 -$171 -$167 -$164 -$161 -$158 -$155 

11 DMC 4433 30 -$214 -$207 -$201 -$196 -$192 -$188 -$184 -$181 -$178 

12 DMC 2976 30 -$144 -$139 -$135 -$132 -$129 -$126 -$124 -$121 -$119 

13 DMC 3220 30 -$156 -$151 -$146 -$143 -$139 -$136 -$134 -$131 -$129 

14 DMC 3328 30 -$161 -$156 -$151 -$147 -$144 -$141 -$138 -$136 -$133 

15 DMC 3510 30 -$170 -$164 -$159 -$155 -$152 -$149 -$146 -$143 -$141 

16 DMC 3699 30 -$179 -$173 -$168 -$164 -$160 -$157 -$154 -$151 -$148 

17 DMC 3768 30 -$182 -$176 -$171 -$167 -$163 -$160 -$156 -$154 -$151 

18 DMC 4011 30 -$194 -$188 -$182 -$178 -$173 -$170 -$167 -$164 -$161 

19 DMC 4022 30 -$194 -$188 -$183 -$178 -$174 -$170 -$167 -$164 -$161 

20 DMC 4453 30 -$215 -$208 -$202 -$197 -$193 -$189 -$185 -$182 -$178 

21 DMC 4610 30 -$223 -$216 -$209 -$204 -$199 -$195 -$191 -$188 -$185 

23 DMC 5188 30 -$251 -$243 -$236 -$230 -$224 -$220 -$215 -$212 -$208 

24 DMC 5678 30 -$274 -$265 -$258 -$251 -$246 -$240 -$236 -$231 -$228 

26 DMC 3970 30 -$192 -$186 -$180 -$176 -$172 -$168 -$165 -$162 -$159 

27 DMC 4957 30 -$239 -$232 -$225 -$219 -$214 -$210 -$206 -$202 -$199 

28 DMC 5328 30 -$257 -$249 -$242 -$236 -$230 -$226 -$221 -$217 -$214 

1 IC Low2 2024 $113 $113 $113 $113 $113 $113 $113 $113 $91 

2 IC Low2 2024 $122 $122 $122 $122 $122 $122 $122 $122 $98 

3 IC Low2 2024 $133 $133 $133 $133 $133 $133 $133 $133 $108 

4 IC Low2 2024 $136 $136 $136 $136 $136 $136 $136 $136 $110 

5 IC Low2 2024 $143 $143 $143 $143 $143 $143 $143 $143 $116 

6 IC Low2 2024 $145 $145 $145 $145 $145 $145 $145 $145 $117 

7 IC Low2 2024 $160 $160 $160 $160 $160 $160 $160 $160 $129 

10 IC Low2 2024 $158 $158 $158 $158 $158 $158 $158 $158 $127 

11 IC Low2 2024 $181 $181 $181 $181 $181 $181 $181 $181 $146 

12 IC Low2 2024 $122 $122 $122 $122 $122 $122 $122 $122 $98 

13 IC Low2 2024 $132 $132 $132 $132 $132 $132 $132 $132 $106 

14 IC Low2 2024 $136 $136 $136 $136 $136 $136 $136 $136 $110 

15 IC Low2 2024 $143 $143 $143 $143 $143 $143 $143 $143 $116 

16 IC Low2 2024 $151 $151 $151 $151 $151 $151 $151 $151 $122 

17 IC Low2 2024 $154 $154 $154 $154 $154 $154 $154 $154 $124 

18 IC Low2 2024 $164 $164 $164 $164 $164 $164 $164 $164 $132 

19 IC Low2 2024 $164 $164 $164 $164 $164 $164 $164 $164 $133 

20 IC Low2 2024 $182 $182 $182 $182 $182 $182 $182 $182 $147 

21 IC Low2 2024 $188 $188 $188 $188 $188 $188 $188 $188 $152 

23 IC Low2 2024 $212 $212 $212 $212 $212 $212 $212 $212 $171 

24 IC Low2 2024 $232 $232 $232 $232 $232 $232 $232 $232 $187 

26 IC Low2 2024 $162 $162 $162 $162 $162 $162 $162 $162 $131 

27 IC Low2 2024 $203 $203 $203 $203 $203 $203 $203 $203 $163 

28 IC Low2 2024 $218 $218 $218 $218 $218 $218 $218 $218 $176 
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1 TC   -$21 -$16 -$13 -$9 -$7 -$4 -$2 $0 -$20 

2 TC   -$22 -$18 -$14 -$10 -$7 -$4 -$2 $0 -$21 

3 TC   -$24 -$19 -$15 -$11 -$8 -$5 -$2 $0 -$23 

4 TC   -$25 -$20 -$15 -$11 -$8 -$5 -$2 $0 -$24 

5 TC   -$26 -$21 -$16 -$12 -$8 -$5 -$2 $0 -$25 

6 TC   -$27 -$21 -$16 -$12 -$9 -$5 -$2 $0 -$25 

7 TC   -$29 -$23 -$18 -$13 -$9 -$6 -$3 $0 -$28 

10 TC   -$29 -$23 -$18 -$13 -$9 -$6 -$3 $0 -$28 

11 TC   -$33 -$26 -$20 -$15 -$11 -$7 -$3 $0 -$32 

12 TC   -$22 -$18 -$14 -$10 -$7 -$4 -$2 $0 -$21 

13 TC   -$24 -$19 -$15 -$11 -$8 -$5 -$2 $0 -$23 

14 TC   -$25 -$20 -$15 -$11 -$8 -$5 -$2 $0 -$24 

15 TC   -$26 -$21 -$16 -$12 -$8 -$5 -$2 $0 -$25 

16 TC   -$28 -$22 -$17 -$13 -$9 -$5 -$2 $0 -$26 

17 TC   -$28 -$22 -$17 -$13 -$9 -$6 -$2 $0 -$27 

18 TC   -$30 -$24 -$18 -$14 -$10 -$6 -$3 $0 -$29 

19 TC   -$30 -$24 -$18 -$14 -$10 -$6 -$3 $0 -$29 

20 TC   -$33 -$26 -$20 -$15 -$11 -$7 -$3 $0 -$32 

21 TC   -$34 -$27 -$21 -$16 -$11 -$7 -$3 $0 -$33 

23 TC   -$39 -$31 -$24 -$18 -$12 -$8 -$3 $0 -$37 

24 TC   -$42 -$34 -$26 -$19 -$14 -$8 -$4 $0 -$40 

26 TC   -$30 -$23 -$18 -$14 -$10 -$6 -$3 $0 -$28 

27 TC   -$37 -$29 -$23 -$17 -$12 -$7 -$3 $0 -$35 

28 TC   -$40 -$31 -$24 -$18 -$13 -$8 -$4 $0 -$38 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

 

Table 2.146  Costs for 15 Percent Mass Reduction for Vehicle Types using the Car Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2772 30 -$34 -$32 -$32 -$31 -$30 -$29 -$29 -$28 -$28 

2 DMC 2988 30 -$36 -$35 -$34 -$33 -$32 -$32 -$31 -$30 -$30 

3 DMC 3266 30 -$39 -$38 -$37 -$36 -$35 -$35 -$34 -$33 -$33 

4 DMC 3323 30 -$40 -$39 -$38 -$37 -$36 -$35 -$35 -$34 -$33 

5 DMC 3506 30 -$42 -$41 -$40 -$39 -$38 -$37 -$36 -$36 -$35 

6 DMC 3554 30 -$43 -$42 -$40 -$39 -$38 -$38 -$37 -$36 -$36 

7 DMC 3928 30 -$47 -$46 -$45 -$44 -$43 -$42 -$41 -$40 -$39 

10 DMC 3867 30 -$47 -$45 -$44 -$43 -$42 -$41 -$40 -$39 -$39 

11 DMC 4433 30 -$54 -$52 -$50 -$49 -$48 -$47 -$46 -$45 -$44 

12 DMC 2976 30 -$36 -$35 -$34 -$33 -$32 -$32 -$31 -$30 -$30 

13 DMC 3220 30 -$39 -$38 -$37 -$36 -$35 -$34 -$33 -$33 -$32 

14 DMC 3328 30 -$40 -$39 -$38 -$37 -$36 -$35 -$35 -$34 -$33 

15 DMC 3510 30 -$42 -$41 -$40 -$39 -$38 -$37 -$36 -$36 -$35 

16 DMC 3699 30 -$45 -$43 -$42 -$41 -$40 -$39 -$38 -$38 -$37 

17 DMC 3768 30 -$46 -$44 -$43 -$42 -$41 -$40 -$39 -$38 -$38 

18 DMC 4011 30 -$48 -$47 -$46 -$44 -$43 -$42 -$42 -$41 -$40 

19 DMC 4022 30 -$49 -$47 -$46 -$45 -$44 -$43 -$42 -$41 -$40 

20 DMC 4453 30 -$54 -$52 -$51 -$49 -$48 -$47 -$46 -$45 -$45 

21 DMC 4610 30 -$56 -$54 -$52 -$51 -$50 -$49 -$48 -$47 -$46 

23 DMC 5188 30 -$63 -$61 -$59 -$57 -$56 -$55 -$54 -$53 -$52 

24 DMC 5678 30 -$69 -$66 -$65 -$63 -$61 -$60 -$59 -$58 -$57 

26 DMC 3970 30 -$48 -$46 -$45 -$44 -$43 -$42 -$41 -$40 -$40 

27 DMC 4957 30 -$60 -$58 -$56 -$55 -$54 -$53 -$51 -$51 -$50 

28 DMC 5328 30 -$64 -$62 -$61 -$59 -$58 -$56 -$55 -$54 -$53 

1 IC Low2 2024 $255 $255 $255 $255 $255 $255 $255 $255 $206 

2 IC Low2 2024 $275 $275 $275 $275 $275 $275 $275 $275 $222 

3 IC Low2 2024 $300 $300 $300 $300 $300 $300 $300 $300 $242 

4 IC Low2 2024 $305 $305 $305 $305 $305 $305 $305 $305 $246 
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5 IC Low2 2024 $322 $322 $322 $322 $322 $322 $322 $322 $260 

6 IC Low2 2024 $327 $327 $327 $327 $327 $327 $327 $327 $263 

7 IC Low2 2024 $361 $361 $361 $361 $361 $361 $361 $361 $291 

10 IC Low2 2024 $355 $355 $355 $355 $355 $355 $355 $355 $287 

11 IC Low2 2024 $407 $407 $407 $407 $407 $407 $407 $407 $329 

12 IC Low2 2024 $274 $274 $274 $274 $274 $274 $274 $274 $221 

13 IC Low2 2024 $296 $296 $296 $296 $296 $296 $296 $296 $239 

14 IC Low2 2024 $306 $306 $306 $306 $306 $306 $306 $306 $247 

15 IC Low2 2024 $323 $323 $323 $323 $323 $323 $323 $323 $260 

16 IC Low2 2024 $340 $340 $340 $340 $340 $340 $340 $340 $274 

17 IC Low2 2024 $346 $346 $346 $346 $346 $346 $346 $346 $279 

18 IC Low2 2024 $369 $369 $369 $369 $369 $369 $369 $369 $297 

19 IC Low2 2024 $370 $370 $370 $370 $370 $370 $370 $370 $298 

20 IC Low2 2024 $409 $409 $409 $409 $409 $409 $409 $409 $330 

21 IC Low2 2024 $424 $424 $424 $424 $424 $424 $424 $424 $342 

23 IC Low2 2024 $477 $477 $477 $477 $477 $477 $477 $477 $385 

24 IC Low2 2024 $522 $522 $522 $522 $522 $522 $522 $522 $421 

26 IC Low2 2024 $365 $365 $365 $365 $365 $365 $365 $365 $294 

27 IC Low2 2024 $456 $456 $456 $456 $456 $456 $456 $456 $368 

28 IC Low2 2024 $490 $490 $490 $490 $490 $490 $490 $490 $395 

1 TC   $221 $222 $223 $224 $225 $225 $226 $227 $178 

2 TC   $239 $240 $241 $242 $242 $243 $244 $244 $192 

3 TC   $261 $262 $263 $264 $265 $266 $266 $267 $209 

4 TC   $265 $267 $268 $269 $269 $270 $271 $272 $213 

5 TC   $280 $281 $282 $283 $284 $285 $286 $286 $225 

6 TC   $284 $285 $286 $287 $288 $289 $290 $290 $228 

7 TC   $314 $315 $316 $318 $319 $319 $320 $321 $252 

10 TC   $309 $310 $311 $313 $314 $314 $315 $316 $248 

11 TC   $354 $356 $357 $358 $359 $360 $361 $362 $284 

12 TC   $238 $239 $240 $241 $241 $242 $243 $243 $191 

13 TC   $257 $258 $259 $260 $261 $262 $263 $263 $206 

14 TC   $266 $267 $268 $269 $270 $271 $271 $272 $213 

15 TC   $280 $282 $283 $284 $285 $285 $286 $287 $225 

16 TC   $295 $297 $298 $299 $300 $301 $302 $302 $237 

17 TC   $301 $302 $304 $305 $306 $306 $307 $308 $242 

18 TC   $320 $322 $323 $324 $325 $326 $327 $328 $257 

19 TC   $321 $323 $324 $325 $326 $327 $328 $329 $258 

20 TC   $355 $357 $359 $360 $361 $362 $363 $364 $286 

21 TC   $368 $370 $371 $373 $374 $375 $376 $377 $296 

23 TC   $414 $416 $418 $419 $421 $422 $423 $424 $333 

24 TC   $453 $455 $457 $459 $460 $462 $463 $464 $364 

26 TC   $317 $318 $320 $321 $322 $323 $324 $324 $255 

27 TC   $396 $398 $399 $401 $402 $403 $404 $405 $318 

28 TC   $425 $427 $429 $431 $432 $433 $434 $435 $342 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
 

Table 2.147  Costs for 20 Percent Mass Reduction for Vehicle Types using the Car Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2772 30 $114 $110 $107 $104 $102 $100 $98 $96 $94 

2 DMC 2988 30 $123 $119 $115 $112 $110 $107 $105 $103 $102 

3 DMC 3266 30 $134 $130 $126 $123 $120 $117 $115 $113 $111 

4 DMC 3323 30 $136 $132 $128 $125 $122 $119 $117 $115 $113 

5 DMC 3506 30 $144 $139 $135 $132 $129 $126 $124 $121 $119 

6 DMC 3554 30 $146 $141 $137 $134 $130 $128 $125 $123 $121 

7 DMC 3928 30 $161 $156 $151 $148 $144 $141 $138 $136 $134 

10 DMC 3867 30 $159 $153 $149 $145 $142 $139 $136 $134 $132 
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11 DMC 4433 30 $182 $176 $171 $167 $163 $159 $156 $153 $151 

12 DMC 2976 30 $122 $118 $115 $112 $109 $107 $105 $103 $101 

13 DMC 3220 30 $132 $128 $124 $121 $118 $116 $113 $111 $110 

14 DMC 3328 30 $136 $132 $128 $125 $122 $120 $117 $115 $113 

15 DMC 3510 30 $144 $139 $135 $132 $129 $126 $124 $121 $119 

16 DMC 3699 30 $152 $147 $143 $139 $136 $133 $130 $128 $126 

17 DMC 3768 30 $154 $150 $145 $142 $138 $135 $133 $130 $128 

18 DMC 4011 30 $164 $159 $155 $151 $147 $144 $141 $139 $136 

19 DMC 4022 30 $165 $160 $155 $151 $148 $145 $142 $139 $137 

20 DMC 4453 30 $183 $177 $172 $167 $163 $160 $157 $154 $151 

21 DMC 4610 30 $189 $183 $178 $173 $169 $166 $162 $160 $157 

23 DMC 5188 30 $213 $206 $200 $195 $190 $186 $183 $180 $177 

24 DMC 5678 30 $233 $225 $219 $213 $208 $204 $200 $196 $193 

26 DMC 3970 30 $163 $158 $153 $149 $146 $143 $140 $137 $135 

27 DMC 4957 30 $203 $197 $191 $186 $182 $178 $175 $172 $169 

28 DMC 5328 30 $218 $211 $205 $200 $196 $191 $188 $184 $181 

1 IC Low2 2024 $453 $453 $453 $453 $453 $453 $453 $453 $365 

2 IC Low2 2024 $488 $488 $488 $488 $488 $488 $488 $488 $394 

3 IC Low2 2024 $534 $534 $534 $534 $534 $534 $534 $534 $431 

4 IC Low2 2024 $543 $543 $543 $543 $543 $543 $543 $543 $438 

5 IC Low2 2024 $573 $573 $573 $573 $573 $573 $573 $573 $462 

6 IC Low2 2024 $581 $581 $581 $581 $581 $581 $581 $581 $468 

7 IC Low2 2024 $642 $642 $642 $642 $642 $642 $642 $642 $518 

10 IC Low2 2024 $632 $632 $632 $632 $632 $632 $632 $632 $510 

11 IC Low2 2024 $724 $724 $724 $724 $724 $724 $724 $724 $584 

12 IC Low2 2024 $486 $486 $486 $486 $486 $486 $486 $486 $392 

13 IC Low2 2024 $526 $526 $526 $526 $526 $526 $526 $526 $424 

14 IC Low2 2024 $544 $544 $544 $544 $544 $544 $544 $544 $439 

15 IC Low2 2024 $574 $574 $574 $574 $574 $574 $574 $574 $463 

16 IC Low2 2024 $604 $604 $604 $604 $604 $604 $604 $604 $488 

17 IC Low2 2024 $616 $616 $616 $616 $616 $616 $616 $616 $497 

18 IC Low2 2024 $656 $656 $656 $656 $656 $656 $656 $656 $529 

19 IC Low2 2024 $657 $657 $657 $657 $657 $657 $657 $657 $530 

20 IC Low2 2024 $728 $728 $728 $728 $728 $728 $728 $728 $587 

21 IC Low2 2024 $753 $753 $753 $753 $753 $753 $753 $753 $608 

23 IC Low2 2024 $848 $848 $848 $848 $848 $848 $848 $848 $684 

24 IC Low2 2024 $928 $928 $928 $928 $928 $928 $928 $928 $748 

26 IC Low2 2024 $649 $649 $649 $649 $649 $649 $649 $649 $523 

27 IC Low2 2024 $810 $810 $810 $810 $810 $810 $810 $810 $653 

28 IC Low2 2024 $871 $871 $871 $871 $871 $871 $871 $871 $702 

1 TC   $567 $563 $560 $557 $555 $553 $551 $549 $460 

2 TC   $611 $607 $603 $601 $598 $596 $594 $592 $496 

3 TC   $668 $663 $660 $657 $654 $651 $649 $647 $542 

4 TC   $679 $675 $671 $668 $665 $662 $660 $658 $551 

5 TC   $717 $712 $708 $705 $702 $699 $696 $694 $581 

6 TC   $726 $722 $718 $714 $711 $708 $706 $704 $589 

7 TC   $803 $798 $793 $790 $786 $783 $780 $778 $651 

10 TC   $790 $785 $781 $777 $774 $771 $768 $766 $641 

11 TC   $906 $900 $895 $891 $887 $884 $881 $878 $735 

12 TC   $608 $604 $601 $598 $596 $593 $591 $589 $494 

13 TC   $658 $654 $650 $647 $644 $642 $640 $638 $534 

14 TC   $680 $676 $672 $669 $666 $663 $661 $659 $552 

15 TC   $718 $713 $709 $705 $702 $700 $697 $695 $582 

16 TC   $756 $751 $747 $743 $740 $737 $735 $732 $613 

17 TC   $770 $765 $761 $757 $754 $751 $748 $746 $625 

18 TC   $820 $815 $810 $806 $803 $800 $797 $794 $665 

19 TC   $822 $817 $812 $808 $805 $802 $799 $796 $667 

20 TC   $910 $904 $899 $895 $891 $888 $885 $882 $738 

21 TC   $942 $936 $931 $927 $923 $919 $916 $913 $764 

23 TC   $1,061 $1,054 $1,048 $1,043 $1,038 $1,034 $1,031 $1,027 $860 

24 TC   $1,161 $1,153 $1,147 $1,141 $1,136 $1,132 $1,128 $1,124 $942 

26 TC   $811 $806 $802 $798 $794 $791 $789 $786 $658 

27 TC   $1,013 $1,007 $1,001 $996 $992 $988 $985 $982 $822 
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28 TC   $1,089 $1,082 $1,076 $1,071 $1,066 $1,062 $1,058 $1,055 $884 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
 

Table 2.148  Costs for 5 Percent Mass Reduction for Vehicle Types using the Truck Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4016 30 -$216 -$209 -$203 -$198 -$193 -$189 -$185 -$182 -$179 

9 DMC 4976 30 -$267 -$259 -$251 -$245 -$239 -$234 -$230 -$226 -$222 

22 DMC 4214 30 -$226 -$219 -$213 -$208 -$203 -$198 -$195 -$191 -$188 

25 DMC 5106 30 -$274 -$266 -$258 -$251 -$246 -$240 -$236 -$232 -$228 

29 DMC 4883 30 -$262 -$254 -$247 -$240 -$235 -$230 -$225 -$221 -$218 

8 IC Low2 2024 $62 $62 $62 $62 $62 $62 $62 $62 $50 

9 IC Low2 2024 $77 $77 $77 $77 $77 $77 $77 $77 $62 

22 IC Low2 2024 $65 $65 $65 $65 $65 $65 $65 $65 $53 

25 IC Low2 2024 $79 $79 $79 $79 $79 $79 $79 $79 $64 

29 IC Low2 2024 $75 $75 $75 $75 $75 $75 $75 $75 $61 

8 TC   -$154 -$147 -$141 -$136 -$131 -$127 -$123 -$120 -$129 

9 TC   -$191 -$182 -$175 -$168 -$163 -$157 -$153 -$149 -$160 

22 TC   -$161 -$154 -$148 -$142 -$138 -$133 -$130 -$126 -$135 

25 TC   -$196 -$187 -$179 -$173 -$167 -$162 -$157 -$153 -$164 

29 TC   -$187 -$179 -$171 -$165 -$160 -$155 -$150 -$146 -$157 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
 

Table 2.149  Costs for 10 Percent Mass Reduction for Vehicle Types using the Truck Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4016 30 $63 $61 $59 $58 $56 $55 $54 $53 $52 

9 DMC 4976 30 $78 $76 $73 $72 $70 $68 $67 $66 $65 

22 DMC 4214 30 $66 $64 $62 $61 $59 $58 $57 $56 $55 

25 DMC 5106 30 $80 $78 $75 $73 $72 $70 $69 $68 $66 

29 DMC 4883 30 $77 $74 $72 $70 $69 $67 $66 $65 $64 

8 IC Low2 2024 $248 $248 $248 $248 $248 $248 $248 $248 $201 

9 IC Low2 2024 $307 $307 $307 $307 $307 $307 $307 $307 $249 

22 IC Low2 2024 $260 $260 $260 $260 $260 $260 $260 $260 $211 

25 IC Low2 2024 $315 $315 $315 $315 $315 $315 $315 $315 $256 

29 IC Low2 2024 $302 $302 $302 $302 $302 $302 $302 $302 $245 

8 TC   $311 $309 $307 $306 $304 $303 $302 $301 $253 

9 TC   $385 $383 $381 $379 $377 $376 $374 $373 $314 

22 TC   $326 $324 $322 $321 $319 $318 $317 $316 $266 

25 TC   $395 $393 $391 $389 $387 $385 $384 $383 $322 

29 TC   $378 $376 $374 $372 $370 $369 $367 $366 $308 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

Table 2.150  Costs for 15 Percent Mass Reduction for Vehicle Types using the Truck Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4016 30 $528 $511 $497 $484 $473 $463 $454 $446 $438 
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9 DMC 4976 30 $655 $634 $616 $600 $586 $574 $563 $552 $543 

22 DMC 4214 30 $555 $537 $521 $508 $496 $486 $477 $468 $460 

25 DMC 5106 30 $672 $650 $632 $616 $601 $589 $577 $567 $557 

29 DMC 4883 30 $643 $622 $604 $589 $575 $563 $552 $542 $533 

8 IC Low2 2024 $558 $558 $558 $558 $558 $558 $558 $558 $453 

9 IC Low2 2024 $691 $691 $691 $691 $691 $691 $691 $691 $561 

22 IC Low2 2024 $586 $586 $586 $586 $586 $586 $586 $586 $475 

25 IC Low2 2024 $709 $709 $709 $709 $709 $709 $709 $709 $576 

29 IC Low2 2024 $678 $678 $678 $678 $678 $678 $678 $678 $550 

8 TC   $1,086 $1,069 $1,055 $1,042 $1,031 $1,021 $1,012 $1,004 $891 

9 TC   $1,346 $1,325 $1,307 $1,291 $1,277 $1,265 $1,254 $1,244 $1,104 

22 TC   $1,140 $1,122 $1,107 $1,094 $1,082 $1,072 $1,062 $1,054 $935 

25 TC   $1,381 $1,360 $1,341 $1,325 $1,311 $1,298 $1,287 $1,276 $1,133 

29 TC   $1,321 $1,300 $1,283 $1,267 $1,254 $1,241 $1,231 $1,221 $1,083 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

Table 2.151  Costs for 20 Percent Mass Reduction for Vehicle Types using the Truck Cost Curve (2015$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4016 30 $1,115 $1,079 $1,049 $1,022 $998 $977 $958 $941 $925 

9 DMC 4976 30 $1,382 $1,337 $1,299 $1,266 $1,237 $1,211 $1,187 $1,166 $1,146 

22 DMC 4214 30 $1,170 $1,133 $1,100 $1,072 $1,048 $1,026 $1,006 $988 $971 

25 DMC 5106 30 $1,418 $1,372 $1,333 $1,299 $1,269 $1,242 $1,218 $1,196 $1,176 

29 DMC 4883 30 $1,356 $1,312 $1,275 $1,242 $1,214 $1,188 $1,165 $1,144 $1,125 

8 IC Low2 2024 $992 $992 $992 $992 $992 $992 $992 $992 $805 

9 IC Low2 2024 $1,229 $1,229 $1,229 $1,229 $1,229 $1,229 $1,229 $1,229 $997 

22 IC Low2 2024 $1,041 $1,041 $1,041 $1,041 $1,041 $1,041 $1,041 $1,041 $844 

25 IC Low2 2024 $1,261 $1,261 $1,261 $1,261 $1,261 $1,261 $1,261 $1,261 $1,023 

29 IC Low2 2024 $1,206 $1,206 $1,206 $1,206 $1,206 $1,206 $1,206 $1,206 $978 

8 TC   $2,107 $2,071 $2,041 $2,014 $1,990 $1,969 $1,950 $1,933 $1,730 

9 TC   $2,611 $2,566 $2,528 $2,495 $2,466 $2,440 $2,416 $2,395 $2,143 

22 TC   $2,211 $2,174 $2,141 $2,113 $2,089 $2,066 $2,047 $2,028 $1,815 

25 TC   $2,679 $2,633 $2,594 $2,560 $2,530 $2,504 $2,480 $2,458 $2,200 

29 TC   $2,562 $2,518 $2,481 $2,449 $2,420 $2,394 $2,371 $2,350 $2,103 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost.  
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2.3.4.7 Other Vehicle Technologies 

2.3.4.7.1 Electrified Power Steering: Data and Assumptions for this Assessment 

For the 2017-2025 final rule and Draft TAR, EPA estimated a 1 to 2 percent effectiveness for 
electrified power steering in light duty vehicles, based on the 2015 NAS report, Sierra Research 
Report and confidential OEM data.  The 2010 Ricardo study also confirmed this estimate. EPA 
have reviewed these effectiveness estimates and found them to be accurate, thus they have been 
retained for this Proposed Determination. There were no public comments received with 
supporting data that would provide basis for a change to the cost or effectiveness estimates for 
this technology, nor has EPA found additional information that supports such a change since the 
Draft TAR. 

Costs associated with electric power steering are equivalent to those used in the Draft TAR, 
updated to 2015 dollars. The electric power steering costs incremental to hydraulic power 
steering are shown below. 

Table 2.152  Costs for Electric Power Steering (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $99 24 $94 $92 $91 $89 $88 $87 $85 $84 $83 

IC Low2 2018 $24 $24 $19 $19 $19 $19 $19 $19 $19 

TC   $118 $116 $110 $108 $107 $106 $104 $103 $102 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.7.2 Improved Accessories: Data and Assumptions for this Assessment 

There were no public comments received with supporting data that would provide basis for a 
change to the cost or effectiveness estimates for this technology, nor has EPA found additional 
information that supports such a change since the Draft TAR.  

In MYs 2017-2025 final rule and the Draft TAR, EPA used an effectiveness value in the 
range of 1 to 2 percent.  

As in the Draft TAR, for this Proposed Determination assessment, EPA considered two levels 
of improved accessories. Level 1 of this technology (IACC1) incorporates a high efficiency 
alternator (70 percent efficiency).  The second level of improved accessories (IACC2) adds the 
higher efficiency alternator and incorporates a mild regenerative alternator strategy, as well as 
intelligent cooling.  EPA used effectiveness values in the 1.2 to 1.8 percent range, varying with 
vehicle subclass.  

Costs associated with improved accessories are equivalent to those used in the Draft TAR, 
updated to 2015 dollars. The improved accessory costs (levels 1 and 2) are shown below. Cost is 
higher for improved accessories level 2 due to the inclusion of a higher efficiency alternator and 
a mild level of regeneration, hence the $40 to $50 higher cost.  Both improved accessory costs 
are incremental to the baseline. 

Table 2.153  Costs for Improved Accessories Level 1 (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $80 24 $77 $75 $74 $73 $71 $70 $69 $69 $68 

IC Low2 2018 $19 $19 $15 $15 $15 $15 $15 $15 $15 
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TC   $96 $95 $89 $88 $87 $86 $85 $84 $83 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 2.154  Costs for Improved Accessories Level 2 (dollar values in 2015$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $130 24 $124 $122 $119 $117 $116 $114 $112 $111 $109 

IC Low2 2018 $31 $31 $25 $25 $25 $25 $25 $25 $25 

TC   $155 $153 $144 $142 $140 $139 $137 $136 $134 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.7.3 Secondary Axle Disconnect: Data and Assumptions for this Assessment 

The 2017-2025 final rule estimated an effectiveness improvement of 1.0 to 1.5 percent for 
axle disconnect, which was refined to 1.2 to 1.4 percent based on the 2011 Ricardo report.  

EPA has reviewed the cost and effectiveness figures used in the Draft TAR. There were no 
public comments received with supporting data that would provide basis for a change to the cost 
or effectiveness estimates for this technology, nor has EPA found additional information that 
supports such a change since the Draft TAR. EPA is retaining the Draft TAR figures for the 
Proposed Determination analysis. The cost associated with secondary axle disconnect is 
equivalent to that used in the Draft TAR, updated to 2015 dollars. The costs are shown below.  

Table 2.155  Costs for Secondary Axle Disconnect (dollar values in 2015$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $88 24 $84 $83 $81 $80 $78 $77 $76 $75 $74 

IC Low2 2018 $21 $21 $17 $17 $17 $17 $17 $17 $17 

TC   $105 $104 $98 $97 $95 $94 $93 $92 $91 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.7.4 Low Drag Brakes: Data and Assumptions for this Assessment 

The 2017-2025 final rule and Draft TAR estimated the effectiveness of low drag brakes to be 
to 0.8 percent.  EPA continues to use this estimate for this Proposed Determination analysis 
based on the 2011 Ricardo study and the 2015 NAS report. 

In comments on the Draft TAR, Toyota commented on several aspects of EPA's low-drag 
brake assessment.  With respect to the Draft TAR analysis, Toyota commented on the 
conclusions regarding the Direct Manufacturing Costs (DMC) and stated that in order to 
"calculate such a detailed cost, it must be fixed with a special brake system of that of a specific 
supplier."  

EPA notes that the DMC for this technology is not meant to represent a single supplier's cost, 
but rather an aggregate cost representing all of the changes that can be made to the brake system 
to reduce drag, including caliper seal and return rate and rotor and lining changes. For this 
Proposed Determination, the conclusions regarding DMC for low-drag brakes have been carried 
over from the 2012 FRM and from the Draft TAR.   
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Toyota also commented on EPA's summary of available zero drag brake systems. In response 
to these comments, updates have been made to the description of this technology in Chapter 
2.2.8.4. Zero-drag brakes are not, however, part of this Proposed Determination analysis. 

The cost associated with low drag brakes for the present analysis is equivalent to that used in 
the Draft TAR, updated to 2015 dollars. The costs are shown below.  

Table 2.156  Costs for Low Drag Brakes (dollar values in 2015$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $64 1 $64 $64 $64 $64 $64 $64 $64 $64 $64 

IC Low2 2018 $15 $15 $12 $12 $12 $12 $12 $12 $12 

TC   $79 $79 $76 $76 $76 $76 $76 $76 $76 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

2.3.4.8 Air Conditioning: Data and Assumptions for this Assessment 

Air conditioning (A/C) system technologies include improved hoses, connectors and seals for 
leakage control. They also include improved compressors, expansion valves, heat exchangers 
and the control of these components for the purposes of improving tailpipe CO2 emissions and 
fuel economy as a result of A/C use.  

The Draft TAR generated extensive public comment relating to the A/C credit program, credit 
application procedures, the AC17 test procedure, testing requirements, and similar topics. Since 
these comments were concerned with off-cycle credit opportunities and details of the compliance 
process, and not with cost or effectiveness inputs to the Proposed Determination analysis, they 
are addressed in Chapter 2.2.9 (Air Conditioning Efficiency and Leakage Credits).  

For this Proposed Determination analysis, EPA is continuing to use the cost and effectiveness 
estimates that were used in the Draft TAR analysis, updated to 2015 dollars. For more 
information on these estimates, see Section 5.1 of the 2012 TSD.  

Table 2.157  Costs for A/C Controls (dollar values in 2015$) 

Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 

TC $94 $120 $138 $145 $158 $155 $148 $146 $143 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

2.3.4.9 Additional Off-cycle Credits and Costs 

In past analyses, EPA has included technology costs and additional off-cycle credits for active 
aerodynamics (Aero2) and stop-start. While the off-cycle credits of these technologies were 
never considered when determining the feasibility of the standards, as air conditioning credits 
were, they have been considered to be relatively cost effective and expected to be widely used to 
comply. As a result, past analyses have shown considerable penetration of these technologies in 
our control case OMEGA runs. 

Beyond off-cycle credits provided for active aero and stop-start, there are other technologies 
for which EPA provides off-cycle credits. Those technologies are included in what EPA calls the 
“off-cycle menu” and were codified in the 2012 FRM which specifies the level of credit 
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available to those technologies without further demonstration. The off-cycle menu is shown in 
Table 2.158 and the program is described in more detail, along with a discussion of credits 
generated by manufacturers in MY2015, in TSD Chapter 2.2.10. 

Table 2.158  Off-Cycle "Menu" Technologies and Credits for Cars & Light Trucks 

Technology gCO2/mi Credit for Cars gCO2/mi Credit for Trucks 

High efficiency exterior lights 1.0 1.0 

Waster heat recovery 0.7 0.7 

Solar panels for battery charging 3.3 3.3 

Solar panels for active cabin ventilation & battery charging 2.5 2.5 

Active aerodynamic improvements (Aero2) 0.6 1.0 

Stop-start with heater circulation system 2.5 4.4 

Stop-start without heater circulation system 1.5 2.9 

Active transmission warm-up 1.5 3.2 

Active engine warm-up 1.5 3.2 

Solar/thermal control up to 3.0 up to 4.3 

 

Until now, we have not included the use of these menu off-cycle technologies in our OMEGA 
modeling since we did not have estimates of their costs. In comments on the Draft TAR, several 
auto industry commenters suggested that they plan to expand their use of off-cycle credits, 
including the menu technologies, in the coming years. These commenters even suggested that 
EPA remove the current 10 gram/mile cap on use of menu technologies, which seems an 
indication that manufacturers appear to be planning to maximize their use of these technologies 
throughout their fleets.  In EPA’s latest GHG Manufacturer Performance Report for MY2015, 
auto manufacturers used a fleet-wide average 3.0 gCO2/mi of off-cycle menu credits.  This 
makes clear that these credits are important to manufacturers and are, apparently, cost effective 
approaches to controlling GHGs. 

For this Proposed Determination analysis, we are incorporating as technology options into 
OMEGA the use of additional off-cycle credit opportunities. Given that these credits are an 
available compliance option, EPA considers it reasonable to assess their potential use in 
considering the appropriateness (including feasibility and cost) of the 2022-2025MY standards. 
The approach being used in this Proposed Determination is not to focus on particular off-cycle 
technologies or their costs and credits, but rather to estimate the additional costs and credits 
based on the costs estimated by OMEGA. Specifically, we used the "single OEM" or “Perfect 
Trading” OMEGA run presented in the Draft TAR as a sensitivity (see Draft TAR Chapter 
12.1.2). That run estimates the impacts of perfect trading amongst OEMs since the fleet is run as 
a single OEM. This is a "best case" or least-cost scenario. Using the results of that run, for the 
Control case in 2025, the costs associated with achieving the reference case targets of roughly 
237 gCO2/mi were $442, and the costs of the control case targets of roughly 199 gCO2/mi were 
$1,307 (see Table 2.159). Note that both of these costs and the CO2 values noted are OMEGA-
core values and, as such, make no consideration of A/C credits, which is what we want for this 
exercise. Using the results of this “perfect trading” run further, we were able to generate the cost 
per gCO2/mi value of $34 and applied a 30 percent premium resulting in a $45 (2013$) cost for 
each gram of CO2 reduced.  This cost was applied to an “off-cycle technology level 1” credit of 
1.5 gCO2/mi. For an off-cycle level 2 credit of 3 g/mi, we applied a 60 percent premium to the 
$34 value to arrive at a $55/gCO2/mi value (2013$) as shown in Table 2.160. 
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Table 2.159  Cost per gCO2/mi within the Indicated Ranges for the Perfect Trading Sensitivity Run Presented 
in the Draft TAR (2013$) 

Target CO2 Delta CO2 $/vehicle Delta Cost $/gCO2/mi 

237.2  $442   

230.0 7.15 $550 $108 $15 

220.0 9.98 $726 $176 $18 

210.0 9.98 $972 $246 $25 

200.1 9.97 $1,277 $305 $31 

199.2 0.9 $1,307 $31 $34 

 

Table 2.1602  Basis for Off-cycle Credit Values and Costs used in OMEGA 

Off-cycle “Technology” Valued at 
(in 2013$) 

Credit Value DMC 
(in 

2015$) 

OC1 $45/gCO2/mi 1.5 gCO2/mi $69 

OC2 $55/gCO2/mi 3.0 gCO2/mi $170 

 

We have applied learning curve 29 to these costs and a low complexity markup to arrive at the 
costs shown in Table 2.161. 

Table 2.161  Costs for Off-Cycle Technologies Level 1 & 2 (dollar values in 2015$) 

Tech Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

OC1 DMC $69 29 $69 $68 $66 $65 $64 $63 $62 $61 $60 

OC2 DMC $170 29 $170 $166 $162 $159 $156 $154 $151 $149 $147 

OC1 IC Low2 2024 $17 $17 $17 $17 $17 $17 $17 $17 $13 

OC2 IC Low2 2024 $41 $41 $41 $41 $41 $41 $41 $41 $33 

OC1 TC   $86 $85 $83 $82 $81 $80 $79 $78 $73 

OC2 TC   $211 $207 $203 $200 $197 $195 $192 $190 $180 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

2.3.4.10 Cost Tables for Individual Technologies Not Presented Above 

Costs associated with SCR-equipped diesel vehicles are equivalent to those used in the Draft 
TAR, updated to 2015 dollars. The costs incremental to the baseline engine configuration for our 
different vehicle classes are shown below. These costs are used to characterize technology costs 
in the baseline fleet; EPA does not build OMEGA packages using this technology and instead 
uses the advanced diesel technology presented below. 

Table 2.162  Costs for SCR-equipped Diesel Technology for Different Vehicle Classes (dollar values in 2015$) 
Curb Weight 

Class 
Cost 
type 

DMC: base 
cost 
IC: 

complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC $2,531 23 $2,291 $2,255 $2,222 $2,191 $2,162 $2,135 $2,110 $2,086 $2,064 
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2 DMC $2,531 23 $2,291 $2,255 $2,222 $2,191 $2,162 $2,135 $2,110 $2,086 $2,064 

3 DMC $3,112 23 $2,817 $2,773 $2,732 $2,694 $2,659 $2,626 $2,595 $2,565 $2,537 

4 DMC $3,112 23 $2,817 $2,773 $2,732 $2,694 $2,659 $2,626 $2,595 $2,565 $2,537 

5 DMC $3,112 23 $2,817 $2,773 $2,732 $2,694 $2,659 $2,626 $2,595 $2,565 $2,537 

6 DMC $3,568 23 $3,231 $3,180 $3,133 $3,090 $3,049 $3,011 $2,975 $2,941 $2,909 

1 IC Med2 2018 $969 $968 $724 $723 $722 $721 $720 $719 $719 

2 IC Med2 2018 $969 $968 $724 $723 $722 $721 $720 $719 $719 

3 IC Med2 2018 $1,192 $1,190 $890 $888 $887 $886 $885 $884 $884 

4 IC Med2 2018 $1,192 $1,190 $890 $888 $887 $886 $885 $884 $884 

5 IC Med2 2018 $1,192 $1,190 $890 $888 $887 $886 $885 $884 $884 

6 IC Med2 2018 $1,367 $1,364 $1,020 $1,019 $1,018 $1,016 $1,015 $1,014 $1,013 

1 TC   $3,261 $3,223 $2,946 $2,914 $2,884 $2,856 $2,830 $2,805 $2,782 

2 TC   $3,261 $3,223 $2,946 $2,914 $2,884 $2,856 $2,830 $2,805 $2,782 

3 TC   $4,009 $3,963 $3,622 $3,583 $3,546 $3,512 $3,480 $3,450 $3,421 

4 TC   $4,009 $3,963 $3,622 $3,583 $3,546 $3,512 $3,480 $3,450 $3,421 

5 TC   $4,009 $3,963 $3,622 $3,583 $3,546 $3,512 $3,480 $3,450 $3,421 

6 TC   $4,597 $4,544 $4,153 $4,108 $4,066 $4,027 $3,990 $3,956 $3,923 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with advanced diesel vehicles (i.e., Tier 3 compliant) are equivalent to those 
used in the Draft TAR, updated to 2015 dollars. The costs incremental to the baseline engine 
configuration for our different vehicle classes are shown below. These costs are used when 
building OMEGA diesel packages. 

Table 2.163  Costs for Advanced Diesel Technology for Different Vehicle Classes (dollar values in 2015$) 
Curb Weight 

Class 
Cost 
type 

DMC: base 
cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC $2,581 23 $2,337 $2,300 $2,266 $2,235 $2,205 $2,178 $2,152 $2,127 $2,104 

2 DMC $2,581 23 $2,337 $2,300 $2,266 $2,235 $2,205 $2,178 $2,152 $2,127 $2,104 

3 DMC $3,162 23 $2,863 $2,818 $2,776 $2,738 $2,702 $2,668 $2,636 $2,606 $2,578 

4 DMC $3,162 23 $2,863 $2,818 $2,776 $2,738 $2,702 $2,668 $2,636 $2,606 $2,578 

5 DMC $3,162 23 $2,863 $2,818 $2,776 $2,738 $2,702 $2,668 $2,636 $2,606 $2,578 

6 DMC $3,618 23 $3,276 $3,225 $3,177 $3,133 $3,092 $3,053 $3,017 $2,983 $2,950 

1 IC Med2 2018 $988 $987 $738 $737 $736 $735 $734 $734 $733 

2 IC Med2 2018 $988 $987 $738 $737 $736 $735 $734 $734 $733 

3 IC Med2 2018 $1,211 $1,209 $904 $903 $902 $901 $900 $899 $898 

4 IC Med2 2018 $1,211 $1,209 $904 $903 $902 $901 $900 $899 $898 

5 IC Med2 2018 $1,211 $1,209 $904 $903 $902 $901 $900 $899 $898 

6 IC Med2 2018 $1,386 $1,384 $1,034 $1,033 $1,032 $1,031 $1,029 $1,028 $1,027 

1 TC   $3,325 $3,287 $3,004 $2,971 $2,941 $2,913 $2,886 $2,861 $2,837 

2 TC   $3,325 $3,287 $3,004 $2,971 $2,941 $2,913 $2,886 $2,861 $2,837 

3 TC   $4,074 $4,027 $3,680 $3,640 $3,603 $3,568 $3,536 $3,505 $3,476 

4 TC   $4,074 $4,027 $3,680 $3,640 $3,603 $3,568 $3,536 $3,505 $3,476 

5 TC   $4,074 $4,027 $3,680 $3,640 $3,603 $3,568 $3,536 $3,505 $3,476 

6 TC   $4,662 $4,608 $4,211 $4,166 $4,123 $4,084 $4,046 $4,011 $3,978 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 
Costs associated with powersplit HEVs are equivalent to those used in the Draft TAR, 

updated to 2015 dollars. The costs incremental to the baseline configuration for our different 
vehicle classes are shown below. These costs are used to characterize technology costs in the 
baseline fleet; EPA does not build OMEGA packages using this technology and instead uses the 
strong HEV technology presented earlier. 
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Table 2.164  Costs for Powersplit HEV Technology for Different Vehicle Classes (dollar values in 2015$) 
Tech Cost 

type 
DMC: base 

cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC $3,224 24 $3,083 $3,023 $2,969 $2,919 $2,873 $2,831 $2,792 $2,755 $2,720 

2 DMC $3,588 24 $3,431 $3,365 $3,304 $3,249 $3,198 $3,151 $3,107 $3,066 $3,028 

3 DMC $3,882 24 $3,712 $3,640 $3,575 $3,515 $3,460 $3,409 $3,361 $3,317 $3,276 

4 DMC $4,710 24 $4,504 $4,417 $4,337 $4,265 $4,198 $4,136 $4,078 $4,025 $3,974 

5 DMC $5,792 24 $5,539 $5,431 $5,333 $5,244 $5,162 $5,085 $5,015 $4,949 $4,887 

6 DMC $5,792 24 $5,539 $5,431 $5,333 $5,244 $5,162 $5,085 $5,015 $4,949 $4,887 

1 IC High1 2018 $1,808 $1,804 $1,105 $1,104 $1,102 $1,101 $1,100 $1,099 $1,098 

2 IC High1 2018 $2,012 $2,008 $1,230 $1,229 $1,227 $1,225 $1,224 $1,223 $1,222 

3 IC High1 2018 $2,177 $2,172 $1,331 $1,329 $1,327 $1,326 $1,324 $1,323 $1,321 

4 IC High1 2018 $2,641 $2,636 $1,615 $1,613 $1,610 $1,609 $1,607 $1,605 $1,603 

5 IC High1 2018 $3,248 $3,241 $1,986 $1,983 $1,980 $1,978 $1,976 $1,974 $1,972 

6 IC High1 2018 $3,248 $3,241 $1,986 $1,983 $1,980 $1,978 $1,976 $1,974 $1,972 

1 TC   $4,891 $4,827 $4,074 $4,023 $3,976 $3,932 $3,891 $3,854 $3,818 

2 TC   $5,444 $5,373 $4,535 $4,477 $4,425 $4,376 $4,331 $4,289 $4,249 

3 TC   $5,889 $5,812 $4,906 $4,844 $4,787 $4,734 $4,685 $4,640 $4,597 

4 TC   $7,145 $7,052 $5,952 $5,877 $5,808 $5,744 $5,685 $5,630 $5,578 

5 TC   $8,786 $8,672 $7,319 $7,227 $7,142 $7,063 $6,990 $6,922 $6,859 

6 TC   $8,786 $8,672 $7,319 $7,227 $7,142 $7,063 $6,990 $6,922 $6,859 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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3.1 The On-Road Fuel Economy “Gap” 

3.1.1 The "Gap" Between Compliance and Real World Fuel Economy 

Real world tailpipe CO2 emissions are higher, and real world fuel economy levels are lower, 
than the corresponding values from EPA standards compliance tests.  This is because laboratory 
testing cannot reflect all of the factors that can affect real world operation, and, in particular, the 
city and highway tests used for compliance do not encompass the broad range of driver behavior 
and climatic conditions experienced by typical U.S. drivers.A  In the rulemakings that established 
the National Program standards through MY2025, EPA and NHTSA applied a 20 percent fleet-
wide fuel economy “gap,” i.e., that average, fleet-wide real world fuel economy would be 20 
percent lower than EPA compliance test values.B  This 20 percent value was based on data from 
MY2004-2006.1  For example, a vehicle with a fuel economy compliance test value of 30 mpg 
would be projected to have a real world fuel economy of 30 multiplied by 0.8 (equivalent to a 20 
percent reduction) or 24 mpg.  The inverse of 0.8 is 1.25, and a vehicle with a CO2 emissions 
compliance test value of 300 grams/mile would be projected to have a real world CO2 emissions 
value of 300 multiplied by 1.25 or 375 grams/mile. 

As discussed in the Draft TAR, more recent data suggest that the gap between the 2-cycle 
compliance tests and the 5-cycle methodology values may have increased very slightly in the last 
decade.  For example, the use of final MY2014 and final MY2015 data suggest that the fuel 
economy gap between 2-cycle data and 5-cycle data may now be approximately 21 percent.2  
EPA believes that further analysis is needed before incorporating such small changes into 
calculations of the overall gap. In addition, some analysis suggests that the gap between 2-cycle 
compliance tests and real world fuel economy may be increasing in recent years, but the 
evidence is not conclusive.3  One factor which has clearly changed and can be quantified is 
ethanol content in gasoline.  When the 20 percent fuel economy gap was first projected in 2005-
2006, ethanol accounted for a small fraction of the gasoline pool. Consistent with our analysis in 
the Draft TAR, for the Proposed Determination, EPA adjusts for projected differences in the 
energy content due to increased ethanol penetration of retail gasoline relative to test fuel for 
MY2022 and beyond.  Ethanol contains about 35 percent less energy than gasoline, on a 
volumetric basis, and EPA projects that average in-use gasoline will contain about 3.5 percent 
less energy in 2025 than it did in the 2005-2006 timeframe.  Using the “base” 20 percent fuel 
economy gap between 2-cycle and 5-cycle data and the projected impact of the ethanol increase 
in 2025 yields an effective gap of 23 percent (or a fuel economy factor of 0.77), and this is the 

                                                 
A EPA has recognized that the “2-cycle” city and highway tests are not representative of real world fuel economy 

performance for over 30 years. From MY1985 through MY2007, EPA based new vehicle window labels on the 
fuel economy compliance test values adjusted downward by 10% for the city test and by 22% for the highway 
test. Beginning in MY2008, EPA has based vehicle labels on a 5-cycle methodology that includes three additional 
tests (reflecting high speed/high acceleration, hot temperature/air conditioning, and cold temperature operation) as 
well as a 9.5% downward fuel economy adjustment for other factors not reflected in the 5-cycle protocol. 

B Note that this is an average fleet-wide value, in reality the true fuel economy gap is data driven and will be lower 
for some vehicles and higher for other vehicles. In general, all things being equal, today’s data suggests that the 
gap is generally smaller for lower-fuel economy vehicles and greater for higher-fuel economy vehicles. 
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overall fuel economy gap that we use in this Proposed Determination analysis, which is 
consistent with that used in the Draft TAR. Multiplying 2-cycle fuel economy by 0.77 yields 
projected real world fuel economy.C 

The fuel economy gap is data driven, so any 2025 projection involves uncertainty.  EPA 
expects that, all other things being equal, as average fuel economy increases over time, the gap 
would likely increase as well.  On the other hand, it is also possible that powertrain designs will 
be designed to be more robust in the future, which would impact the gap in the opposite 
direction.   

3.1.2 Real World Fuel Economy and CO2 Projections 

Except when noted, CO2 emissions and fuel economy values cited in this analysis represent 
standards compliance values.  As discussed above, real world tailpipe CO2 emissions are higher, 
and real world fuel economy levels are lower, than the corresponding values from the EPA 
standards compliance tests. 

This has led to widespread public confusion as there are two sets of fuel economy “books,” 
one for fuel economy standards compliance (mandated by statute for cars) and one for the 
vehicle label estimates that EPA provides to consumers to estimate real world fuel economy.  
The projected real world fuel economy values shown below are the most meaningful fuel 
economy values for citizens and reporters as they provide a good comparison with label values, 
EPA Fuel Economy Trends report values, vehicle dashboard display values, and fuel economy 
calculations performed by some drivers, and also correspond to real world fuel consumption and 
CO2 emissions. 

Table 3.1 through Table 3.3 show EPA’s best projections of the real world CO2 emissions and 
fuel economy values associated with the projected CO2 standards compliance emissions levels 
presented throughout this report, as well as how "the numbers add up," for cars, trucks, and the 
combined car/truck fleet, respectively.  These values use as a starting point the projected 
industry-wide CO2 2-cycle targets.  The first step is to “back out” the impact of the direct air 
conditioner refrigerant credits, since reducing leakage and/or substituting lower-GHG 
refrigerants will not increase real world fuel economy.  Backing out these credits requires adding 
the value of the air conditioner refrigerant credits to the target values, as doing so increases the 
CO2 value and decreases the projected real world fuel economy level.  The sum of the 2-cycle 
target and the “backed out” air conditioner refrigerant credits is the “fuel economy-relevant 
adjusted 2-cycle CO2 emissions value,” shown as the effective CO2 value in the tables which can 
also be expressed as an effective mpg by dividing it into 8887 (which represents the number of 
grams of CO2 that results from the combustion of a gallon of test gasoline).  The second step is 
to multiply the adjusted 2-cycle, or effective mpg value by 0.77, the fuel economy “gap” factor 
discussed above.  This step converts from the adjusted 2-cycle mpg to a real world, on-road mpg 
value.  On-road tailpipe CO2 emissions are projected by dividing the real world mpg value into 
8488 (which represents the number of grams of CO2 that results from the combustion of a gallon 

                                                 
C The corresponding CO2 "gap" is 1.24, i.e., multiplying 2-cycle tailpipe CO2 by 1.24 yields projected real world 

CO2 emissions. This 1.24 factor is actually less than the 1.25 factor used in the past because of the lower carbon 
content of ethanol. 
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of retail gasoline).  Subtracting back the A/C leakage credit value provides an on-road CO2 
equivalent (CO2 e) value as shown. 

Table 3.1  EPA Projections for Fleet-wide CO2 Standards Compliance and On-road Performance for Cars 
 2-Cycle Adjustments to 2-Cycle to 

Reflect Real World Impacts 
On-road 

 
MY CO2 

Target 
(g/mi) 

CO2 
Target 

As 
MPG 

A/C 
Leakage 
Credit 
(g/mi) 

A/C 
Efficiency 

Credit 
(g/mi) 

Off-
cycle 
Credit 
(g/mi) 

Tailpipe 
CO2 

(g/mi) 

MPG A/C 
Efficiency 

& Off-
cycle 

Credits 
(g/mi) 

Effective 
CO2 

(g/mi) 

Effective 
 MPG 

Gap On-
road 
MPG 

On-road 
Tailpipe 

CO2 
(g/mi) 

On-
road 
CO2e 
(g/mi) 

2021 171 51.9 13.8 5.0 0.8 191 46.6 5.8 185 48.1 .773 37.1 229 215 
2022 165 53.9 13.8 5.0 1.0 185 48.1 6.0 179 49.8 .773 38.4 221 207 
2023 159 56.0 13.8 5.0 1.2 179 49.7 6.2 172 51.5 .773 39.8 213 200 
2024 153 58.1 13.8 5.0 1.5 173 51.3 6.5 167 53.3 .773 41.2 206 192 
2025 147 60.3 13.8 5.0 1.7 168 53.0 6.7 161 55.2 .773 42.6 199 186 

Note: The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. The on-
road CO2 e column subtracts from the on-road tailpipe CO2 values the A/C leakage value to yield a value that 
reflects overall real world CO2 e emissions performance. 
 

Table 3.2  EPA Projections for Fleet-wide CO2 Standards Compliance and On-road Performance for Trucks 
 2-Cycle Adjustments to 2-Cycle to 

Reflect Real World Impacts 
On-road 

 
MY CO2 

Target 
(g/mi) 

CO2 
Target 

As 
MPG 

A/C 
Leakage 
Credit 
(g/mi) 

A/C 
Efficiency 

Credit 
(g/mi) 

Off-
cycle 
Credit 
(g/mi) 

Tailpipe 
CO2 

(g/mi) 

MPG A/C 
Efficiency 

& Off-
cycle 

Credits 
(g/mi) 

Effective 
 CO2 

(g/mi) 

Effective 
 MPG 

Gap On-
road 
MPG 

On-road 
Tailpipe 

CO2 
(g/mi) 

On-
road 
CO2e 
(g/mi) 

2021 238 37.4 17.2 7.2 1.9 264 33.7 9.1 255 34.9 .773 26.9 315 298 
2022 228 39.0 17.2 7.2 2.4 255 34.9 9.6 245 36.2 .773 28.0 304 286 
2023 219 40.6 17.2 7.2 2.8 246 36.1 10.0 236 37.7 .773 29.1 292 275 
2024 210 42.3 17.2 7.2 3.3 238 37.4 10.5 227 39.1 .773 30.2 281 264 
2025 202 44.0 17.2 7.2 3.8 230 38.6 11.0 219 40.6 .773 31.3 271 254 

Note: The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. The on-
road CO2 e column subtracts from the on-road tailpipe CO2 values the A/C leakage value to yield a value that 
reflects overall real world CO2 e emissions performance. 
 

Table 3.3  EPA Projections for Fleet-wide CO2 Standards Compliance and On-road Performance for the 
Fleet 

 2-Cycle Adjustments to 2-Cycle to 
Reflect Real World Impacts 

On-road 
 

MY CO2 
Target 
(g/mi) 

CO2 
Target 

As 
MPG 

A/C 
Leakage 
Credit 
(g/mi) 

A/C 
Efficiency 

Credit 
(g/mi) 

Off-
cycle 
Credit 
(g/mi) 

Tailpipe 
CO2 

(g/mi) 

MPG A/C 
Efficiency 

& Off-
cycle 

Credits 
(g/mi) 

Effective 
 CO2 

(g/mi) 

Effective 
 MPG 

Gap On-
road 
MPG 

On-road 
Tailpipe 

CO2 
(g/mi) 

On-
road 
CO2e 
(g/mi) 

2021 204 43.6 15.5 6.1 1.3 227 39.2 7.4 219 40.5 .773 31.3 272 256 
2022 196 45.4 15.5 6.1 1.7 219 40.6 7.7 211 42.1 .773 32.5 261 246 
2023 187 47.4 15.4 6.1 2.0 211 42.1 8.0 203 43.8 .773 33.8 251 236 
2024 180 49.4 15.4 6.0 2.3 204 43.6 8.4 195 45.5 .773 35.1 242 226 
2025 173 51.4 15.4 6.0 2.7 197 45.1 8.7 188 47.2 .773 36.4 233 218 
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Note: The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. The on-
road CO2 e column subtracts from the on-road tailpipe CO2 values the A/C leakage value to yield a value that 
reflects overall real world CO2 e emissions performance. 
 

EPA projects the industry-wide real world fuel economy associated with the MY2025 GHG 
standards to be about 36 mpg.  This value provides a good comparison with average label and 
Fuel Economy Trends values. 

3.2 Fuel Prices and the Value of Fuel Savings 

Fuel prices and the projection of fuel prices remain critical in the analysis of GHG and fuel 
economy standards.  EPA has continued to use the methodology described in Chapter 10 of the 
Draft TAR, with some updates to the inputs used for this Proposed Determination.  EPA 
continues to rely on the fuel price projections from the U.S. Energy Information 
Administration’s (EIA) Annual Energy Outlook (AEO) for this analysis, updated to the AEO 
2016 Reference Case (the Draft TAR analysis was based on AEO 2015).  The Reference case 
projection is a business-as-usual trend estimate, given known technology and technological and 
demographic trends.  EIA has published annual projections of energy prices and consumption 
levels for the U.S. economy since 1982 in its Annual Energy Outlook reports.  These projections 
have been widely relied upon by federal agencies for use in regulatory analysis and for other 
purposes.  Since 1994, EIA’s annual forecasts have been based upon the agency’s National 
Energy Modeling System (NEMS), which includes detailed representation of supply pathways, 
sources of demand, and their interaction to determine prices for different forms of energy.  In 
addition to the AEO 2016 Reference Case as the central case, EPA has also included the AEO 
2016 low and high fuel price cases as sensitivities.  A comparison of these cases is presented 
below in Table 3.4. 

Table 3.4  Gasoline Prices for Selected Years in Various AEO 2016 Cases (2015$) 

  2025 2030 2040 

AEO 2016 Reference Case  $       2.97   $       3.19   $       3.81  

AEO 2016 "Low" Case  $       1.97   $       2.04   $       2.53  

AEO 2016 "High" Case  $       4.94   $       5.17   $       5.61  

 

The retail fuel price forecasts presented in AEO 2016 span the period from 2015 through 
2040.  Measured in constant 2015 dollars, the AEO 2016 Reference Case projections of retail 
gasoline prices during calendar year 2025 is $2.97 per gallon, rising gradually to $3.81 by the 
year 2040 (these values include federal and state taxes).  However, valuing fuel savings over the 
full lifetimes of passenger cars and light trucks affected by the standards for MYs 2022-25 
requires fuel price forecasts that extend through nearly 2060, the last year during which a 
significant number of MY2025 vehicles will remain in service.  Due to the difficulty in 
accurately projecting fuel prices over this long time span (as AEO projections span only through 
2040), EPA has assumed constant fuel prices after the year 2040 for this Proposed 
Determination.  
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Figure 3.1 shows the three AEO 2016 fuel price cases used for this Proposed Determination, 
as compared to the AEO 2015 cases that had been used in the Draft TAR. 

 
Figure 3.1  Comparing AEO 2016 Retail Fuel Price Projections to AEO2015 Projections 

 
The value of fuel savings resulting from improved fuel economy and reduced GHG emissions 

to buyers of light-duty vehicles is determined by the retail price of fuel, which includes federal, 
state, and any local taxes imposed on fuel sales.  Total taxes on gasoline, including federal, state, 
and local levies, averaged $0.41 per gallon during 2015.  Because fuel taxes represent transfers 
of resources from fuel buyers to government agencies, rather than real resources that are 
consumed in the process of supplying or using fuel, their value must be deducted from retail fuel 
prices to determine the value of fuel savings resulting from more stringent GHG standards to the 
U.S. economy.  When calculating the value of fuel saved by an individual driver, however, these 
taxes are included as part of the value of realized fuel savings.  Over the entire period spanned by 
EPA's analysis, this difference causes each gallon of fuel saved to be valued by about $0.39 (in 
constant 2015 dollars) more from the perspective of an individual vehicle buyer than from the 
overall perspective of the U.S. economy.  

3.3 Vehicle Mileage Accumulation and Survival Rates 

EPA’s analyses of benefits from GHG standards for passenger cars and light trucks, including 
GHG reductions, oil reductions, and fuel savings, begin by estimating the resulting changes in 
fuel use over the entire lifetimes of affected cars and light trucks.  The change in total fuel 
consumption by vehicles produced during each of these model years is calculated as the 
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difference in their total lifetime fuel use over the entire lifetimes of these vehicles as compared to 
a reference case. 

EPA’s approach for this analysis remains largely the same as that found in the Draft TAR, 
Chapter 10.  Since the Draft TAR, EPA has updated a few key inputs related to vehicle lifetime 
survival rates and total vehicle miles traveled (VMT), as described in Table 3.5 and Table 3.6 
below.  These updates were made in order to align this analysis with inputs developed in 
conjunction with updates to the EPA MOVES 2014a model4 since the official release of that 
model, which now has integrated new activity and population data sources from R.L. Polk, the 
U.S. Department of Transportation/Federal Highway Administration (FHWA), and the EIA 
Annual Energy Outlook 2016.5  Continuing consistency with EIA, FHWA and MOVES remains 
a priority for these modeling inputs.  Additionally, the MOVES model is also already used as 
part of other EPA rulemaking analyses, allowing this analysis to take advantage of updates from 
those efforts.  These updates show a slight increase (approximately 1.8 percent) in overall 
vehicle VMT, especially in the early years of a vehicle's lifetime. Methodologies for the 
derivation of fuel savings and related benefits (including future year projections, VMT growth 
factor, and fuel cost per mile) from these inputs remain identical to those used in the Draft TAR 
(which are consistent with the 2012 FRM). 
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Table 3.5  Vehicle Survival Rates (from MOVES 2014a) 

VEHICLE AGE ESTIMATED SURVIVAL FRACTION (CARS) ESTIMATED SURVIVAL FRACTION (LIGHT TRUCKS) 

0 1.000 1.000 

1 0.997 0.991 

2 0.994 0.982 

3 0.991 0.973 

4 0.984 0.960 

5 0.974 0.941 

6 0.961 0.919 

7 0.942 0.891 

8 0.920 0.859 

9 0.893 0.823 

10 0.862 0.784 

11 0.826 0.741 

12 0.788 0.697 

13 0.718 0.651 

14 0.613 0.605 

15 0.510 0.553 

16 0.415 0.502 

17 0.332 0.453 

18 0.261 0.407 

19 0.203 0.364 

20 0.157 0.324 

21 0.120 0.288 

22 0.092 0.255 

23 0.070 0.225 

24 0.053 0.198 

25 0.040 0.174 

26 0.030 0.153 

27 0.023 0.133 

28 0.013 0.117 

29 0.010 0.102 

30 0.007 0.089 

31 0.002 0.027 
Note: This table remains consistent with the values found in the Draft TAR. 
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Table 3.6  2015 Mileage Schedule (from MOVES 2014a) 

VEHICLE AGE ESTIMATED VMT CARS ESTIMATED VMT LIGHT TRUCKS 
0             14,102                 16,040  

1             13,834                 15,745  

2             13,545                 15,408  

3             13,236                 15,081  

4             12,910                 14,676  

5             12,568                 14,163  

6             12,213                 13,723  

7             11,848                 13,253  

8             11,473                 12,778  

9             11,092                 12,272  

10             10,706                 11,781  

11             10,319                 11,290  

12              9,931                 10,808  

13              9,546                 10,326  

14              9,165                   9,854  

15              8,791                   9,396  

16              8,425                   8,962  

17              8,070                   8,543  

18              7,728                   8,159  

19              7,401                   7,810  

20              7,092                   7,496  

21              6,804                   7,222  

22              6,536                   6,991  

23              6,292                   6,809  

24              6,075                   6,679  

25              5,886                   6,602  

26              5,728                   6,588  

27              5,602                   6,588  

28              5,512                   6,588  

29              5,458                   6,588  

30              5,458                   6,588  

TOTAL 283,347 314,805 

 

3.4 Fuel Economy Rebound Effect   

3.4.1 Accounting for the Fuel Economy Rebound Effect 

The rebound effect generally refers to the additional energy consumption that may arise from 
the introduction of a more efficient, lower cost energy service which offsets, to some degree, the 
energy savings benefits of that efficiency improvement.6,7,8  In the context of light-duty vehicles 
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(LDVs), rebound effects might occur when an increase in vehicle fuel efficiency encourages 
people to drive more as a result of the lower cost per mile of driving.  Because this additional 
driving consumes fuel and generates emissions, the magnitude of the rebound effect is one 
determinant of the actual fuel savings and emission reductions that will result from adopting 
stricter fuel economy or GHG emissions standards.   

The rebound effect for personal vehicles can in theory be estimated directly from the change 
in vehicle use, in terms of vehicle miles traveled (VMT), which results from a change in vehicle 
fuel efficiency.D  In practice, any attempt to quantify this "VMT rebound effect" (sometimes also 
labeled the "direct rebound effect,” or "direct VMT rebound effect") is complicated by the 
difficulty in identifying an applicable data source from which the response to a significant 
improvement in fuel efficiency can be estimated.  Analysts instead often estimate the VMT 
rebound indirectly as the change in vehicle use that results from a change in fuel cost per mile 
driven or a change in fuel price.  When a fuel cost-per mile approach is used, it does not 
distinguish the relative contributions of changes in fuel efficiency and changes in fuel price to 
the rebound effect, since both factors are determinants of fuel cost-per mile.E  

When expressed as positive percentages, the elasticities of vehicle use with respect to fuel 
efficiency or per-mile fuel costs (or fuel prices) give the percentage increase in vehicle use that 
results from a doubling of fuel efficiency (e.g., 100 percent increase), or a halving of fuel 
consumption or fuel price.  For example, a 10 percent rebound effect means that a 20 percent 
reduction in fuel consumption or fuel price (and the corresponding reduction in fuel cost per 
mile) is expected to result in a two percent increase in vehicle use.   

While we focus on the VMT rebound effect in our analysis of this program, there are at least 
two other types of rebound effects discussed in the transportation policy and economics 
literature.  In addition to the direct VMT rebound effect, there is the “indirect” rebound effect, 
which typically refers to the purchase of other goods or services that consume energy with the 
costs savings from energy efficiency improvements.  The last type of rebound effect is labeled 
the “economy-wide” rebound effect.  This effect refers to the increased demand for energy 
throughout the whole economy in response to the reduced market price of energy that happens as 
a result of energy efficiency improvements.  

Research on indirect and economy-wide rebound effects is scant. Given the limited literature 
and potential methodological shortcoming of the studies on LDV indirect and economy-wide 
rebound effects, the rebound effect discussed in this section refers solely to the effect of 
increased fuel efficiency on vehicle use.  The terms "VMT rebound effect," "direct VMT 
rebound effect," and "rebound effect" can be used interchangeably, and they need to be 
distinguished from other rebound effects that could potentially impact the fuel savings and 
emissions reductions from EPA's LDV standards such as the “indirect rebound effect.”  To 
restate, the rebound effect discussed in this section refers solely to the effect of increased fuel 
efficiency on vehicle use. 

                                                 
D Vehicle fuel efficiency is more often measured in terms of fuel consumption (gallons per mile) rather than fuel 

economy (miles per gallon) in rebound estimates. 
E Fuel cost-per mile is equal to the price of fuel in dollars per gallon divided by fuel economy in miles per gallon (or 

multiplied by fuel consumption in gallons per mile), so this figure declines when a vehicle’s fuel efficiency 
increases. 
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3.4.2 Summary of Historical Literature on the LDV Rebound Effect 

This section provides a brief summary of historical literature on the LDV rebound effect. It is 
important to note that a majority of the studies previously conducted on the rebound effect rely 
on data from the 1950–1990s.  While these older studies provide valuable information on the 
potential magnitude of the rebound effect, studies that include more recent information (e.g., data 
within the last decade) may provide more reliable estimates of how the MY2022-2025 standards 
will affect future driving behavior.  Recent studies on LDV rebound effects that have become 
available since the 2012 LDV final rule and also reviewed for the Draft TAR are summarized in 
Section 3.4.3 below. The one additional study on the direct rebound effect, added to this review 
since the Draft TAR, is by Wang and Chen (2014). 

Estimates based on aggregate U.S. vehicle travel data published by the U.S. Department of 
Transportation, Federal Highway Administration, covering the period from roughly 1950 to 
1990, have found long-run rebound effects on the order of 10–30 percent.  Some of these studies 
are summarized in the following two tables, Tables 3.7 and 3.8. The agency added in more recent 
studies by Small and Van Dender (2007a) and Hymel, Small and Van Dender (2010) into Table 
3.8. In addition, Table 3.9 below provides estimates of the rebound effect using U.S. household 
survey data. The agency added in more recent studies by Bento (2009) and Wadud et al. (2009) 
into Table 3.9.  

Table 3.7  Estimates of the Rebound Effect Using U.S. Aggregate Time-Series Data on Vehicle Travel  

Author (year) Short-Run Long-Run Time Period 

Mayo & Mathis (1988) 22% 26% 1958-84 

Gately (1992) 9% 9% 1966-88 
Greene (1992) Linear 5-19% 

Log-linear 13% 
Linear 5-19% 

Log-linear 13% 
1957-89 

Jones (1992) 13% 30% 1957-89 
Schimek (1996) 5-7% 21-29% 1950-94 

Source: Sorrell and Dimitropolous (2007) table 4.6.9 
 

Table 3.8  Estimates of the Rebound Effect Using U.S. State-Level Data 

Author (year) Short-Run Long-Run Time Period 
Haughton & Sarkar (1996) 9-16% 22% 1973-1992 

Small and Van Dender 
(2005 and 2007a) 

4.5% 
2.2% 

22.2% 
10.7% 

1966-2001  
1997-2001  

Hymel, Small and Van 
Dender (2010) 

4.7% 
4.8% 

24.1% 
15.9% 

1966-2004 
1984-2004 

Source: Sorrell and Dimitropolous (2007) table 4.7 and Small and Van Dender (2007a) and (2010) 
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Table 3.9  Estimates of the Rebound Effect Using U.S. Household Survey Data 

Author 
(year) 

Estimate of Rebound Effect Time Period 

Goldberg (1996) 0% CES 1984-90 
Greene, Kahn, and 

Gibson (1999a) 
23% EIA RTECS 

1979-1994 
Pickrell & Schimek 

(1999) 
4-34% NPTS 1995  

Single year 
Puller & Greening 

(1999) 
49% CES 1980-90 

Single year, cross-sectional 
West (2004) 87% CES 1997 

Single year 
Bento (2009) 34% NHTS 

2001 
Wadud et al. (2009) 1-25% CES 1984-2003 

Source: Sorrell and Dimitropolous (2007) and Bento (2009) and Wadud et al. (2009)  
 

While studies using national (Table 3.7) and state level (Table 3.8) data have found a 
relatively consistent range of long-run estimates of the rebound effect, household surveys display 
more variability (Table 3.9).  One explanation for the variability in the household survey 
estimates is that these studies consistently find that the magnitude of the rebound effect differs 
according to the number of vehicles a household owns, and the average number of vehicles 
owned per household differs among the surveys used to derive these estimates.  Still another 
possibility is that it is difficult to distinguish the impact of fuel cost-per mile on vehicle use from 
that of other, unobserved factors.  For example, commuting distance might influence both the 
choice of the vehicle as well as VMT.  Residential density may also influence both fuel cost-per 
mile and VMT, since households in urban areas are likely to simultaneously face both higher fuel 
prices and shorter travel distances.  Also, given that household data tends to be collected on an 
annual basis, there may not be enough variability in the fuel price data to estimate the magnitude 
of the rebound effect.10  

It is important to note that some of these studies actually quantify the price elasticity of 
gasoline demand (e.g., Puller & Greening (1999)11) or the elasticity of VMT with respect to the 
price of gasoline (e.g., Pickrell & Schimek (1999)12), rather than the elasticity of VMT with 
respect to fuel efficiency or the fuel cost per mile of driving.  These latter measures more closely 
match the definition of the fuel economy rebound effect.  In fact, most studies cited above do not 
estimate the direct measure of the fuel economy rebound effect (i.e., the increase in VMT 
attributable to an increase in fuel efficiency). 

Another important distinction among studies of the rebound effect is whether they assume that 
the effect is constant, or varies over time in response to the absolute levels of fuel costs, personal 
income, or household vehicle ownership.  Most studies using aggregate annual data for the U.S. 
assume a constant rebound effect, although some of these studies test whether the effect can vary 
as changes in retail fuel prices or average fuel efficiency alter fuel cost per mile driven.  Many 
studies using household survey data estimate significantly different rebound effects for 
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households owning varying numbers of vehicles, with most finding that the rebound effect is 
larger among households that own more vehicles.F   

Some of the more recent studies (Small and Van Dender (2007), Hymel, Small, and Van 
Dender ((2010), (2012)), using both state-level and national data, conclude that the rebound 
effect varies directly in response to changes in personal income, as well as fuel costs.  These 
more recent studies published between 2007 and 2012 indicate that the rebound effect has 
decreased over time as incomes have risen and, until recently, fuel costs as a share of total 
monetary travel costs have generally decreased.G  One theoretical argument for why the rebound 
effect should vary over time is that the responsiveness to the fuel cost of driving will be larger 
when it is a larger proportion of the total cost of driving.  For example, as incomes rise, the 
responsiveness to the fuel cost per mile of driving will decrease if people view the time cost of 
driving – which is likely to be related to their income levels – as a larger component of the total 
cost. 

Small and Van Dender (2007)13 combined time series data for each of the 50 states and the 
District of Columbia to estimate the rebound effect, allowing the magnitude of the rebound to 
vary over time.  For the time period from 1966–2001, their study found a long-run rebound effect 
of 22.2 percent, which is consistent with previously published studies.  But for the five year 
period (1997–2001) estimated in their study, the long-run rebound effect decreased to 10.7 
percent.  Furthermore, when the authors updated their estimates with data through 2004, the 
long-run rebound effect for the most recent five year period (2000–2004) dropped to six 
percent.14   

Hymel, Small and Van Dender (2010)15 extended the Small and Van Dender model by adding 
congestion as an endogenous variable.  Although controlling for congestion increased their 
estimates of the rebound effect, Hymel, Small and Van Dender also found that the rebound effect 
was declining over time.  For the time period from 1966–2004, they estimated a long-run 
rebound effect of 24 percent, while for 2004 they estimated a long-run rebound effect of 13 
percent. 

Research conducted by David Greene (2012)16 under contract with EPA further appears to 
support the theory that the magnitude of the rebound effect "is by now on the order of 10 

                                                 
F Five of the household survey studies evaluated in Table 3.9 found that the rebound effect varies in relation to the 

number of household vehicles.  Of those five studies, three found that the rebound effect rises with higher vehicle 
ownership, and two found that it declines.  The three studies with rebound estimates that increase with higher 
household vehicle ownership are: Greene, D., and Hu, P., “The Influence of the Price of Gasoline on Vehicle Use 
in Multi-vehicle Households,” Transportation Research Record (1984), pp. 19-24; Hensher, D., Milthorpe, F. and 
Smith, N., “The Demand for Vehicle Use in the Urban Household Sector: Theory and Empirical Evidence,” 
Journal of Transport Economics and Policy, 24:2 (1990), pp. 119-137; and Walls, M., Krupnick A., and Hood, H., 
“Estimating the Demand for Vehicle-Miles Traveled Using Household Survey Data: Results from the 1990 
Nationwide Personal Transportation Survey,” Discussion Paper ENR 93-25, Energy and Natural Resources 
Division, Resources for the Future, Washington, D.C., 1993. 

G While real gasoline prices have varied over time, fuel costs (which reflect both fuel prices and fuel efficiency) as a 
share of total vehicle operating costs declined substantially from the mid-1970s until the mid-2000s when the 
share increased modestly (see Greene (2012)). With the recent decline in world petroleum prices, total vehicle 
operating costs have declined recently as well.  
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percent."H  Like Small and Van Dender, Greene finds that the VMT rebound effect could decline 
modestly over time as household income rises and travel costs increase.  Over the entire time 
period analyzed (1966–2007), Greene found that fuel prices had a statistically significant impact 
on VMT, while fuel efficiency did not, which is similar to Small and Van Dender’s prior finding.  
From this perspective, if the impact of fuel efficiency on VMT is not statistically significant, the 
VMT rebound effect could be zero.  When Small and Van Dender tested whether the elasticity of 
vehicle travel with respect to the price of fuel was equal to the elasticity with respect to the rate 
of fuel consumption (gallons-per mile), they found that the data could not reject this hypothesis.  
Therefore, Small and Van Dender estimated the rebound effect as the elasticity of travel with 
respect to fuel cost-per mile.   

In contrast, Greene’s research rejected the hypothesis of equal elasticities for gasoline prices 
and fuel efficiency.  In spite of this result, Greene also tested Small and Van Dender’s 
formulation which allows the elasticity of fuel cost-per mile to decrease with increasing per 
capita income.  The results of estimation using national time series data confirmed the results 
obtained by Small and Van Dender using a time series of state level data.  When using Greene’s 
preferred functional form, the projected rebound effect is approximately 12 percent in 2008, and 
drops to 10 percent in 2020 and to nine percent in 2030. 

Of the studies listed in Table 3.9, the studies that are most recent are by Bento et al.17 and 
Wadud et al.18  Bento et al. combined demographic characteristics of more than 20,000 U.S. 
households, the manufacturer and model of each vehicle they owned, and their annual usage of 
each vehicle from the 2001 National Household Travel Survey with detailed data on fuel 
economy and other attributes for each vehicle model obtained from commercial publications.  
The authors aggregated vehicle models into 350 categories representing combinations of 
manufacturer, vehicle type, and age, and use the resulting data to estimate the parameters of a 
complex model of households’ joint choices of the number and types of vehicles to own, and 
their annual use of each vehicle.  

 Bento et al. estimate the effect of vehicles’ operating cost-per mile, including fuel costs – 
which depend in part on each vehicle’s fuel economy – as well as maintenance and insurance 
expenses, on households’ annual use of each vehicle they own.  Combining the authors’ 
estimates of the elasticity of vehicle use with respect to per mile operating costs with the reported 
fraction of total operating costs accounted for by fuel (slightly less than one-half) yields 
estimates of the rebound effect.  The resulting values vary by household composition, vehicle 
size and type, and vehicle age, ranging from 21 to 38 percent, with a composite estimate of 34 
percent for all households, vehicle models, and ages.  The smallest values apply to new luxury 
cars, while the largest estimates are for light trucks and households with children, but the implied 
rebound effects differ little by vehicle age.  

Wadud et al. combine data on U.S. households’ demographic characteristics and expenditures 
on gasoline over the period 1984–2003 from the Consumer Expenditure Survey with data on 
gasoline prices and an estimate of the average fuel economy of vehicles owned by individual 
households (constructed from a variety of sources).  They employ these data to explore variation 
in the sensitivity of individual households’ gasoline consumption to differences in income, 

                                                 
H p. 15, Greene, D., Rebound 2007: Analysis of U.S. light-duty vehicle travel statistics. Energy Policy (2010), 

doi:10.1016/j.enpol.2010.03.083. 
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gasoline prices, the number of vehicles owned by each household, and their average fuel 
economy.  Using an estimation procedure intended to account for correlation among unmeasured 
characteristics of households and among estimation errors for successive years, the authors 
explore variation in the response of fuel consumption to fuel economy and other variables among 
households in different income categories, and between those residing in urban and rural areas.  

Dividing U.S. households into five equally-sized income categories, Wadud et al. estimate 
rebound effects ranging from 1–25 percent, with the smallest estimates (8 percent and 1 percent) 
for the two lowest income categories, and significantly larger estimates for the middle (18 
percent) and two highest income groups (18 and 25 percent).  In a separate analysis, the authors 
estimate rebound effects of seven percent for households of all income levels residing in U.S. 
urban areas, and 21 percent for rural households.   

Since there has been little variation in fuel economy in the data over time, isolating the impact 
of fuel economy on VMT can be difficult using econometric analysis of historical data.  
Therefore, studies that estimate the rebound effect using time series data often examine the 
impact of gasoline prices on VMT, or the combined impact of both gasoline prices and fuel 
economy on VMT, as discussed above.  However, these studies may overstate the potential 
impact of the rebound effect resulting from this rule, if people are more responsive to changes in 
fuel price than the variable directly of interest, fuel economy. 

There is some evidence in the literature that consumers are more responsive to an increase in 
prices than to a decrease in prices.  At the aggregate level, Dargay and Gately (1997) and 
Sentenac-Chemin (2012)19 have provide some evidence that demand for transportation fuel is 
asymmetric.  In other words, given the same size change in prices, the response to a decrease in 
gasoline price is smaller than the response to an increase in gasoline price.  Gately (1993)20 has 
shown that the response to an increase in oil prices can be on the order of five times larger than 
the response to a price decrease.  Furthermore, Dargay and Gately and Sentenac-Chemin also 
find evidence that consumers respond more to a large shock than a small, gradual change in fuel 
prices.  Since these standards would decrease the cost of driving gradually over time, it is 
possible that the rebound effect would be much smaller than some of the historical estimates 
included in the literature.  Greene also notes that the resultant data from such gradual changes 
could make discernment of such an effect difficult. 

3.4.3 Review of Recent Literature on LDV Rebound since the 2012 Final Rule 

Recent studies on LDV rebound effects that have become available since the 2012 LDV final 
rule and are consistent with those discussed in the Draft TAR are summarized in Section 3.4.3 
below. The one additional study on the direct rebound effect reviewed since the Draft TAR is by 
Wang and Chen (2014).  Only a limited amount of work has been conducted to examine the 
rebound effect of electric vehicles so most of the studies of light-duty vehicle rebound effects 
focus on a change in gasoline prices.  Below is a brief summary of the results of these recent 
studies.   

Using data on household characteristics and vehicle use from the 2009 Nationwide Household 
Transportation Survey (NHTS), Su (2012)21 analyzes the effects of locational and demographic 
factors on household vehicle use, and investigates how the magnitude of the rebound effect 
varies with vehicles’ annual use.  Using variation in the fuel economy and per-mile cost of and 
detailed controls for the demographic, economic, and locational characteristics of the households 
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that owned them (e.g., road and population density) and each vehicle’s main driver (as identified 
by survey respondents), the author employs specialized regression methods to capture the 
variation in the rebound effect across ten different categories of vehicle use.  

Su estimated that the overall rebound effect for all vehicles in the sample averaged 13 percent, 
and that its magnitude varied from 11–19 percent among the ten different categories of annual 
vehicle use.  The smallest rebound effects were estimated for vehicles at the two extremes of the 
distribution of annual use – those driven comparatively little, and those used most intensively –
while the largest estimated effects applied to vehicles that were driven slightly more than 
average.  Controlling for the possibility that high-mileage drivers respond to the increased 
importance of fuel costs by choosing vehicles that offer higher fuel economy narrowed the range 
of Su’s estimated rebound effects slightly (to 11–17 percent), but did not alter the finding that 
they are smallest for lightly- and heavily-driven vehicles and largest for those with slightly above 
average use.  

Linn (2013)22 also uses the 2009 NHTS to develop a linear regression approach to estimate 
the relationship between the VMT of vehicles belonging to each household and a variety of 
different factors: fuel costs, vehicle characteristics other than fuel economy (e.g., horsepower, 
the overall “quality” of the vehicle), and household characteristics (e.g., age, income).  Linn 
reports a fuel economy rebound effect with respect to VMT of between 20–40 percent.  

One interesting result of the study is that when the fuel efficiency of all vehicles increases, 
which would be the long-run effect of rising fuel efficiency standards, two factors have opposing 
effects on the VMT of a particular vehicle.  First, VMT increases when that vehicle’s fuel 
efficiency increases.  But the increase in the fuel efficiency of the household’s other vehicles 
causes the vehicle’s own VMT to decrease.  Since the effect of a vehicle’s own fuel efficiency is 
larger than the other vehicles’ fuel efficiency, VMT increases if the fuel efficiency of all vehicles 
increases proportionately.  Linn also finds that VMT responds much more strongly to vehicle 
fuel economy than to gasoline prices, which is at variance with the Hymel et al. and Greene 
results discussed above.  

Like Su and Linn, Liu et al. (2014)23 also employed the 2009 NHTS to develop an elaborate 
model of an individual household’s choices about how many vehicles to own, what types and 
ages of vehicles to purchase, and how much combined driving to do using all of them.  Their 
analysis used a complex mathematical formulation and statistical methods to represent and 
measure the interdependence among households’ choices of the number, types, and ages of 
vehicles to purchase, as well as how intensively to use them.  

Liu et al. employed their model to simulate variation in households’ total vehicle use to 
changes in their income levels, neighborhood characteristics, and the per-mile fuel cost of 
driving averaged over all vehicles each household owns.  The complexity of the relationships 
among the number of vehicles owned, their specific types and ages, fuel economy levels, and use 
incorporated in their model required them to measure these effects by introducing variation in 
income, neighborhood attributes, and fuel costs, and observing the response of households’ 
annual driving.  Their results imply a rebound effect of approximately 40 percent in response to 
significant (25–50 percent) variation in fuel costs, with almost exactly symmetrical responses to 
increases and declines.  
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Frondel and Vance (2013)24 use panel estimation methods and household diary travel data 
collected in Germany between 1997 and 2009 to identify an estimate of a private transport 
rebound value.  The study focuses on single-car households that did not change their car 
ownership over the maximum three years each household was surveyed.  Failing to reject the 
null hypothesis of a symmetric price response, they find a rebound effect for single-vehicle 
households of 46–70 percent (though we discuss further below the limitations in applying 
findings of studies from other countries to U.S. rebound).  

Gillingham (2014)25 analyzed variation in the use of more than five million new vehicles 
purchased in California during the years 2001–03 over the first several years of their lifetimes, 
focusing particularly on the response of buyers’ use of new vehicles to geographic and temporal 
variation in fuel prices.  His sample consists predominantly of personal vehicles (87 percent), but 
also includes some purchased by businesses, rental car companies, and government.  He 
estimates the effect of differences in the average of monthly fuel prices on their monthly average 
vehicle use over the time – at a county level, since being purchase – focusing his analysis on 
vehicles that have been purchased new and have been in service for six to seven years.  The 
author also explores how the effect of fuel prices on vehicle use varies with vehicle use, buyer 
type and household income.  

Gillingham relies exclusively on the effect of variation in fuel prices and does not involve 
vehicles’ fuel economy.  He reports an overall average effect of fuel prices on vehicle use that 
corresponds to a rebound effect of 22 percent, rising to 23 percent when he controls for the 
potential effect of gasoline demand on its retail price.  He finds little evidence of variation in the 
rebound effect among buyer types.  Based on the nature of his data and estimation procedure, he 
interprets his estimates as implying that vehicle use responds fully to changes in fuel prices after 
approximately two years.  

Gillingham’s results suggest that the vehicle-level responsiveness to fuel price increases with 
income.  Gillingham hypothesizes that the increase in the per-vehicle rebound effect with higher 
incomes may relate to wealthier households having more discretionary driving or switching 
between flying and driving.  Alternatively, wealthier households tend to own more vehicles and 
it is possible that within-household switching of vehicles to other more efficient vehicles in the 
household may account for the greater responsiveness at higher income levels.  

In contrast to Gillingham's results, Wang and Chen (2014)26 examine the variation of fuel 
price elasticity of VMT across income groups using a system of structural equations with VMT 
and fuel efficiency (i.e., miles per gallon) as endogenous variables from the 2009 National 
Household Travel Survey. They find that the rebound effect is only significant for the lowest 
income households (up to $25,000). Wang and Chen hypothesize that travel demand for these 
households are far from saturation, therefore getting more fuel efficient cars provides the 
opportunity to fulfil so called “latent demand.” 

Hymel and Small (2015)27 revisit the simultaneous equations methodology of Small and Van 
Dender (2007) and Hymel, Small and Van Dender (2010) to see whether their previous estimates 
of the VMT rebound effect have changed by adding in more recent data from the late 2000 time 
period (e.g., 2005–2009).  Consistent with previous results, the VMT rebound effect declines 
with increasing income and urbanization, and it increases with increasing fuel cost.  By far the 
most important of these sources of variation is income, whose effect is large enough to greatly 
reduce the projected rebound effect for time periods of interest to current policy decisions.  The 
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best estimate of the long-run light-duty vehicle rebound effect over the years 2000–2009 is 17.8 
percent, when evaluated at average values of income, fuel cost, and urbanization in the U.S. 
during that time period. 

The recent study by Hymel and Small also finds a strengthening of the VMT rebound effect 
for the years 2003–2009 compared to the results for time periods from their previous research, 
suggesting that some additional unaccounted for factors have increased the rebound effect.  
Three potential factors are hypothesized to have caused the upward shift in the VMT rebound 
effect in the 2003–2009 time period: (1) media coverage, (2) price volatility, and (3) asymmetric 
response to price changes.I  It should be noted that the while media coverage and volatility are 
important to understand the rebound effect based upon fuel prices, they may not be as relevant to 
the rebound effect due to fuel efficiency.  These results show strong evidence of asymmetry in 
responsiveness to price increases and decreases.  Results suggest that a rebound adjustment to 
fuel price rises takes place quickly; the rebound response elasticity is large in the year of, and the 
first year following, a price rise, then diminishes to a smaller value.  The rebound response to 
price decreases occurs more slowly.  

Hymel and Small find that there is an upward shift in the rebound effect of roughly 2.5 to 2.8 
percentage points starting in 2003.  Results suggest that the media coverage and volatility 
variables may explain about half of the upward shift in the LDV rebound effect in the 2003–2009 
time period.  Nevertheless, these influences are small enough in magnitude that they do not fully 
offset the downward trend in VMT response elasticities due to higher incomes and other factors.  
Hence, even assuming that the variables retain their 2003–2009 values into the indefinite future, 
they would not prevent a further diminishing of the magnitude of the rebound effect if incomes 
continue to grow at anything like historic rates. 

West et al. (2015)28 attempt to estimate the VMT rebound effect using household level data 
from Texas using a discontinuity in the eligibility requirements for the 2009 U.S. “Cash for 
Clunkers” program, which incentivized eligible households to purchase more fuel-efficient 
vehicles.  Households that owned “clunkers” with a fuel economy of 18 miles per gallon (MPG) 
or less were eligible for the subsidy, while households owning clunkers with an MPG of 19 or 
more were ineligible.  The empirical strategy of the paper is to compare the fuel economy of 
vehicle purchases and subsequent vehicle miles traveled of “barely eligible” households to those 
households who were “barely ineligible.”  

The paper finds a meaningful discontinuity in the fuel economy of new vehicles purchased by 
Cash for Clunker-eligible households relative to ineligible households.  Those authors report that 
the increases in fuel economy realized by households who scrapped low fuel economy vehicles 
in response to the substantial financial incentives offered under the federal “Cash for Clunkers” 
program were not accompanied by increased use of the higher-MPG replacement vehicles they 
purchased because of the vehicle’s other attributes.  Households chose to buy cheaper, smaller 
and lower-performing vehicles.  As a result, they did not drive any additional miles after the 

                                                 
I The media coverage variable is measured by constructing measures of media coverage based upon gas-price related 

articles appearing in the New York Times newspaper. Using the ProQuest historical database, they tally the 
annual number of article titles containing the words gasoline (or gas) and price (or cost). They then form a 
variable equal to the annual fraction of all New York Times articles that are gas-price-related. This fraction 
ranged from roughly 1/4000 during the 1960s to a high of 1/500 in 1974.   
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purchase of the fuel efficient vehicle.  They conclude there is no evidence of a rebound effect in 
response to improved fuel economy from the Cash for Clunkers program.  

It may be difficult to generalize the VMT response from the Cash for Clunkers program to a 
program for LDV GHG/fuel economy standards.  Throughout this and all previous analyses of 
the likely effects of federal regulations to require increased fuel economy and reduce vehicles’ 
GHG emissions, EPA and NHTSA have stressed that manufacturers can achieve the required 
improvements without compromising the performance, passenger-, cargo-carrying, and towing 
capacity, safety, or other attributes affecting the utility buyers and owners derive from the 
vehicles they choose to purchase.  The Cash for Clunkers program was a one-time program for a 
fixed fleet of existing vehicles with specific characteristics.  Their study may not provide useful 
implications about the likely response of vehicle use to required increases in fuel economy that 
are achieved through temporary incentive programs offered during recessions.  

More recently, De Borger et al. (2016)29 analyze the response of vehicle use to changes in 
fuel economy among a sample of nearly 350,000 Danish households owning a single vehicle, of 
which almost one-third replaced it with a different model sometime during the period from 2001 
to 2011.  By comparing the change in households’ driving from the early years of this period to 
its later years among those who replaced their vehicles during the intervening period to that 
among households who kept their original vehicles, the authors claim to isolate the effect of 
changes in fuel economy on vehicle use from those of other factors.  Their data allow them to 
control for the effects of important household characteristics and vehicle features other than fuel 
economy on vehicle use.  They use complex statistical methods to account for the fact that some 
households replacing their vehicles may have done so in anticipation of changes in their driving 
demands (rather than the reverse), as well as for the possibility that some households who 
replaced their cars may have done so because their driving behavior was more sensitive to fuel 
prices than other households.  

De Borger et al. measure the rebound effect from the change in households’ vehicle use in 
response to changes in fuel economy that are a consequence of their decisions to replace the 
vehicles they owned previously.  Thus they are able to directly estimate the fuel economy 
rebound effect itself, in contrast to other research that relies on indirect measures.  Their 
preferred estimates span a very narrow range – from 8–10 percent – and vary only minimally in 
response to different statistical estimation procedures.  They also vary little depending on 
whether the data sample is restricted to households that replaced their vehicles, in which case the 
rebound effect is identified exclusively by their responses to changes in fuel economy of varying 
magnitudes, or also includes households that did not replace their vehicles, and is thus identified 
partly by differences between their responses to varying fuel economy and changes in driving 
among households with vehicles whose fuel economy remained unchanged. Finally, De Borger 
et al. find no evidence that the rebound effect is smaller among lower-income households than 
among their higher-income counterparts.  We discuss further below the limitations in applying 
findings of studies from other countries to U.S. rebound. 

Gillingham et al. (2016)30 undertake a summary and review of the general rebound literature 
including, for example, rebound effects from LDVs as well as electricity used in stationary 
applications.  The literature suggests that differences in estimates of the rebound effect stem 
from its varying definitions, as well as variation in the quality of data and empirical 
methodologies used to estimate it.  Gillingham et al. seek to clarify the definition of each of the 
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channels of the rebound effect and critically assess the state of the literature that estimates its 
magnitude.    

Gillingham et al. note that most analyses assume a “zero cost breakthrough” (ZCB) – their 
term for an improvement in efficiency that results in energy savings and related energy or fuel 
cost savings, but does not have associated increased costs of technology or implementation. 
Thus, the authors argue, most analyses do not reflect the true costs of a “policy-induced 
improvement”, noting: "In most cases when there is an energy efficiency policy there are also 
changes in costs and attributes, the responses to which are difficult to disentangle empirically. To 
analyze such an energy efficiency policy, it is essential to know all of the pertinent consumer and 
market responses to the improved efficiency, changed attributes, and increased cost...most 
studies that aim to estimate the rebound effect have an exogenous increase in energy efficiency 
in mind; fewer are examining an actual energy efficiency policy."  Failing to account for the 
increased costs of equipment and/or implementation of a policy-induced improvement, 
Gillingham et al. caution may result in different estimates of the rebound effect compared to a 
ZCB improvement in efficiency.  

Gillingham et al. also provide a list of what they consider to be relevant rebound elasticities 
that can provide guidance to policymakers, with a focus on studies of overall demand or 
household-level demand.  According to the authors, the studies are selected both because they 
are more recent and use rigorous empirical methods such as panel data methods, experimental 
designs, and quasi-experimental approaches.  

Of the selected studies, four focus on VMT elasticities for light-duty vehicles in developed 
countries. For the Frondel and Vance study (cited above), which reported a short-run elasticity of 
VMT demand for Germany for the time period from 1997–2009, Gillingham et al. chose the 46 
percent value.J  Barla (2009)31 found a short-run elasticity of VMT for Canada from 1990–2004 
of eight percent.  Gillingham (2014) (cited above) found a California medium-run new vehicle 
elasticity of VMT demand for the time period 2001–2009 of 23 percent.  Small and Van Dender 
(2007) (cited previously) found a U.S. short-run elasticity of VMT demand for the time period 
from 1966–2001 of roughly five percent.   

It is not clear whether studies of LDV VMT rebound estimates for countries different from the 
U.S. would provide estimates that are appropriate to the U.S. context.  For example, European 
countries have higher fuel prices and more transit options, both factors which would possibly 
produce a VMT rebound effect that is higher than in the U.S.   

3.4.4 Basis for Rebound Effect Used in this Proposed Determination 

As the preceding discussion indicates, there is a wide range of estimates for both the historical 
magnitude of the rebound effect and its projected future value, and there is some evidence that 
the magnitude of the rebound effect appears to be declining over time for those studies that look 
at VMT time trends.  The recent literature is mixed, with some studies supporting relatively 
modest direct VMT rebound estimates and other studies suggesting a higher rebound effect. 
Some of these studies come to these varied conclusions despite using the same data set. 

                                                 
J Gillingham et al. believe that this value is derived by more successfully holding exogenous factors constant in the 

Frondel and Vance study. 
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EPA uses a single point estimate for the direct VMT rebound effect as an input to the agency's 
analyses.  Based on a combination of historical estimates of the rebound effect and more recent 
analyses, an estimate of 10 percent for the long-run rebound effect is used for evaluating the 
MY2022–2025 standards for this Proposed Determination (i.e., we assume a 10 percent decrease 
in fuel cost per mile from the standards would result in a 1 percent increase in VMT).  This 
rebound effect does not include "indirect" or "economy-wide" rebound effects.    

As mentioned above, for the reasons described in Section 3.4.2, historical estimates of the 
rebound effect may overstate the effect of a gradual decrease in the cost of driving due to the 
standards.  As a consequence, a value on the low end of the historical estimates is likely to 
provide a more reliable estimate of its magnitude during the period spanned by the analysis of 
the impacts of the MYs 2022–2025 standards.  Studies that produce an aggregate measure of the 
rebound effect are most applicable to estimating the overall VMT effects of the LDV standards. 
The 10 percent estimate lies at the bottom of the 10–30 percent range of estimates for the 
historical, aggregate rebound effect in most research, and at the upper end of the 5–10 percent 
range of estimates for the future rebound effect reported in the relatively recent studies by Small, 
Hymel and Van Dender and Greene.    

Both Small, Hymel and Van Dender and Greene find that the rebound effect decreases as 
household incomes rise.  As incomes rise, the value of time spent driving becomes a larger 
fraction of total travel costs so that vehicle use becomes less responsive to variations in fuel 
costs.  Since the AEO 2016 projects that household incomes will be rising throughout the 
analysis period for these standards, EPA believes that it is appropriate to factor in studies that 
account for income on the rebound effect.  Wadud et al. (2009) and Gillingham (2014) find that 
household and individual-vehicle rebound increases, respectively, with increases in household 
income.  On the other hand, Wang and Chen (2014) find that only low income households have a 
rebound effect while De Borger et al. (2016) find no evidence that the rebound effect differs 
between low households in Denmark and their higher income counterparts.  Thus, the evidence 
of how the rebound effect varies between households across different income classes is mixed 
and inconclusive. 

We believe that the rebound values that are most applicable to quantifying the impact of these 
standards on VMT are based on overall aggregate rebound effects as the fuel efficiency of the 
U.S.'s LDV fleet increases over time.  This suggest that the Small, Hymel and Van Dender and 
Greene estimates are most relevant for this analysis. Su, Linn and Liu et al., each using NHTS 
2009 data, find rebound effects that vary from 11–40 percent based upon household survey data.  
These widely different results based upon survey data from the same year suggest that these 
studies may not necessarily provide reliable estimates of the VMT rebound effect.  

Gillingham et al. (2016) cite four studies that focus on VMT elasticities for light-duty vehicles 
in developed countries.  Two of the four studies (for the U.S. and Canada) have short-run VMT 
elasticity values below the 10 percent figure.  The study for California has per-vehicle rebound 
value of 23 percent, and does not reflect the reduced use of other vehicles in multi-vehicle 
household fleets.  A study for Germany has a considerably higher value, roughly 46 percent.  A 
recent study by De Borger at al. found a rebound value in the range of 10 percent for Denmark.  
As noted previously, it is not clear whether studies of VMT LDV rebound estimates for countries 
different from the U.S. would provide estimates that are appropriate to the U.S. context.   
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In summary, the 10 percent value was not derived from a single point estimate from a 
particular study, but instead represents a reasonable compromise between historical estimates of 
the rebound effect and forecasts of its projected future value, based on an updated review of the 
literature on this topic.  

3.5 Energy Security Impacts 

The National Program is designed to require improvements in the fuel economy of light-duty 
vehicles and, thereby, reduce fuel consumption and GHG emissions.  In turn, the program helps 
to reduce U.S. petroleum imports.  A reduction of U.S. petroleum consumption and imports 
reduces both financial and strategic risks caused by potential sudden disruptions in global oil 
supply, thus increasing U.S. energy security.  This section summarizes EPA's estimates of U.S. 
oil import reductions and energy security benefits of the GHG vehicle standards for model years 
2022–2025. 

3.5.1 Implications of Reduced Petroleum Use on U.S. Imports 

U.S. energy security is generally considered as the continued availability of energy sources at 
an acceptable, stable price.  Most discussion of U.S. energy security revolves around the topic of 
the economic costs of U.S. dependence on oil imports.  While the U.S. has reduced its 
consumption and increased its production of oil in recent years, it still relies on oil from 
potentially unstable sources outside of the U.S. and the U.S. oil price will remain tightly linked 
to the global oil market.  In addition, oil exporters with a large share of global production have 
the ability to raise the price of oil by exerting the monopoly power associated with a cartel, the 
Organization of Petroleum Exporting Countries (OPEC), to restrict oil supply relative to demand.  
These factors contribute to the vulnerability of the U.S. economy to episodic oil shocks to either 
the global supply of oil or world oil price spikes.  

In 2015, U.S. expenditures for imports of crude oil and petroleum products, net of revenues 
for exports, were $85 billion and expenditures on both imported oil and domestic petroleum and 
refined products totaled $350 billion (2015$).32  Recently, as a result of strong growth in 
domestic oil production mainly from tight shale formations, U.S. production of oil has increased 
while U.S. oil imports have decreased.  For example, from 2012 to 2015, domestic oil production 
increased by 35 percent while oil imports decreased by 38 percent.33  While oil import costs have 
declined since 2011, and declined sharply as the world oil price fell from roughly $100/barrel in 
2014 to $52/barrel in 2015, total oil expenditures (domestic and imported) remained near 
historical highs through 2014. Post-2016 oil expenditures are projected (AEO 2016) to remain 
between double and triple the average inflation-adjusted levels experienced by the U.S. from 
1986 to 2002 (see Figure 3.2 below). 
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Figure 3.2  U.S. Expenditures on Crude Oil from 1970 through 201634  

Focusing on changes in oil import levels as a source of vulnerability has been standard 
practice in assessing energy security in the past, but given current market trends both from 
domestic and international levels, adding changes in consumption of petroleum to this 
assessment may provide better information about U.S. energy security.  The major mechanism 
through which the economy sustains harm due to fluctuations in the world energy market is 
through price, which itself is leveraged through both imports and consumption.  While the 
United States may be increasingly insulated from the physical effects of overseas oil disruptions, 
the price impacts of an oil disruption anywhere will continue to be transmitted to U.S. markets.  
As of 2015, Canada accounted for 43 percent of U.S. net oil imports of crude oil and petroleum 
products.35  The implications of the U.S. becoming a significant petroleum producer have yet to 
be discerned in the literature, but it can be anticipated that this will have some impact on energy 
security. 

In 2010, just over 40 percent of world oil supply came from OPEC nations. The AEO 2016 
Reference Case36 projects that this share will stay high and gradually rise; reaching 43 percent by 
2020 and 45 percent by 2035 and thereafter.  Approximately 32 percent of global supply is from 
Middle East and North African countries alone, a share that is also expected to grow over the 
long term.  Measured in terms of the share of world oil resources or the share of global oil export 
supply, rather than oil production, the concentration of global petroleum resources in OPEC 
nations is even larger.  As another measure of concentration, of the 137 countries/principalities 
that export either crude or refined products, the top 12 have accounted for, in recent years, 
between 55 and 70 percent of global exports.37  Eight of these countries are members of OPEC, 
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and a ninth is Russia.K  In a market where even a 1–2 percent supply loss can raise prices 
noticeably, and where a 10 percent supply loss could lead to an unprecedented price shock, this 
regional concentration is of concern.L  Historically, the countries of the Middle East have been 
the source of eight of the ten major world oil disruptions,38 with the ninth originating in 
Venezuela, an OPEC country, and the tenth being Hurricanes Katrina and Rita.   

EPA uses a processed combination of the MOVES and OMEGA models to estimate the 
reductions in U.S. fuel consumption due to the LDV GHG standards.  Based on a detailed 
analysis of differences in U.S. fuel consumption, petroleum imports, and imports of petroleum 
products, the agency estimates that approximately 90 percent of the reduction in fuel 
consumption resulting from adopting improved GHG emission standards is likely to be reflected 
in reduced U.S. imports of crude oil and net imported petroleum products.39  Thus, on balance, 
each gallon of fuel saved as a consequence of the LDV GHG standards is anticipated to reduce 
total U.S. imports of petroleum by 0.9 gallons.  Based upon the fuel savings estimated by the 
models and the 90 percent oil import factor, the reduction in U.S. oil imports from the 2022–
2025 LDV GHG standards are estimated for selected years from 2022 to 2050 (in millions of 
barrels per day (MMBD) in Table 3.10 below.  For comparison purposes, Table 3.10 also shows 
U.S. oil exports/imports, U.S. net product imports and U.S. net crude/product imports in selected 
years from 2022 to 2040, as projected by DOE in the Annual Energy Outlook 2016 Reference 
Case.  Real U.S. Gross Domestic Product (GDP) is projected to grow by 47 percent over the 
same time frame (e.g., from 2022 to 2040) in the AEO 2016 Reference projections.  Real U.S. 
GDP is modestly lower in the AEO 2016 than in the AEO 2015 Reference projection. The AEO 
2015 projects that real U.S. GDP will grow by 52 percent during that same time frame. 

                                                 
K The other three are Norway, Canada, and the EU, an exporter of product. 
L For example, the 2005 Hurricanes Katrina/Rita and the 2011 Libyan conflict both led to a 1.8 percent reduction in 

global crude supply. While the price impact of the latter is not easily distinguished given the rapidly rising post-
recession prices, the former event was associated with a 10-15 percent world oil price increase. There are a range 
of smaller events with smaller but noticeable impacts. Somewhat larger events, such as the 2002-2003 
Venezuelan Strike and the War in Iraq, corresponded to about a 2.9 percent sustained loss of supply, and was 
associated with a 28 percent world oil price increase. Compiled from EIA oil price data, IEA2012 [IEA Response 
System for Oil Supply Emergencies 
(http://www.iea.org/publications/freepublications/publication/EPPD_Brochure_English_2012_02.pdf)  [EPA-
HQ-OAR-2014-0827-0573] See table on P. 11.and Hamilton 2011 "Historical Oil Shocks," 
(http://econweb.ucsd.edu/~jhamilto/oil_history.pdfin  [EPA-HQ-OAR-2014-0827-0598] Routledge Handbook of 
Major Events in Economic History*, pp. 239-265, edited by Randall E. Parker and Robert Whaples, New York: 
Routledge Taylor and Francis Group, 2013).  

http://www.iea.org/publications/freepublications/publication/EPPD_Brochure_English_2012_02.pdf
http://econweb.ucsd.edu/%7Ejhamilto/oil_history.pdfin
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Table 3.10  Projected Trends in U.S. Oil Exports/Imports, and U.S. Oil Import Reductions Resulting from the 
Program in Selected Years from 2022 to 2050, (Millions of barrels per day (MMBD)  

Year U.S. Oil 
Exports 

U.S. Gross Oil Imports 
 

U.S. Net Product 
Imports* 

U.S. Net 
Crude & 
Product 
Imports 

U.S. Reductions 
from Oil Imports 

2022 0.63 7.56 -3.39 3.54 0.019 
2023 0.63 7.57 -3.44 3.50 0.055 
2024 0.63 7.57 -3.57 3.37 0.106 
2025 0.63 7.58 -3.69 3.26 0.169 
2030 0.63 7.20 -4.32 2.25 0.420 
2035 0.83 7.07 -4.52 1.72 0.685 
2040 1.02 7.12 -4.66 1.44 0.880 
2050 ** **    **  **  1.119 

Notes:  
* Negative U.S. Net Product Imports imply positive exports. 
**The AEO 2016 only projects energy market and economic trends through 2040. 

 

3.5.2 Energy Security Implications 

In order to understand the energy security implications of reducing U.S. oil imports, EPA has 
worked with Oak Ridge National Laboratory (ORNL), which has developed approaches for 
evaluating the social costs and energy security implications of oil use.  The energy security 
estimates provided below are based upon a methodology developed in a peer-reviewed study 
entitled, “The Energy Security Benefits of Reduced Oil Use, 2006-2015,” completed in March 
2008.  This ORNL study is an updated version of the approach used for estimating the energy 
security benefits of U.S. oil import reductions developed in a 1997 ORNL Report.40  This 
approach has been used to estimate energy security benefits for the LDV GHG/fuel economy 
standards (2012–2016; 2017–2025) and the HDV GHG/fuel economy standards Phase I (2014–
2018)/Phase II (2018 and later).  For these rulemakings, the ORNL methodology is updated 
periodically to account for forecasts of future energy market and economic trends reported in the 
U.S. Energy Information Administration's (EIA) AEO. The agency continues to monitor the 
energy security literature for new information that could influence our energy security analysis. 

When conducting this analysis, ORNL considered the full cost of importing petroleum into 
the U.S.  The full economic cost is defined to include two components in addition to the 
purchase price of petroleum itself.  These are: (1) the higher costs for oil imports resulting from 
the effect of U.S. demand on the world oil price (i.e., the “demand” or “monopsony” costs); and 
(2) the risk of reductions in U.S. economic output and disruption to the U.S. economy caused by 
sudden disruptions in the supply of imported oil to the U.S. (i.e., macroeconomic 
disruption/adjustment costs).   

For this Proposed Determination, ORNL updated the energy security premiums by 
incorporating the most recent oil price forecast and energy market trends, particularly regional 
oil supplies and demands, from the AEO 2016 Reference Case into its model.41  Below are 
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ORNL energy security premium estimates for the selected years from 2020 to 2050,M as well as 
a breakdown of the components of the energy security premiums for each year.  The energy 
security premiums estimated for the Proposed Determination are lower than those estimated for 
the Draft TAR, because the values for the Proposed Determination are based upon the AEO 2016 
Reference Case projections, which has slightly (4-5 percent) lower oil prices and significantly 
(18-44 percent) lower U.S. oil imports in 2030-2035 compared to the AEO 2015 Reference 
Case.  The components of the energy security premiums and their values are discussed below.   

Table 3.11  Energy Security Premiums in Selected Years from 2022 to 2050, (2015 $/Barrel)* 

Year Monopsony 
(Range) 

Avoided Macroeconomic 
Disruption/Adjustment 

Costs 
(Range) 

Total Mid-Point 
(Range) 

2020 $2.92 
($0.66 - $3.65) 

$5.48 
($2.64 - $8.93) 

$8.40 
($4.97 - $12.13) 

2025 $2.98 
($0.77 - $4.21) 

$6.28 
($2.98 - $10.21) 

$9.25 
($5.48 - $13.32) 

2030 $2.07 
($0.84 - $4.64) 

$6.89 
($3.06 - $11.16) 

$8.94 
($5.22 - $12.98) 

2035 $1.66 
($1.12 - $6.28) 

$7.50 
($3.23 - $12.10) 

$9.15 
($5.24 - $13.42) 

2040 $1.52 
($1.21 - $6.29) 

$8.08 
($3.41 - $13.04) 

$9.59 
($5.41 - $14.19) 

2045 $1.52 
($1.21 - $6.29) 

$8.08 
($3.41 - $13.04) 

$9.59 
($5.41 - $14.19) 

2050 $1.52 
($1.21 - $6.29) 

$8.08 
($3.41 - $13.04) 

$9.59 
($5.41 - $14.19) 

Note:  
* The top values in each cell are the midpoints; the values in parentheses are the 90 percent confidence intervals. 

 
3.5.2.1 Effect of Oil Use on the Long-Run Oil Price 

The first component of the full economic costs of importing petroleum into the U.S. follows 
from the effect of U.S. import demand on the world oil price over the long-run.  Because the 
U.S. is a sufficiently large purchaser of global oil supplies, its purchases can affect the world oil 
price.  This monopsony power means that increases in U.S. petroleum demand can cause the 
world price of crude oil to rise, and conversely, that reduced U.S. petroleum demand can reduce 
the world price of crude oil.  Thus, one benefit of decreasing U.S. oil purchases due to reductions 
in greenhouse gas emissions from light-duty vehicles is the potential decrease in the crude oil 
price paid for all crude oil purchased. 

A variety of oil market and economic factors have contributed to lowering the estimated 
monopsony premium compared to monopsony premiums cited in previous 2017–2025 LDV 
GHG/fuel economy rulemakings.  Three principal factors contribute to lowering the monopsony 
premium: lower world oil prices, lower U.S. oil imports, and less responsiveness of world oil 
prices to changes in U.S. oil demand.  Below we consider differences in oil market trends by 

                                                 
M AEO 2016 forecasts energy market trends and values only to 2040.  The post-2040 energy security premium 

values are assumed to be equal to the 2040 estimate. 
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comparing projections developed using the AEO 2012 (Early Release) and the AEO 2016.  The 
AEO 2012 (Early Release) was used for the 2012 final LDV GHG/fuel economy rule and the 
AEO 2016 is being used for this Proposed Determination assessment, so the comparison gives a 
snapshot of how oil and energy markets have changed since the 2012 final rule.  

The comparison shows a general downward revision in world oil price projections (e.g., a 31 
percent reduction in 2025) and a reduction in projected U.S. oil imports due to increased U.S. 
supply (i.e., a 52 percent reduction in 2025) from the AEO 2012 (Early Release) to the AEO 
2016.  Based upon the AEO 2016 projections over the longer term and as the world oil price 
recovers, total U.S. imports are projected to gradually decrease and be 72 percent below the AEO 
2012 (Early Release) projected level in 2035.  The 72 percent reduction figure using the AEO 
2016 Reference Case shows lower U.S. oil imports than if the AEO 2015 Reference Case is 
used.  For the AEO 2015, U.S. oil imports only decline by 50 percent compared to the AEO 2012 
(Early Release).  The AEO 2016 Reference Case estimates of U.S. oil imports are lower than the 
AEO 2015 Reference Case estimates because the U.S. is producing more oil and thereby 
importing less oil over the AEO time frame. Projected U.S. oil demand in the AEO 2016 is little 
changed (within 2 percent) of the AEO 2015 projections through 2035. 

Currently some OPEC countries (e.g., Saudi Arabia) are increasing oil supply in an attempt to 
price more expensive marginal suppliers, like the U.S., out of the market and regain market 
share, exacerbating the worldwide oil supply glut which has resulted in lowering the world oil 
price further.  Lower world oil prices currently may reduce both production from existing 
domestic oil resources and investment in new domestic oil sources increasing U.S. oil import 
levels in the intermediate term. 

Another factor influencing the monopsony premium is that U.S. demand on the global oil 
market is projected to decline, suggesting diminished overall influence and some reduction in the 
influence of U.S. oil demand on the world price of oil.  This is a result of the U.S. being a 
smaller fraction of total world oil demand.  Outside of the U.S., projected OPEC supply in the 
AEO 2016 remains roughly steady as a share of world oil supply compared to the AEO 2012 
(Early Release). OPEC’s share of world oil supply outside of the U.S. actually increases slightly 
over the long term.  Since OPEC supply is estimated to be more price sensitive than non-OPEC 
supply, this high OPEC share means that AEO 2016 projected world oil supply is slightly more 
responsive to changes in U.S. oil demand.  Together, these factors suggest that changes in U.S. 
oil import reductions have a somewhat smaller effect on the long-run world oil price than 
changes based on AEO 2012 (Early Release) estimates.  

These changes in oil price and import levels lower the monopsony portion of energy security 
premium since this portion of the security premium is related to the change in total U.S. oil 
import costs that is achieved by a marginal reduction in U.S oil imports.  Since both the price and 
the quantity of oil imports are lower, the monopsony premium component estimated in this 
assessment is 70-80 percent lower over the years 2025–2040 than the estimates based upon the 
AEO 2012 (Early Release) projections.   

The literature on the energy security for the last two decades has routinely combined the 
monopsony and the macroeconomic disruption components when calculating the total value of 
the energy security premium.  However, in the context of using a global value for the Social Cost 
of Carbon (SCC) the question arises: how should the energy security premium be used when 
some benefits from the rule, such as the benefits of reducing greenhouse gas emissions, are 
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calculated from a global perspective?  Monopsony benefits represent avoided payments by U.S. 
consumers to oil producers that result from a decrease in the world oil price as the U.S. decreases 
its demand for oil.  Although there is clearly an overall benefit to the U.S. when considered from 
a domestic perspective, the decrease in price due to decreased demand in the U.S. also represents 
a loss to oil producing countries, one of which is the U.S.   

Given the redistributive nature of this monopsony effect from a global perspective, it has been 
excluded in the energy security benefits calculations in past rulemakings.  In contrast, the other 
portion of the energy security premium, the avoided U.S. macroeconomic disruption and 
adjustment cost that arises from reductions in U.S. petroleum imports, does not have offsetting 
impacts outside of the U.S., and, thus, is included in the energy security benefits.  To summarize, 
the agency has included only the avoided macroeconomic disruption portion of the energy 
security benefits to estimate the monetary value of the total energy security benefits.   

There is disagreement in the literature about the magnitude of the monopsony component, and 
its relevance for policy analysis.  Brown and Huntington (2013)42, for example, argue that the 
U.S.’s refusal to exercise its market power to reduce the world oil price does not represent a 
proper externality, and that the monopsony component should not be considered in calculations 
of the energy security externality.  However, they also note in their earlier discussion paper 
(Brown and Huntington 2010)43 that this is a departure from the traditional energy security 
literature, which includes sustained wealth transfers associated with stable but higher-price oil 
markets.   

On the other hand, Greene (2010)44 and others in prior literature (e.g., Toman 1993)45 have 
emphasized that the monopsony cost component is policy-relevant because the world oil market 
is non-competitive and strongly influenced by cartelized and government-controlled supply 
decisions.  Thus, while sometimes couched as an externality, Greene notes that the monopsony 
component is best viewed as stemming from a completely different market failure than an 
externality (Ledyard 2008),46 yet still implying marginal social costs to importers. 

The Council on Foreign Relations47 (Council (2015)) released a discussion paper that assesses 
NHTSA's analysis of the benefits and costs of CAFE in a lower-oil-price world.  In this paper, 
the Council notes that while NHTSA cites the monopsony effect of the CAFE standards for 
2017–2025, NHTSA does not include it when calculating the cost-benefit calculation for the 
rule.  The Council argues that the monopsony benefit should be included in the CAFE cost-
benefit analysis and that including the monopsony benefit is more consistent with the legislators’ 
intent in mandating CAFE standards in the first place. The same comment the Council raised 
about NHTSA's CAFE standards would apply to these GHG vehicle standards. 

The National Academy of Sciences (NAS (2015)) Report, "Cost, Effectiveness and the 
Deployment of Fuel Economy Technologies for Light-Duty Vehicles,"48 suggests that the 
agency's logic about not accounting for monopsony benefits is inaccurate.  According to the 
NAS, the fallacy lies in treating the two problems, oil dependence and climate change, similarly.  
According to the NAS, "Like national defense, it [oil dependence] is inherently adversarial (i.e., 
oil consumers against producers using monopoly power to raise prices).  The problem of climate 
change is inherently global and requires global action.  If each nation considered only the 
benefits to itself in determining what actions to take to mitigate climate change, an adequate 
solution could not be achieved.  Likewise, if the U.S. considers the economic harm its reduced 
petroleum use will do to monopolistic oil producers it will not adequately address its oil 
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dependence problem.  Thus, if the United States is to solve both of these problems it must take 
full account of the costs and benefits of each, using the appropriate scope for each problem." 
Based upon the assessment of the monopsony premium in the Council of Foreign Relations and 
NAS reports, we sought public input in the Draft TAR on whether it is appropriate to consider 
monopsony in the societal costs/benefits of the National Program but received no comments.  

There is also a question about the ability of gradual, long-term reductions, such as those 
resulting from the LDV GHG standards, to reduce the world oil price in the presence of OPEC’s 
monopoly power.  OPEC is currently the world’s marginal petroleum supplier, and could 
conceivably respond to gradual reductions in U.S. demand with gradual reductions in supply 
over the course of several years as the fuel savings resulting from this program grow.  However, 
if OPEC opts for a long-term strategy to preserve its market share, rather than maintain a 
particular price level (as they have done recently in response to increasing U.S. petroleum 
production) reduced demand would create downward pressure on the global price.  The Oak 
Ridge analysis assumes that OPEC does respond to demand reductions by reducing its supply 
over the long run, but there is still a price effect in the model because the supply reduction only 
partially offsets the demand reduction, enough to maintain supply share.  Under the mid-case 
behavioral assumption used in the premium calculations, OPEC responds by gradually reducing 
supply to maintain market share (consistent with the long-term self-interested strategy suggested 
by Gately (2004, 2007)).49   

It is important to note that the decrease in global petroleum prices resulting from these GHG 
standards could spur increased consumption of petroleum in other sectors and countries, leading 
to a modest uptick in GHG emissions outside of the U.S.  This increase in global fuel 
consumption could offset some portion of the GHG reduction benefits associated with these 
standards.  The agency has not quantified this increase in global oil consumption or GHG 
emissions outside the U.S. due to world oil price changes resulting from the standards.  Recent 
research has quantified this type of effect in the context of biofuel policies (e.g., Drabik and de 
Gorter (2011);50 Rajagopal, Hochman and Zilberman (2011);51 Thompson, Whistance, and 
Meyer (2011)),52 pipeline construction (Erickson and Lazarus (2014)),53 and fuel economy 
policies (Karplus et al., (2015)).54   

Quantifying resulting GHG emissions may be challenging because other fuels, with varying 
GHG intensities, could be displaced from the increasing use of oil worldwide, particularly 
outside of the transportation sector.  For example, if a decline in the world oil price causes an 
increase in oil use in China, India, or another country’s industrial sector, this increase in oil 
consumption may displace natural gas usage.  Alternatively, the increased oil use could result in 
a decrease in coal used to produce electricity. We sought comment in the Draft TAR on whether 
there are robust methodologies that could be used to estimate world-wide changes in oil 
consumption and GHG emission impacts in the societal cost/benefit analysis of the National 
Program but received no comments. 

3.5.2.2 Macroeconomic Disruption Adjustment Costs   

The second component of the oil import premium, “avoided macroeconomic 
disruption/adjustment costs,” arises from the effect of oil imports on the expected cost of supply 
disruptions and accompanying price increases.  A sudden increase in oil prices triggered by a 
disruption in world oil supplies has two main effects: (1) it increases the costs of oil imports in 
the short-run and (2) it can lead to macroeconomic contraction, dislocation and Gross Domestic 
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Product (GDP) losses.  For example, for the Proposed Determination, ORNL estimates the 
combined value of these two factors to be $6.28/barrel when U.S. oil imports are reduced in 
2025, with a range from $2.98/barrel to $10.21/barrel of imported oil reduced, which are 
consistent with the values estimated in the Draft TAR. For the Draft TAR, the avoided 
macroeconomic disruption/adjustment costs with U.S. oil imports reductions in 2025 were 
$6.30/barrel with a range of $2.92/barrel to $10.22/barrel (2013$).   

Since future disruptions in foreign oil supplies are an uncertain prospect, each of the 
disruption cost components must be weighted by the probability that the supply of petroleum to 
the U.S. will actually be disrupted.  Thus, the “expected value” of these costs – the product of the 
probability that a supply disruption will occur and the sum of costs from reduced economic 
output and the economy’s abrupt adjustment to sharply higher petroleum prices – is the relevant 
measure of their magnitude.  Further, when assessing the energy security value of a policy to 
reduce oil use, it is only the change in the expected costs of disruption that results from the 
policy that is relevant.  The expected costs of disruption may change from lowering the normal 
(i.e., pre-disruption) level of domestic petroleum use and imports, from any induced alteration in 
the likelihood or size of disruption, or from altering the short-run flexibility (e.g., elasticity) of 
petroleum use. 

With updated oil market and economic factors, the avoided macroeconomic disruption 
component of the energy security over time is somewhat lower compared to the avoided 
macroeconomic disruption premiums used in the 2017–2025 LDV GHG/fuel economy rule 
(based upon the AEO 2012 (Early Release) and the Draft TAR (based upon the AEO 
2015).  Factors that contribute to moderately lowering the avoided macroeconomic disruption 
component are lower U.S. imports (reducing the global reliance on unstable supplies, and 
slightly diminishing the marginal effect of further U.S. imports reduction on global supply 
stability), lower real oil prices and slightly smaller price increases during prospective shocks.      
Real oil price levels in the AEO 2016 are 6-31 percent lower over the 2025–2040 period than the 
AEO 2012 (Early Release), and the likely increase in oil prices in the event of an oil shock are 
somewhat smaller, reflecting small increases in the responsiveness of global oil supply to 
changes in the world price of oil.  Over the 2025–2040 period AEO 2016 projects domestic oil 
demand, and real GDP levels, are not significantly changed from AEO 2012 (Early Release) and 
from the Draft TAR. Oil demand is within 2 percent and GDP is within zero to 4 percent lower. 
So oil remains an important input to the U.S. economy.  Overall, the avoided macroeconomic 
disruption component estimates for the oil security premiums are 26-29 percent lower over the 
period from 2025–2040 based upon different projected oil market and economic trends in the 
AEO 2016 compared to the AEO 2012 (Early Release).  Compared to the Draft TAR, the 
avoided macroeconomic disruption component estimates for the oil security premiums are 4–28 
percent lower over the period from 2025–2040 based upon different projected oil market and 
economic trends in the AEO 2015 compared to the AEO 2012 (Early Release).    

There are several reasons why the avoided macroeconomic disruption premiums changed only 
moderately.  One reason is that the projected macroeconomic sensitivity to oil price shocks is 
held unchanged from the historical average levels used in multiple prior estimates, since 
projected U.S. oil consumption levels and the expenditures on oil in the U.S. economy remain at 
comparatively high levels under both AEO 2012 (Early Release) and AEO 2016.  Figure 3.3 
below shows that under AEO 2016, projected U.S. real annual oil expenditures continue to rise 
after 2016 from under $300 billion to over $820 billion (2015$) by 2035.  The value share of 
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U.S. oil use, labeled in the figure below as U.S. oil expenditures as share of GDP, remains at 
roughly three percent after 2020 even as the economy grows, lower than the AEO 2012 (Early 
Release) projection of 4.4 percent declining to 3.6 percent.  The value share of oil use in the 
AEO 2016 is still projected to be above the full historical average (2.8 percent for 1970–2010), 
and well above the historical levels observed from 1985 to 2005 (1.9 percent).  A second factor 
is that oil disruption risks are little changed.  The two factors influencing disruption risks are the 
probability of global supply interruptions and the world oil supply share from OPEC. Both 
factors are not significantly different from previous forecasts of oil market trends. 

 

 

Figure 3.3  Projected and Historical U.S. Expenditures, and Expenditure Share, on Crude Oil55  

The energy security costs estimated here follow the oil security premium framework, which is 
well-established in the energy economics literature.  The oil import premium gained attention as 
a guiding concept for energy policy around the time of the second and third major post-war oil 
shocks. Bohi and Montgomery (1982), EMF (1982)56, Plummer (1982)57 provided valuable 
discussion of many of the key issues related to the oil import premium as well as the analogous 
oil stockpiling premium.  Bohi and Montgomery (1982)58 detailed the theoretical foundations of 
the oil import premium and established many of the critical analytic relationships through their 
thoughtful analysis.  Hogan (1981)59 and Broadman and Hogan (1986, 1988)60 revised and 
extended the established analytical framework to estimate optimal oil import premium with a 
more detailed accounting of macroeconomic effects.   

Since the original work on energy security was undertaken in the 1980’s, there have been 
several reviews on this topic.  For example, Leiby, Jones, Curlee and Lee (1997)61 provided an 
extended review of the literature and issues regarding the estimation of the premium.  Parry and 
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Darmstadter (2004)62 also provided an overview of extant oil security premium estimates and 
estimated some premium components.   

The recent economics literature on whether oil shocks are the threat to economic stability that 
they once were is mixed.  Some of the current literature asserts that the macroeconomic 
component of the energy security externality is small.  For example, the National Research 
Council (2009) argued that the non-environmental externalities associated with dependence on 
foreign oil are small, and potentially trivial.63  Analyses by Nordhaus (2007) and Blanchard and 
Gali (2010) question the impact of more recent oil price shocks on the economy.64  They were 
motivated by attempts to explain why the economy actually expanded immediately after the oil 
shocks in the early 2000 time frame, and why there was no evidence of higher energy prices 
being passed on through higher wage inflation.  Using different methodologies, they conclude 
that the economy is less sensitive to dramatic swings in oil prices. 

One reason, according to Nordhaus, is that monetary policy has become more accommodating 
to the price impacts of oil shocks.  Another is that consumers have simply decided that such 
movements are temporary, and have noted that price impacts are not passed on as inflation in 
other parts of the economy.  He also notes that real changes to productivity due to oil price 
increases are incredibly modest,N and that the general direction of the economy matters a great 
deal regarding how the economy responds to a shock.  Estimates of the impact of a price shock 
on aggregate demand are insignificantly different from zero. 

Blanchard and Gali (2010) contend that improvements in monetary policy (as noted above), 
more flexible labor markets, and lessening of energy intensity in the economy, combined with an 
absence of concurrent shocks, all contributed to lessen the impact of oil shocks after 1980.  They 
find “… the effects of oil price shocks have changed over time, with steadily smaller effects on 
prices and wages, as well as on output and employment.”65  In a comment at the chapter’s end, 
this work is summarized as follows: “The message of this chapter is thus optimistic in that it 
suggests a transformation in U.S. institutions has inoculated the economy against the responses 
that we saw in the past.” 

At the same time, the implications of the “shale oil revolution” are now being felt in the 
international markets, with current prices remain fairly low.  Analysts generally attribute this 
result in part to the significant increase in supply resulting from U.S. production, which has put 
liquid petroleum production roughly on par with Saudi Arabia.  The price decline is also 
attributed to the sustained reductions in U.S. consumption and global demand growth from fuel 
efficiency policies and previously high oil prices.  The resulting decrease in foreign imports, 
down to about one-third of domestic consumption (from 60 percent in 2005, for example66), 
effectively permits U.S. supply to act as a buffer against artificial or other supply restrictions (the 
latter due to conflict or a natural disaster, for example). 

However, other papers suggest that oil shocks, particularly sudden supply shocks, remain a 
concern.  Both Blanchard and Gali’s and Nordhaus work were based on data and analysis 
through 2006, ending with a period of strong global economic growth and growing global oil 

                                                 
N In fact, “… energy-price changes have no effect on multifactor productivity and very little effect on labor 

productivity.” Page 19.  He calculates the productivity effect of a doubling of oil prices as a decrease of 0.11 
percent for one year and 0.04 percent a year for ten years.  Page 5.  (The doubling reflects the historical 
experience of the post-war shocks, as described in Table 7.1 in Blanchard and Gali, pp. 380)  
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demand.  The Nordhaus work particularly stressed the effects of the price increase from 2002–
2006 that were comparatively gradual (about half the growth rate of the 1973 event and one-third 
that of the 1990 event).  The Nordhaus study emphasizes the robustness of the U.S. economy 
during a time period through 2006.  This time period was just before rapid further increases in 
the price of oil and other commodities with oil prices more-than-doubling to over $130/barrel by 
mid-2008, only to drop after the onset of the largest recession since the Great Depression in the 
U.S.   

Hamilton (2012)67 reviewed the empirical literature on oil shocks and suggested that the 
results are mixed, noting that some work (e.g. Rasmussen and Roitman (2011) finds less 
evidence for economic effects of oil shocks, or declining effects of shocks (Blanchard and Gali 
2010), while other work continues to find evidence regarding the economic importance of oil 
shocks.  For example, Baumeister and Peersman (2011) found that an oil price increase had a 
decreasing effect over time.  But they note that with a declining price-elasticity of demand that a 
given physical oil disruption would have a bigger effect on price and a similar effect on output as 
in the earlier data.  Hamilton observes that “a negative effect of oil prices on real output has also 
been reported for a number of other countries, particularly when nonlinear functional forms have 
been employed.”  Alternatively, rather than a declining effect, Ramey and Vine (2010) found 
“remarkable stability in the response of aggregate real variables to oil shocks once we account 
for the extra costs imposed on the economy in the 1970s by price controls and a complex system 
of entitlements that led to some rationing and shortages.”68 

Some of the recent literature on oil price shocks has emphasized that economic impacts 
depend on the nature of the oil shock, with differences between price increases caused by sudden 
supply loss and those caused by rapidly growing demand.  Most recent analyses of oil price 
shocks have confirmed that “demand-driven” oil price shocks have greater effects on oil prices 
and tend to have positive effects on the economy while “supply-driven” oil shocks still have 
negative economic impacts (Baumeister, Peersman and Van Robays (2010)).69  A recent paper 
by Kilian and Vigfusson (2014)70, for example, assigned a more prominent role to the effects of 
price increases that are unusual, in the sense of being beyond range of recent experience.  Kilian 
and Vigfusson also conclude that the difference in response to oil shocks may well stem from the 
different effects of demand- and supply-based price increases: “One explanation is that oil price 
shocks are associated with a range of oil demand and oil supply shocks, some of which stimulate 
the U.S. economy in the short run and some of which slow down U.S. growth (see Kilian 
(2009)).  How recessionary the response to an oil price shock is thus depends on the average 
composition of oil demand and oil supply shocks over the sample period.”   

The general conclusion that oil supply-driven shocks reduce economic output is also reached 
in a paper by Cashin et al. (2014)71 for 38 countries from 1979-2011.  “The results indicate that 
the economic consequences of a supply-driven oil-price shock are very different from those of an 
oil-demand shock driven by global economic activity, and vary for oil-importing countries 
compared to energy exporters,” and “oil importers [including the U.S.] typically face a long-
lived fall in economic activity in response to a supply-driven surge in oil prices” but almost all 
countries see an increase in real output for an oil-demand disturbance.  Note that the energy 
security premium calculation in this analysis is based on price shocks from potential future 
supply events only. 
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By early 2015, world oil prices were sharply lower than in 2014.  Future prices remain 
uncertain, but sustained markedly lower oil prices can have mixed implications for U.S. energy 
security.  Under lower prices U.S. expenditures on oil consumption are lower, and the 
expenditures are a less prominent component of the U.S. economy.  But sustained lower oil 
prices encourage greater oil consumption, and reduce the competitiveness of new U.S. oil 
supplies and alternative fuels.  The AEO 2016 low-oil price outlook, for example, projects that 
by 2030 total U.S. petroleum supply would be 29 percent lower and net imports would be 204 
percent higher than the AEO 2016 Reference Case. Under the low-price case, 2030 crude prices 
are 56 percent lower, while net imports of crude and product increase from 2.2 MMBD to 6.8 
MMBD so that U.S. net import expenditures are 33 percent higher.O   

A second potential proposed energy security effect of lower oil prices is increased instability 
of supply, due to greater global reliance on fewer suppling nations,P and because lower prices 
may increase economic and geopolitical instability in some supplier nations.72,73,74  The 
International Monetary Fund reported that low oil prices are creating substantial economic 
tension for Middle East oil producers on top of the economic costs of ongoing geopolitical 
conflicts, and noted the risk that Middle East countries including Saudi Arabia could run out of 
financial assets without a substantial change in policy.75  The concern raised is that oil revenues 
are essential for some exporting nations to fund domestic programs and avoid domestic unrest. 

Finally, despite continuing uncertainty about oil market behavior and outcomes and the 
sensitivity of the U.S. economy to oil shocks, it is generally agreed that it is beneficial to reduce 
petroleum fuel consumption from an energy security standpoint.  It is not just imports alone, but 
both imports and consumption of petroleum from all sources and their role in economic activity, 
that may expose the U.S. to risk from price shocks in the world oil price.  Reducing fuel 
consumption reduces the amount of domestic economic activity associated with a commodity 
whose price depends on volatile international markets.  The relative significance of petroleum 
consumption and import levels for the macroeconomic disturbances that follow from oil price 
shocks is not fully understood.  Recognizing that changing petroleum consumption will change 
U.S. imports, this assessment of oil costs focuses on those incremental social costs that follow 
from the resulting changes in imports, employing the usual oil import premium measure.   

3.5.2.3 Cost of Existing U.S. Energy Security Policies 

The last often-identified component of the full economic costs of U.S. oil imports are the 
costs to the U.S. taxpayers of existing U.S. energy security policies.  The two primary examples 
are maintaining the Strategic Petroleum Reserve (SPR) and maintaining a military presence to 

                                                 
O  For simplicity and given available data, this computation treats net import expenditures as proportional to net 

import volumes. For the low-oil price case net petroleum imports in 2030 are 4.6 MMBD greater than in the 
Reference case, primarily due to a large reduction in product exports (4.1 MMBD smaller), and a smaller (0.5 
MMDB) increase in crude imports. Since the import change is primarily due to a loss of the more highly-priced 
product exports, the expenditure change could be larger. 

P Fatih Birol, Executive Director of the International Energy Agency, warns that prolonged lower oil prices would 
trigger energy-security concerns by increasing reliance on a small number of low-cost producers “or risk a sharp 
rebound in price if investment falls short.” “It would be a grave mistake to index our attention to energy security 
to changes in the oil price,” Birol said. “Now is not the time to relax. Quite the opposite: a period of low oil prices 
is the moment to reinforce our capacity to deal with future energy security threats.” International Energy Agency, 
World Energy Outlook, November 10th, 2015. 
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help secure a stable oil supply from potentially vulnerable regions of the world.  The SPR is the 
largest stockpile of government-owned emergency crude oil in the world.  Established in the 
aftermath of the 1973/1974 oil embargo, the SPR provides the U.S. with a response option 
should a disruption in commercial oil supplies threaten the U.S. economy.  It also allows the U.S. 
to meet part of its International Energy Agency obligation to maintain emergency oil stocks, and 
it provides a national defense fuel reserve.  While the costs for building and maintaining the SPR 
are more clearly related to U.S. oil use and imports, historically these costs have not varied in 
response to changes in U.S. oil import levels.  Thus, while the effect of the SPR in moderating 
price shocks is factored into the ORNL analysis, the cost of maintaining the SPR is excluded. 

3.5.2.4 Military Security Cost Components of Energy Security 

The agency has also attempted to assess the military security benefits components of energy 
security in past LDV rulemakings and the Draft TAR.  The recent literature on the military 
components of energy security has included three broad categories of oil related military and 
national security costs all of which are hard to quantify and provide estimates of their costs.  
These include possible costs of U.S. military programs to secure oil supplies from unstable 
regions of the world, the energy security costs associated with the U.S. military’s reliance on 
petroleum to fuel its operations and possible national security costs associated with expanded oil 
revenues to “rogue states.”  

Of these categories listed above, the one that is most clearly connected to petroleum use and 
is, in principle, quantifiable is the first, the cost of military programs to secure oil supplies and 
stabilize oil supplying regions.  There is a developing literature on the measurement of these 
components of energy security but methodological and measurement challenges pose significant 
challenges to providing a robust estimate of this component of energy security. 

Assessing the military component of the energy security cost has two major challenges: 
attribution and incremental analysis.  The attribution challenge is to determine which military 
programs and expenditures can properly be attributed to oil supply protection, rather than some 
other national security objective.  The incremental analysis challenge is to estimate how much 
the petroleum supply protection costs might vary if U.S. oil use were to be reduced or 
eliminated. 

Since “military forces are, to a great extent, multipurpose and fungible” across theaters and 
missions (Crane et al. (2009))76, and because the military budget is presented along regional 
accounts rather than by mission, the allocation to particular missions is not always clear.  
Approaches taken usually either allocate “partial” military costs directly associated with 
operations in a particular region, or allocate a share of total military costs (including some that 
are indirect in the sense of supporting military activities overall) (Koplow and Martin (1998)).77   

The incremental analysis can estimate how military costs would vary if the oil security 
mission is no longer needed, and many studies stop at this point.  It is substantially more difficult 
to estimate how military costs would vary if U.S. oil use or imports are partially reduced.  Partial 
reduction of U.S. oil use diminishes the magnitude of the security problem, but there is 
uncertainty that supply protection forces and their costs could be scaled down in proportion (e.g. 
Crane et al. (2009))78, and there remains the associated goal of protecting supply and transit for 
allies and important trade partners, and other importing countries, if they do not decrease their 
petroleum use as well.   
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The challenges of attribution and incremental analysis have led some to conclude that the 
mission of oil supply protection cannot be clearly separated from others, and the military cost 
component of oil security should be taken as near zero (Moore et al. (1997)).79  For example, the 
Council on Foreign Relations takes the view that substantial foreign policy missions will remain 
over the next 20 years, even without the oil security mission entirely.  Stern, on the other hand, 
argues that many of the other policy concerns in the Persian Gulf follow from oil, and the 
reaction to U.S. policies taken to protect oil.   

Most commonly, analysts estimate substantial military costs associated with the missions of 
oil supply security and associated contingencies, but avoid estimating specific cost reductions 
from partial reductions in oil use.  However, some studies (Copulos (2003), Delucchi and 
Murphy (2008), Crane et al., Stern (2010))80 seek to update, and in some cases significantly 
improve the rigor of analysis.  

Delucchi and Murphy sought to deduct from the cost of Persian Gulf military programs, the 
costs associated with defending U.S. interests other than the objective of providing more stable 
oil supply and price to the U.S. economy.  Excluding an estimate of cost for missions unrelated 
to oil, and for the protection of oil in the interest of other countries, Delucchi and Murphy 
estimated military costs for all U.S. domestic oil interests of between $24 and $74 billion 
annually.   

Crane et al. considered force reductions and cost savings that could be achieved if oil security 
were no longer a consideration.  After reviewing documents supporting recent defense resource 
allocations, they concluded that the oil protection mission is prominent: “First, the United States 
does include the security of oil supplies and global transit of oil as a prominent element in its 
force planning.”  While they noted that the elimination of this mission of oil supply protection 
might not lead to complete reduction of those costs, they concluded there is very likely to be 
some cost reduction.  Taking two approaches, and guided by post-Cold War force draw downs 
and by a top-down look at the current U.S. allocation of defense resources, they concluded that 
$75–$91 billion, or 12–15 percent of the current U.S. defense budget, could be reduced if the oil 
protection mission were completely eliminated. 

Stern presents an estimate of military cost for Persian Gulf force projection, addressing the 
challenge of cost allocation with an activity-based cost method.  He used information on actual 
naval force deployments rather than budgets, focusing on the costs of carrier deployment.  As a 
result of this different data set and these assumptions regarding allocation, the estimated costs are 
much higher, roughly 4 to 10 times, than other recent estimates.  For the 1976–2007 time frame, 
Stern estimated an average military cost of $212 billion and for 2007, $500 billion.   

A study by the National Research Council (NRC) (2013)81 attempted to estimate the military 
costs associated with U.S. imports and consumption of petroleum.  The NRC cites estimates of 
the national defense costs of oil dependence from the literature that range from less than $5 
billion to $50 billion per year or more.  Assuming an approximate range of $10–$50 billion per 
year, the NRC divided national defense costs by a projected U.S. consumption rate of 
approximately 6.4 billion barrels per year (EIA, 2012).  This procedure yielded a range of 
average national defense cost of $1.50–$8.00 per barrel (rounded to the nearest $0.50), with a 
mid-point of $5/barrel (in 2009$).  However, as discussed above, it is unclear that incremental 
reductions in either U.S. imports, or consumption of domestic petroleum, would produce 
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incremental changes to the military expenditures related to the oil protection mission (Crane, et 
al.).  We did not receive any comments on this issue in the Draft TAR.   

3.6 Non-GHG Health and Environmental Impacts 

This section discusses the economic benefits from reductions in health and environmental 
impacts resulting from non-GHG emission reductions (such as criteria and toxic air pollutants) 
that can be expected to occur as a result of the light-duty 2022-2025 GHG standards.  CO2 
emissions are predominantly the byproduct of fossil fuel combustion processes that also produce 
criteria and hazardous air pollutant emissions.  The vehicles that are subject to this program are 
also significant sources of mobile source air pollution such as directly emitted Particulate Matter 
(PM), Nitrogen Oxide (NOX), Volatile Organic Chemicals (VOCs) and air toxics, which are 
regulated by separate emissions standards programs.  The program will affect exhaust emissions 
of these pollutants from vehicles and will also affect emissions from upstream sources that occur 
during the refining and distribution of fuel.  Changes in ambient concentrations of ozone, PM2.5, 
and air toxics that will result from the program are expected to affect human health by reducing 
premature deaths and other serious human health effects, as well as other important 
improvements in public health and welfare.  Children especially benefit from reduced exposures 
to criteria and toxic pollutants, because they tend to be more sensitive to the effects of these 
respiratory pollutants.  Ozone and particulate matter have been associated with increased asthma 
exacerbation and other respiratory effects in children, and particulate matter has been associated 
with deficits in lung function development. 

It is important to quantify the co-pollutant-related health and environmental impacts 
associated with the GHG standards because a failure to adequately consider these ancillary 
impacts could lead to an incorrect assessment of the standards' costs and benefits.  Moreover, the 
health and other impacts of exposure to criteria air pollutants and airborne toxics tend to occur in 
the near term, while most effects from reduced climate change are likely to occur only over a 
time frame of several decades or longer.   

For purposes of this Proposed Determination, EPA has applied PM-related benefits per-ton 
values to its estimated emission reductions to estimate only the PM-related benefits of the 
program.82,Q   However, there are several health benefit categories that EPA was unable to 
quantify due to limitations associated with using benefits-per-ton estimates, several of which 
could be substantial.  For example, we have not quantified a number of known or suspected 
health benefits linked to reductions in ozone and other criteria pollutants, as well as health 
benefits linked to reductions in air toxics.  Additionally, we are unable to quantify a number of 
known welfare effects, including reduced acid and particulate deposition damage to cultural 
monuments and other materials, and environmental benefits due to reductions of impacts of 
eutrophication in coastal areas.  As a result, the health benefits quantified in this analysis are 
likely underestimates of total benefits. 

 

                                                 
Q See also: http://www.epa.gov/airquality/benmap/sabpt.html.  The current values available on the webpage have 

been updated since the publication of the Fann et al., 2012 paper.  For more information regarding the updated 
values, see: http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf 
(accessed June 9, 2016). 

http://www.epa.gov/airquality/benmap/sabpt.html
http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf
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3.6.1 Economic Value of Reductions in Particulate Matter 

As presented in Appendix C of the Proposed Determination document, the standards would 
reduce emissions of several criteria and toxic pollutants and their precursors.  In this analysis, 
however, EPA only estimates the economic value of the human health benefits associated with 
the resulting reductions in PM2.5 exposure (related to both directly emitted PM2.5 and 
secondarily-formed PM2.5).  Due to analytical limitations with the benefit per-ton method, this 
analysis does not estimate benefits resulting from reductions in population exposure to other 
criteria pollutants such as ozone.R  Furthermore, the benefits per-ton method, like all air quality 
impact analyses, does not monetize all of the potential health and welfare effects associated with 
reduced concentrations of PM2.5. 

This analysis uses estimates of the benefits from reducing the incidence of the specific PM2.5-
related health impacts described below.  These estimates, which are expressed per ton of PM2.5-
related emissions eliminated by the standards, represent the total monetized value of human 
health benefits (including reduction in both premature mortality and premature morbidity) from 
reducing each ton of directly emitted PM2.5, or its precursors (SO2 and NOX), from a specified 
source.   

The PM-related dollar-per-ton benefit estimates used in this analysis, which are consistent 
with those used in the Draft TAR, are provided in Table 3.12.  As the table indicates, these 
values differ among directly emitted PM and PM precursors (SO2 and NOX), and also depend on 
their original source, because emissions from different sources can result in different degrees of 
population exposure and resulting health impacts.  In the summary of costs and benefits, Chapter 
5, EPA presents the monetized value of total PM-related improvements associated with the 
standards summed across sources (on-road and upstream) sources and across PM-related 
pollutants (direct PM2.5 and PM precursors SO2 and NOX).   

Table 3.12  PM-Related Benefits-per-ton Values (thousands, 2012$)a 

Yearc On-road Mobile Sources Upstream Sourcesd 
Direct PM2.5 SO2 NOX Direct PM2.5 SO2 NOX 

Estimated Using a 3 Percent Discount Rateb 
2022 $400-$910 $22-$49 $8.1-$18 $350-$790 $75-$170 $7.4-$17 
2025 $440-$1,000 $24-$55 $8.8-$20 $390-$870 $83-$190 $8.1-$18 
2030 $480-$1,100 $27-$61 $9.6-$22 $420-$950 $91-$200 $8.7-$20 
Estimated Using a 7 Percent Discount Rateb 
2022 $370-$820 $20-$44 $7.4-$17 $320-$720 $67-$150 $6.6-$15 
2025 $400-$910 $22-$49 $8.0-$18 $350-$790 $75-$170 $7.3-$17 
2030 $430-$980 $24-$55 $8.6-$20 $380-$850 $81-$180 $7.9-$18 

Notes: 
a The benefit-per-ton estimates presented in this table are based on a range of premature mortality estimates derived 
from the ACS study (Krewski et al., 2009) and the Six-Cities study (Lepeule et al., 2012).  
b The benefit-per-ton estimates presented in this table assume either a 3 percent or 7 percent discount rate in the 
valuation of premature mortality to account for a twenty-year segmented cessation lag.   

                                                 
R The air quality modeling that underlies the PM-related benefit per ton values also produced estimates of ozone 

levels attributable to each sector. However, the complex non-linear chemistry governing ozone formation 
prevented EPA from developing a complementary array of ozone benefit per ton values. This limitation 
notwithstanding, we anticipate that the ozone-related benefits associated with reducing emissions of NOX and 
VOC could be substantial. 
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c Benefit-per-ton values were estimated for the years 2020, 2025 and 2030.  We hold values constant for intervening 
years (e.g., 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for years 2031 and 
beyond).  
d We assume for the purpose of this analysis that “upstream emissions” are most closely associated with refinery sector 
benefit per-ton values.  The majority of upstream emission reductions associated with the standards are related to 
domestic onsite refinery emissions and domestic crude production.  While upstream emissions also include storage 
and transport sources, as well as upstream refinery sources, we have chosen to simply apply the refinery values.   

 

The benefit per-ton technique has been used in previous analyses, including EPA’s Heavy-
Duty Vehicle GHG standards Phase II (2018 and later),83 2017-2025 Light-Duty Vehicle 
Greenhouse Gas Rule,84 the Reciprocating Internal Combustion Engine rules,85,86 and the 
Residential Wood Heaters NSPS.87  Table 3.13 shows the quantified PM2.5-related co-benefits 
captured in those benefit per-ton estimates, as well as unquantified effects the benefits per-ton 
estimates are unable to capture.  

Table 3.13  Human Health and Welfare Effects of PM2.5 

Pollutant Quantified and Monetized  
in Primary Estimates 

Unquantified Effects  
Changes in: 

PM2.5 Adult premature mortality  
Acute bronchitis 
Hospital admissions: respiratory and 
cardiovascular 
Emergency room visits for asthma 
Nonfatal heart attacks (myocardial infarction) 
Lower and upper respiratory illness 
Minor restricted-activity days 
Work loss days 
Asthma exacerbations (asthmatic population) 
Infant mortality 

Chronic and subchronic bronchitis cases 
Strokes and cerebrovascular disease 
Low birth weight 
Pulmonary function 
Chronic respiratory diseases other than chronic 
bronchitis 
Non-asthma respiratory emergency room visits 
Visibility 
Household soiling 

 

Readers interested in reviewing the complete methodology for creating the benefit-per-ton 
estimates used in this analysis can consult EPA’s “Technical Support Document: Estimating the 
Benefit per Ton of Reducing PM2.5 Precursors from 17 Sectors.”S  Readers can also refer to Fann 
et al. (2012) for a detailed description of the benefit-per-ton methodology.  As described in the 
documentation, EPA uses a method that is consistent with the cost-benefit analysis that 
accompanied the 2012 PM NAAQS revision.  The benefit-per-ton estimates utilize the 
concentration-response functions as reported in the epidemiology literature.T,88   To calculate the 
total monetized impacts associated with quantified health impacts, EPA applies values derived 
from a number of sources.  For premature mortality, EPA applies a value of a statistical life 
(VSL) derived from the mortality valuation literature.  For certain health impacts, such as 

                                                 
S For more information regarding the updated values, see: 

http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf (accessed 
September 9, 2014). 

T Although we summarize the main issues in this chapter, we encourage interested readers to see the benefits chapter 
of the RIA that accompanied the PM NAAQS for a more detailed description of recent changes to the 
quantification and monetization of PM benefits.  Note that the cost-benefit analysis was prepared solely for 
purposes of fulfilling analysis requirements under Executive Order 12866 and was not considered, or otherwise 
played any part, in the decision to revise the PM NAAQS. 
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respiratory-related ailments, EPA applies willingness-to-pay estimates derived from the 
valuation literature.  For the remaining health impacts, EPA applies values derived from current 
cost-of-illness and/or wage estimates. 

The documentation cited above also describes that national per-ton estimates were developed 
for selected PM-related pollutant/source category combinations.  The per-ton values calculated 
therefore apply only to tons reduced from those specific PM-related pollutant/source 
combinations (e.g., NO2 emitted from on-road mobile sources; direct PM emitted from 
electricity generating units).  EPA's estimate of PM2.5 benefits is therefore based on the total 
direct PM2.5 and PM-related precursor emissions controlled by sector and multiplied by each 
per-ton value.   

As Table 3.12 indicates, EPA projects that the per-ton values for reducing emissions of non-
GHG pollutants from both vehicle use and upstream sources such as fuel refineries will increase 
over time.U  These projected increases reflect rising income levels, which increase affected 
individuals’ willingness to pay for reduced exposure to health threats from air pollution.V  They 
also reflect future population growth and increased life expectancy, which expands the size of 
the population exposed to air pollution in both urban and rural areas, especially among older age 
groups with the highest mortality risk.W     

The benefit-per-ton estimates are subject to a number of assumptions and uncertainties:   

The benefit-per-ton estimates used in this analysis reflect specific geographic patterns of 
emissions reductions and specific air quality and benefits modeling assumptions associated with 
the derivation of those estimates (see the separate technical documentation that describes the 
calculation of the national benefit-per-ton estimates).89,X  Consequently, these estimates may not 
reflect local variability in population density, meteorology, exposure, baseline health incidence 
rates, or other local factors associated with the current analysis.   

This analysis assumes that all fine particles, regardless of their chemical composition, are 
equally potent in causing premature mortality.  This is an important assumption, because PM2.5 
produced via transported precursors emitted from stationary sources may differ significantly 
from direct PM2.5 released from diesel engines and other industrial sources.  The PM Integrated 
Science Assessment (ISA), which was twice reviewed by the Science Advisory Board's Clean 
Air Science Advisory Committee (SAB-CASAC), concluded that “many constituents of PM2.5 
can be linked with multiple health effects, and the evidence is not yet sufficient to allow 

                                                 
U As we present in the Proposed Determination document, Appendix C, the standards would yield emission 

reductions from upstream refining and fuel distribution due to decreased petroleum consumption. 
V The issue is discussed in more detail in the 2012 PM NAAQS RIA, Section 5.6.8.  See U.S. Environmental 

Protection Agency.  (2012). Regulatory Impact Analysis for the Final Revisions to the National Ambient Air 
Quality Standards for Particulate Matter, Health and Environmental Impacts Division, Office of Air Quality 
Planning and Standards, EPA-452-R-12-005, December 2012.  Available on the internet: 
http://www.epa.gov/ttnecas1/regdata/RIAs/finalria.pdf. 

W For more information about EPA’s population projections, please refer to the following: 
http://www.epa.gov/air/benmap/models/BenMAPManualAppendicesAugust2010.pdf (See Appendix K) 

X See also: http://www.epa.gov/airquality/benmap/sabpt.html.  The current values available on the webpage have 
been updated since the publication of the Fann et al., 2012 paper.  For more information regarding the updated 
values, see: http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf 
(accessed September 9, 2014). 

http://www.epa.gov/airquality/benmap/sabpt.html
http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf
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differentiation of those constituents or sources that are more closely related to specific 
outcomes.”90  PM composition and the size distribution of those particles vary within and 
between areas due to source characteristics.  Any specific location could have higher or lower 
contributions of certain PM species and other pollutants than the national average, meaning 
potential regional differences in health impact of given control strategies.  Depending on the 
toxicity of each PM species reduced by the proposed standards, assuming equal toxicity could 
over or underestimate benefits. 

When estimating the benefit-per-ton values, EPA assumes that the underlying health impact 
functions for fine particles are linear within the range of ambient concentrations under 
consideration.  Thus, the estimates include health benefits from reducing fine particles in areas 
with varied concentrations of PM2.5, including regions that are in attainment with the fine 
particle standard.  The direction of bias that assuming a linear-no threshold model (or an 
alternative model) introduces depends upon the “true” functional from of the relationship and the 
specific assumptions and data in a particular analysis.  For example, if the true function identifies 
a threshold below which health effects do not occur, benefits may be overestimated if a 
substantial portion of those benefits were estimated to occur below that threshold.  Alternately, if 
a substantial portion of the benefits occurred above that threshold, the benefits may be 
underestimated because an assumed linear no-threshold function may not reflect the steeper 
slope above that threshold to account for all health effects occurring above that threshold.  

There are several health benefit categories that EPA was unable to quantify due to limitations 
associated with using benefits-per-ton estimates, several of which could be substantial.  Because 
the NOX and VOC emission reductions associated with the standards are also precursors to 
ozone, reductions in NOX and VOC would also reduce ozone formation and the health effects 
associated with ozone exposure.  Unfortunately, ozone-related benefits-per-ton estimates do not 
exist due to issues associated with the complexity of the atmospheric air chemistry and 
nonlinearities associated with ozone formation.  The PM-related benefits-per-ton estimates also 
do not include any human welfare or ecological benefits.   

There are many uncertainties associated with the health impact functions that underlie the 
benefits-per-ton estimates.  These include:  within-study variability (the precision with which a 
given study estimates the relationship between air quality changes and health effects); across-
study variation (different published studies of the same pollutant/health effect relationship 
typically do not report identical findings and in some instances the differences are substantial); 
the application of concentration-response functions nationwide (does not account for any 
relationship between region and health effect, to the extent that such a relationship exists); 
extrapolation of impact functions across population (we assumed that certain health impact 
functions applied to age ranges broader than that considered in the original epidemiological 
study); and various uncertainties in the concentration-response function, including causality and 
thresholds.  These uncertainties may under- or over-estimate benefits. 

EPA has investigated methods to characterize uncertainty in the relationship between PM2.5 
exposure and premature mortality.  EPA’s final PM2.5 NAAQS analysis provides a more 
complete picture about the overall uncertainty in PM2.5 benefits estimates.  For more 
information, please consult the PM2.5 NAAQS Regulatory Impacts Analysis.91  

The benefit-per-ton unit values used in this analysis incorporate projections of key variables, 
including atmospheric conditions, source level emissions, population, health baselines, incomes, 
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and technology.  These projections introduce additional uncertainties to the benefit per ton 
estimates. 

3.7 Social Cost of Greenhouse Gas Emissions  

We estimate the global social benefits of CO2 emission reductions expected from the 2022-
2025 final standards using the SC-CO2 estimates presented in the Technical Support Document: 
Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis Under Executive 
Order 12866 (May 2013, Revised August 2016) (“current TSD”).92  We refer to these estimates, 
which were developed by the U.S. government, as “SC-CO2 estimates.”  The SC-CO2 is a metric 
that estimates the monetary value of impacts associated with marginal changes in CO2 emissions 
in a given year.  It includes a wide range of anticipated climate impacts, such as net changes in 
agricultural productivity and human health, property damage from increased flood risk, and 
changes in energy system costs, such as reduced costs for heating and increased costs for air 
conditioning.  It is typically used to assess the avoided damages as a result of regulatory actions 
(i.e., benefits of rulemakings that lead to an incremental reduction in cumulative global CO2 
emissions).  

The SC-CO2 estimates used in the final 2017-2025 RIA and in this analysis were developed 
over many years, using the best science available, and with input from the public.  Specifically, 
an interagency working group (IWG) that included the EPA and other executive branch agencies 
and offices used three integrated assessment models (IAMs) to develop the SC-CO2 estimates 
and recommended four global values for use in regulatory analyses.  The SC-CO2 estimates were 
first released in February 2010 and were used to estimate the value of CO2 benefits in the final 
2017-2025 rulemaking.   

These SC-CO2 estimates were developed using an ensemble of the three most widely cited 
integrated assessment models in the economics literature with the ability to estimate the SC-CO2.  
A key objective of the IWG was to draw from the insights of the three models while respecting 
the different approaches to linking GHG emissions and monetized damages taken by modelers in 
the published literature.  After conducting an extensive literature review, the interagency group 
selected three sets of input parameters (climate sensitivity, socioeconomic and emissions 
trajectories, and discount rates) to use consistently in each model.  All other model features were 
left unchanged, relying on the model developers’ best estimates and judgments, as informed by 
the literature.  Specifically, a common probability distribution for the equilibrium climate 
sensitivity parameter, which informs the strength of climate’s response to atmospheric GHG 
concentrations, was used across all three models.  In addition, a common range of scenarios for 
the socioeconomic parameters and emissions forecasts were used in all three models.  Finally, 
the marginal damage estimates from the three models were estimated using a consistent range of 
discount rates, 2.5, 3.0, and 5.0 percent.  See Technical Support Document: Technical Update of 
the Social Cost of Carbon for Regulatory Impact Analysis under Executive Order 12866 
(February 2010) ("2010 TSD") for a complete discussion of the methods used to develop the 
estimates and the key uncertainties, and the current TSD for the latest estimates.93  

In 2013, and after the final LD 2017-2025 rulemaking, the IWG updated the SC-CO2 
estimates using new versions of each IAM.   The 2013 update did not revisit the 2010 modeling 
decisions with regards to the discount rate, reference case socioeconomic and emission scenarios, 
and equilibrium climate sensitivity distribution.  Rather, improvements in the way damages are 
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modeled are confined to those that have been incorporated into the latest versions of the models 
by the developers themselves and published in the peer-reviewed literature.  The model updates 
that are relevant to the SC-CO2 estimates include: an explicit representation of sea level rise 
damages in the Dynamic Integrated Climate and Economy (DICE) and Policy Analysis of the 
Greenhouse Effect (PAGE) models; updated adaptation assumptions, revisions to ensure 
damages are constrained by GDP, updated regional scaling of damages, and a revised treatment 
of potentially abrupt shifts in climate damages in the PAGE model; an updated carbon cycle in 
the DICE model; and updated damage functions for sea level rise impacts, the agricultural sector, 
and reduced space heating requirements, as well as changes to the transient response of 
temperature to the buildup of GHG concentrations and the inclusion of indirect effects of 
methane emissions in the Climate Framework for Uncertainty, Negotiation, and Distribution 
(FUND) model.  The current TSD presents and discusses the 2013 update (including recent 
minor technical corrections to the estimates).Y   

The updated estimates continue to represent global measures because of the distinctive nature 
of the climate change, which is highly unusual in at least three respects.  First, emissions of most 
GHGs contribute to damages around the world independent of the country in which they are 
emitted.  The SC-CO2 must therefore incorporate the full (global) damages caused by GHG 
emissions to address the global nature of the problem.  Second, the U.S. operates in a global and 
highly interconnected economy, such that impacts on the other side of the world can affect our 
economy.  This means that the true costs of climate change to the U.S. are larger than the direct 
impacts that simply occur within the U.S.  Third, climate change represents a classic public 
goods problem because each country’s reductions benefit everyone else and no country can be 
excluded from enjoying the benefits of other countries’ reductions, even if it provides no 
reductions itself.  In this situation, the only way to achieve an economically efficient level of 
emissions reductions is for countries to cooperate in providing mutually beneficial reductions 
beyond the level that would be justified only by their own domestic benefits.  In reference to the 
public good nature of mitigation and its role in foreign relations, thirteen prominent academics 
noted that these “are compelling reasons to focus on a global SCC” in a recent article on the SCC 
(Pizer et al., 2014).  In addition, as noted in OMB’s Response to Comments on the SC-CO2, a 
document discussed further below, there is no bright line between domestic and global damages.  
Adverse impacts on other countries can have spillover effects on the United States, particularly 
in the areas of national security, international trade, public health and humanitarian concerns.94 

The 2010 TSD noted a number of limitations to the SC-CO2 analysis, including the 
incomplete way in which the integrated assessment models capture catastrophic and non-
catastrophic impacts, their incomplete treatment of adaptation and technological change, 
uncertainty in the extrapolation of damages to high temperatures, and assumptions regarding risk 
aversion.  Currently integrated assessment models do not assign value to all of the important 
physical, ecological, and economic impacts of climate change recognized in the climate change 
literature due to a lack of precise information on the nature of damages and because the science 

                                                 
Y Both the 2010 TSD and the current TSD are available at: https://www.whitehouse.gov/omb/oira/social-cost-of-

carbon. 
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incorporated into these models understandably lags behind the most recent research.Z  The 
limited amount of research linking climate impacts to economic damages makes the modeling 
exercise even more difficult.  These individual limitations do not all work in the same direction 
in terms of their influence on the SC-CO2 estimates, though taken together they suggest that the 
SC-CO2 estimates are likely conservative.  In particular, the IPCC Fourth Assessment Report 
(2007), which was the most current IPCC assessment available at the time of the IWG’s 2009-
2010 review, concluded that “It is very likely that [SC-CO2 estimates] underestimate the damage 
costs because they cannot include many non-quantifiable impacts.”  Since then, the peer-
reviewed literature has continued to support this conclusion.  For example, the IPCC Fifth 
Assessment report observed that SC-CO2 estimates continue to omit various impacts that would 
likely increase damages.   

The EPA and other agencies have continued to consider feedback on the SC-CO2 estimates 
from stakeholders through a range of channels, most recently including public comments on the 
Clean Power Plan rulemaking95 and others that use the SC-CO2 in supporting analyses and 
through regular interactions with stakeholders and research analysts implementing the SC-CO2 
methodology used by the interagency working group.  Several comments received on the Draft 
TAR stated that the SC-CO2 underestimates climate-related benefits and discussed some of the 
technical details of the modeling conducted to develop the SC-CO2 estimates. EPA recognizes 
the importance of the estimates to be as complete as possible and will continue to follow and 
evaluate the latest science on impact categories that are omitted or not fully addressed in the 
IAMs. Some commenters also provided constructive recommendations for potential 
opportunities to improve the SC-CO2 estimates in future updates. In addition, OMB sought 
public comment on the approach used to develop the SC-CO2 estimates through a separate 
comment period and published a response to those comments in 2015.AA   

After careful evaluation of the full range of comments submitted to OMB, the IWG continues 
to recommend the use of the SC-CO2 estimates in regulatory impact analysis while also 
continuing to engage in research on modeling and valuation of climate impacts.  Currently, the 
IWG is seeking advice from the National Academies of Sciences, Engineering and Medicine on 
how to approach future updates to ensure that the estimates continue to reflect the best available 
scientific and economic information on climate change.BB  An Academies committee, 
“Assessing Approaches to Updating the Social Cost of Carbon,” (Committee) will provide 
expert, independent advice on the merits of different technical approaches for modeling and 
highlight research priorities going forward.  EPA will evaluate its approach based upon any 
feedback received from the Academies’ panel. 

                                                 
Z Climate change impacts and SCC modeling is an area of active research. For example, see: (1) Howard, Peter, 

“Omitted Damages: What’s Missing from the Social Cost of Carbon.” March 13, 2014, 
http://costofcarbon.org/files/Omitted_Damages_Whats_Missing_From_the_Social_Cost_of_Carbon.pdf; and (2) 
Electric Power Research Institute, “Understanding the Social Cost of carbon: A Technical Assessment,” October 
2014, www.epri.com.  

AA See https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf.   
BB The Academies’ review will be informed by public comments and focus on the technical merits and challenges of 

potential approaches to improving the SC-CO2 estimates in future updates. See 
https://www.whitehouse.gov/blog/2015/07/02/estimating-benefits-carbon-dioxide-emissions-reductions.   

http://costofcarbon.org/files/Omitted_Damages_Whats_Missing_From_the_Social_Cost_of_Carbon.pdf
http://www.epri.com/
https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf
https://www.whitehouse.gov/blog/2015/07/02/estimating-benefits-carbon-dioxide-emissions-reductions


Economic and Other Key Inputs Used in EPA's Analyses 

3-44 

To date, the Committee has released an interim report, which recommended against doing a 
near term update of the SC-CO2 estimates.  For future revisions, the Committee recommended 
the IWG move efforts towards a broader update of the climate system module consistent with the 
most recent, best available science, and also offered recommendations for how to enhance the 
discussion and presentation of uncertainty in the SC-CO2 estimates.  Specifically, the Committee 
recommended that “the IWG provide guidance in their technical support documents about how 
[SC-CO2] uncertainty should be represented and discussed in individual regulatory impact 
analyses that use the [SC-CO2]” and that the technical support document for each update of the 
estimates present a section discussing the uncertainty in the overall approach, in the models used, 
and uncertainty that may not be included in the estimates.CC  In August 2016, the IWG issued 
revisions to the SC-CO2 Technical Support Document that responded to interim 
recommendations from the Academies regarding the presentation and discussion of uncertainty.  
The revision did not modify methodological decisions or change the SC-CO2 estimates 
themselves. The Committee will release a final report in early 2017 with longer-term 
recommendations for updating the estimates. 

The current SC-CO2 estimates are as follows: $15, $49, $72, and $150 per ton of CO2 
emissions in the year 2022 (2015$).DD  The first three values are based on the average SC-CO2 
from the three IAMs, at discount rates of 5, 3, and 2.5 percent, respectively. SC-CO2 estimates 
for several discount rates are included because the literature shows that the SC-CO2 is quite 
sensitive to assumptions about the discount rate, and because no consensus exists on the 
appropriate rate to use in an intergenerational context (where costs and benefits are incurred by 
different generations).  The fourth value is the 95th percentile of the SC-CO2 from all three 
models at a 3 percent discount rate.  It is included to represent lower probability but higher -
impact outcomes from climate change, which are captured further out in the tail of the SC-CO2 
distribution, and while less likely than those reflected by the average SC-CO2 estimates, would 
be much more harmful to society and therefore, are relevant to policy makers.  

The current estimates, which are the same as those used in the Draft TAR, are higher than 
those used to analyze the CO2 impacts in the final LD 2017-2025 rulemaking, which preceded 
the 2013 SC-CO2 update and were published in the 2010 SC-CO2 TSD.  By way of comparison, 
the four SC-CO2 estimates used to analyze the CO2 impacts for the final LD 2017-2015 
rulemaking were $8.3, $31, $49, and $96 per metric ton in 2022 (2015$).EE  As previously noted, 

                                                 
CC National Academies of Sciences, Engineering, and Medicine. (2016). Assessment of Approaches to Updating the 

Social Cost of Carbon: Phase 1 Report on a Near-Term Update. Committee on Assessing Approaches to Updating 
the Social Cost of Carbon, Board on Environmental Change and Society. Washington, DC: The National 
Academies Press. doi: 10.17226/21898. See Executive Summary, page 1, for quoted text. 

DD The current version of the TSD is available at: https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-
tsd-final-july-2015.pdf.  All of the SC-CO2 TSDs present SC-CO2 in 2007$ per metric ton. The unrounded 
estimates from the current TSD were adjusted to 2015$ using GDP Implicit Price Deflator (1.130), 
http://www.bea.gov/iTable/index_nipa. The estimates presented in this document were rounded to two significant 
digits. 

EE The SC-CO2 TSDs present SC-CO2 in 2007$; see https://www.whitehouse.gov/omb/oira/social-cost-of-carbon 
for both TSDs.  The estimates used in the final 2017-2025 rulemaking were adjusted to 2010$ using GDP Implicit 
Price Deflator.  The estimates presented in the Draft TAR were in 2013$. The estimates presented in the Proposed 
Determination have not changed since the Draft TAR but were adjusted to 2015$ for consistency with the rest of 

https://www.whitehouse.gov/omb/oira/social-cost-of-carbon
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the IWG updated these estimates in 2013 using new versions of each integrated assessment 
model but did not revisit the modeling decisions. Table 3.14 presents the current global SC-CO2 
estimates for select years between 2022 and 2050.  In order to calculate the dollar value for 
emission reductions, the SC-CO2 estimate for each emissions year would be applied to changes 
in CO2 emissions for that year, and then discounted back to the analysis year using the same 
discount rate used to estimate the SC-CO2.  The SC-CO2 increases over time because future 
emissions are expected to produce larger incremental damages as physical and economic systems 
become more stressed in response to greater climate change.  Note that the interagency group 
estimated the growth rate of the SC-CO2 directly using the three integrated assessment models 
rather than assuming a constant annual growth rate.  This helps to ensure that the estimates are 
internally consistent with other modeling assumptions.  Appendix Section C of the Proposed 
Determination document reports the updated GHG benefits in select model years and calendar 
years.  

Table 3.14  Social Cost of CO2, 2022-2050 (in 2015$ per metric ton)* 

 
Year 

Discount Rate and Statistic 

5% Average 3% Average 2.5% Average High Impact (3% at 95th 
percentile) 

2022 $15 $49 $72 $150 
2023 $15 $50 $73 $150 
2024 $15 $51 $75 $150 
2025 $16 $52 $77 $160 
2030 $18 $57 $82 $170 
2040 $24 $68 $95 $210 
2050 $29 $78 $110 $240 

Note: 
* These SC-CO2 values are stated in $/metric ton and rounded to two significant figures.  The estimates vary 
depending on the year of CO2 emissions and are defined in real terms, i.e., adjusted for inflation using the GDP 
implicit price deflator.  

 

One limitation of the primary benefits analysis in the 2017-2025 final rulemaking is that it did 
not include the valuation of non-CO2 GHG impacts (CH4, N2O, HFC-134a).  Specifically, the 
IWG did not estimate the social costs of non-CO2 GHG emissions using an approach analogous 
to the one used to estimate the SC-CO2.  While there were other estimates of the social cost of 
non-CO2 GHGs in the peer review literature, the methodologies underlying those estimates were 
inconsistent with the methodology the IWG used to estimate the SC-CO2.  As discussed in the 
2017-2025 final rulemaking, there is considerable variation among these published estimates in 
the models and input assumptions they employ.FF  These studies differ in the emission 
perturbation year, employ a wide range of constant and variable discount rate specifications, and 
consider a range of baseline socioeconomic and emissions scenarios that have been developed 

                                                 

the Proposed Determination.  The unrounded estimates from the current TSD were adjusted to 2015$ using GDP 
Implicit Price Deflator (1.130), http://www.bea.gov/iTable/index_nipa. The estimates presented in this document 
were rounded to two significant digits. 

FF The researchers cited in the 2017-2015 RIA include: Fankhauser (1994); Kandlikar (1995); Hammitt et al. (1996); 
Tol et al. (2003); Tol (2004); and Hope and Newberry (2006). 
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over the last 20 years.  EPA also determined that the estimates in the literature were most likely 
underestimates due to changes in the underlying science since their publication.GG  

However, EPA recognized that non-CO2 GHG impacts associated with these standards (e.g., 
net reductions in CH4, N2O, and HFC-134a) would provide benefits to society.  To understand 
the potential implication of omitting these benefits, EPA conducted sensitivity analysis using an 
approximation approach based on global warming potential (GWP) gas comparison metrics that 
has been used in previous rulemakings.  The EPA also sought public comments on the valuation 
of non-CO2 GHG impacts in the proposed LD 2017-2025 rulemaking and other previous 
rulemakings (e.g., U.S. EPA 2012).96  In general, the commenters strongly encouraged the EPA 
to incorporate the monetized value of non-CO2 GHG impacts into the benefit cost analysis, 
however they noted the challenges associated with the GWP-approach, as discussed further 
below, and encouraged the use of directly-modeled estimates of the SC-CH4 to overcome those 
challenges. 

In August 2016, the IWG issued an Addendum to the current TSD that presents estimates of 
the SC-CH4 and SC-N2O for use in regulatory impact analysis ("IWG non-CO2 Addendum").97  
The IWG's SC-CH4 and SC-N2O estimates are taken from a paper by Marten et al. (2014), 
which provided the first set of published SC-CH4 and SC-N2O estimates that are consistent with 
the modeling assumptions underlying the SC-CO2.98  Specifically, the estimation approach of 
Marten et al. used the same set of three IAMs, five socioeconomic and emissions scenarios, 
equilibrium climate sensitivity distribution, three constant discount rates, and aggregation 
approach used by the IWG to develop the SC-CO2 estimates.  The aggregation method involved 
distilling the 45 distributions of the SC-CH4 and of the SC-N2O produced for each emissions 
year into four estimates: the mean across all models and scenarios using a 2.5 percent, 3 percent, 
and 5 percent discount rate, and the 95th percentile of the pooled estimates from all models and 
scenarios using a 3 percent discount rate.  Marten et al. also used the same rationale as the IWG 
to develop global estimates of the SC-CH4 and SC-N2O, given that methane and N2O are global 
pollutants.  

The IWG non-CO2 Addendum discusses the basis for atmospheric lifetime and radiative 
efficacy of methane and N2O used by Marten et. al. Specifically, Marten et al. based atmospheric 
lifetime and radiative efficacy on the estimates reported by the IPCC in their Fourth Assessment 
Report (AR4, 2007), including an adjustment in the radiative efficacy of methane to account for 
its role as a precursor for tropospheric ozone and stratospheric water.  These values represent the 
same ones used by the IPCC in AR4 for calculating GWPs.  At the time Marten et al. developed 
their estimates of the SC-CH4, AR4 was the latest assessment report by the IPCC.  The IPCC 
updates GWP estimates with each new assessment, and in the most recent assessment, AR5, the 
latest estimate of the methane GWP ranged from 28-36, compared to a GWP of 25 in AR4.  The 
updated values reflect a number of changes: changes in the lifetime and radiative efficiency 
estimates for CO2, changes in the lifetime estimate for methane, and changes in the correction 
factor applied to methane’s GWP to reflect the effect of methane emissions on other climatically 
important substances such as tropospheric ozone and stratospheric water vapor.  In addition, the 

                                                 
GG See the 2017-2025 RIA, page 7-7, for complete discussion. Literature included studies primarily from the mid-

1990s through early 2000s. https://nepis.epa.gov/Exe/ZyPDF.cgi/P100EZI1.PDF?Dockey=P100EZI1.PDF.  
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range presented in the latest IPCC report reflects different choices regarding whether to account 
for how biogenic and fossil methane have different carbon cycle effects, and for whether to 
account for climate feedbacks on the carbon cycle for both methane and CO2 (rather than just for 
CO2 as was done in AR4).99,HH    

The IWG non-CO2 Addendum discusses the SC-CH4 and SC-N2O estimates, (presented 
below in Table 3.15), and compare them with other recent estimates in the literature.  A direct 
comparison of the estimates with all of the other published estimates is difficult, given the 
differences in the models and socioeconomic and emissions scenarios, but results from three 
relatively recent studies offer a better basis for comparison (see Hope (2006), Marten and 
Newbold (2012), Waldhoff et al. (2014)). Marten et al. found that, in general, the SC-CH4 
estimates from their 2014 paper are higher than previous estimates and the SC-N2O estimates 
from their 2014 paper fall within the range from Waldhoff et al.  The higher SC-CH4 estimates 
are partially driven by the higher effective radiative forcing due to the inclusion of indirect 
effects from methane emissions in their modeling.  Marten et al., similar to other recent studies, 
also find that their directly modeled SC-CH4 and SC-N2O estimates are higher than the GWP-
weighted estimates.  More detailed discussion of the SC-CH4 and SC-N2O estimation 
methodology, results and a comparison to other published estimates can be found in Marten et al. 
(2014). 

The resulting SC-CH4 and SC-N2O estimates are presented in Table 3.15.  The tables do not 
include HFC-134a because EPA is unaware of analogous estimates. 

Table 3.15  Social Cost of CH4 and Social Cost of N2O, 2012-2050 (in 2015$ per metric ton) 

  Social Cost of CH4 Social Cost of N2O 

Year 5% (Avg) 3% (Avg) 2.5% (Avg) High 
Impact (3%  
at 95th 
percentile) 

5% 
(Avg) 

3% (Avg) 2.5% (Avg) High 
Impact 
(3% at 
95th 
percentile) 

2022 $660 $1,400 $1,900 $3,800 $5,700 $18,000 $26,000 $46,000 
2023 $680 $1,500 $1,900 $4,000 $5,900 $18,000 $26,000 $47,000 
2024 $710 $1,500 $2,000 $4,100 $6,000 $19,000 $27,000 $49,000 
2025 $730 $1,600 $2,000 $4,200 $6,200 $19,000 $27,000 $50,000 
2030 $860 $1,800 $2,300 $4,700 $7,100 $21,000 $31,000 $55,000 
2040 $1,100 $2,300 $2,900 $6,200 $9,500 $26,000 $36,000 $68,000 
2050 $1,500 $2,800 $3,500 $7,600 $12,000 $31,000 $42,000 $81,000 

Note: 
* These SC-CH4 and SC-N2O values are stated in $/metric ton and rounded to two significant figures.  The 
estimates vary depending on the year of emissions and are defined in real terms, i.e., adjusted for inflation using the 
GDP implicit price deflator. In addition, the estimates in this table have been adjusted to reflect the minor technical 

                                                 
HH Consistent with the Draft TAR, the Proposed Determination uses 100-year GWP values for CO2 equivalency 

calculations that are consistent with the GHG emissions inventories and the IPCC Fourth Assessment Report 
(AR4), i.e., 25 for methane.  The IPCC reported the same 100-year GWP for N2O (298) in AR4 and AR5. 
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corrections to the SC-CO2 estimates described above. See Corrigendum to Marten et al. (2014) for more 
details http://www.tandfonline.com/doi/abs/10.1080/14693062.2015.1070550 . 

 

This Proposed Determination analysis updates the non-CO2 GHG benefits presented in the 
2017-2025 final rule by using the IWG's estimates of SC-CH4 and SC-N2O.II  As discussed in 
the IWG non-CO2 Addendum, the application of directly modeled estimates from Marten et al. 
(2014) to benefit-cost analysis of a regulatory action is analogous to the use of the SC-CO2 
estimates.  Specifically, the SC-CH4 and SC-N2O estimates in Table 3.15 are used to monetize 
the benefits of reductions in methane and N2O emissions, respectively, expected as a result of 
the 2022-2025 standards.  Forecast changes in methane (or N2O) emissions in a given year, 
expected as a result of the standards, are multiplied by the SC-CH4 (or SC-N2O) estimate for that 
year.  To obtain a present value estimate, the monetized stream of future non-CO2 GHG benefits 
are discounted back to the analysis year using the same discount rate used to estimate the social 
cost of the non-CO2 GHG emission changes.  In addition, the limitations for the SC-CO2 
estimates discussed above likewise apply to the SC-CH4 and SC-N2O estimates, given the 
consistency in the methodology. See the IWG non-CO2 Addendum for additional details about 
the peer review conducted of the application of the Marten et al. (2014) non-CO2 social cost 
estimates in regulatory analysis.     

The summary of GHG (CO2, methane, N2O) benefits are presented for select model years and 
calendar years is in Appendix Section C of the Proposed Determination document.   

EPA is unaware of estimates of the social cost of HFC-134a that are analogous to the SC- 
CO2, SC-CH4, and SC-N2O estimates discussed above.  In the 2017-2025 final rulemaking, EPA 
used the GWP for HFC-134a to convert the emissions of this gas to CO2 equivalents, which were 
then valued using the SC-CO2 estimates.  These estimates were presented in a sensitivity analysis 
due to the limitations associated with using the GWP approach to value changes in non-CO2 
GHG emissions.  

The GWP measures the cumulative radiative forcing from a perturbation of a non-CO2 GHG 
relative to a perturbation of CO2 over a fixed time horizon, often 100 years.  The GWP mainly 
reflects differences in the radiative efficiency of gases and differences in their atmospheric 
lifetimes.  While the GWP is a simple, transparent, and well-established metric for assessing the 
relative impacts of non-CO2 emissions compared to CO2 on a purely physical basis, there are 
several well-documented limitations in using it to value non-CO2 GHG benefits, as discussed in 
the 2010 SC-CO2 TSD and previous rulemakings.100  In particular, several recent studies found 
that GWP-weighted benefit estimates for methane are likely to be lower than the estimates 
derived using directly modeled social cost estimates for these gases.  Gas comparison metrics, 
such as the GWP, are designed to measure the impact of non-CO2 GHG emissions relative to 
CO2 at a specific point along the pathway from emissions to monetized damages (depicted in 
Figure 3.4), and this point may differ across measures. 

                                                 
II The IWG SC-CH4 and SC-N2O estimates presented in this TSD are the same as the SC-CH4 and SC-N2O 

estimates presented in the Draft TAR except they have been adjusted to 2015$ instead of 2013$.  The estimates 
published in the Draft TAR were labeled as "Marten et al. (2014)" estimates. 

http://www.tandfonline.com/doi/abs/10.1080/14693062.2015.1070550
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Figure 3.4  Path from GHG Emissions to Monetized Damages (Source: Marten et al., 2014) 

The GWP is not ideally suited for use in benefit-cost analyses to approximate the social cost 
of non-CO2 GHGs because it ignores important nonlinear relationships beyond radiative forcing 
in the chain between emissions and damages.  These can become relevant because gases have 
different lifetimes and the SC-CO2 takes into account the fact that marginal damages from an 
increase in temperature are a function of existing temperature levels.  Another limitation of gas 
comparison metrics for this purpose is that some environmental and socioeconomic impacts are 
not linked to all of the gases under consideration, or radiative forcing for that matter, and will 
therefore be incorrectly allocated.  For example, the economic impacts associated with increased 
agricultural productivity due to higher atmospheric CO2 concentrations included in the SC-CO2 
would be incorrectly allocated to methane emissions with the GWP-based valuation approach. 

Also of concern is the fact that the assumptions made in estimating the GWP are not 
consistent with the assumptions underlying SC-CO2 estimates in general, and the SC-CO2 
estimates developed by the IWG more specifically.  For example, the 100-year time horizon 
usually used in estimating the GWP is less than the approximately 300-year horizon the IWG 
used in developing the SC-CO2 estimates.  The GWP approach also treats all impacts within the 
time horizon equally, independent of the time at which they occur.  This is inconsistent with the 
role of discounting in economic analysis, which accounts for a basic preference for earlier over 
later gains in utility and expectations regarding future levels of economic growth.     

The changes in HFC-134a emissions occur through model year 2021, at which point use of 
HFC-134a in new vehicles is prohibited under the Significant New Alternatives Policy (SNAP).  
As discussed in Chapter 5.2.9.2, EPA expects that HFC-134a will be entirely replaced by 
refrigerants with lower GWPs by model year 2021.  In other words, there will be no further 
reductions in HFC-134a emissions after model year 2021.  Given that this Proposed 
Determination considers years after 2021, there are no changes in impacts to report for HFC-
134a.  See Chapter 2.2.9.2 of this TSD for complete discussion, including EPA’s assessment 
about the transition to use of low-GWP alternative refrigerants.  

3.8 Benefits from Reduced Refueling Time 

The total time spent pumping and paying for fuel, and driving to and from fueling stations, 
represents an economic cost to drivers and other vehicle occupants.  Increased driving range 
provides a benefit to individuals arising from the value of the time saved when refueling events 
are eliminated.  As described in this section, the EPA calculates this benefit by applying DOT-
recommended values of travel time savings to estimates of how much time is saved.  

The increases in fuel economy resulting from the standards are expected to lead to some 
increase in vehicle driving range.  The extent of this increase depends on manufacturers’ 
decisions to apply reduced fuel consumption requirements towards increasing range, rather than 
reducing tank size while maintaining range.  For the 2012 FRM, EPA conducted a regression 
analysis to identify the relationship between fuel economy and fuel tank size for different vehicle 
classes based on historical data.  Trends in fuel tank size for a number of redesigned vehicles 
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were also investigated.  Based on these analyses, fuel economy improvements were assumed to 
be entirely realized as improvements in driving range, due to insufficient evidence to indicate 
that fuel tank size is reduced as vehicle fuel economy is improved.  EPA is using the assumption 
from Chapter 10.8 of the Draft TAR that fuel tank sizes remain constant.  EPA did not receive 
comments on this topic, and we have not seen evidence to suggest that reductions in vehicle tank 
size are occurring.  Thus we believe that using the Draft TAR values is still appropriate; 
however, we will continue to monitor trends in fuel tank designs and vehicle range.  

No direct estimates of the value of extended vehicle range or reduced fuel tank size are 
readily available.  Instead, the EPA analysis calculates the reduction in the annual amount of 
time a driver would spend filling its fuel tank; this reduced time could result either from fewer 
refueling events, if new fuel tanks stay the same size, or from less time spent filling the tank 
during each refueling stop, if new fuel tanks are made proportionately smaller.  As discussed in 
Section 3.4 above, the average number of miles each type of vehicle is driven annually would 
likely increase under the regulation, as drivers respond to lower fuel expenditures (the “rebound 
effect”).  The estimates of refueling time in effect allow for this increase in vehicle use.  
However, the estimate of the rebound effect does not account for any reduction in net operating 
costs from lower refueling time.  Because the rebound effect should measure the change in VMT 
with respect to the net change in overall operating costs, refueling time costs would ideally factor 
into this calculation.  The effect of this omission is expected to be minor because refueling time 
savings are generally small relative to the value of reduced fuel expenditures. 

The savings in refueling time are calculated as the total amount of time the driver of a typical 
vehicle would save each year as a consequence of pumping less fuel into the vehicle’s tank.  The 
calculation also includes a fixed time per refill event of 3.5 minutes which would not occur as 
frequently due to the fewer number of refills.     

The calculation uses the reduced number of gallons consumed and divides that value by the 
tank volume and refill amount to get the number of refills, then multiplies that by the time per 
refill to determine the number of hours saved in a given year.  The calculation then applies DOT-
recommended values of travel time savings to convert the resulting time savings to their 
economic value.  For this analysis, EPA uses the input metrics shown in Table 3.16. The 
refueling benefits are presented in Appendix C.3 to the Proposed Determination document. 

Table 3.16  Metrics Used in Calculating the Value of Refueling Time 

Metric Value 
Average tank refill percentage 65% 

Average tank volume 15 gallons 
Fuel dispense rate 10 gal/min 

Fixed time per refill 3.5 minutes 
Wage rate for the value of refill time $25.72 in 2015$ 

Number of people in vehicle 1.2 
Wage growth rate, 2014 base year 1.1% 

 

 



Economic and Other Key Inputs Used in EPA's Analyses 

3-51 

The equation used by EPA to calculate refueling benefits is shown below. This is the same 
approach and equation as was used in the Draft TAR. 
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3.9 Benefits and Costs from Additional Driving 

3.9.1 Travel Benefit 

The increase in travel associated with the rebound effect produces additional benefits to 
vehicle drivers, which reflect the value of the added (or more desirable) social and economic 
opportunities that become accessible with additional travel.  The analysis estimates the economic 
benefits from increased rebound-effect driving as the sum of fuel expenditures incurred plus the 
vehicle owner/operator surplus from the additional accessibility it provides.  As evidenced by the 
fact that vehicles make more frequent or longer trips when the cost of driving declines, the 
benefits from this added travel exceed added expenditures for the fuel consumed.  Note that the 
amount by which the benefits from this increased driving exceed its increased fuel costs 
measures the net benefits from the additional travel, usually referred to as increased consumer 
surplus or, in this case, increased driver surplus.   

The equation for the calculation of the total travel benefit is shown below. This is the same 
approach and equation as was used in the Draft TAR. 
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The analysis estimates the economic value of the increased owner/operator surplus provided 
by added driving using the conventional approximation, which is one half of the product of the 
decline in vehicle operating costs per vehicle-mile and the resulting increase in the annual 
number of miles driven.  Because it depends on the extent of improvement in fuel economy, the 
value of benefits from increased vehicle use changes by model year and varies among alternative 
standards.  Under even those alternatives that would impose the highest standards, however, the 
magnitude of the surplus from additional vehicle use represents a small fraction of this benefit. 
The travel benefits are presented in Appendix C.3 to the Proposed Determination document. 

3.9.2 Costs Associated with Crashes, Congestion and Noise 

In contrast to the benefits of additional driving are the costs associated with that driving. If net 
operating costs of the vehicle decline, then we expect a positive rebound effect.  Increased 
vehicle use associated with a positive rebound effect also contributes to increased traffic 
congestion, motor vehicle crashes, and highway noise.  Depending on how the additional travel 
is distributed throughout the day and on where it takes place, additional vehicle use can 
contribute to traffic congestion and delays by increasing traffic volumes on facilities that are 
already heavily traveled during peak periods.  These added delays impose higher costs on drivers 
and other vehicle occupants in the form of increased travel time and operating expenses.  
Because drivers do not take these added costs into account in deciding when and where to travel, 
they must be accounted for separately as a cost of the added driving associated with the rebound 
effect. 
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EPA relies on estimates of congestion, crash, and noise costs caused light-duty vehicles 
developed by the Federal Highway Administration to estimate the increased external costs 
caused by added driving due to the rebound effect.  The FHWA estimates are intended to 
measure the increases in costs from added congestion, property damages and injuries in traffic 
crashes, and noise levels caused by various classes of vehicles that are borne by persons other 
than their drivers (or “marginal” external costs).  EPA employed estimates from this source 
previously in the analysis accompanying the light-duty 2012-2016 vehicle rulemaking.  We 
continue to find them appropriate for this analysis after reviewing the procedures used by FHWA 
to develop them and considering other available estimates of these values.   

FHWA’s congestion cost estimates focus on freeways because non-freeway effects are less 
serious due to lower traffic volumes and opportunities to re-route around the congestion.  The 
agencies, however, applied the congestion cost to the overall VMT increase, though the fraction 
of VMT on each road type used in MOVES range from X to Y percent of the vehicle miles on 
freeways for light-duty vehicles.  The results of this analysis potentially overestimate the 
congestions costs associated with increased vehicle use, and thus lead to a conservative estimate 
of net benefits.   

EPA has used FHWA’s “Middle” estimates for marginal congestion, crash, and noise costs 
caused by increased travel from vehicles.  This approach is consistent with the methodology used 
in both LD and HD GHG rules and in the Draft TAR.  These costs are multiplied by the annual 
increases in vehicle miles travelled from the rebound effect to yield the estimated increases in 
congestion, crash, and noise externality costs during each future year. The values used are shown 
in Table 3.17. The costs associated with crashes, congestion and noise are presented in Appendix 
C.3 to the Proposed Determination document. 

Table 3.17  Metrics Used to Calculate the Costs Associated with Congestion, Crashes and Noise Linked to 
Rebound Miles Traveled (2015$) 

Metric Value 
Congestion $0.0600 per mile 

Crashes $0.0259 per mile 
Noise $0.0008 per mile 

 

3.10 Discounting Future Benefits and Costs 

The benefits and costs are analyzed using 3 percent and 7 percent discount rates, consistent 
with current OMB guidance.JJ These rates are intended to represent consumers’ preference for 
current over future consumption (3 percent), and the real rate of return on private investment (7 
percent) which indicates the opportunity cost of capital. However, neither of these rates 

                                                 
JJ Office of Management and Budget (2003).  “Circular A-4.”  https://www.whitehouse.gov/omb/circulars_a004_a-

4/. Discounting involving the Social Cost of Carbon (SC-CO2) values uses several discount rates because the 
literature shows that the SC-CO2 is quite sensitive to assumptions about the discount rate, and because no 
consensus exists on the appropriate rate to use in an intergenerational context (where costs and benefits are 
incurred by different generations).  Refer to Section 10.7 for more information. 

https://www.whitehouse.gov/omb/circulars_a004_a-4/
https://www.whitehouse.gov/omb/circulars_a004_a-4/
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necessarily represents the discount rate that individual decision-makers use, nor do they reflect 
the rates in OMB Circular A-94 Appendix C, which are revised annually.KK The 2015 Appendix 
lists real (i.e., inflation-adjusted) discount rates between 0.3 percent (for a 3-year period) and 1.5 
percent (for a 30-year time horizon).  All costs and benefits are discounted to 2016 except for 
those considered in payback analyses where costs and benefits are discounted to the first year of 
a vehicle's life. 

3.11 Additional Costs of Vehicle Ownership 

The discussion here regarding sales taxes, insurance and financing costs pertains only to our 
payback analysis. Here we discuss some of the inputs used for that payback analysis. We present 
the results of our payback analysis in Appendix C.2.4 to the Proposed Determination document. 

3.11.1 Sales Taxes 

When consumers consider their total cost of ownership of a vehicle, or its potential payback, 
they may consider the sales taxes they have to pay at the time of purchasing the vehicle.  As 
these costs are transfer payments, they are not included in the societal costs of the program, but 
they are included as one of the increased costs to the consumer for these standards when we 
calculate costs that the consumer pays out for vehicle ownership as part of our payback analysis.  
In the 2012 FRM, the agencies took the most recent auto sales taxes by state and weighted them 
by population by state to determine a national weighted-average sales tax of 5.46 percent.LL  We 
continue to use that value as we did in the Draft TAR.   

3.11.2 Insurance Costs 

The agencies considered the standards’ impact to consumers’ auto insurance expenses over 
vehicle lifetimes.  More expensive vehicles will require more expensive collision and 
comprehensive (e.g., theft) car insurance.  The scope of this analysis is to estimate the increased 
cost to the consumer for these standards, not the increase in societal costs due to collision and 
property damage.  The increase in insurance costs was estimated from the average value of 
collision plus comprehensive insurance as a proportion of average new vehicle price.  Collision 
plus comprehensive insurance represent the portion of insurance costs that depend on vehicle 
value.  In the 2012 FRM, we found that dividing the cost to insure a new vehicle by the average 
price of a new vehicle gives the proportion of comprehensive plus collision insurance as 1.86 
percent of the price of a vehicle.  As vehicles’ values decline with vehicle age, comprehensive 
and collision insurance premiums likewise decline. We continue to use the same approach in this 
analysis as was used in the 2012 FRM and again in the Draft TAR.   

 

                                                 
KK Office of Management and Budget (2015).  “Circular A-94 Appendix C, Revised November 2015.”  

https://www.whitehouse.gov/omb/circulars_a094/a94_appx-c. 
LL See http://www.factorywarrantylist.com/car-tax-by-state.html (first accessed April 5, 2012, last accessed on 

November 15, 2016). Note that county, city, and other municipality-specific taxes were excluded from the 
weighted averages, as the variation in locality taxes within states, lack of accessible documentation of locality 
rates, and lack of availability of weights to apply to locality taxes complicate the ability to reliably analyze the 
subject at this level of detail. Localities with relatively high automobile sales taxes may have relatively fewer auto 
dealerships, as consumers would endeavor to purchase vehicles in areas with lower locality taxes, therefore 
reducing the impact of the exclusion of municipality-specific taxes from this analysis. 

http://www.factorywarrantylist.com/car-tax-by-state.html
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3.11.3 Financing Costs 

When purchasing a new car, most consumers either finance the purchase via a loan or lease 
the vehicle as opposed to paying for the car in cash. Our payback analysis has considered these 
financing costs--the interest rates paid on the new car loan--for 3 different loan periods: 4-year, 
5-year and the increasingly common 6-year loan. For those loans, we have used interest rates of 
4.25 percent.101 We did not estimate payback periods in the Draft TAR for loan purchased 
vehicles. 

  



Economic and Other Key Inputs Used in EPA's Analyses 

3-55 

REFERENCES 

1 Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 Through 2016,” 
Table 10.1, epa.gov/fuel-economy/trends-report, November 2016. 
2 Ibid. 
3 How Do Motorists’ Own Fuel Economy Estimates Compare with Official Government Ratings? A Statistical 
Analysis,” David Greene et al, University of Tennessee, October 1, 2015. 
4 U.S. EPA. MOVES Motor Vehicle Emissions Simulator https://www.epa.gov/moves/moves2014a-latest-version-
motor-vehicle-emission-simulator-moves,Version 2014a. November, 2015. 
5 U.S. EPA. Population and Activity of On-road Vehicles in MOVES2014. EPA-420-R-16-003a. March 2016. 
6 Winebrake, J.J., Green, E.H., Comer, B., Corbett, J.J., Froman, S., 2012. “Estimating the direct rebound effect for 
on-road freight transportation,” Energy Policy 48, 252-259. 
7 Greene, D.L., Kahn, J.R., Gibson, R.C., 1999, “Fuel economy rebound effect for U.S. household vehicles,” The 
Energy Journal, 20. 
8 Greening, L.A., Greene, D.L., Difiglio, C., 2000, “Energy efficiency and consumption — the rebound effect — a 
survey,” Energy Policy, 28, 389-401.  
9 Sorrell, S. and Dimitropoulos, J., "UKERC Review of Evidence of the Rebound Effect, Technical Report 2: 
Econometric Studies,” Sussex Energy Group, Working Paper, 2007. 
10 Pickrell, D. and Schimek, P., 1999. “Growth in Motor Vehicle Ownership and Use: Evidence from the 
Nationwide Personal Transportation Survey,” Journal of Transportation and Statistics, vol. 2, no. 1, pp. 1-17. [EPA-
HQ-OAR-2010-0799-00027]. 
11 Puller, S. and Greening, L., 1999. “Household Adjustment to Gasoline Price Change: An Analysis Using Nine 
Years of U.S. Survey Data," Energy Economics 21(1):37-52. [EPA-HQ-OAR-2010-0799-0754]. 
12 Pickrell, D. and Schimek, P., 1999. “Growth in Motor Vehicle Ownership and Use: Evidence from the 
Nationwide Personal Transportation Survey,” Journal of Transportation and Statistics, vol. 2, no. 1, pp. 1-17. [EPA-
HQ-OAR-2010-0799-0027]. 
13 Small, K. and Van Dender, K., 2007a. “Fuel Efficiency and Motor Vehicle Travel: The Declining Rebound 
Effect.” The Energy Journal, vol. 28, no. 1, pp. 25-51. [EPA-HQ-OAR-2010-0799-0755]. 
14 Small, K. and Van Dender, K., 2007b. "Long Run Trends in Transport Demand, Fuel Price Elasticities and 
Implications of the Oil Outlook for Transport Policy," OECD/ITF Joint Transport Research Centre Discussion 
Papers 2007/16, OECD, International Transport Forum. [EPA-HQ-OAR-2010-0799-0756]. 
15 Hymel, K. M., Small, K. A., and Van Dender, K., “Induced demand and rebound effects in road transport,” 
Transportation Research Part B: Methodological, Volume 44, Issue 10, December 2010, Pages 1220-1241, ISSN 
0191-2615, DOI: 10.1016/j.trb.2010.02.007. [EPA-HQ-OAR-2010-2010-0799-0758]. 
16 Greene, David, 2012. “Rebound 2007: Analysis of U.S. light-duty vehicle travel statistics,” Energy Policy, vol. 
41, pp. 14-28.  [EPA-HQ-OAR-2010-0799-0759]. 
17 Bento, A., Goulder, L., Jacobsen, M. and Haefen, R., 2009, “Distributional and Efficiency Impacts of Increased 
U.S. Gasoline Taxes, American Economic Review, 99:3 667-699. 
18 Wadud, Z., Graham, D.J., Noland, R.B., 2009. Modelling fuel demand for different socio-economic groups. 
Applied Energy 86, 2740-2749. 
19 Dargay, J.M. and Gately, D., 1997. “The demand for transportation fuels: imperfect price-reversibility?” 
Transportation Research Part B 31(1),  [EPA-HQ-OAR-2010-0799-076], Sentenac-Chemin, E., 2012, "Is the price 
effect on fuel consumption symmetric: Some evidence from an empirical study,” Energy Policy, Volume 41, pp. 59-
65 [EPA-HQ-OAR-2010-0799-0762]. 
20 Gately, D., 1993. "The Imperfect Price-Reversibility of World Oil Demand," The Energy Journal, International 
Association for Energy Economics, vol. 14(4), pp. 163-182. [EPA-HQ-OAR-2010-0799-0763]. 
21 Su, Q., 2012, A quantile regression analysis of the rebound effect: Evidence from the 2009 National Household 
Transportation Survey in the United States, Energy Policy 45, pp. 368–377.  
22 Linn, J., 2013, “The Rebound Effect of Passenger Vehicles,” RFF Discussion Paper, No. 13-19 [EPA-HQ-OAR-
2010-0799-0761]. 
23 Lui, Y.,Tremblay, J. and Cirillo, C., 2014. “An integrated model for discrete and continuous decisions with 
application to vehicle ownership, type and usage,” Transportation Research Part A, pp. 315-328.   
24 Frondel, M., and Vance, C., 2013. Re-Identifying the Rebound: What about Asymmetry? Energy Journal 34 
(4):43-54.  

 

                                                 



Economic and Other Key Inputs Used in EPA's Analyses 

3-56 

                                                                                                                                                             
25 Gillingham, K., 2014, Identifying the Elasticity of Driving: Evidence from a Gasoline Price Shock. Regional 
Science & Urban Economics 47 (4):13-24. 
26 Wang, T. and Chen, C., 2014. "Impact of fuel price on vehicle miles traveled (VMT): do the poor respond in the 
same way as the rich?" Transportation 41(1): 91-105.  
27 Hymel, K. M. and Small, K. A., 2015, “The rebound effect for automobile travel: Asymmetric response to price 
changes and novel features of the 2000s,” Energy Economics, 49 (2015) 93-103 [EPA-HQ-OAR-2015-0827-0034]. 
28 West, J., Hoekstra, M., Meer, J., Puller, S., 2015, “Vehicle Miles (Not) Traveled: Why Fuel Economy 
Requirements Don’t Increase Household Driving” National Bureau of Economic Research (NBER), NBER Working 
Paper Series, Working Paper 21194, http://www.nber.org/papers/w21194.  
29 De Borger, B. Mulalic, I., and Rouwendal, J.,2016, Measuring the rebound effect with micro data: A first 
difference approach, Journal of Environmental Economics and Management, 79, 1–17.  
30 Gillingham, K., Rapson, D., Wagner, G., 2016, “The Rebound Effect and Energy Efficiency Policy,” Review of 
Environmental Economics and Policy, 10 (1), pp. 68 – 88.  
31 Barla, P., Lamonde, B., Miranda-Moreno, L. and Boucher, N., 2009. Traveled Distance, Stock and Fuel 
Efficiency of Private Vehicles in Canada: Price Elasticities and Rebound Effect. Transportation 36 (4):389-402. 
32 EIA Annual Energy Review, various editions. For data 2012-2014, and projected data: EIA Annual Energy 
Outlook (AEO) 2016 (Reference Case). See Table 11, file "aeotab_11.xls."  
33 EIA Annual Energy Outlook 2016, Table 11, aeotab_11.xlsx. 
34 See EIA Annual Energy Review, various editions. For data 2012-2014, and projected data: EIA Annual Energy 
Outlook (AEO) 2016 (Reference Case). See Table 11, file "aeotab_11.xls."  
35 U.S. EIA, 2016. “Canada provides record-high share and amount of U.S. crude oil imports in 2015,” April 12, 
2016. http://www.eia.gov/todayinenergy/detail.php?id=25772. 
36 EIA Annual Energy Outlook 2016, Table 21, yearbyyear.xlsx. 
37 Based on data from the CIA Factbook, which combines data from various recent years, 
https://www.cia.gov/library/publications/the-world-factbook/rankorder/2242rank.html. Accessed 10.19/2016. 
38 IEA 2011 “IEA Response System for Oil Supply Emergencies.”  [EPA-HQ-OAR-2014-0827-0573]. 
39 We looked at changes in U.S. crude oil imports and net petroleum products in the AEO 2015 Reference Case in 
comparison the Low (i.e., Economic Growth) Demand Case to undertake this analysis. See the spreadsheet “Impact 
of Fuel Demand on Imports AEO2015.xlsx.”  We also considered a paper entitled “Effect of a U.S. Demand 
Reduction on Imports and Domestic Supply Levels” by Paul Leiby, 4/16/2013. This paper suggests that “Given a 
particular reduction in oil demand stemming from a policy or significant technology change, the fraction of oil use 
savings that shows up as reduced U.S. imports, rather than reduced U.S. supply, is actually quite close to 90 percent, 
and probably close to 95 percent.”  [EPA-HQ-OAR-2014-0827-0572]   [EPA-HQ-OAR-2014-0827-0574]. 
40 Leiby, Paul N., Donald W. Jones, T. Randall Curlee, and Russell Lee, 1997, Oil Imports: An Assessment of 
Benefits and Costs, ORNL-6851, Oak Ridge National Laboratory, [EPA-HQ-OAR-2014-0827-0594]. 
41 Leiby, P., Factors Influencing Estimate of Energy Security Premium for the GHG Program, Oak Ridge National 
Laboratory.  [EPA-HQ-OAR-2014-0827-0595]. 
42 Brown, S. and Huntington, H., 2013, Assessing the U.S. Oil Security Premium, Energy Economics, vol. 38, pp. 
118 - 127.  [EPA-HQ-OAR-2014-0827-0571]. 
43 Brown, S. and Huntington, H., 2010, Reassessing the Oil Security Premium. RFF Discussion Paper Series, (RFF 
DP 10-05). doi: RFF DP 10-05  [EPA-HQ-OAR-2014-0827-0602]. 
44 Greene, D., 2010, Measuring energy security: Can the United States achieve oil independence? Energy Policy, 
38(4), 1614–1621. EPA-HQ-OAR-2014-0827-0576]. 
45 Toman, M., 1993, The economics of energy security: theory, evidence and policy, Chapter 25, Handbook of 
Natural Resource and Energy Economics, Volume 3, pp. 1167-1218. 
46 Ledyard, J. O. "Market Failure." The New Palgrave Dictionary of Economics. Second Edition. Eds. Steven N. 
Durlauf and Lawrence E. Blume. Palgrave Macmillan, 2008. [EPA-HQ-OAR-2014-0827-0596]. 
47 Sivaram, Varun; Levi, Michael A., 2015, "Automobile Fuel Standards in Lower-Oil-Price World," Council on 
Foreign Relations. 
48 National Academy of Sciences, 2015, "Cost, Effectiveness and Deployment of Fuel Economy Technologies for 
Light-Duty Vehicles,” Committee on the Assessment of Technologies for Improving Fuel, Economy of Light-Duty 
Vehicles, Phase 2; Board on Energy and Environmental Systems; Division on Engineering and Physical Sciences; 
National Research Council. 
49 Gately, D., 2004, “OPEC's Incentives for Faster Output Growth,” The Energy Journal, 25 (2):75-96; Gately, D., 
2007. "What Oil Export Levels Should We Expect From OPEC?" The Energy Journal, 28(2):151-173.  [EPA-HQ-
OAR-2014-0827-0599]. 

 

https://www.cia.gov/library/publications/the-world-factbook/rankorder/2242rank.html


Economic and Other Key Inputs Used in EPA's Analyses 

3-57 

                                                                                                                                                             
50 Drabik, D. and de Gorter, H., 2011, "Biofuel Policies and Carbon Leakage", AgBioForum, 14(3): 104-110 
51 Rajagopal, D., Hochman, G. and Zilberman, D., 2011, "Indirect fuel use policies (IFUC) and the lifecycle 
environmental impact of biofuel policies", Energy Policy, 39: 228-233. 
52 Thompson, W., Whistance, J. and Meyer, S., 2011, "Effects of U.S. biofuel policies on U.S. and world petroleum 
product markets and consequences for greenhouse gas emissions", Energy Policy, 39: 5509-5518. 
53 Erickson, P. and Lazarus, M., 2014, "Impact of Keystone Pipeline on global oil markets and greenhouse gas 
emissions", Stockholm Environmental Institute. 
54 Karplus, V., Kishimoto, P. and Paltsev, S., 2015, "The Global Energy, CO2 Emissions and Economic Impacts of 
Vehicle Fuel Economy Standards", Journal of Transport Economics and Policy, 49(4): 517-538.  
55 Historical data are from EIA Annual Energy Review, various editions. For data since 2012 and projected data: 
source is EIA Annual Energy Outlook (AEO) 2015 (Reference Case). See Table 11, file "aeotab_11.xlsx" and Table 
20 (Macroeconomic Indicators,” (file “aeotab_20.xlsx”).  [EPA-HQ-OAR-2014-0827-0619]. 
56 Bohi, D. and Montgomery, D., 1982. Social Cost of Imported and U.S. Import Policy, Annual Review of Energy, 
7:37-60. Energy Modeling Forum, 1981. World Oil, EMF Report 6 (Stanford University Press: Stanford 39 CA. 
https//emf.stanford.edu/publications/emf-6-world-oil. 
57 Plummer, J. (Ed.), 1982. Energy Vulnerability, “Basic Concepts, Assumptions and Numerical Results,” pp. 13 - 
36, (Cambridge MA: Ballinger Publishing Co.).  [EPA-HQ-OAR-2014-0827-0600]. 
58 Bohi, D., and Montgomery, D., 1982, Social Cost of Imported and U.S. Import Policy, Annual Review of Energy, 
7:37-60. 
59 Hogan, W., 1981, “Import Management and Oil Emergencies,” Chapter 9 in Deese, 5 David and Joseph Nye, eds. 
Energy and Security. Cambridge, MA: Ballinger Publishing Co.  [EPA-HQ-OAR-2014-0827-0578]. 
60 Broadman, H. G. 1986, “The Social Cost of Imported Oil,” Energy Policy 14(3):242-252. Broadman H. and W. 
Hogan, 1988. “Is an Oil Import Tariff Justified? An American Debate: The Numbers Say ‘Yes’.” The Energy 
Journal 9: 7-29.  [EPA-HQ-OAR-2014-0827-0569]   [EPA-HQ-OAR-2014-0827-0570]. 
61 Leiby, P., Jones, D., Curlee, R. and Lee, R., Oil Imports: An Assessment of Benefits and Costs, ORNL-6851, Oak 
Ridge National Laboratory, 1997.  [EPA-HQ-OAR-2014-0827-0594]. 
62 Parry, I. and Darmstadter J., 2004, “The Costs of U.S. Oil Dependency,” Resources for the Future, November 17, 
2004 (also published as NCEP Technical Appendix Chapter 1: Enhancing Oil Security, the National Commission on 
Energy Policy 2004 Ending the Energy Stalemate - A Bipartisan Strategy to Meet America’s Energy Challenges).  
[EPA-HQ-OAR-2014-0827-0603]. 
63 National Research Council, 2009, Hidden Costs of Energy: Unpriced Consequences of Energy Production and 
Use. National Academy of Science, Washington, DC.  [EPA-HQ-OAR-2014-0827-0597]. 
64 See, William Nordhaus, “Who’s Afraid of a Big Bad Oil Shock?” and Blanchard, O. and Gali, J., “The 
macroeconomic Effects of Oil price Shocks: Why are the 2000s so different from the 1970s?,” pp. 373-421, in The 
International Dimensions of Monetary Policy, Gali, J., and Gertler, M., editors, University of Chicago Press, 
February 2010, available at http://www.nber.org/chapters/c0517.pdf [EPA-HQ-OAR-2014-0827-0567]. 
65 Blanchard, O. and Gali, J., pp. 414. [EPA-HQ-OAR-2014-0827-0568]. 
66 See, Oil Price Drops on Oversupply, http://www.oil-price.net/en/articles/oil-price-drops-on-oversupply.php, 
10/6/2014.  [EPA-HQ-OAR-2014-0827-0566]. 
67 Hamilton, J. D., 2012, Oil Prices, Exhaustible Resources, and Economic Growth. In Handbook of Energy and 
Climate Change. Retrieved from http://econweb.ucsd.edu/~jhamilto/handbook_climate.pdf  [EPA-HQ-OAR-2014-
0827-0577]. 
68 Ramey, V. and Vine, D., 2010, “Oil, Automobiles, and the U.S. Economy: How Much have Things Really 
Changed?” National Bureau of Economic Research Working Papers, WP 16067. Retrieved from 
http://www.nber.org/papers/w16067.pdf  [EPA-HQ-OAR-2014-0827-0601]. 
69 Baumeister, C., Peersman, G., Van Robays, I., 2010, "The Economic Consequences of Oil Shocks:  Differences 
across Countries and Time", Workshop and Conference on Inflation Challenges in the Era of Relative Price Shocks. 
70 Kilian, L., Vigfusson, R., 2014, "The Role of Oil Price Shocks in Causing U.S. Recessions", Board of Governors 
of the Federal Reserve System.  International Finance Discussion Papers.  
71 Cashin, P., Mohaddes, K., and Raissi, M., 2014, "The differential effects of oil demand and supply shocks on the 
global economy."  Energy Economics. 
72 Batovic, A., 2015, Low oil prices fuel political and economic instability. Global Risk Insights, 18–19. Retrieved 
from http://globalriskinsights.com/2015/09/low-oil-prices-fuel-political-and-economic-instability/. 
73 Monaldi, F., 2015, The Impact of the Decline in Oil Prices on the Economics, Politics and Oil Industry of 
Venezuela. Columbia Center on Global Energy Policy Discussion Papers, (September). Retrieved from 

 

http://www.nber.org/chapters/c0517.pdf
http://www.oil-price.net/en/articles/oil-price-drops-on-oversupply.php
http://econweb.ucsd.edu/%7Ejhamilto/handbook_climate.pdf
http://www.nber.org/papers/w16067.pdf
http://globalriskinsights.com/2015/09/low-oil-prices-fuel-political-and-economic-instability/


Economic and Other Key Inputs Used in EPA's Analyses 

3-58 

                                                                                                                                                             

http://energypolicy.columbia.edu/sites/default/files/energy/Impact of the Decline in Oil Prices on Venezuela, 
September 2015.pdf. 
74 Even, S., & Guzansky, Y., 2015, Falling oil prices and Saudi stability - Opinion. Jerusalem Post, (September 30). 
Retrieved from http://www.jpost.com/Opinion/Falling-oil-prices-and-Saudi-stability-419534. 
75 International Monetary Fund (IMF), 2015, IMF Regional Economic Outlook - Middle East and Central Asia. 
Regional Economic Outlook (Vol. 33).  Tomkiw, L., 2015, Oil  Rich Saudi Arabia Running Out Of Assets? IMF 
Report Says It’s Possible In Next 5 Years. International Business Times, October 21, 19–22. Retrieved from 
http://www.ibtimes.com/oil-rich-saudi-arabia-running-out-assets-imf-report-says-its-possible-next-5-years-215017. 
76 Crane, K., Goldthau, A., Toman, M., Light, T., Johnson, S., Nader, A., Rabasa, A. and Dogo, H., Imported oil and 
U.S. national security.  RAND Corporation, 2009, http://www.stormingmedia.us/62/6279/A627994.pdf. 
77 Koplow, D., and Martin, A., 1998, Fueling Global Warming: Federal Subsidies to Oil in the United States. 
Greenpeace, Washington, DC. 
78 Crane et al., 2009, "Imported Oil and U.S. National Security", RAND Corporation. 
79 Moore, J., Behrens, C., and Blodgett, J., “Oil Imports: An Overview and Update of Economic and Security 
Effects.” CRS Environment and Natural Resources Policy Division report 98, no. 1 (1997): 1-14. 
80 Copulos, M. “America’s Achilles Heel: The Hidden Costs of Imported Oil.” Alexandria VA: The National 
Defense Council Foundation, September (2003): 1-153. Copulos, M., “The Hidden Cost of Imported Oil--An 
Update.” The National Defense Council Foundation (2007). Delucchi, Mark A. and James J. Murphy. “US military 
expenditures to protect the use of Persian Gulf oil for motor vehicles.” Energy Policy 36, no. 6, 2008: 2253-2264, 
Crane et al. /RAND, as above, Stern, Roger J. “United States cost of military force projection in the Persian Gulf, 
1976–2007.” Energy Policy 38, no. 6 (June 2010): 2816-2825. 
http://linkinghub.elsevier.com/retrieve/pii/S0301421510000194. 
81 “Transitions to Alternative Vehicles and Fuels,” Committee on Transitions to Alternative Vehicles and Fuels,  
National Research Council, 2013.  
82 Fann, N., Baker, K.R., and Fulcher, C.M. (2012). Characterizing the PM2.5-related health benefits of emission 
reductions for 17 area and mobile emission sectors across the U.S., Environment International, 49, 241-151, 
published online September 28, 2012. 
83 U.S. Environmental Protection Agency (U.S. EPA). (2016). Greenhouse Gas Emissions and Fuel Efficiency 
Standards for Medium- and Heavy-Duty Engines and Vehicles - Phase 2: Regulatory Impact Analysis, Assessment 
and Standards Division, Office of Transportation and Air Quality, EPA-420-R-16-900, August 2016. 
84 U.S. Environmental Protection Agency (U.S. EPA).  (2012). Regulatory Impact Analysis: Final Rulemaking for 
2017-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy 
Standards, Assessment and Standards Division, Office of Transportation and Air Quality, EPA-420-R-12-016, 
August 2012.  Available on the Internet at: http://www.epa.gov/otaq/climate/documents/420r12016.pdf. 
85 U.S. Environmental Protection Agency (U.S. EPA).  (2013). Regulatory Impact Analysis for the Reconsideration 
of the Existing Stationary Compression Ignition (CI) Engines NESHAP, Office of Air Quality Planning and 
Standards, Research Triangle Park, NC.  January. EPA-452/R-13-001. Available at 
http://www.epa.gov/ttnecas1/regdata/RIAs/RICE_NESHAPreconsideration_Compression_Ignition_Engines_RIA_fi
nal2013_EPA.pdf. 
86 U.S. Environmental Protection Agency (U.S. EPA).  (2013). Regulatory Impact Analysis for Reconsideration of 
Existing Stationary Spark Ignition (SI) RICE NESHAP, Office of Air Quality Planning and Standards, Research 
Triangle Park, NC.  January. EPA-452/R-13-002. Available at 
http://www.epa.gov/ttnecas1/regdata/RIAs/NESHAP_RICE_Spark_Ignition_RIA_finalreconsideration2013_EPA.p
df. 
87 U.S. Environmental Protection Agency (U.S. EPA).  (2015). Regulatory Impact Analysis for Residential Wood 
Heaters NSPS Revision.  Office of Air Quality Planning and Standards, Research Triangle Park, NC.  February. 
EPA-452/R-15-001.  Available at http://www2.epa.gov/sites/production/files/2015-02/documents/20150204-
residential-wood-heaters-ria.pdf. 
88 U.S. Environmental Protection Agency.  (2012). Regulatory Impact Analysis for the Final Revisions to the 
National Ambient Air Quality Standards for Particulate Matter, Health and Environmental Impacts Division, Office 
of Air Quality Planning and Standards, EPA-452-R-12-005, December 2012.  Available on the internet: 
http://www.epa.gov/ttnecas1/regdata/RIAs/finalria.pdf. 
89 Fann, N., Baker, K.R., and Fulcher, C.M. (2012). Characterizing the PM2.5-related health benefits of emission 
reductions for 17 industrial, area and mobile emission sectors across the U.S., Environment International, 49, 241-
151, published online September 28, 2012. 

 

http://www.epa.gov/ttnecas1/regdata/RIAs/RICE_NESHAPreconsideration_Compression_Ignition_Engines_RIA_final2013_EPA.pdf
http://www.epa.gov/ttnecas1/regdata/RIAs/RICE_NESHAPreconsideration_Compression_Ignition_Engines_RIA_final2013_EPA.pdf
http://www.epa.gov/ttnecas1/regdata/RIAs/NESHAP_RICE_Spark_Ignition_RIA_finalreconsideration2013_EPA.pdf
http://www.epa.gov/ttnecas1/regdata/RIAs/NESHAP_RICE_Spark_Ignition_RIA_finalreconsideration2013_EPA.pdf
http://www2.epa.gov/sites/production/files/2015-02/documents/20150204-residential-wood-heaters-ria.pdf
http://www2.epa.gov/sites/production/files/2015-02/documents/20150204-residential-wood-heaters-ria.pdf


Economic and Other Key Inputs Used in EPA's Analyses 

3-59 

                                                                                                                                                             
90 U.S. Environmental Protection Agency (U.S. EPA). (2009). Integrated Science Assessment for Particulate Matter 
(Final Report). EPA-600-R-08-139F. National Center for Environmental Assessment—RTP Division. December. 
Available at http://cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid=216546. 
91 U.S. Environmental Protection Agency.  (2012). Regulatory Impact Analysis for the Final Revisions to the 
National Ambient Air Quality Standards for Particulate Matter, Health and Environmental Impacts Division, Office 
of Air Quality Planning and Standards, EPA-452-R-12-005, December 2012.  Available on the internet: 
http://www.epa.gov/ttnecas1/regdata/RIAs/finalria.pdf. 
92 Technical Support Document: Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis 
Under Executive Order 12866, Interagency Working Group on Social Cost of Greenhouse Gases, with participation 
by Council of Economic Advisers, Council on Environmental Quality, Department of Agriculture, Department of 
Commerce, Department of Energy, Department of Interior, Department of Transportation, Department of the 
Treasury, Environmental Protection Agency, National Economic Council, Office of Management and Budget, 
Office of Science and Technology Policy (May 2013, Revised August 2016). Available at: < 
https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc_tsd_final_clean_8_26_16.pdf > Accessed 
10/20/2016. 
93 See https://www.whitehouse.gov/omb/oira/social-cost-of-carbon for both TSDs.  
94 See July 2015 Response to Comments document on the SCC, 
https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf.  See also 
(1) Endangerment and Cause or Contribute Findings for Greenhouse Gases under Section 202(a) of the Clean Air 
Act, 74 Fed. Reg. 66,496, 66,535 (Dec. 15, 2009) and (2) National Research Council. 2013. Climate and Social 
Stress: Implications for Security Analysis. National Academies Press. Washington, DC. 
95 Clean Power Plan final rule, see 80 FR 64661; 10/23/15.See also Clean Power Plan Response to Comments, 
Section 8.7.2, Document ID EPA-HQ-OAR-2013-0602-37106. 
96 U.S. Environmental Protection Agency (U.S. EPA). 2012. Regulatory Impact Analysis Final New Source 
Performance Standards and Amendments to the National Emissions Standards for Hazardous Air Pollutants for the 
Oil and Natural Gas Industry. Office of Air Quality Planning and Standards, Health and Environmental Impacts 
Division. April. < http://www.epa.gov/ttn/ecas/regdata/RIAs/oil_natural_gas_final_neshap_nsps_ria.pdf >. 
97 Addendum to Technical Support Document on Social Cost of Carbon for Regulatory Impact Analysis under : 
Executive Order 12866, Interagency Working Group on Social Cost of Greenhouse Gases, with participation by 
Council of Economic Advisers, Council on Environmental Quality, Department of Agriculture, Department of 
Commerce, Department of Energy, Department of Interior, Department of Transportation, Department of the 
Treasury, Environmental Protection Agency, National Economic Council, Office of Management and Budget, 
Office of Science and Technology Policy (August 2016). Available at: < 
https://www.whitehouse.gov/sites/default/files/omb/inforeg/august_2016_sc_ch4_sc_n2o_addendum_final_8_26_1
6.pdf> Accessed 10/20/2016. 
98 Marten, A. L., E. A. Kopits, C. W. Griffiths, S. C. Newbold & A. Wolverton (2014, online publication; 2015, print 
publication). Incremental CH4 and N2O mitigation benefits consistent with the U.S. Government's SC-CO2 
estimates, Climate Policy, DOI: 10.1080/14693062.2014.912981. 
99 Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment 
Report of the Intergovernmental Panel on Climate Change [Stocker, T.F., D. Qin, G.-K. Plattner, M. Tignor, S.K. 
Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex and P.M. Midgley (eds.)]. Cambridge University Press, Cambridge, 
United Kingdom and New York, NY, USA. 
100 For example, see (1) U.S. Environmental Protection Agency (U.S. EPA).  (2012). Regulatory Impact Analysis: 
Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average 
Fuel Economy Standards, Assessment and Standards Division, Office of Transportation and Air Quality, EPA-420-
R-12-016, August 2012.  Available on the Internet at: http://www.epa.gov/otaq/climate/documents/420r12016.pdf. 
and (2) U.S. Environmental Protection Agency (U.S. EPA). 2012. Regulatory Impact Analysis Final New Source 
Performance Standards and Amendments to the National Emissions Standards for Hazardous Air Pollutants for the 
Oil and Natural Gas Industry. Office of Air Quality Planning and Standards, Health and Environmental Impacts 
Division. April. < http://www.epa.gov/ttn/ecas/regdata/RIAs/oil_natural_gas_final_neshap_nsps_ria.pdf >. 
101 See "Auto Loan Rates for Use in the OMEGA ICBT," memorandum from Todd Sherwood, Assessment and 
Standards Division, Office of Transportation and Air Quality, dated November 15, 2016. 

http://cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid=216546
https://www.whitehouse.gov/omb/oira/social-cost-of-carbon
https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf
http://www.epa.gov/otaq/climate/documents/420r12016.pdf


Consumer Issues 

Table of Contents 

Chapter 4: Consumer Issues ...................................................................................................... 4-1 
4.1 Potential Existence of Tradeoffs between Fuel Economy and Other Vehicle Attributes
 4-1 

4.1.1 The Reference Case ................................................................................................. 4-1 
4.1.2 Recent Studies of the Engineering Tradeoffs between Power and Fuel Economy, and 
Increases in Innovation ........................................................................................................ 4-4 
4.1.3 The Role of the Standards in Promoting Innovation................................................ 4-7 
4.1.4 Potential Ancillary Benefits of GHG-Reducing Technologies .............................. 4-10 
4.1.5 Estimating Potential Opportunity Costs and Ancillary Benefits ........................... 4-12 

4.2 Consumer Response to Vehicles Subject to the Standards ........................................ 4-16 
4.2.1 Impact of the Standards on Vehicle Sales .............................................................. 4-16 
4.2.2 Evaluations of the Vehicles Subject to the Standards by Professional Auto 
Reviewers ........................................................................................................................... 4-20 

4.3 Impacts of the Standards on Vehicle Affordability ................................................... 4-38 
4.3.1 Literature Review: Definitions of Affordability .................................................... 4-38 
4.3.2 Relating Affordability Themes to Vehicle Standards ............................................ 4-43 
4.3.3 EPA's Assessment of the Impacts of the Standards on Affordability .................... 4-43 

4.3.3.1 Data: Consumer Expenditure Survey .............................................................. 4-44 
4.3.3.2 Effects on Lower-Income Households ............................................................ 4-46 
4.3.3.3 Effect of the Standards on the Used Vehicle Market ...................................... 4-48 
4.3.3.4 Effects on Access to Credit ............................................................................. 4-50 
4.3.3.5 Effects on Low-Priced Vehicles ...................................................................... 4-52 

4.3.4 Conclusion ............................................................................................................. 4-55 
 

Table of Figures 
Figure 4.1  Observation Count by Groups of Attributes .......................................................................................... 4-14 
Figure 4.2  Reviews of Active Air Dam by Vehicle Make ...................................................................................... 4-25 
Figure 4.3  Reviews of Active Grill Shutters by Vehicle Make .............................................................................. 4-25 
Figure 4.4  Reviews of Active Ride Height by Vehicle Make ................................................................................ 4-26 
Figure 4.5  Reviews of Low Rolling Resistance Tires by Vehicle Make ................................................................ 4-26 
Figure 4.6  Reviews of Electronic Power Steering by Vehicle Make ...................................................................... 4-27 
Figure 4.7  Reviews of Turbocharged by Vehicle Make ......................................................................................... 4-27 
Figure 4.8  Reviews of Gasoline Direct Injection by Vehicle Make ....................................................................... 4-28 
Figure 4.9  Reviews of Cylinder Deactivation by Vehicle Make ............................................................................ 4-28 
Figure 4.10  Reviews of Diesel by Vehicle Make ................................................................................................... 4-29 
Figure 4.11  Reviews of Hybrid by Vehicle Make .................................................................................................. 4-29 
Figure 4.12  Reviews of Plug-In Hybrid Electric by Vehicle Make ........................................................................ 4-30 
Figure 4.13  Reviews of Full Electric by Vehicle Make .......................................................................................... 4-30 
Figure 4.14  Reviews of Stop-Start by Vehicle Make ............................................................................................. 4-31 
Figure 4.15  Reviews of High Speed Automatic by Vehicle Make ......................................................................... 4-31 
Figure 4.16  Reviews of Continuously Variable Transmission by Vehicle Make ................................................... 4-32 
Figure 4.17  Reviews of Dual-Clutch Transmission by Vehicle Make ................................................................... 4-32 
Figure 4.18  Reviews of Electric Assist or Low Drag Brakes by Vehicle Make ..................................................... 4-33 
Figure 4.19  Reviews of Lighting-LED by Vehicle Make ....................................................................................... 4-33 
Figure 4.20  Reviews of Mass Reduction by Vehicle Make .................................................................................... 4-34 
Figure 4.21  Reviews of Passive Aerodynamics by Vehicle Make ......................................................................... 4-34 
Figure 4.22  Reviews of Fuel Cell by Vehicle Make ............................................................................................... 4-35 



Consumer Issues 

Figure 4.23  Median Income and Annual Expenditure on New Vehicles for Lower and Higher Income Households 4-
46 

Figure 4.24  Percentage of Lower-Income and Higher-Income Households Buying New and Used Vehicles ....... 4-47 
Figure 4.25  Annual Expenditure on Vehicles and Gasoline for Lower-Income Households (A) and Higher-Income 

Households (B) ................................................................................................................................. 4-48 
Figure 4.26  Used and New Vehicle Consumer Price Index, 2015 = 100 (2015$) .................................................. 4-50 
Figure 4.27  Percentage of Households Buying at Least One New Vehicle with Finance who had Debt-to-Income 

(DTI) Ratio Greater than 36 Percent ................................................................................................. 4-52 
Figure 4.28  Number of <$15,000 (2015$) Vehicle Model Trims Available .......................................................... 4-53 
Figure 4.29  Minimum MSRP of All Car Models Available ................................................................................... 4-55 

 

Table of Tables 
Table 4.1  Willingness to Pay (WTP) Estimates from 52 Studies, 2015$. .............................................................. 4-15 
Table 4.2  Auto Review Count by Website ............................................................................................................. 4-21 
Table 4.3  Auto Review Count by Make ................................................................................................................. 4-21 
Table 4.4  Percent Negative Evaluations of Technologies and Operational Characteristics by Vehicle Make ....... 4-23 
Table 4.5  Summary of Statistically Significant Regression Coefficients by Technology ...................................... 4-37 
Table 4.6  Breakdown of Households That Bought at Least One New Vehicle By the Cutoff of DTI Ratio 36%, 

2007-2015 ......................................................................................................................................... 4-51 
Table 4.7  Breakdown of Households That Bought At Least One New Vehicle by the Cutoff of DTI Ratio 40%, 

2007-2015 ......................................................................................................................................... 4-51 
Table 4.8  Features of the Nissan Versa over Time, Base Model (Edmund's and Ward's Automotive) .................. 4-54 

 

 



Consumer Issues 

4-1 

Chapter 4: Consumer Issues 
4) Ch1hidden heading used for figure and table numbering (do not remove this line) 

This chapter supplements Section B.1 of the Appendix to the Proposed Determination 
document, which examines consumer acceptance of vehicles subject to the standards. It begins in 
Chapter 4.1 with a discussion of the possibility of tradeoffs between fuel economy and other 
vehicle attributes, related to the discussion in Appendix Section B.1.4. The key questions include 
whether those tradeoffs exist, whether they can be measured if they do exist, and how vehicle 
buyers might evaluate those tradeoffs if they exist. Chapter 4.2 supplements the Proposed 
Determination document Appendix Sections B.1.2., B.1.3., and B.1.5. with a discussion of a 
recent study of the effects of the standards on vehicle sales and employment, and elaboration on 
the discussion of whether the technologies used to meet the standards impose "hidden costs" on 
vehicle buyers. Finally, Chapter 4.3 provides greater detail on the analysis of vehicle 
affordability discussed in the Proposed Determination document Appendix Section B.1.6. 

4.1 Potential Existence of Tradeoffs between Fuel Economy and Other Vehicle Attributes 

Section B.1 of the Appendix to the Proposed Determination document discusses consumer 
response to the standards. In particular, it examines concerns over the effects of the standards on 
sales, and whether other vehicle attributes, such as power, may be adversely affected by 
standards (see especially Section B.1.4). This subchapter discusses issues related to the potential 
existence of tradeoffs between fuel economy and other vehicle attributes. We begin with a brief 
discussion of the reference case, including the assumption that the fleet’s fuel economy will not 
increase in the absence of the standards, and then proceed to a discussion of the effects of the 
standards on other attributes. 

4.1.1 The Reference Case 

For this Proposed Determination, EPA is assuming that the MY2022-2025 reference fleet will 
have GHG emissions performance equal to that necessary to meet the MY2021 standards (in 
effect a "flat" reference fleet). This is consistent with the assumption used in the MY2017-2025 
rulemaking, where EPA presented a detailed rationale for assuming that there would be no 
decrease in fleetwide GHG emissions performance in the reference case fleet for MY2017-2025 
beyond the GHG emissions performance necessary to meet the MY2016 standards.1 Key 
elements of the rationale were: 1) projections that gasoline prices would be relatively stable out 
to 2025, 2) historical evidence that during periods of stable gasoline prices and fuel economy 
standards, the only companies that typically over-complied with fuel economy standards were 
those that produced primarily lighter vehicles that inherently over-complied with the older 
universal (one size fits all, non-attribute based) fuel economy standards, 3) that under 
increasingly stringent footprint-based GHG and fuel economy standards for the five years from 
MY2012-2016, it was likely that most major manufacturers would be constrained by the 
standards and unlikely to voluntarily over-comply, and 4) if there were individual manufacturer 
over-compliance in a reference case scenario, that manufacturer would likely generate credits 
that could be sold to other companies, and therefore not lead to fleetwide over-compliance. 

EPA believes that the case for a flat GHG reference case fleet is even stronger for the 
MY2022-2025 timeframe for the following reasons: 1) gasoline prices are about $1 per gallon 
lower today than in October 2012 when the MY2017-2025 final rule was published, 2) AEO 
2016 reference case projections for fuel prices in the MY2022-2025 timeframe are relatively 
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stable and approximately $1 per gallon lower than the AEO 2012 Early Release projections upon 
which we relied in the final rulemaking analysis, 3) another five years of increasingly stringent 
footprint-based GHG and fuel economy standards under the National Program (i.e., the 
MY2022-2025 reference case fleet must meet the MY2021 standards, five years later than the 
MY2016 standards which were the basis for the MY2017-2025 reference case fleet) that will 
have led to significant commercialization of new technologies, and 4) due to the additional five 
years of increasingly stringent standards, credits generated in the MY2022-2025 timeframe are 
likely to be even more valuable, and even more likely to be sold, than in the MY2017-2021 
timeframe. For all of these reasons, EPA believes that it is very unlikely that there would be any 
market-driven decrease in fleetwide GHG emissions performance (i.e., overcompliance) in a 
MY2022-2025 reference case fleet.  

As discussed in Chapter 1 of this TSD, EPA's reference fleet assumes that, while relative 
production volumes will continue to evolve through 2025, all characteristics of individual 
vehicle models and configurations, except GHG emissions and fuel economy driven by the 
standards, will remain unchanged through 2025. In other words, for purposes of assessing the 
regulatory impacts analysis of the MY2022-2025 standards, and for properly accounting for the 
cost of the additional technology required to meet those standards, EPA is making the modeling 
assumption that added technology will be used to reduce greenhouse gas emission and not to 
improve vehicle performance and utility. It is important to note that the cost estimates include the 
costs of maintaining those other vehicle attributes, so that there is no reduction in vehicle quality. 
EPA used a similar approach in the 2012-2016 and the 2017-2025 rulemakings (see, e.g., 77 FR 
at 62840/3), and in the Draft TAR. Nevertheless, it is possible that automakers, in the absence of 
these standards, would instead have invested in enhancing vehicle attributes such as power, with 
an explicit tradeoff between those enhancements and reducing fuel consumption and GHG 
emissions. If manufacturers may have chosen to apply technology to improve vehicle 
performance in lieu of efficiency, the standards may result in higher costs than projected in this 
analysis. This subchapter provides a discussion of that assumption. 

Regarding the general issue of constant vehicle characteristics, the National Research 
Council2 in its 2015 report stated that assuming equivalent performance in the fleet “is 
equivalent to a reference case with no further technical change in the vehicle market from 2017 
to 2025.” This, it stated, is inconsistent with past trends, where “the rate of technological 
progress in vehicle attributes and efficiency has been strong and continual over the past 30 
years.” From the 1980s to about 2005, as described in Chapter 3.1.5 of the Draft TAR, 
horsepower and weight increased steadily, while fuel economy was either stable or declining. 
The NRC suggests developing a reference case that reflects technological progress over time, 
and its possible allocation to horsepower and weight, rather than assuming equivalent 
performance. Specifically, the NRC recommended: 

"Recommendation 10.7: The agencies should consider how to develop a reference case for the 
analysis of societal costs and benefits that includes accounting for the potential opportunity costs 
of the standards in terms of alternative vehicle attributes forgone."3  

The technological progress referred to by the NRC has been an ongoing process in the auto 
industry. Several recent studies,4 discussed in Chapter 4.1.2 below, have sought to estimate the 
magnitude of innovation by calculating the relationship between power, fuel economy, and 
weight each year. Over time, if it is possible to have more fuel economy for a constant amount of 
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power and weight (or more power or weight for constant fuel economy), those studies define that 
increase as innovation. These studies argue that most of that innovation has in the past gone into 
improvements in vehicle power. The authors expect that the vehicle GHG and fuel economy 
standards are instead directing that innovation toward fuel economy. As a result, because 
technological innovation has not been directed toward power, vehicles in the reference case must 
be less powerful than they would be in the absence of the standards. Thus, such studies would 
suggest that the reference case should be revised to project that power would have been higher; if 
vehicles subject to the standards do not achieve that new reference-case level of power, then the 
agencies should account for the opportunity cost of the forgone power. 

In contrast, a working paper from Cooke5 argues that the reference case should not include 
these presumed increases in power or other attributes, because the agencies are not required to do 
more than preserve the baseline attributes. Cooke argues that increases in power or other vehicle 
attributes are optional to manufacturers, and thus not the responsibility of the agencies. If those 
technologies were instead applied to vehicle performance or other attributes rather than fuel 
economy, and it then becomes more expensive to meet the standards, Cooke argues that that 
increase in costs is properly attributable to a discretionary decision, not to the standards.  

EPA also received comments from UCS recommending that EPA create a baseline equivalent 
to the 2014 baseline with 2010 MY vehicles, using engineering judgment to assess what 
technologies are applied to the vehicle, because updating the baseline to post-2010 MYs will fail 
to account for vehicle manufacturers' choices to apply technology to improve vehicle 
performance in lieu of improving vehicle efficiency: "Choosing a more recent baseline only 
further serves to 'bake in' this inefficient use of technology, ascribing costs that should be borne 
by manufacturers as a trade-off instead as a direct cost of regulation." EPA recognizes that, with 
each baseline update, some portion of additional technology efficiency is lost to improved 
vehicle performance. As a result, our calculated cost of compliance is slightly higher than if 
technologies had been applied only to improve efficiency. Also, the creation of a baseline 
equivalent to the 2014 model year fleet using 2010 model year vehicles is not possible, in part 
because there are many vehicles in the 2014 fleet that do not have replacements available in 
MY2010. 

EPA expects that manufacturers will continue to consider ways to improve vehicle utility and 
performance, and the potential for tradeoffs between reducing GHG emissions and improving 
other vehicle attributes warrants continued scrutiny. Comments from Resources for the Future 
argue that methods such as those used in the studies discussed in Chapter 4.1.2 could be used to 
develop a reference case that would include the potential for improvements over time in vehicle 
attributes or other attributes associated with improving fuel economy.A The analysis of the 
MY2022-2025 standards would begin with a such a reference case. The cost and effectiveness 
analysis would involve adding technologies to those new vehicles, either holding those enhanced 
vehicles' characteristics constant or explicitly acknowledging changes in those characteristics to 
achieve the standards. In practice, though, estimating these effects and their magnitudes involve 

                                                 
A As discussed in the Guidelines for Preparing Economic Analyses (U.S. Environmental Protection Agency, 2014, 

https://yosemite.epa.gov/ee/epa/eed.nsf/webpages/Guidelines.html, Chapter 5), the baseline (referred to in this 
chapter as the reference case) "is defined as the best assessment of the world absent the proposed regulation or 
policy action." In other words, the analysis should take into account that change is likely to happen even without 
the regulation or action. 

https://yosemite.epa.gov/ee/epa/eed.nsf/webpages/Guidelines.html
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a number of complexities, including challenges in estimating the tradeoffs and the innovation 
likely to occur in the absence of the standards, the role of the standards in promoting innovation, 
and the potential for ancillary benefits associated with GHG-reducing technologies. 

The remainder of Chapter 4.1 describes these complexities in more detail. Chapter 4.1.2 
focuses on the estimation process mentioned above, for trying to identify expected tradeoffs 
between fuel economy, power, and weight, and for the measures of innovation. The magnitudes 
of both the tradeoff estimates and the innovation estimates may not yet be known with 
confidence. The literature does point to an important aspect of the standards, though: they may 
increase the amount of innovation over the reference-case level. Chapter 4.1.3 examines this 
question more closely. In particular, it draws on the literature on innovation to distinguish 
between "incremental," small-scale innovation, and "major" innovation. It proposes a thesis that 
incremental technology is likely to be what would happen in the absence of the standards, while 
the standards may trigger major technology. If so, both the benefits and the costs of major 
innovation are associated with the standards. If incremental innovation can happen irrespective 
of the standards – that is, the benefits and costs of incremental innovation are unaffected by the 
standards – then the only tradeoffs important for the standards are those associated with major 
innovations. While Chapter 4.2.2 discusses recent EPA research exploring whether there are 
possible adverse effects of fuel-saving technologies, Chapter 4.1.4 points out that some of these 
technologies have ancillary benefits. Finally, Chapter 4.1.5 discusses how EPA might evaluate 
the impact of the standards on other vehicle characteristics in the benefit-cost analysis. 

4.1.2 Recent Studies of the Engineering Tradeoffs between Power and Fuel Economy, and 
Increases in Innovation 

The recent studies6 that estimate both technological improvements over time in the auto 
industry, as well as the engineering tradeoffs among fuel economy, power, and weight (and 
sometimes other characteristics) have much in common with each other. They all estimate an 
equation roughly of the form, 

ln (fuel economy) = β0 + β1*ln(horsepower) + β2*ln(weight) + β4*Other Characteristics + ε, 

where: 

ln refers to the natural logarithm of the term in parentheses, 

βs are coefficients to be estimated in the statistical analysis (and measure elasticities of fuel 
economy with respect to its associated variable)  

ε is an error term 

They differ in the additional vehicle characteristics that they include in the regressions, and in 
their ways of measuring technological change. Estimates of the elasticities of fuel economy with 
respect to horsepower–that is, the engineering tradeoffs between fuel economy and horsepower–
include values from -0.16 (Klier and Linn) to -0.32 (Knittel 2011); the elasticities between fuel 
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economy and weight include values from -0.336 (Klier and Linn 2016) to -0.521 (MacKenzie 
and Heywood 2015).B  

Regarding measures of technological change, Knittel (2011) and MacKenzie and Heywood 
(2015) use annual shifts in the tradeoff curves; Klier and Linn (2016) use engine redesign cycles 
for individual vehicles; and Wang (2016) uses a time trend and the level (stringency) of fuel 
economy standards. The papers all find technological innovation, defined as an increase over 
time in fuel economy not explained by changes in horsepower, weight, or other characteristics, to 
be ongoing. Knittel (2011) finds truck and car efficiency to have increased about 50 percent from 
1980 to 2006, with innovation higher before 1990 than in subsequent years. MacKenzie and 
Heywood find that efficiency measured using horsepower and weight increased about 50 percent 
from 1975-2009, but nearly 60 percent using acceleration and weight; using acceleration, 
features, and functionality led to an estimate of 70 percent improvement. Klier and Linn (2016) 
find that technological innovation varies with the stringency of predicted standards and with the 
enactment of new standards but do not provide estimates of the magnitudes of baseline 
innovation. Wang (2016) finds that cars innovated 1.19 percent per year, and trucks 0.66 percent 
per year from 1975 to 2011; a 1 percent increase in CAFE standards led to an additional increase 
of 0.32 percent in innovation for cars, and 0.62 percent for trucks. These last two studies argue 
that GHG and fuel economy standards increase technological innovation above levels without 
regulation. 

MacKenzie and Heywood (2015) raise questions with the approach adopted by many of these 
studies (focusing on Knittel 2011). In particular, they argue that horsepower and weight are not 
necessarily good proxies for characteristics that consumers want, and that estimates both of the 
tradeoffs of these characteristics with fuel economy and of technological change are sensitive to 
the additional vehicle characteristics considered in the regressions.  

If horsepower and weight are not themselves of primary interest to vehicle buyers, then, 
according to MacKenzie and Heywood, the measured tradeoffs of horsepower or weight for fuel 
economy do not measure changes in metrics important to consumers. Horsepower, for instance, 
does not by itself measure the full range of performance-related attributes, which include other 
features such as low-end torque, handling, and acceleration. MacKenzie and Heywood (2012)7 
find that acceleration performance in 2010 is 20 to 30 percent faster than comparable vehicles in 
the 1970s;C in other words, horsepower is not directly proportional to acceleration. Because 
acceleration is likely to be of more importance to consumers than horsepower itself, the tradeoff 
for horsepower identified in these analyses may not accurately measure impacts important to 
consumers.  

Similarly, it is unlikely that consumers care directly about vehicle weight; rather, they are 
probably more interested in size, safety, cargo capacity, or other characteristics that are 
imperfectly correlated with weight. In these studies, a large vehicle with significant mass 

                                                 
B The papers include multiple specifications: they may include different regressions for different vehicle classes, a 

variety of additional covariates, or different functional forms. Some of the studies include torque or zero-to-60 
times instead of or in addition to horsepower. The values given here are from comparing preferred specifications 
specifically using horsepower and weight. The values in different specifications include values within and outside 
these ranges; the ranges cited here thus potentially understate the variation in point estimates. 

C They attribute this change to improvements in the transformation of engine power to acceleration. 
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reduction and improved fuel economy would show up in the data to have the same attributes as a 
smaller efficient car, though consumers would view them very differently.  

The use of weight and horsepower in these regressions may also bias the estimates of 
technological change. In these studies, technological change is measured as a residual 
improvement in fuel economy after other factors that influence fuel economy are considered. 
Including a characteristic (including but not limited to horsepower and weight) in the regressions 
means that technological change will not affect that characteristic; its fuel economy elasticity is 
fixed. MacKenzie and Heywood (2015) show this effect by using horsepower in their analysis in 
one regression, and acceleration (0-to-60 time) in other regressions. When they use acceleration 
instead of horsepower, the amount of technological change due to the relationship between 
power and acceleration ends up included in their measure of change; that addition increases the 
estimated level of technological change. They also point out that technological change to reduce 
weight will not show up as change in these other papers, because, as mentioned above, a large 
vehicle with mass reduction and improved fuel economy looks in the data like a smaller, efficient 
car rather than a vehicle with advanced technology.D  

The measures of technological change are also sensitive to the other characteristics used in the 
regressions. For instance, Knittel (2011) and Klier and Linn (2016) both include powertrain 
types as additional characteristics. By assumption, then, powertrain types are not innovations, or 
subject to innovation; a hybrid or diesel will not become more (or less) efficient relative to a 
gasoline vehicle over time. E MacKenzie and Heywood (2015) argue that an analysis should not 
include those factors because “shifts toward more inherently efficient powertrain technologies 
are themselves a part of the overall process of technology change, so it is desirable to capture 
their contributions to overall efficiency in the year fixed effects” that measure innovation (p. 
922). 

Recent work by EPA suggests, in addition, that using historic data to estimate tradeoffs may 
miss changes in the relationship between acceleration and CO2 emissions with new technologies. 
TSD Chapter 2.3.3.2.1 presents results of using the ALPHA model to examine trade-off curves 
between CO2 emissions and 0-to-60 acceleration time for three different engine types: port fuel 
injection (PFI), gasoline direct injection (GDI), and turbo-downsized (TDS) engines. These 
engines have different operating efficiency characteristics, and thus different tradeoff curves. 
Most notably, GDI and TDS, the newer technologies, have much flatter tradeoffs than does the 
more traditional PFI; in fact, TDS engines reduce CO2 (albeit only slightly) over a range of 0-to-
60 time reductions. Thus, the assumption in the previous research that the tradeoffs among 
acceleration, fuel economy, and weight are constant does not appear to accurately represent the 
new technologies, and in fact may substantially overestimate the magnitude of the performance-
fuel economy tradeoff. 

It is also possible that the estimates for the relationships between fuel economy and other 
attributes from these studies may not represent pure technology tradeoffs, and may therefore be 

                                                 
D In their paper, MacKenzie and Heywood separately apply an adjustment to account for innovations in weight 

reduction. 
E Interacting the characteristic with a measure of time allows for innovation specifically in that characteristic; for 

instance, Knittel interacts the manual transmission variable with a time trend, which allows the fuel consumption 
of a manual transmission relative to an automatic transmission to vary over time. These papers have few such 
interactions; this is the only one in Knittel (2011). 
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biased. Manufacturers do not produce vehicles with all possible combinations of horsepower, 
fuel economy, and weight; instead, the vehicles they produce include a mix of those 
characteristics that the companies believe consumers prefer. MacKenzie and Heywood (2015) 
find that accounting for a vehicle’s specific power relative to the specific power of other vehicles 
in the fleet (the quintile of specific power) affects fuel economy, as well as the responsiveness of 
fuel economy to acceleration or weight. If these tradeoff curves were purely about technological 
relationships, they would not be affected by whether a vehicle was relatively powerful, but only 
by its absolute power. They suggest that “the relative sophistication of a vehicle’s engine 
(compared to others in the same model year) is correlated with weight and acceleration 
performance; new technologies are not applied uniformly across all vehicles” (p. 922). As a 
result, the tradeoff estimates may not represent strictly technological tradeoffs, but also 
manufacturer choices that potentially bias tradeoff estimates. 

Based on MacKenzie and Heywood’s (2015) work, then, these other studies may not 
accurately measure tradeoffs involving characteristics of interest to vehicle owners. Weight, for 
instance, is unlikely to matter to consumers, except if that weight comes from size or added 
features such as safety. In other work (MacKenzie and Heywood 2012), in which they focus on 
the relationship between horsepower and acceleration, they question whether improvements in 
acceleration are going to continue indefinitely; they find that trends in 0-to-60 time are consistent 
with decay toward an asymptote, and that vehicles in 2010 were within 1 second of the 0-to-60 
time asymptotic level.F It is not known if this slowdown in acceleration improvements is due to 
physical limits or limits in consumer interest.  

Although MacKenzie and Heywood’s (2015) analysis presents a more detailed discussion of 
these issues compared to the other studies examined here, it is not clear that it is suitable for 
quantitative development of a new reference case. First, even 0-to-60 time as a measure of 
acceleration may be too narrow a criterion for evaluating performance. Performance, as a 
consumer experiences it, is a complex combination of multiple characteristics including initial 
launch, ability to pass another vehicle at highway speeds, handling, and cornering. Second, as 
noted above, the analysis in TSD Chapter 2.3.3.2.1 suggests that tradeoff estimates based on 
historic data may not apply to the newer technologies being implemented. Third, Klier and Linn 
(2016) and Wang (2016) suggest that the rate of technological innovation is affected by the level 
of the standards. MacKenzie and Heywood’s analysis does not examine this effect. Because of 
the possibility of a downward bias in innovation from those two studies, their estimates of 
innovation are not likely to be sufficient. In addition, the standards for MY2012-2025 are more 
significant in magnitude than any changes since the introduction of CAFE in the late 1970s; it is 
likely that innovation currently underway in the auto industry is of a different magnitude and 
kind than in the past. As a result, estimates of innovation from any of these studies may not be 
applicable to what is currently happening in the auto industry. 

4.1.3 The Role of the Standards in Promoting Innovation 

As discussed above, some authors point to the role of standards in promoting innovation. This 
subchapter discusses how innovation may be induced by the standards, and how this innovation 

                                                 
F The authors present the analysis, not only for an average vehicle, but also for vehicles in the fifth and ninety-fifth 

percentiles for acceleration, which all show this flattening. 
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should be viewed differently in accounting for opportunity costs than innovation that may have 
occurred in the absence of the standards. 

There is a wide body of literature concerning technological change in general.8 The process of 
technological change can be divided into three stages: invention, where a new product or process 
is first developed; innovation, where the product or process is first commercialized; and 
diffusion, where the product or process is widely adopted throughout an industry. This can be a 
challenging process: most inventions never make it to the innovation stage;9 even if they are 
used by a small number of initial adopters, many technologies never diffuse and thus ultimately 
fail.10  

It is generally agreed that innovation – the first commercialization of a new product – occurs 
on a continuum between two extremes: “major” innovation where product characteristics change, 
and “incremental” innovationG which exploits relatively minor changes to the existing product.11 
Although accurately and completely categorizing innovation may be more complex than 
applying a simple one-dimensional continuum (as Henderson and Clark (1990) claim), the one-
dimensional model does offer some insight into how industries implement innovation.  

A good example of a major innovation, and the role of environmental regulations in spurring 
technology diffusion, is gasoline direct injection (GDI). Mercedes introduced a four-stroke GDI 
engine into production in 1955.12 Nonetheless, in 2008, prior to the establishment of the 
MY2012-2016 standards, only 2 percent of vehicles used gasoline direct injection.13 By 2015, 
this number had risen to 42 percent. This changeover shows a major innovation, based on 
previous inventions, moving from invention to innovation and eventually to diffusion only when 
stimulated by emissions standards. 

As in the GDI example, major innovation does not necessarily proceed immediately (or at all) 
to diffusion for all promising technologies. In the absence of a forcing mechanism such as 
regulation, risk-averse manufacturers may prefer smaller, incremental innovations.14 There are 
multiple reasons why manufacturers may prefer incremental innovation to major innovation, 
particularly the risk and uncertainty associated with major innovations. 

When a company implements a major innovation, the development costs may be high and the 
market impacts uncertain. This results in a first-mover disadvantage (see also Section B.1.3.2.3 
of the Proposed Determination Appendix), where a pioneer company fronts the bill to test out a 
new technology. In doing so, it may briefly capture the market, but this allows all other 
companies to learn about the true demand for the technology without themselves facing any 
risk.15 Consumer response to the first mover may give the second mover valuable information 
about market acceptance. There are, therefore, incentives to delay the development or adoption 
of a new technology until a competitor has already proven that the technology is profitable. If all 
producers wait for another one to implement the innovation, the innovation will never enter the 
market at all. 

In addition, Popp et al.16 point out that there could be “dynamic increasing returns” to 
adopting some new technologies, wherein the value of a new technology may depend on how 
many other companies have adopted the technology. This could be due to network effects or 

                                                 
G Abernathy and Utterback use "major" and "incremental;" Henderson and Clark, with a two-dimensional 

framework, use "radical" and "incremental."  
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learning-by-doing. In a network effects situation, the usefulness of the technology depends on 
adoption of complementary components–for instance, the value of switching to a new fuel 
depends on the infrastructure available for providing that fuel, and the value of the infrastructure 
depends on the number of vehicles using the new fuel. Learning by doing (see also Appendix 
Section A.3.3.3) is the concept that the costs (benefits) of using a particular technology decrease 
(increase) with use. Both of these incentivize firms to pursue a “wait and see” strategy when it 
comes to adopting new technologies. 

Finally, fixed costs and switchover disruptions17 delay technology adoption. Firms often face 
major problems in integrating new technologies resulting from major innovations into their 
products; in some cases, they may temporarily reduce output.  

First-mover disadvantage, dynamic increasing returns, fixed costs, and switchover disruptions 
all create barriers to major innovation. Incremental innovations typically face less of these 
problems. Thus, in the absence of a driving factor such as regulation, manufacturers are likely to 
choose incremental innovations over major innovation.H 

Both scientific research18 and popular press19 suggest that the current light duty GHG 
standards drive innovation. The mechanism by which the standards affect innovation is the 
reduction of the barriers to manufacturers for applying major innovation to new vehicles.I 

Since all manufacturers are required to comply with regulations on the same time schedule, 
and the technological pace required often outstrips that obtainable by incremental innovation 
alone, manufacturers are assured that their competition is likely to implement major 
technological innovations simultaneously. Thus, instead of the first-mover disadvantage, there is 
a regulation-driven disincentive to “wait and see.” It should be noted that companies differ both 
in the degree of effort that they face due to the standards, and in the strategies that they choose in 
response. Nevertheless, the benefits of generating (or avoiding the need for) credits suggest that 
all companies have incentives to pursue major innovations. In addition, there can be synergies 
from companies (including suppliers) working on the same technologies at the same time.20  

Because of the global nature of the auto industry, it is likely that innovations from U.S. 
regulations are likely to affect vehicles in other countries, and regulations from other countries 
are likely to affect U.S. vehicles. Because technologies to reduce GHG emissions do not need to 
be reinvented for each country, the fixed costs of innovation can be spread over a global market. 
It is even likely that many of these technologies will be used in countries without GHG 

                                                 
H This discussion is not intended to imply that major innovation will not happen in the absence of regulation. Many 

factors affect the likelihood of a technology proceeding from invention through to widespread dissemination, 
including some degree of luck in having the right invention at the right place at the right time with support from 
key stakeholders.  

I The U.S. Department of Energy’s Advanced Technology Vehicles Manufacturing (ATVM) Loan Program provides 
an example of another mechanism to reduce these barriers. The ATVM provides long-term, low-interest rate 
loans to support the domestic manufacturing of advanced technology vehicles and automotive components. It can 
finance a wide range of project costs, including the construction of new manufacturing facilities; retooling, 
reequipping, modernizing, or expanding an existing facility in the U.S; and the engineering integration costs 
necessary to manufacture eligible vehicles and components. It is designed to ensure that rising fuel economy 
standards do not disadvantage domestic manufacturing. With more than $16 billion in remaining loan authority, 
the ATVM program can provide financing to support the manufacturing of fuel-efficient technologies and 
components. See http://www.energy.gov/lpo/atvm for more information. 

http://www.energy.gov/lpo/atvm
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standards, due to the use of common manufacturing platforms across countries and to the 
ancillary benefits associated with many of these technologies. 

Developing a revised reference case could entail estimating incremental technological change, 
and projecting vehicle attributes resulting from that innovation, in the absence of the standards. 
Developing the control case–the case with the standards in place–could then entail 
estimating major technological change induced by the standards and projections of vehicle 
characteristics using that greater innovation. The discussion above suggests that conducting such 
an analysis may involve inaccurate estimates of the amount of innovation both in the absence of 
and in the presence of the standards, and may provide inaccurate estimates of the consequences 
of this innovation for specific vehicle characteristics. 

Rather than assume a control case with “equivalent performance” to the baseline, one 
approach could involve assuming a control case with “equivalent performance” to the reference 
case. Since innovations in the reference case are incremental, such an approach could define, not 
the reference and control case performance specifically, but rather the difference between them. 

In the reference case, it could be assumed that manufacturers would improve vehicle 
attributes consistent with historical trends due to the implementation of incremental innovations. 
Some of these changes might affect additional implementation of GHG/fuel economy 
technologies; in other cases, (for example, infotainment systems, automobile connectivity, or 
active safety systems), the standards have no or little technical interaction with those changes. 

In the control case, it could be assumed that the standards induce major technological 
improvement used to improve fuel economy. Incremental technological improvement would still 
be used to improve other vehicle attributes at the same pace as exhibited in the reference case. 
Thus, the differences between the control and reference cases are both the existence of fuel 
economy targets and the availability of major technological innovations (in addition to 
incremental innovations). 

It should be noted that there is neither the requirement nor expectation that manufacturers 
allocate major innovations solely to fuel economy improvement and incremental innovations 
solely to other vehicle attributes. The standards give manufacturers the flexibility to choose what 
technologies to apply to which vehicle, when to apply them, and the use of each individual 
technology. If major innovations driven by the GHG/fuel economy standards were used to 
enhance these other attributes, though, it should be noted that these other attributes would not 
have been enhanced in the absence of the standards; those enhancements are ancillary benefits of 
the standards. 

4.1.4 Potential Ancillary Benefits of GHG-Reducing Technologies 

Yet another complication associated with assessing an appropriate reference case is the 
potential existence of ancillary benefits of GHG-reducing technologies. Ancillary benefits can 
arise due to major innovation enabling new features and systems that can provide greater 
comfort, utility, or safety.J The studies discussed above all assume that, other than through 

                                                 
J It is also possible that these new technologies may have undesirable adverse effects – hidden costs – associated 

with them, such as noise or vibration. EPA’s analysis to identify hidden costs through review of professional auto 
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innovation, improving fuel economy reduces power or weight, and thus imposes opportunity 
costs; and innovation can be channeled only to fuel economy, weight, or some single-
dimensional measure of performance, such as 0-60 acceleration. When performance is 
characterized more broadly as a combination of multiple characteristics, it will often not be 
possible to strictly maintain performance along every dimension with the application of 
technological innovations. For example, a new technology may have unequal effects on the 
various measures of acceleration performance, so that an attempt to maintain performance along 
one dimension by resizing the vehicle powertrain will result in an increase or decrease along 
other dimensions. In addition, some technologies provide ancillary benefits that improve vehicle 
performance and utility along dimensions that are unrelated to acceleration and powertrain 
sizing. In such cases, the technologies implemented to reduce GHG emissions enhance other 
vehicle characteristics, providing entirely new capabilities and desirable features or resulting in 
lower costs for these features than would be otherwise possible.  

Some examples of the potential ancillary benefits of GHG reducing technologies are listed 
here:  

• Mass reduction can provide benefits of improved braking and handling performance, 
and on towing vehicles can enable additional towing and hauling capability with same 
or similar engine sizing. 

• Mass reduction achieved through material substitution from non-ferrous metals 
provides greater corrosion resistance. 

• Accessory Load reductions achieved through the use of pulse-width modulation 
(PWM) on accessory motors for HVAC blower fan speeds provide the benefit of 
improved durability. 

• Air conditioning system improvements achieved through variable displacement 
compressors which adjust automatically rather than shutting off completely provide 
the benefit of smoother compressor transitions and less noise.  

• Advanced transmissions with wider overall gear ratios and lower 1st gear ratios 
provide the benefit of improved launch feel. 

• Electric power steering (EPS) systems enable automakers to implement customer 
features that utilize automatic steering such as automatic parking features, or trailer 
hitch connection assistance.  

• EPS systems also provide the capability for variable ratio steering systems which 
allow greater steering responsiveness close to center, and reduced effort at large 
steering angles, while also reducing the lock-to-lock turns.  

• Head-integrated exhaust manifolds and improved thermal management systems 
reduce warm-up time for the cabin and provide greater passenger comfort in cold 
climates. 

• PEVs which can be remotely activated or programmed to precondition the vehicle in 
a garage when plugged in provide greater passenger comfort and convenience. In cold 
weather, the vehicle can be pre-warmed and defrosted, and in warm weather the 
vehicle can be pre-cooled.  

                                                 

reviews, discussed in Proposed Determination Appendix Section B.1.5.2 and TSD Chapter4.2.2, did not find 
evidence of systematic hidden costs of the new technologies. 
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• PEV systems with an electric axle on AWD vehicles, or even each individual wheel 
with electric drive motors, can provide torque vectoring for improved driving 
dynamics as the increased torque on the outside wheel is able to steer the car into the 
corner.  

• LED headlights enable adaptive automotive headlight systems, in which lighting 
intensity and direction can be automatically controlled to road, ambient lighting, and 
weather conditions. 

 

Additional discussion of the effects of each technology considered in this Proposed 
Determination is provided in Chapter 2 of this TSD. 

4.1.5 Estimating Potential Opportunity Costs and Ancillary Benefits 

As discussed above, it is possible that the standards could potentially lead to opportunity costs 
in terms of reduced power or other adversely affected vehicle attributes. At the same time, the 
standards may lead to ancillary benefits, perhaps by inducing major innovations that may 
mitigate or avoid those opportunity costs, or even enhance other attributes. Because the standards 
may contribute both benefits and costs to other vehicle attributes, measuring the net effect on 
consumer impacts requires estimates of the values of these attributes to consumers. Although 
various commenters (the Alliance of Automobile Manufacturers, National Automobile Dealers 
Association, Resources for the Future, Simmons and Tyner, Global Automakers) emphasize the 
opportunity costs associated with GHG-reducing technologies, the ancillary benefits have the 
possibility of being at least as important.  

The most common sources of estimates of willingness to pay for these attributes are models 
developed to understand vehicle purchase decisions. These studies quantitatively estimate the 
role of various vehicle characteristics, such as size, power, and fuel economy, in those purchase 
decisions. The parameters estimated for these characteristics can usually be used to derive 
estimates of the value – the willingness to pay (WTP)--of each attribute to consumers. It is 
common in this literature, though, for the researchers themselves not to have done the WTP 
calculation. In a 1988 study, Greene and Liu21 reviewed the literature to that time; they found, 
“The dispersion of estimated attribute values both within and across models is striking,” varying 
by factors of 5 to 10 or more; for performance, they considered the variation “wild. . . from -$8 
to $4,081 per 0.01 cubic inches per pound.” To our knowledge, there has not been a study since 
that time that has done a comprehensive review of consumers’ willingness to pay for vehicle 
attributes.K 22 

EPA commissioned a new review of the literature to understand what is known about 
consumer valuation of vehicle characteristics.23 This review is looking at the metrics various 
studies have considered important for consumer vehicle purchase decisions, and is calculating 
the WTP values implied by the estimates in those studies. The goal is to determine whether there 
are robust WTP values that could be used for monetizing at least some of the opportunity costs 
and ancillary benefits. Though the results are preliminary and have not yet been peer reviewed, 
they provide some insight into the state of the science on these estimates. 

                                                 
K Greene (2010) conducted a review of consumers’ willingness to pay for one attribute, fuel economy, and found 

wide ranges of values. 
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The analysis has focused on studies from 1995 to present, because of the potential for changes 
over time in consumer preferences and advances in econometric methods. It also has focused on 
U.S.-based studies. Fifty-two papers were identified that provided the data to estimate WTP 
values for the light-duty vehicle market. In most cases, the WTP estimates had to be calculated 
from statistical results in the papers. The methods are detailed in Greene et al. (2016). 

The papers varied in a number of ways. Some used revealed preference data--that is, decisions 
by individual consumers in actual market settings. Others used aggregate market data on vehicle 
market shares, prices, and characteristics. Still others used stated preference approaches, in 
which study participants responded to survey questions. Each of these methods has its 
advantages and disadvantages. For instance, revealed preference data are based on actual market 
actions. On the other hand, it is often challenging in these studies to capture all the factors that 
influence consumer decisions; omissions of key factors may bias the results. In addition, they are 
not suitable for gauging preferences for novel features that are not yet implemented. In stated 
preference studies, it is much easier to control precisely for key factors by strategic question 
designs, but the questions are not based on actual behaviors. Studies also differed in the sources 
of the data, the time periods of the data, and the statistical tools used to analyze the data. 

Each of the papers includes one or more attributes, and one or more sets of results on the role 
of vehicle attributes in consumer purchase decisions. In addition, for a few attributes such as 
Vehicle Class, each set of results might contain multiple attributes (e.g., both SUV and compact 
car). As a result, the 52 papers produced 799 WTP values for 152 unique attributes. Some of 
these attributes are closely related--for instance, dollars per mile, one measure of fuel 
consumption, is gallons per mile, another measure of fuel consumption, multiplied by the price 
of fuel. The study identified 15 categories of attributes, provided in Figure 4.1.  

There are several sources of variability or uncertainty in the estimates. First, different studies 
produce different estimates; indeed, sometimes one study produces multiple estimates. Because 
these studies use different data and methods, it is not surprising that results differ. If different 
studies produce similar estimates of WTP, then it is reasonable to consider those values robust. If 
they produce a wide range of values, then further analysis (called meta-analysis) may identify 
factors, such as the nature of time period of the data, which affect that range. If patterns are 
found, then it may be possible to choose factors which are considered to produce more suitable 
results, and use WTP estimates based on those preferred factors. With the results still 
preliminary, we have not yet conducted meta-analysis. 

Another source of variation in the results is that each estimate of WTP has confidence 
intervals around it, because they are estimated statistically. In some cases, the variation is also 
due to variation in the population by factors such as income. Most of the results presented below 
do not reflect the variation around each estimate, but instead show the variation just in the central 
estimates. As a result, the variation presented in the results underestimates the full range of the 
estimates. 

Yet another source of variation is the way in which each attribute is measured. For instance, 
fuel consumption-related measures include miles per gallon, gallons per mile dollars per mile, 
miles per dollar, and dollars per year. With assumptions about fuel price or other factors, it is 
possible to convert WTP values for these into the same units. The study has conducted these 
conversions in some but not all cases. 
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Figure 4.1  Observation Count by Groups of Attributes 

 

Table 4.1 summarizes the results of the study. "Raw" values include all the estimates for each 
attribute; "trimmed" values remove outliers--values extremely different from others. The mean is 
the average of all the values. The standard deviation is just of the central estimates--that is, it 
does not include the variation around each estimate, but rather is just the variation of the central 
estimates. It thus underestimates the full variation around the estimates. In general, it shows wide 
variation in the results. For 17 of the 21 attributes using the raw data, the standard deviation is at 
least as big as the mean. For context, a value is commonly considered to be statistically 
significantly different from zero if the value is at least 2 standard deviations larger than the 
mean. Thus, most of these values easily include both negative and positive values as part of their 
range. For the trimmed values, the standard deviations exceed the means for 13 of the attributes.  
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Table 4.1  Willingness to Pay (WTP) Estimates from 52 Studies, 2015$.  

     Raw Trimmed 

Grouping Attribute N Units 
Out-
liers Mean SD Mean SD Median 

Comfort 
Auto-

transmission 9 0, 1 1 1,760 3,669 823 2,518 1,111 

 
Front wheel 

drive 6 0, 1 0 -3,2031 18,031 -32,031 18,031 -26,779 

 Air conditioning 13 0, 1 0 3,521 9,544 3,521 9,544 4,177 
 Shoulder room 12 $/inch 1 1,085 1,394 705 479 546 

Fuel costs Cost per mile 58 $/cpm 2 -1,251 3,441 -1,291 1,194 -1,147 
 Cost per year 13 $/($/yr) 1 -67 156 -26 50 -6 

 
Gallons per 

mile 20 $/0.01gpm 4 14,354 76,395 -7,972 18,740 -580 

 Miles per dollar 8 $/(10mi/$) 1 -20,181 27,869 -11,542 14,477 -4,216 

 
Miles per 

gallon 10 $/mpg 1 365 659 174 281 64 

Fuel type Electric vehicle 24 0.1 1 -16,515 21,283 -13,851 17,191 -16,837 
 Hybrid 28 0, 1 2 -11,727 44,322 -852 18,441 2,796 
 Natural gas 7 0, 1 2 -5,620 23,691 6,187 3,851 5,006 

Perfor-
mance 

Acceleration (0-
30 mph) 11 $/sec 0 -1,756 1,886 -1,756 1,886 -1,916 

 Acceleration (0-
60 mph) 8 $/sec 0 -1,096 627 -1,096 627 -1,183 

 Horsepower 11 $/hp 4 54 109 13 13 10 
 HP/weight 29 0.01hp/lbs 1 1,861 3,523 1,334 2,126 346 
 Top speed 9 $/mph 0 100 58 100 58 75 

AFV Range Range 23 $/mi 2 89 41 97 32 98 
Size Footprint 17 $/ft^2 1 43,401 163,103 3,856 4,442 3,273 

 Luggage space 12 $/ft^3 1 4,209 9,655 1,445 1,310 1,100 
 Weight 19 $/lb 1 10 20 6 8 1 

Note: N is the number of observations; Units refers to how the attribute is measured; Mean is the average of central 
values; SD is the standard deviation of central values; Median is the middle value of the central values. Negative WTP 
values indicate the WTP for a reduction in the named attribute. 

 
The attributes perhaps of most interest for the purposes of the Proposed Determination are for 

fuel costs and performance. All the measures of fuel cost show a large variation, spanning 
positive and negative values, consistent with Greene's (2010) study of WTP for fuel savings.24 
Section B.1.2 of the Proposed Determination Appendix discusses WTP research on fuel 
economy, and the assertion from various automakers that EPA should use a 2-to-3 year payback 
period in its modeling of consumer demand for vehicles. A payback period can be roughly 
converted to a WTP value with a series of assumptions: for instance, the fuel saved in 1 year for 
a 0.01 gallon/mile reduction in consumption when a vehicle is driven 12,000 miles is 120 
gallons; at a fuel price of $2.50/gallon, the value of a change of +0.01 gallons/mile is -$300/year; 
the present value for two years with a 3 percent discount rate is -$591 (-$580 with a 7 percent 
discount rate). This study found an average WTP for an increase of 0.01 gallons/mile of $14,354 
(standard deviation of $76,395) with the raw data, and -$7,972 (standard deviation of $18,740) 
with the trimmed data. The positive value for the mean from the raw data suggests that people 
are willing to pay more to reduce fuel economy, perhaps due to association of fuel economy with 
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other vehicle attributes; this problem with vehicle demand models is discussed in the Proposed 
Determination Appendix, Section B.1.3.4. The trimmed mean can be converted, using these 
same assumptions, to an approximate payback period of 54 years with a 3 percent discount rate 
(essentially an infinite payback period with a 7 percent discount rate). These results suggest that 
there is in fact not a consensus from the literature around a 2-3 year payback period for the value 
of fuel savings. As discussed in Section B.1.2 of the Proposed Determination Appendix, and as 
demonstrated here, the literature instead suggests a very range of payback periods. 

For performance, the study included conversions of 0-to-30 acceleration time and 
horsepower/weight to the metric of 0-to-60 acceleration time. Those combined estimates, even 
with outliers excluded, ranges from about -$2000/second to +$1000 per second reduction in 0-to-
60 time.  

As discussed above, these estimates are still preliminary. EPA will conduct further analysis of 
these results, to investigate whether this variation can be explained in part by the nature of the 
studies and the data. In the meantime, these results have implications for two aspects of EPA's 
assessment of the MY2022-2025 standards. First, it seems premature to use these estimates for 
the values of opportunity costs or ancillary benefits of the standards, because of the very wide 
ranges, commonly both positive and negative, around the values. The large variation associated 
with an analysis using those ranges would not be expected to shed much light on the standards; 
effectively, those values could be either positive or negative. Second, it should be noted that 
many of these estimates are derived from models of vehicle demand, the same kinds of models 
that might be used to estimate changes in sales and fleet mix as a result of the standards. The 
wide ranges of estimates derived from these models suggest that the models themselves are 
likely to come up with very different responses to the standards. This concern reinforces EPA's 
decision at this time not to use a vehicle choice model in its modeling for this Proposed 
Determination. Section B.1.3.4 has further discussion of EPA's consideration of consumer 
vehicle choice modeling and responses to commenters. 

4.2 Consumer Response to Vehicles Subject to the Standards 

This subchapter complements the discussions in Sections B.1.3 and B.1.5 of the Proposed 
Determination Appendix. In particular, it provides further discussion of why EPA is conducting 
a qualitative, but not a quantitative analysis of the effects of the standards on vehicle sales, and it 
provides additional findings from our analysis of how professional auto reviewers evaluate the 
technologies being used to meet the standards. 

4.2.1 Impact of the Standards on Vehicle Sales  

Section B.1.3 of the Proposed Determination Appendix discusses the potential effects of the 
standards on vehicle sales. On the one hand, all else equal, higher vehicle costs could lead to 
depressed sales. On the other hand, all else equal, more efficient vehicles could lead to increased 
sales. As discussed, there is a wide range of uncertainty about the relative effects of these two 
factors. In particular, as discussed in Section B.1.2 Appendix and in Chapter 4.1.5 of this TSD, 
there is a wide range of estimates for the willingness to pay (WTP) for additional fuel economy, 
as well as for the closely related payback period for fuel economy that consumers use in their 
purchase decisions. Any estimates of the impacts of the standards on sales must make a series of 
assumptions on factors such as buyers' WTP for fuel economy and the effects of the standards on 
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vehicle prices. As a result of this uncertainty, EPA has not made a quantitative analysis of the 
effects of the standards on vehicle sales. 

Comments from the Alliance of Automobile Manufacturers, Fiat Chrysler Automobiles, Ford 
Motor Company, and the National Automobile Dealers Association cite a recent study of the 
impacts of the standards on vehicle sales, by the Center for Automotive Research (the CAR 
Report), as a basis for their expressed concerns about the potential impacts of the standards on 
sales and employment.25 It demonstrates some of the challenges in conducting such an analysis. 
It relies on a number of highly questionable assumptions that, if changed, would lead to very 
different results, as some recent reviews of the CAR Report indicate.26 As will be outlined 
below, EPA's assessment of the CAR Report finds that it is significantly flawed in a number of 
respects, including its excessively high cost estimates that are not based on the costs of 
technologies for meeting the standards; use of a lower-bound estimate of the fuel savings that 
consumers will consider in their purchase decisions; econometric models that appear to produce 
contradictory results; and technical errors, such as comparing costs measured in 2025$ to fuel 
savings measured in 2015$. 

The CAR Report begins with an assumption of technology costs of $2000, $4000, or $6000 
per vehicle for a vehicle to go from MY2016 standards to MY2025 standards. It calculates the 
effects on fuel consumption based on three estimates of fuel prices from the AEO, a 20 percent 
rebound rate, and the assumption that consumers will consider 3 years of fuel savings in their 
vehicle purchase decisions. The technology costs with the 3 years of fuel savings subtracted 
provide an estimate of the increase in expenditures on vehicles. CAR projects a MY2025 average 
vehicle price so that it can estimate the percent change in the vehicle price. It then uses an 
elasticity of expenditures with respect to price--the percent change in expenditures associated 
with the percent change in price--with a projection of sales in the absence of the standards to 
estimate the effect of the higher costs on expenditures. It then divides expenditures by price to 
get the estimated effect on vehicle sales. It finds sales effects ranging from an increase of 
410,000 to a reduction of 3,710,000, based on different combinations of AEO fuel prices (which 
affect fuel savings) and up-front costs. 

Each of these steps involves questionable assumptions that significantly affect the results, as 
the following discussion will highlight. 

First, CAR's cost assumptions--$2000, $4000, and $6000 per vehicle--are not those of the 
Draft TAR or any other technology-based analysis. Both Isenstadt (2016) and Cooke (2016) 
point out that the cost estimates are based on Greene (1991), which estimates the cost of using 
changes in vehicle prices instead of technology to comply with fuel economy standards.27 Cooke 
(2016) observes that Greene (1991) concludes that the pricing scheme is effective for very small 
changes in fuel economy, but for larger changes, application of technology is less expensive. 
CAR fails to indicate the dollar years associated with many of its estimates and results. Cooke 
(2016) assumes that these costs are in 2025$; in 2013$, he estimates that the lowest value used in 
the CAR Report would be about $1,500, higher than the value in the Draft TAR, $1287 (see 
Table 12.44, p. 12-35). Isenstadt assumes that the value is in 2010$; if so, it overstates costs even 
more. Isenstadt further calculates that using the $1,565 cost estimate of the Draft TAR (which he 
overstates by $279, by including the cost of going from the MY2014 baseline to MY2016 
standards) and holding all other assumptions constant would result in a break-even future fuel 
price of $2.97; any fuel price higher would lead to fuel savings over 3 years exceeding up-front 
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costs.L EPA has not independently verified Isenstadt's calculation. Nevertheless, EPA agrees 
with both these reviewers that the cost estimates in this report, regardless what dollar-year they 
measure, overestimate the costs of the standards. 

This ambiguity over the dollar-year occurs throughout the CAR Report, which does not 
explain the dollar-year basis for most of its analysis. Cooke (2016) states that the report is 
inconsistent on the use of real (fixed dollar-year) and nominal (inflation included) dollars; as an 
example, he notes that gas prices are in real dollars, but are compared to costs in nominal dollars, 
which he says overestimates payback time by almost 25 percent. 

The assumption of 3 years of fuel savings in the CAR Report is based on averaging payback 
periods for studies that report payback periods in their results. It cites, but does not include in 
that average, studies that calculate the implicit discount rates that consumers use in their results. 
Implicit discount rates estimate the interest rates that consumers appear to use in considering the 
value of future fuel savings over the lifetimes of the vehicles. If the implicit discount rates are 
approximately the same as interest rates consumers would face for vehicle loans, then it appears 
that consumers are correctly estimating, and taking into account, the full lifetime of future fuel 
savings. The studies cited in the CAR Report that provide discount rates find estimates as high as 
27 percent, and as low as 3 percent; the low estimates are well within the range of consumer 
interest rates. In reviewing the literature on the role of fuel savings in vehicle purchases, as 
discussed in Section B.1.2 of the Proposed Determination Appendix, the National Academy of 
Sciences finds great variation in the estimates of expected payback periods: "The results of 
recent studies find that consumers' responses vary from requiring payback in only 2 to 3 years to 
almost full lifetime valuation of fuel savings" (p. 9-36).28 Thus, as Cooke (2016) points out, the 
CAR Report's estimate for the consumer valuation of fuel economy in vehicle purchases is at the 
very low end of the possible range, in part because it excludes a number of studies from its 
review (those presenting discount rates instead of payback periods). Higher estimates would 
increase the relative value of fuel savings and lead to more positive valuation of vehicles subject 
to the standards.  

Cooke (2016) points out another flaw: the Report conflates expenditures on vehicles (price 
multiplied by quantity) with sales (quantity). In particular, the CAR Report estimates an 
elasticity of vehicle expenditures with respect to price--the percent change in vehicle 
expenditures due to a 1 percent change in vehicle price--and then compares that elasticity to 
estimates in published literature on the demand elasticity--the percent change in sales volume 
from a 1 percent change in vehicle price.M Although the CAR Report claims that its estimated 
expenditure short-run elasticity, -0.79, is smaller in absolute value than typical results for 
demand elasticities (of about -1.1), the demand elasticity based on its expenditure elasticity 
estimate is -1.79, larger in absolute value than typical demand elasticities. As a result, the CAR 
Report estimates a higher expenditure impact, and thus a higher sales impact, than standard 
demand elasticities would predict. 

                                                 
L Isenstadt (2016) cites the Draft TAR for costs of $1565. This value includes the cost of going from the MY2014 

baseline to MY2025, $279, and thus overstates by that much the cost of going from MY2016 standards to 
MY2025 standards. See Table 12.44, p. 12-35 of the Draft TAR. 

M Mathematically, the expenditure elasticity is the demand elasticity plus 1. 
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The CAR Report uses two statistical models to examine the effects of vehicle prices on 
expenditures. The first (Appendix I) is used to develop the elasticity noted above; the second 
(Appendix III) is used to project vehicle expenditures in the future in the absence of the 
standards. They use different data series, and include different independent variables. The effects 
of vehicle price on expenditures in the two models are opposite: in the first model, price reduces 
expenditures; in the second model, price increases expenditures. The Report does not explain 
why it uses different data sources for these two models, both of which are about demand for 
vehicles, nor why they produce different results. The fact that similar models produce opposite 
results raises questions about the validity of the models for these purposes. 

Because expenditures are price multiplied by quantity, econometric problems may arise by 
including price as an explanatory variable. Price is not independent of expenditures, as these 
regression models assume. An increase in vehicle prices may increase expenditures if the 
increase has a relatively small effect on vehicle sales, or it may decrease expenditures if sales 
drop significantly; the CAR Report's models produce these two opposite results. In response to 
changes in vehicle prices, people will change not only the number of vehicles they buy, but also 
the kinds of vehicles, and thus average vehicle prices. Neither of these models appears to address 
this complication in the interaction between expenditures and price, and thus neither can be 
expected to produce accurate estimates of the effects of a price change on expenditures.  

The CAR Report estimates employment based on its estimates of the change in vehicle sales.N 
In particular, it estimates employment in the auto industry of 15 workers per domestic vehicle, 
plus 5.6 additional jobs in the economy per auto industry worker, and 1.3 additional jobs in the 
economy per dealer employment. The Report does not provide derivations of most of these 
estimates. Unlike EPA's employment analysis, in Section B.2. of the Proposed Determination 
Appendix, the CAR Report does not consider possible increases in auto industry sector 
employment due to development and implementation of fuel-saving technologies, and thus 
appears to omit some important employment impacts. In addition, as Cooke (2016) points out, 
this "multiplier" approach to employment analysis does not consider the broader macroeconomic 
context. As discussed in Section B.2 of the Appendix, when unemployment is low, the primary 
effect of regulations on overall employment in the economy is to move jobs from some sectors to 
other sectors, rather than to create or eliminate employment. Multiplier estimates may be useful 
approximations of employment impacts in a small economy where prices do not adjust; in the 
U.S. economy, which does not match those characteristics, employment estimates based on 
multipliers are likely to be overestimates.29 

Both Isenstadt (2016) and Cooke (2016) suggest that the underlying assumptions of the CAR 
Report, if changed, would produce very different results, including more scenarios where vehicle 
sales increase rather than decrease. They also point out that the key assumptions about up-front 
costs and the payback period for fuel savings that consumers consider in their purchase decisions 
are at extreme ends of the expected distributions. Even the lowest cost estimate in the Report is 
higher than estimates in the Draft TAR, and the payback period is at the low end of a large range. 

                                                 
N CAR calculates sales by dividing its projected expenditures by a price that it projects assuming a 2.4 percent 

annual growth in nominal vehicle price per year. The 2.4 percent growth per year is based on a nominal average 
vehicle price of $24,900 in 2000, and $33,400 in 2015. The growth between those years is actually 2 percent per 
year.  
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For these reasons, EPA does not consider the estimates from the CAR Report to provide likely 
projected impacts of the MY2025 standards.  

EPA recognizes the difficulties involved in making reasonable estimates of these projections. 
As discussed above and in Section B.1.3. of the Proposed Determination Appendix, on the one 
hand, the vehicles designed to meet the standards will become more expensive, which would, by 
itself, discourage sales; on the other hand, the vehicles will have improved fuel economy and 
thus lower operating costs due to significant fuel savings, which could encourage sales. Which of 
these effects dominates for potential vehicle buyers when they are considering a purchase will 
determine the effect on sales. Assessing the net effect of these two competing effects is highly 
uncertain, as it rests on how consumers value fuel savings at the time of purchase and the extent 
to which manufacturers and dealers reflect technology costs in the purchase price.30 The 
empirical literature does not provide clear evidence on how much of the value of fuel savings 
consumers consider at the time of purchase. It also generally does not speak to the efficiency of 
manufacturing and dealer pricing decisions, as discussed in Section B.1.2. of the Proposed 
Determination Appendix. Thus, we do not provide quantified estimates of potential sales 
impacts.  

4.2.2 Evaluations of the Vehicles Subject to the Standards by Professional Auto 
Reviewers 

The Draft TAR (Chapter 6.4.1.2) discussed initial results of an examination of the potential 
existence of "hidden costs"--undesirable adverse effects of GHG-reducing technologies--via a 
content analysis of auto reviews of MY2014 vehicles. Section B.1.5.1.2 of the Appendix for this 
Proposed Determination provides a high-level overview of those results, plus new results from 
MY2015 vehicles. Here we provide more detail on the analysis and these results.31 

For MY2015 auto review data, RTI used the same sampling and coding procedures as for 
MY2014 data.32 One new website, cars.com, was added in MY2015, because its web viewership 
met our criteria for inclusion. We followed the same data cleaning process as Helfand et al. 
(2016) and dropped the reviews of certain Volkswagen and Audi diesel vehicles due to the 
announcement of emissions violation in September 2015. Table 4.2 reports the number of 
reviews by website in our analysis for MY2014, MY2015, and the combined data. Table 4.3 
reports the number of reviews by vehicle make. Reviews are themselves not conducted to reflect 
sales. For instance, MY2015 data contain more reviews of Audi (53) than Honda (30) vehicles. 
On the other hand, as with MY2014 data, the reviews by manufacturer are approximately the 
same as the number of models offered by manufacturer. It is possible that auto reviews focus on 
models with significant redesign. If so, the population of reviews is likely to have a higher 
proportion of new technologies than the auto population. The result of our analysis may overstate 
negative impacts of fuel-saving technologies if the sample includes more technologies where any 
kinks are not yet fully resolved.  
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Table 4.2  Auto Review Count by Website 

Website MY2015 MY2014 Combined 
 Review 

count 
% Review 

count 
% Review 

count 
% 

automobilemag.com 138 11.17 144 14.29 282 12.60 
autotrader.com 336 27.21 224 22.32 560 25.02 

caranddriver.com 202 16.36 216 21.63 418 18.68 
cars.com 90 7.29 0 0 90 4.02 

consumerreports.org 79 6.40 86 8.73 165 7.37 
edmunds.com 105 8.50 112 11.11 217 9.70 

motortrend.com 285 23.08 221 21.92 506 22.61 
Total 1,235 100.00 1,003 100.00 2,238 100.00 

 

Table 4.3  Auto Review Count by Make 

Make MY2015 MY2014 Combined Make MY2015 MY2014 Combined 
Acura 22 24 46 Land Rover 17 15 32 
Audi 53 37 90 Lexus 54 23 77 

BMW 77 69 146 Lincoln 22 6 28 
Bentley 16 11 27 Mini 9 11 20 
Buick 11 27 38 Maserati 1 0 1 

Cadillac 21 36 57 Mazda 15 49 64 
Chevrolet 101 85 186 Mercedes-

Benz 
84 74 158 

Chrysler 28 4 32 Mitsubishi 10 17 27 
Dodge 41 24 65 Nissan 54 40 94 
Ferrari 0 7 7 Porsche 47 34 81 

Fiat 4 8 12 Ram 8 7 15 
Ford 79 47 126 Rolls Royce 4 9 13 
GMC 21 17 38 Scion 8 4 12 
Honda 30 34 64 Smart 0 1 1 

Hyundai 64 19 83 Subaru 59 25 84 
Infiniti 23 25 48 Tesla 4 0 4 
Jaguar 22 28 50 Toyota 75 63 138 
Jeep 15 42 57 Volkswagen 51 32 83 
Kia 44 44 88 Volvo 36 5 41 

Lamborghini 5 0 5     
 

In Proposed Determination Appendix Section B.1.5.1.2, we present results that, for each fuel-
saving technology, positive evaluations outweigh negative evaluations for both MY2014 and 
MY2015 data. To demonstrate what appears to be variation in the quality of implementation of 
technologies, here we summarize the evaluation results by vehicle make, reported in Table 4.4. 
We focus on negative evaluations, because these suggest possible problems.  

There is a great deal of variation in the percentage of negative evaluations of technologies, as 
reported in Table 4.4. For instance, in the MY2015 data, less than 10 percent of the evaluations 
are negative for Bentley, Mercedes-Benz, Ram, Rolls Royce, and Tesla over the technologies 
examined, while over 40 percent of evaluations are negative for Mitsubishi and Scion. Moreover, 
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between MY2014 to MY2015, Fiat, Volvo, and Lincoln had the largest decreases in the 
percentage of negative evaluations, while Land Rover, Scion, and Jaguar had the largest 
increases in the percentage of negative evaluations. There are manufacturers that were 
consistently rated well over the two model years. Less than 15 percent of evaluations are 
negative for both years for Audi, Dodge, Kia, Mercedes-Benz, Porsche, Ram, and Volkswagen.  

For operational characteristics, in the MY2015 data, Bentley, Mini, Porsche, Ram, Rolls 
Royce, Tesla, and Volkswagen had less than 15 percent of characteristics evaluated negatively, 
while Mitsubishi had negative evaluations of 44 percent of its codes for operational 
characteristics. The correlation between the percentages of negative technology reviews and 
negative operational characteristics reviews is 0.62 for MY2015 data, and 0.74 for the combined 
data. That is, automakers that are rated well on operational characteristics also tend to have 
positive or neutral evaluations of efficiency technologies. 

Further, we show the heterogeneity in evaluation results by vehicle make for each technology 
in Figure 4.2 through Figure 4.22. These reveal great variation for some technologies. For 
instance, for start-stop technology, as shown in Figure 4.14 using the combined data, 50 percent 
and 36 percent of the evaluations are negative for Subaru and BMW, respectively, while 
Chevrolet, Ford, Honda, and Toyota have zero negative evaluations. For the continuously 
variable transmission, as shown in Figure 4.16 using the combined data, over 70 percent of the 
evaluations are negative for Mitsubishi, 46 percent are negative for Chevrolet, and 15 percent are 
negative for Toyota. Using the combined data, low rolling resistance tires (Figure 4.5), electronic 
power steering (Figure 4.6), hybrid (Figure 4.11), and plug-in hybrid (Figure 4.12) also show a 
relatively greater variation in the evaluation results across vehicle makes.  

The heterogeneity appears much smaller for some technologies, such as full electric (Figure 
4.13) and mass reduction (Figure 4.20), which have 0 to 17 percent and 0 to 8 percent of 
negative evaluations respectively for all the automakers reviewed (using the combined data). 
Turbocharging (Figure 4.7), gasoline direct injection (Figure 4.8), high speed automatic (Figure 
4.15), and dual-clutch transmission (Figure 4.17) also show a relatively smaller variation in the 
evaluation results across vehicle makes in the combined data.  

The finding that some manufacturers, including companies with a wide portfolio of vehicle 
offerings, appear to implement the technologies well (as evidenced by high levels of positive 
evaluations) implies that other automakers may be able to improve their implementation of fuel-
saving technologies and reduce or eliminate any potential hidden costs. 
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Table 4.4  Percent Negative Evaluations of Technologies and Operational Characteristics by Vehicle Make 

Vehicle 
Make 

2015 2014  Combined 

 % Negative 
Tech 

Reviews 

% Negative 
Operational 
Characterist
ics Reviews 

% Negative 
Tech 

Reviews 

% Negative 
Operational 
Characterist
ics Reviews 

% Negative 
Tech 

Reviews 

% Negative 
Operational 
Characterist
ics Reviews 

Acura 19.6 19.0 6.9 8.5 11.9 12.9 
Audi 14.3 20.5 5.9 9.3 10.5 15.9 
BMW 13.2 21.0 9.8 11.0 11.4 16.2 
Bentley 2.7 9.9 0.0 6.1 1.8 8.5 
Buick 22.7 17.2 27.3 22.3 26.0 20.8 
Cadillac 15.2 20.2 9.2 12.2 11.1 15.2 
Chevrolet 22.8 23.5 14.0 14.8 18.4 19.3 
Chrysler 22.0 22.6 0.0 10.0 19.4 21.1 
Dodge 10.7 19.7 12.5 20.6 11.6 20.1 
Ferrari - - 9.5 10.4 9.5 10.4 
Fiat 22.2 55.6 53.3 39.1 41.7 45.9 
Ford 14.1 17.8 16.4 15.6 14.9 16.9 
GMC 29.0 19.0 14.3 18.2 20.5 18.7 
Honda 16.9 16.0 7.7 13.7 11.5 14.6 
Hyundai 15.1 20.1 25.5 22.1 18.1 20.7 
Infiniti 22.2 26.9 28.1 19.7 25.8 22.8 
Jaguar 28.0 16.8 3.8 11.2 11.5 13.4 
Jeep 19.2 17.2 26.9 25.1 25.4 23.7 
Kia 11.2 29.0 13.3 15.0 12.4 21.3 
Lambor-
ghini 

15.4 19.4 - - 
15.4 19.4 

Land Rover 37.9 28.8 4.5 13.4 17.8 20.8 
Lexus 30.5 29.1 26.4 21.6 29.1 26.5 
Lincoln 15.3 21.8 38.5 24.4 19.4 22.2 
Mini 19.0 12.9 22.7 20.0 20.9 16.3 
Maserati 20.0 44.4 - - 20.0 44.4 
Mazda 26.9 19.1 8.9 13.6 12.1 14.6 
Mercedes-
Benz 

9.5 15.2 14.1 13.9 
11.8 14.6 

Mitsubishi 42.3 47.4 39.1 56.3 40.3 52.9 
Nissan 21.0 30.4 34.1 25.8 26.8 28.5 
Porsche 11.4 9.1 10.9 12.5 11.2 10.5 
Ram 9.1 11.4 11.1 6.5 10.3 8.9 
Rolls Royce 0.0 9.1 0.0 4.6 0.0 5.7 
Scion 43.8 28.3 16.7 36.4 36.4 32.0 
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Smart - - 0.0 0.0 0.0 0.0 
Subaru 29.2 24.8 32.8 21.8 30.3 23.9 
Tesla 0.0 10.3 - - 0.0 10.3 
Toyota 28.6 29.4 14.0 22.5 22.2 26.4 
Volks-
wagen 

11.9 12.0 13.2 15.4 
12.4 13.5 

Volvo 12.6 20.2 40.0 30.0 13.8 21.1 
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Figure 4.2  Reviews of Active Air Dam by Vehicle Make 

 
Figure 4.3  Reviews of Active Grill Shutters by Vehicle Make 
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Figure 4.4  Reviews of Active Ride Height by Vehicle Make 

 
Figure 4.5  Reviews of Low Rolling Resistance Tires by Vehicle Make 
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Figure 4.6  Reviews of Electronic Power Steering by Vehicle Make 

 
Figure 4.7  Reviews of Turbocharged by Vehicle Make 
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Figure 4.8  Reviews of Gasoline Direct Injection by Vehicle Make 

 
Figure 4.9  Reviews of Cylinder Deactivation by Vehicle Make 
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Figure 4.10  Reviews of Diesel by Vehicle Make 

 
Figure 4.11  Reviews of Hybrid by Vehicle Make 
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Figure 4.12  Reviews of Plug-In Hybrid Electric by Vehicle Make 

 
Figure 4.13  Reviews of Full Electric by Vehicle Make 
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Figure 4.14  Reviews of Stop-Start by Vehicle Make 

 
Figure 4.15  Reviews of High Speed Automatic by Vehicle Make 
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Figure 4.16  Reviews of Continuously Variable Transmission by Vehicle Make 

 
Figure 4.17  Reviews of Dual-Clutch Transmission by Vehicle Make 
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Figure 4.18  Reviews of Electric Assist or Low Drag Brakes by Vehicle Make 

 
Figure 4.19  Reviews of Lighting-LED by Vehicle Make 
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Figure 4.20  Reviews of Mass Reduction by Vehicle Make 

 
Figure 4.21  Reviews of Passive Aerodynamics by Vehicle Make 

0 5 10 15 20
Number of Reviews

Volvo
Volkswagen

Toyota
Subaru
Smart
Scion

Rolls-Royce
Ram

Porsche
Nissan

Mitsubishi
Mercedes-Benz

Mazda
MINI

Lincoln
Lexus

Land Rover
Kia

Jeep
Jaguar
Infiniti

Hyundai
Honda

GMC
Ford

Ferrari
FIAT

Dodge
Chrysler

Chevrolet
Cadillac

Buick
Bentley

BMW
Audi

Acura

MY 2014

0 5 10 15 20
Number of Reviews

Volvo
Volkswagen

Toyota
Tesla

Subaru
Scion

Rolls-Royce
Ram

Porsche
Nissan

Mitsubishi
Mercedes-Benz

Mazda
Maserati

MINI
Lincoln
Lexus

Land Rover
Lamborghini

Kia
Jeep

Jaguar
Infiniti

Hyundai
Honda

GMC
Ford
FIAT

Dodge
Chrysler

Chevrolet
Cadillac

Buick
Bentley

BMW
Audi

Acura

MY 2015

0 5 10 15 20
Number of Reviews

Volvo
Volkswagen

Toyota
Tesla

Subaru
Smart
Scion

Rolls-Royce
Ram

Porsche
Nissan

Mitsubishi
Mercedes-Benz

Mazda
Maserati

MINI
Lincoln
Lexus

Land Rover
Lamborghini

Kia
Jeep

Jaguar
Infiniti

Hyundai
Honda

GMC
Ford

Ferrari
FIAT

Dodge
Chrysler

Chevrolet
Cadillac

Buick
Bentley

BMW
Audi

Acura

MY 2014 - MY 2015

Negative Neutral Positive

0 2 4 6 8
Number of Reviews

Volvo
Volkswagen

Toyota
Subaru
Smart
Scion

Rolls-Royce
Ram

Porsche
Nissan

Mitsubishi
Mercedes-Benz

Mazda
MINI

Lincoln
Lexus

Land Rover
Kia

Jeep
Jaguar
Infiniti

Hyundai
Honda

GMC
Ford

Ferrari
FIAT

Dodge
Chrysler

Chevrolet
Cadillac

Buick
Bentley

BMW
Audi

Acura

MY 2014

0 2 4 6 8
Number of Reviews

Volvo
Volkswagen

Toyota
Tesla

Subaru
Scion

Rolls-Royce
Ram

Porsche
Nissan

Mitsubishi
Mercedes-Benz

Mazda
Maserati

MINI
Lincoln
Lexus

Land Rover
Lamborghini

Kia
Jeep

Jaguar
Infiniti

Hyundai
Honda

GMC
Ford
FIAT

Dodge
Chrysler

Chevrolet
Cadillac

Buick
Bentley

BMW
Audi

Acura

MY 2015

0 2 4 6 8
Number of Reviews

Volvo
Volkswagen

Toyota
Tesla

Subaru
Smart
Scion

Rolls-Royce
Ram

Porsche
Nissan

Mitsubishi
Mercedes-Benz

Mazda
Maserati

MINI
Lincoln
Lexus

Land Rover
Lamborghini

Kia
Jeep

Jaguar
Infiniti

Hyundai
Honda

GMC
Ford

Ferrari
FIAT

Dodge
Chrysler

Chevrolet
Cadillac

Buick
Bentley

BMW
Audi

Acura

MY 2014 - MY 2015

Negative Neutral Positive



Consumer Issues 

4-35 

 
Figure 4.22  Reviews of Fuel Cell by Vehicle Make 
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negative evaluation of an operational characteristic) is much larger than the 24 positive 
coefficients (indicating that the technology is associated with an increased probability of a 
negative evaluation of a characteristic). The presence of GDI, passive aerodynamics, or start-
stop, for instance, is not correlated in any of these data series with a negative evaluation of an 
operational characteristic.  

Comparing the number of positive coefficients (potential hidden costs) with negative 
coefficients (potential hidden benefits) involves some limitations. First, counting coefficients 
does not indicate the magnitude of the effects. Secondly, for some of the technologies (especially 
active air dam, active grill shutters, active ride height, and fuel cell), statistically significant 
correlations may not appear because sample sizes are so small. Third, as discussed in Helfand et 
al. (2016), statistically significant coefficients do not indicate that the presence of the technology 
caused either a hidden cost or a hidden benefit; it is possible, e.g., that a characteristic in a 
vehicle would have been rated badly even if a different technology had been used. Nevertheless, 
these results indicate that hidden costs are not inevitable in the presence of these technologies. 
Indeed, the evidence is suggestive of some hidden benefits, as discussed in Chapter 4.1.4.  
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   Table 4.5  Summary of Statistically Significant Regression Coefficients by Technology 

Fuel-Saving 
Technology 

MY2014: 
Count of 

Significant 
Positive 

Coefficients 

MY2014: 
Count of 

Significant 
Negative 

Coefficients 

MY2015: 
Count of 

Significant 
Positive 

Coefficients 

MY2015: 
Count of 

Significant 
Negative 

Coefficients 

Combined: 
Count of 

Significant 
Positive 

Coefficients 

Combined: 
Count of 

Significant 
Negative 

Coefficients 
Active Air 
Dam 0 1 0 0 0 1 
Active Grill 
Shutters 1 5 0 9 0 9 
Active Ride 
Height 0 4 0 0 0 4 
Low 
Resistance 
Tires 1 1 0 7 0 3 
Electronic 
Power 
Steering 1 1 0 3 3 1 
Turbocharged 0 3 4 2 3 3 
GDI 0 4 0 2 0 3 
Cylinder 
Deactivation 1 3 2 2 1 5 
Diesel 0 5 2 4 2 3 
Hybrid 1 3 0 2 1 4 
Plug-In 
Hybrid 
Electric 1 2 2 2 3 1 
Full Electric 0 1 0 4 0 2 
Start-Stop 0 3 0 7 0 6 
High Speed 
Automatic 0 7 1 6 0 6 
CVT 7 1 3 1 5 1 
DCT 0 1 2 1 3 1 
Elec Assist or 
Low Drag 
Brakes 0 2 0 9 0 4 
Lighting-LED 2 5 0 2 1 3 
Mass 
Reduction 0 4 2 3 1 4 
Passive Aero-
dynamics 0 6 0 7 0 5 
Fuel Cell 0 0 1 6 1 6 
Total 15 62 19 79 24 75 
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4.3 Impacts of the Standards on Vehicle Affordability 

Section B.1.6 of the Proposed Determination Appendix provides an overview of the analysis 
of the impacts of the standards on vehicle affordability. As will be discussed below, affordability 
is not a well-defined concept, but it is potentially an important consideration not only to policy-
makers, but to all stakeholders.  

This TSD subchapter expands upon the analysis in the Appendix, and updates information 
presented in the Draft TAR, as well as in a memo to the docket on affordability.33 It begins with 
a literature review on the conceptualization and definition(s) of affordability for various 
consumer goods. It then poses, and subsequently assesses, four questions by which to analyze 
vehicle affordability:  

• Effects on lower-income households;  

• Effects on the used vehicle market;  

• Effects on access to credit; and,  

• Effects on the low-priced vehicle segment of the new vehicle market.  

4.3.1 Literature Review: Definitions of Affordability 

While the term “affordability” is very commonly used in colloquial settings, there is little 
consensus on an academic definition for the term, and the concept of “affordability” is murky at 
best. Hancock (1993) lamented that “affordability has been gaining much currency in housing 
policy debates, but neither government nor academic researchers have given much consideration 
to defining it.”34 Quigley and Raphael (2004) stated that “economists are wary, even 
uncomfortable, with the rhetoric of ‘affordability,’ which jumbles together in a single term a 
number of disparate issues…”35 Bradley (2008) identified affordability as “a vague 
concept…When pundits use the word ’afford,’ there is no clear definition of affordability; it is at 
best a subjective notion.”36 Perhaps most candidly, Bartl (2010) declared that “affordability is a 
new ‘alien’ concept penetrating the field of contract and consumer law.”37  

Even though the concept of affordability has been characterized as vague, subjective, alien, 
and vexed, several economists and federal agencies have attempted to define affordability, most 
often in the context of specific goods. These goods include energy, food, telephone service, 
health insurance, and housing.  

For energy, Bartl (2010) defines affordability as “primarily an economic category having to 
do with the ability of certain consumers or consumer groups to pay for a minimum level of 
service.” She states that affordability has two dimensions: “First, it is necessary to ensure 
reasonable prices for all users, and, secondly, to ensure the provision of services to persons who 
cannot afford it under normal market (or prior monopoly) conditions.” This assumes that 
universal access to energy services is a basic necessity. Fankhauser and Tepic (2007), for water 
and energy, have a similar definition, and then operationalize it as the share of monthly 
expenditures (or income) spent on utility services.38 

For food, Blaylock et al. (1999) determined affordability based on the ratio of expenditures on 
food to household income.39 However, Blaylock et al. also explained that food expenditures are 
not dictated entirely by household income and costs: nutritional value, taste, and convenience 



Consumer Issues 

4-39 

factored into consumers’ preferences on food choices. Furthermore, they argued that the costs of 
food consumption must be considered in a short-term context, including the upfront cost of food 
purchases, the time expended purchasing food, and sacrifices in taste for lower upfront cost or 
nutritional quality; and a long-term context, including the potential health risks of eating cheap, 
nutritionally questionable food. For example, a reduction in public consumption of high-
cholesterol foods after increasing public information on the risks of cholesterol showed that “it is 
not inevitable that affordable food will defeat nutrition information in determining diets.” 
Although “affordable” here is defined as having low upfront cost, consumers appear to factor in 
long-term costs, such as health risks, when deciding whether food is affordable. 

The Department of Health and Human Services also uses the ratio-of-income approach to 
determine food affordability for federal poverty guidelines. The Department of Agriculture 
determines a nutritionally adequate bundle of food for households, and the Department of Health 
and Human Services sets the poverty standard “based on the relationship of the price of this 
bundle to income” (Glied, 2009).40 This definition of affordability thus takes both upfront cost 
and a measure of food quality into account. 

For telephone service, Milne (2000) uses a similar ratio approach to determine affordability. 
She states that one key assumption is that “there is a certain percent of household income which, 
on average, a new subscriber finds acceptable to devote to telephone service,” referring to this as 
the “affordability threshold.”41 However, she also states that the assumption that all households 
with incomes beyond the affordability threshold will subscribe to telephone service “does not 
describe individual behavior.” She explains that “households will deviate from this behavior in 
both directions,” but that “we can be confident that propensity to subscribe to the phone does 
increase with income level, and decrease with proportion of expenditure devoted to telecoms.” 
Thus, this definition of affordability rests primarily on the share of income devoted to telephone 
expenditures, but gives some acknowledgment to the effect of consumer preferences. 
Additionally, Milne essentially defines access to telephone service as a necessity, declaring that 
“the notion that basic telephone service should be affordable has received widespread assent.” 

For health insurance, Glied (2009) distinguishes between colloquial and more academic 
usages of affordability. The more colloquial usage “implies that the primary reason someone 
chooses not to purchase a good or service is that the person does not have the ability to pay for 
it.” However, in more academic terms, “a household is said to afford such a purchase if it would 
be left with enough income to meet its other socially defined minimum needs.” Like food, 
energy, and telephone service, health insurance in this context is presumed to be a necessity, for 
which there is a socially defined minimum level of necessary consumption. 

In discussions of affordability, perhaps the most commonly considered good is housing. 
Maclennan and Williams (1990, cited in Haffner and Heylen 2011, p. 595) define affordability as 
“concerned with securing some given standard of housing (or different standards) at a price or a 
rent which does not impose, in the eyes of some third party (usually government) an 
unreasonable burden on household incomes.”42 Again, this definition refers to socially defined 
minimum standards for housing and other goods. Similarly, Bramley (1990) characterizes 
affordability as a situation where “households should be able to occupy housing that meets well-
established (social sector) norms of adequacy (given household type and size) at a net rent which 
leaves them enough income to live on without falling below some poverty standard.”43 



Consumer Issues 

4-40 

Clarifying this definition somewhat, Whitehead (1991) refers to affordability as “the 
opportunity cost of housing vis-à-vis other goods and services.”44 Hancock (1993) refers to the 
essence of the concept of affordability as “what has to be foregone in order to obtain the merit 
good and whether that which is foregone is reasonable or excessive in some sense.”45 Also 
taking opportunity cost into account, Stone (2006) defines affordability as expressing “the 
challenge each household faces in balancing the cost of its actual or potential housing, on the one 
hand, and its non-housing expenditures, on the other, within the constraints of income.”46 

As with other goods, housing affordability is often operationalized using a ratio approach. The 
Department of Housing and Urban Development (HUD) (U.S. Department of Housing and 
Urban Development, 2015) characterizes a household as able to afford housing if it pays no more 
than 30 percent of its income on housing.47 HUD also considers supply in its metrics to analyze 
housing affordability. In its “Worst Case Housing Needs” biennial report to Congress (U.S. 
Department of Housing and Urban Development, 2011), HUD highlights the supply of rental 
units that would be affordable (presumably using the 30 percent-of-income standard) to 
consumers within a given income class (Steffen et al., 2015).48  

While ultimately disagreeing with the simple use of the ratio approach to determine housing 
affordability, Bogdon and Can (1997) also incorporate supply into their definition of housing 
affordability by using the housing affordability mismatch approach, which “considers both 
housing supply and housing demand by comparing the existing housing cost distribution with the 
distribution of household incomes.”49 Similarly, Gan and Hill (2009) develop affordability 
indices that take account of “the whole distribution of household income and house prices rather 
than just the median.”50 This accounts for the demand for various housing types based on 
household income and the supply of housing units appropriate for households with various 
incomes. Fisher et al. (2009) expand on the supply concept by advocating tracking the supply of 
units in different geographic areas and accounting for the effect of the spatial distribution of 
various housing units on prices.51 

As described briefly above, despite its widespread use in affordability indices for a variety of 
goods, the ratio approach is also widely criticized. Hancock (1993) states that “a ratio definition 
says nothing about what might be an acceptable opportunity cost of that which is being 
consumed,” and that it “therefore makes little sense to define affordability in terms of the ratio of 
housing costs to incomes if it is believed that opportunity cost is important.” Stone (2006) echoes 
this criticism, explaining that the ratio approach assumes that someone with a lower income who 
spends as high a proportion of his/her income on housing as someone with a higher income can 
afford to spend much less in an absolute sense on other necessities.  Bogdon and Can (1997) also 
criticize the ratio approach as “flawed.” They state that the ratio approach does not account for 
quality, differences in preferences, households’ actual financial constraints, or actual user costs. 
Instead, Stone (2006) advocates the use of the residual income approach, which measures the 
actual amount of disposable income (as opposed to the percentage of income) remaining after 
accounting for housing expenditures and determining whether that residual income is sufficient 
to purchase minimum acceptable quantities of other necessities. 

Another trend within more recent housing affordability literature is distinguishing between 
short-term affordability and long-term affordability. Haffner and Heylen (2011) define the short-
term costs as the “out-of-pocket cash flows or expenses that households make to finance the 
access to their home,” and the long-term affordability as the “’long-run ability’ of households to 



Consumer Issues 

4-41 

pay the so-called user costs or price of housing consumption.” This relates closely to Gan and 
Hill’s (2009) distinction of purchase versus repayment affordability, although repayment 
affordability only takes the cost of repaying the mortgage into account and does not encompass 
the broader user costs associated with Haffner and Heylen’s long-term affordability concept. 

User costs are certainly not a new idea in housing affordability literature. Hancock (1993) 
states that “in theory, the housing costs of owner-occupiers should be measured by the user-cost, 
which takes the opportunity-cost of equity, depreciation, and the effect of capital gains into 
account, in addition to the mortgage payments, local property taxes and the maintenance of the 
property.” Quigley and Raphael (2004) also note user cost: “To an economist, however, the 
affordability of owner-occupied housing is a bit more complicated – by taxes, by depreciation 
and by capital gains.” Similarly, Bogdon and Can (1997) recognize that “monthly home owner 
costs may also be a misleading measure because the true measure for home owners is the user 
cost, which includes expected appreciation.” 

Like food, much of the literature on housing affordability also emphasizes the importance of 
incorporating quality. Lerman and Reeder (1987) develop a “’quality-based’ definition of the 
housing affordability problem that distinguishes households having too little income to rent 
minimally adequate but decent, safe, and sanitary housing for less than a specified percentage of 
income (30 percent) from households whose incomes are sufficient.”52 Fisher et al. (2009) 
clarify the usage of quality set forth by Lerman and Reeder to “develop an affordability 
methodology that accounts for job accessibility, school quality, and safety.” Thalmann (1999) 
uses two indicators of housing affordability in a similar fashion: one indicator “compares income 
to the average rent the market charges for housing deemed appropriate for a household,” and the 
second indicator “compares current housing consumption with appropriate housing 
consumption.”53 This approach takes a different tack than many — instead of identifying just the 
socially acceptable minimum quality of housing for a given household, Thalmann also identifies 
a socially acceptable maximum quality and uses this range to determine affordability of the 
housing stock. 

Quigley and Raphael (2004) note that affordability in the context of housing “jumbles 
together in a single term a number of disparate issues: the distribution of housing prices, the 
distribution of housing quality, the distribution of income, the ability of households to borrow, 
public policies affecting housing markets, conditions affecting the supply of new or refurbished 
housing, and the choices that people make about how much housing to consume relative to other 
goods.” And like other goods that are considered basic necessities, Quigley and Raphael refer to 
a “socially imposed minimum standard” for housing. 

However, Quigley and Raphael state that defining affordability for housing is not the same for 
all incomes. For American households who own their home, “housing ‘affordability’ refers to the 
terms on which dwellings can be purchased and loans to purchase these assets can be amortized.” 
However, for households with lower incomes, “’affordability’ refers to the terms of rental 
contracts and the relationship between these rents and their low incomes.” Stone (2006) shares 
this sentiment: “Affordability is not a characteristic of housing – it is a relationship between 
housing and people. For some people, all housing is affordable, no matter how expensive it is; 
for others, no housing is affordable unless it is free.” This implies that how one defines 
affordability can depend heavily on income. 
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Despite differing definitions of affordability offered for different types of goods, there are 
many similarities and shared themes across definitions. One shared theme is that instead of 
focusing on the traditional economic concept of willingness to pay, any consideration of 
affordability must also consider the ability to pay for a socially defined minimum level of a 
good. As discussed below, however, all of the goods considered in this literature review were 
considered basic necessities, and the absence of a socially defined minimum level of adequate 
consumption of the good in question complicates determining consumers’ ability to pay for such 
a good. 

Often, the ability to pay is determined based on the proportion of income devoted to 
expenditures on a particular good. However, this ratio approach is widely criticized. For 
example, it does not account for the opportunity cost associated with the consumption of a 
particular good. That is, when purchasing at least the socially-defined minimum level of one 
good, one must consider the utility of other goods, some of which may be necessities, which a 
consumer must forego based on his/her income. The ratio approach also does not incorporate 
quality differences in the considered good. For instance, one consumer may pay $700 per month 
to rent a spacious, clean, well-maintained apartment while another consumer with the same 
income may pay $700 per month to rent a small, moldy, crumbling apartment that does not meet 
socially defined minimum housing standards. The ratio approach also does not incorporate 
heterogeneity of consumer preferences. For instance, two consumers with the same income may 
purchase housing of wildly different quantity and quality based on the utility they receive from 
housing versus other goods that they can purchase. 

Considering this heterogeneity of preferences is important for attempting to identify the 
socially defined minimum level of service necessary for each type of good. Here, there are two 
approaches at play. One is the normative approach, which uses a set and arbitrary level of service 
as the minimum adequate level for consideration of the ability to pay. The other is the behavioral 
approach, which expands on the normative approach by considering consumer preference 
intensity and determining whether the consumer of a particular income with the median 
preference intensity can purchase the normatively-determined minimum acceptable level of 
service. 

One alternative approach to determining the ability of consumers to pay for a certain good is 
the permanent income hypothesis, which states that consumers’ levels of consumption are 
explained more by what those consumers expect to earn over a period of time rather than their 
temporary income, which can often fluctuate wildly. Thakuriah and Liao (2006) thus use total 
expenditures as a proxy for consumers’ permanent income in order to estimate consumers’ 
ability to pay for transportation expenditures.54 

Another common theme, particularly when discussing affordability of housing, is considering 
both the short-term costs and long-term costs associated with consumption of a particular good to 
assess affordability. This includes both the cost of accessing the good, which often refers to 
access to and cost of financing, as well as the user cost of the good over time. These costs are not 
equal. For instance, one may be able to afford the costs associated with owning a home, 
including mortgage repayment, property taxes, maintenance, and depreciation, while not having 
sufficient savings to cover the necessary down payment to access financing. 
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4.3.2 Relating Affordability Themes to Vehicle Standards 

All the goods considered in this literature review (energy, nutrition, basic telephone service, 
health insurance, and housing) arguably could be considered necessities. For instance, with 
health care, Bundorf and Pauly (2009) “assume that there is a ‘special’ societal interest in 
medical insurance and medical care that need not apply equally to other types of consumption.”55 
These goods thus have socially defined minimum adequate levels of consumption (although 
there may not be consensus on those levels). 

However, unlike the goods discussed above, there is no socially defined minimum level of 
consumption for vehicles. Considering consumption only of vehicles defines the service 
provided by vehicles too narrowly. Vehicles are one means to the end of transportation.  

A thorough review revealed no attempts to define the affordability of transportation, and 
vehicles more specifically. Thakuriah and Liao (2006) attempt to define ability to pay for 
transportation expenditures, but do not offer a definition of affordable transportation. A report by 
the Manhattan Strategy Group for the Department of Transportation and the Department of 
Housing and Urban Development (HUD) (Schanzenbach and McGranahan, 2012) attempts to 
create metrics of various types of vehicle costs to be included in HUD’s Location Affordability 
Index, which considers housing and transportation costs based on location. However, this report 
also did not attempt to define vehicle affordability.56 

Given the prevalence of heavily subsidized public transit systems, including free rides for 
vulnerable populations, it seems that societies often consider access to transportation in some 
sense a basic necessity. However, it is not clear how to identify the socially acceptable minimum 
level of transportation service. It seems reasonable to assume that such a socially acceptable 
minimum level should allow access to employment, education, and basic services like the 
grocery store, but it is not clear where consumption of transportation moves from practical to 
luxury. Normatively defining the minimum adequate level of transportation consumption is 
difficult given the heterogeneity of consumer preferences and living situations. As a result, it is 
challenging to define how much residual income should remain with each household after 
transportation expenditures. It is therefore not surprising that academic and policy literature have 
largely avoided attempting to define transportation affordability. 

We therefore do not propose a quantitative measure of the affordability of new vehicles. As 
discussed in Proposed Determination Appendix Section B.1.6, although some comments we 
received on the effects of the standards on affordability requested a quantified analysis of the 
issue, those comments did not suggest methods for that analysis. Instead, as in Draft TAR 
Chapter 6.5, we consider four questions that relate to the effects of the LDV GHG standards on 
new vehicle affordability:  how the standards affect low-income households; how the standards 
affect the used vehicle market; how the standards affect access to credit; and how the standards 
affect the low-priced vehicle segment. 

4.3.3 EPA's Assessment of the Impacts of the Standards on Affordability 

The effects of the standards on vehicle affordability are discussed in the Proposed 
Determination Appendix, Section B.1.6. Below we report further detail about the data and our 
assessment of four aspects of affordability: the effects of the standards on lower-income 
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households, on the used vehicle market, on whether access to credit may limit consumer's ability 
to purchase new vehicles, and on the availability of low-priced vehicles.  

4.3.3.1 Data: Consumer Expenditure Survey 

To analyze the characteristics of households who purchase new and used vehicles and the 
vehicles that these households purchase, we used the public use microdata of the Consumer 
Expenditure Survey (CES), specifically the interview and detailed expenditure files for years 
2007 through 2015 (Bureau of Labor Statistics, 2015).57 The CES is performed annually by the 
Department of Labor–Bureau of Labor Statistics (BLS). It is conducted in-person based on a 
representative sample of U.S. addresses. 

Data from this survey were chosen for several reasons. First, the survey includes a sample of 
consumer units that is designed to be representative of the total US population. The sampling 
frame for each CES is derived from a list of households included in the 2000 Census and a list of 
households constructed after the 2000 Census.O Consumer units are roughly equivalent to 
households, and from this point forward will be referred to as “households.”P Second, the survey 
is performed annually, which allows us to track recent vehicle purchase behavior over a greater 
number of reference years than other data sets and establish trends. Third, the CES includes 
detailed information on both household demographics and major expenditures, particularly 
related to vehicles and transportation. Fourth, the public use microdata for the CES from years 
2003 onwards is available online for free, which allows easy public access to the data used in our 
analysis.Q Fifth, the CES is widely used by policymakers and academics to study welfare 
changes across socioeconomic groups.R  

Other articles and reports have used the CES to examine the relationship between vehicle 
purchases and household characteristics. For example, Goldberg (1996) used microdata from the 
CES to try to explain auto dealer price discrimination based both on household characteristics 
(e.g. race or gender) and vehicle purchase characteristics (e.g. trade-in and financing source).58 
Yurko (2011) used data from the CES to examine the relationship between household income 
and vehicle quality, specifically vehicle age.59 Schanzenbach and McGranahan (2012) used 
estimates for the costs of car ownership obtained from CES data to include in the Department of 
Housing and Urban Development’s Location Affordability Index. Thakuriah and Liao (2006) 

                                                 
O For more information on how the sample for the CES is selected, please see User’s Documentation included in the 

CES public use microdata for the Interview Survey each year and the CES Frequently Asked Questions, 
http://www.bls.gov/cex/faq.htm#q17. 

P According to the CES glossary (http://www.bls.gov/cex/csxgloss.htm), “A consumer unit comprises either: (1) all 
members of a particular household who are related by blood, marriage, adoption, or other legal arrangements; (2) 
a person living alone or sharing a household with others or living as a roomer in a private home or lodging house 
or in permanent living quarters in a hotel or motel, but who is financially independent; or (3) two or more persons 
living together who use their income to make joint expenditure decisions. Financial independence is determined 
by the three major expense categories: Housing, food, and other living expenses. To be considered financially 
independent, at least two of the three major expense categories have to be provided entirely, or in part, by the 
respondent.”   

Q To access the public use microdata for the CES, visit the Public-Use Microdata Home Page, 
http://www.bls.gov/cex/pumdhome.htm.  

R For more information on how the CES is used by academics and policymakers, visit “Value of the Consumer 
Expenditure Survey,” http://www.bls.gov/respondents/cex/cevalue.htm. 

http://www.bls.gov/cex/csxgloss.htm
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used microdata from the CES to compare total annual expenditures (as a proxy for permanent 
incomes) with investments in mobility. 

Note that this analysis and the CES focus on household vehicle purchase behavior, and not the 
entire new or used vehicle market, which includes fleet purchases. It is also important to note 
that we do not consider leases in this analysis of CES data. The leased vehicle data reported in 
the CES do not include the calendar year when the lease was contracted; as a result, we are 
unable to compare household leasing behavior with vehicle purchase behavior on a calendar year 
basis. We thus focus only on vehicles owned by residential households and thus understate the 
number of vehicles in households. 

One limitation with using the CES is that the data on expenditures and households’ 
characteristics are self-reported. This makes the data subject to problems with respondents' recall 
of information, or misrepresentation. This is a limitation of all survey data and is not unique to 
the CES. 

The expenditure variables in the CES we examine are CARTKNPQ and CARTKNCQ for 
expenditures on new cars and trucks, CARTKUPQ and CARTKUCQ for expenditures on used 
cars and trucks, and GASMOPQ and GASMOCQ for expenditures on gasoline and motor oil. 
Following the estimation procedure section from the CES documentation, we calculated an 
aggregated measure for a calendar year by weighting the amount of time (MO_SCOPE in the 
documentation) so that each reported expenditure actually applies to the year based on the 
interview year and interview month. We then took weighted averages of the variables, where our 
final weight in Stata is the product of the “MO_SCOPE” and the “finlwt21” variable, the 
variable recommended by the BLS for estimating the population and was used for all means and 
medians.S By this estimation procedure our calculations of expenditures on new vehicles, used 
vehicles, and gasoline and motor oil were able to exactly match the mean expenditures reported 
in the online CES tables (e.g., for 2015, see http://www.bls.gov/cex/2015/combined/quintile.pdf, 
“Cars and trucks, new,” “Cars and trucks, used,” and “Gasoline and motor oil”). 

The income variable we examined is total household income before tax, FINCBTXM in the 
CES. In the Draft TAR, we used after-tax income, FINCATAX in the CES. We switched to 
before-tax income because before-tax income is more typically used in analyses of the CES data. 
In addition, BLS had not derived the non-imputed after-tax income since 2015, and has derived a 
new imputed after-tax income, FINATXEM, since 2013; as a result, the data series is not 
consistent over the time period studied here. We used the estimation procedure mentioned above 
to obtain weighted median income for each year. Using the weighted median income (in 2015, it 
was $50,000), we divide the annual sample into lower-income households (those with income 
less than $50,000) and higher-income households (those with income over $50,000), and 
produce summary statistics of expenditures by the two income groups.    

In order to generate debt-to-income (DTI) ratios, the debt expenditure variables we used are 
MRTPMTX for mortgage, MRTPMTG for home equity loans, PAYMENTX for vehicle loans, 
QRT3MCMX for rental home payments, and CONTEXPX for contributions, including child 

                                                 
S See http://www.bls.gov/cex/2015/csxintvw.pdf, p. 24-30, for the documentation for 2015 CES data and estimation 

procedures of unweighted and weighted statistics.   

http://www.bls.gov/cex/2015/combined/quintile.pdf
http://www.bls.gov/cex/2015/csxintvw.pdf
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support and alimony only. Using the weight mentioned above, we summed over the annual 
expenditures on these payments to calculate debt for each household.  

4.3.3.2 Effects on Lower-Income Households 

We use the CES data for the years 2007-2015 to classify households with before-tax incomes 
below the weighted median as “lower income,” and the other half of households are considered 
“higher income.” For example, the weighted medians in 2015 and 2014 were $50,000 and 
48,465, in 2015$, respectively.  

As we pointed out in the Draft TAR (Chapter 6.5.1), lower-income households are not the 
primary market for new vehicles. Figure 4.23 shows annual expenditures on new vehicles for 
lower-income households, as well as for higher-income households; it also includes median 
before-tax income. Lower-income households spend far less on vehicles than do higher-income 
households. For example, in 2015, lower-income households on average spent $911 on new 
vehicles, while higher-income households spent more than 3 times as much, $3,009. Greene and 
Welch (2016), using income quintiles, find similarly that lower-income households spend less on 
new and used vehicles than higher-income households.T 

 

Figure 4.23  Median Income and Annual Expenditure on New Vehicles for Lower and Higher Income 
Households 

 Figure 4.24 shows the proportion of lower- and higher-income households that bought 
vehicles. A small proportion of households buy a vehicle, either new or used, in any one year. 
For instance, in 2015, 0.8 percent of lower-income households bought a new vehicle, and about 
3.3 percent bought a used vehicle. About 2.4 percent of higher-income households bought a new 
vehicle, and about 4.6 percent of them bought used vehicles. While a higher proportion of both 
income groups buy used vehicles than buy new vehicles, lower-income households buy fewer of 

                                                 
T Greene, David, and Jilleah Welch (2016). "The Impact of Increased Fuel Economy for Light-Duty Vehicles on the 

Distribution of Income in the United States." University of Tennessee Baker Center Report 5:16, Docket EPA-
HQ-OAR-2015-0827-4311.  
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both. Perhaps worth noting in this chart is that the proportion of households buying vehicles, 
either new or used, has increased, albeit slightly, since 2012, when the National Program began. 
As with sales, discussed in Section B.1.3 of the Proposed Determination Appendix, this increase 
is likely to be due more to economic recovery than to the National Program.   

  

Figure 4.24  Percentage of Lower-Income and Higher-Income Households Buying New and Used Vehicles 

 

Figure 4.25 compares annual expenditures on new vehicles, used vehicles, and fuel for lower-
income households in Panel A, and higher-income households in Panel B, from the CES data. As 
Consumer Federation of America has pointed out, lower-income households spend more on 
gasoline than they do on either new or used vehicles, and they spend more on used vehicles than 
they do on new vehicles. As the figure shows, higher-income households spend more on new 
than on used vehicles; in 2015, their expenditures on fuel approximately equaled expenditures on 
new and used vehicles. In addition, household expenditures on gasoline and motor oil fluctuates 
more than its expenditures on new and used vehicles. This suggests that households may face 
more uncertainty due to changes in fuel prices than they do due to changes in vehicle prices. 
Greene and Welch estimate that increased fuel economy decreased fuel expenditures by about 30 
percent between 1980 and 2014, with most of that reduction before the mid-1990s; they attribute 
almost flat expenditures since then to the increase in the proportion of light trucks over time.60 
They observe that lower-income households lag behind higher-income households in getting 
these reductions, because it takes time for the more efficient vehicles to become part of the used 
vehicle market. They also estimate that used vehicle prices decrease faster than vehicle VMT, so 
that the payback period for used vehicles should decrease as vehicle age. 
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Figure 4.25  Annual Expenditure on Vehicles and Gasoline for Lower-Income Households (A) and Higher-
Income Households (B) 

These data suggest that lower-income households are more affected by the impact of the 
standards on the used vehicle market than on the new vehicle market.   

4.3.3.3 Effect of the Standards on the Used Vehicle Market  

The effects of the standards on lower-income households depends on its impacts, not only in 
the new vehicle market, but also in the used vehicle market. The effect of the standards on the 
used vehicle market will be related to the effects of the standards on new vehicle prices, the fuel 
efficiency of new vehicle models, the fuel efficiency of used vehicles, and the total sales of new 
vehicles. If the consumer value of fuel savings resulting from improved fuel efficiency 
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outweighs the average increase in new models’ prices to potential buyers of new vehicles, sales 
of new vehicles could rise, and the used vehicle market may increase in volume as new vehicle 
buyers sell their older vehicles. In this case, lower-income households are likely to benefit from 
the increased availability of used vehicles. However, if potential buyers value future fuel savings 
resulting from the increased fuel efficiency of new models at less than the increase in their 
average selling price, sales of new vehicles could decline, and the used vehicle market may 
decrease in volume as people hold onto their vehicles longer. In this case, lower-income 
households could face increased costs due to reduced availability of used vehicles. 

Figure 4.26 presents data from the Consumer Price Index for used cars and trucks and new 
vehicles.U Each series has been adjusted to a year 2015 reference case with underlying prices in 
2015$ so that numbers on the y-axis represent the percentage difference from price levels in 
2015. Prices of used cars and trucks have decreased since 1995, and have varied in a small range 
between 2008 and 2015. As can be seen, the used cars and trucks price index closely follows the 
new vehicles price index, although used cars and trucks prices have a bit more volatility across 
all years. It is difficult, if not impossible, to estimate what prices for used cars and trucks would 
have been in the absence of the standards. These trends are likely to be affected by the increased 
durability of vehicles and the recession. As with the effects of the standards on new vehicle sales, 
it is possible that the GHG/fuel economy standards have had some influence on these trends, but 
their effect is likely swamped by the effects of the economic recovery.   

                                                 
U The Consumer Price Index computes the average change in prices over time for a “market basket” of consumer 

goods and services. Both the used cars and trucks index as well as the new vehicles index are components of the 
private transportation index, and also feed into the transportation group of the CPI. To construct the used cars and 
trucks index, BLS obtains price data from the National Automobile Dealers Association Official Used Car Guide, 
and then adjusts for both quality and depreciation. The new vehicles index uses price information from BLS 
surveys of dealerships and is also adjusted for quality. See http://www.bls.gov/cpi/cpifacuv.htm and 
http://www.bls.gov/cpi/cpifacnv.htm for more information. 

http://www.bls.gov/cpi/cpifacnv.htm
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Figure 4.26  Used and New Vehicle Consumer Price Index, 2015 = 100 (2015$) 

4.3.3.4 Effects on Access to Credit 

Another question is whether higher vehicle prices may be excluding some prospective 
consumers from the new vehicle market through effects on consumers’ ability to finance 
vehicles. It is possible that lenders focus solely on the amount of the vehicle loan, the person’s 
current debt, and the person’s income when issuing loans, and not the costs associated with fuel 
consumption. If lenders in fact restrict themselves to consideration of only those three factors, 
and fuel savings are not factored in to counter-balance this cost, then the higher up-front costs of 
new vehicles subject to the standards would reduce buyers’ ability to get loans. This may occur 
even though, as discussed in Proposed Determination Appendix Section C.2.4, the fuel savings 
exceed the increased loan payments and other costs in the first year of loans with 5 or more year 
duration. Thus, if lenders do not take fuel savings into account in providing loans, households 
that are borrowing near the limit of their abilities to borrow will either have to change what 
vehicles they buy, or not buy vehicles at all. 

On the other hand, some evidence suggests that the loan market may evolve to take fuel 
savings into greater account in the lending decision. Market innovation suggests that parts of the 
loan market take fuel savings into account in the lending decision. Some lenders currently give 
discounts for loans to purchase more fuel-efficient vehicles.61 An internet search on the term 
“green auto loan” produced more than 60 lending institutions that provide reduced loan rates for 
more fuel-efficient vehicles.62 A third of credit unions responding to a recent survey offered 
some type of green auto loan.63 In a survey of nine credit unions, the ratio of the dollar value of 
green loans to total loans varied between 0.09 and 33.89 percent.64 It is possible that the auto 
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loan market may evolve to include further consideration of fuel savings, as those savings are a 
significant factor in offsetting the increase in up-front costs of vehicles. 

 Next, we examine the question of whether the debt-to-income ratio (DTI) is an impassible 
obstacle for lending, because of the importance of the DTI in determining access to credit. The 
analysis that follows is based on guidance from several online sources stating that most lenders 
avoid giving loans to consumers who have over 36 percent DTI.65 We use CES data pooled 
across 2007-2015 to examine households with over 36 percent DTI in order to gauge whether 
exceeding this threshold may preclude households from being able to finance a vehicle purchase. 
The components included in our DTI calculation are derived from those same online sources 
cited above (Bankrate.com, Zillow.com, and TheNest.com). These components are mortgage 
payments, home equity loan payments, monthly rent, other vehicle payments, child support, and 
alimony 

The results in Table 4.6 show that, from 2007 to 2015, 28 percent of lower-income 
households and 7 percent of higher-income households who both had a DTI of over 36 percent 
and purchased at least one new vehicle financed their vehicle purchases. The results are similar 
using a 40 percent DTI, the threshold used in an analysis by Wagner et al. (2012), as reported in 
Table 4.7.66 This suggests that the DTI is not an inflexible barrier. Thus, if increases in vehicle 
prices push some households over the 36 or 40 percent DTI, it nevertheless may be possible for 
them to get loans.  

Table 4.6  Breakdown of Households That Bought at Least One New Vehicle By the Cutoff of DTI Ratio 
36%, 2007-2015 

 Lower Income Higher Income 
< or equal to 36% DTI 72% 93% 

>36% DTI 28% 7% 
 

Table 4.7  Breakdown of Households That Bought At Least One New Vehicle by the Cutoff of DTI Ratio 
40%, 2007-2015 

 Lower Income Higher Income 
< or equal to 40% DTI 76% 95% 

>40% DTI 24% 5% 
 

In addition, we look at the trends in percentage of lower-income and higher-income 
households who had DTI ratios larger than 36 percent and were able to purchase at least one new 
vehicle with an auto loan. As shown in Figure 4.27, while lower-income households with higher 
DTI ratios have been able to get loans to buy new vehicles through the years, the percentage of 
lower-income households who got the loans varies more than that of higher-income households. 
It is worth noting that other factors, such as interest rates and lending policies of financial 
institutions, also affect the credit-worthiness of households. EPA does not expect the standards to 
have any measurable effect on interest rates, which are determined primarily by broader 
macroeconomic factors.   
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Figure 4.27  Percentage of Households Buying at Least One New Vehicle with Finance who had Debt-to-
Income (DTI) Ratio Greater than 36 Percent 

 

4.3.3.5 Effects on Low-Priced Vehicles 

Low-priced vehicles may be considered an entry point for people into buying new vehicles 
instead of used ones; automakers may seek to entice people to buy new vehicles through a low 
price point. Commenters have expressed concern that higher costs associated with the standards 
could affect the ability of automakers to maintain vehicles in this segment.   

The cutoff for a car to be "lower-priced" is a matter of opinion. We searched the web for 
definitions. CNN Money, in 2003, defined a “cheap” car as one with a price less than $12,500 
($15,900 in 2015$).67 Motor Trend (2015) and Auto Bytel (2015)defined the lowest market 
segment as those $15,000 or less.68 U.S. News and World Report (2015) considered “affordable” 
cars to be priced from under $20,000 to under $40,000.69 Consumer Reports (2015) used the 
cutoff of $25,000 to characterize cars in the lower priced market segment.70 Of websites that 
mention or rank affordable or low-priced vehicles, the highest price in the "affordable" category 
varies. For example, for 2014 and 2015, we found highest-priced models of $14,845.00 
(Autobytel 2015), $14,850 (Lloyd-Miller, 2015), and $19,890 (Notte, 2014).71 Based on this 
review, we use a cutoff of $15,000 (2015$) to identify low-priced vehicles. 

We use Ward’s Automotive data for U.S. cars for the years 2007-2015 to examine the impacts 
of the standards on the costs of the low-priced segment of the market.72 Figure 4.28 shows the 
number of models available for less than $15,000 (2015$). The number of available low-priced 
models available has ranged from 8 to 18 model trims, with 13 trims available in 2015.  
Automakers appear to be able to provide low-priced vehicles; this graph does not indicate 
whether it has become more challenging to do so. 
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Figure 4.28  Number of <$15,000 (2015$) Vehicle Model Trims Available  

Figure 4.29 shows the minimum MSRP (in 2015$) for all new vehicles over time. It indicates 
that the least costly (always cars) have become more expensive since 2001. This finding suggests 
that these vehicles may be becoming more costly to produce, though it leaves open the question 
of why.  

We next sought to understand whether quality increases might affect these price changes. 
Table 4.8 shows, as an example, the features of the Nissan Versa over time. The Nissan Versa 
was chosen since it was the lowest-priced vehicle in 2016 (according to the MSRP of the base 
model sedan) and in 6 of the 9 years examined.V The MSRP data are from Ward’s and are in 
2015$;73 all other data are from Edmunds.com.74 Some content has increased over time, such as 
audio controls on the steering wheel and the auxiliary audio input. In contrast, the horsepower 
decreased between MY2008 and 2009. In constant dollars, the MSRP of the Nissan Versa is 
lower now than in 2007, though it has increased since its minimum value in MY2011.  

                                                 
V For MYs 2007 and 2008, the Chevrolet Aveo, and the Hyundai Accent Blue for MY2010, have lower MSRPs than 

the Versa, while not having more content. 
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Table 4.8  Features of the Nissan Versa over Time, Base Model (Edmund's and Ward's Automotive) 

 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 
4-wheel ABS      x x x x x 
Emergency 

Braking Assist      x x x x 
x 

Stability 
Control      x x x x 

x 

Traction 
Control      x x x x 

x 

Auxiliary 
Audio Input      x x x x 

x 

Bluetooth 
Wireless 

Datalink for 
Hands-free 

Phone        

 x x 

Audio Controls 
on Steering 

Wheel        

 x x 

Speed 
Sensitive 
Volume 
Control        

 x x 

Air 
Conditioning x x x x x x x x x 

x 

Horsepower 

122 hp 
@ 

5200 
rpm 

122 hp 
@ 

5200 
rpm 

107 hp 
@ 

6000 
rpm 

107 hp 
@ 

6000 
rpm 

107 hp 
@ 

6000 
rpm 

109 hp 
@ 

6000 
rpm 

109 hp 
@ 

6000 
rpm 

109 hp 
@ 

6000 
rpm 

109 hp 
@ 

6000 
rpm 

109 hp 
@ 

6000 
rpm 

MSRP (2015$) 14746 14660 11730 11614 11415 12270 13149 13169 12938 12962 
 

In the past, not only was the low-priced vehicle segment a way to encourage first-time new 
vehicle purchasers, but it also tended to include more fuel-efficient vehicles that assisted 
automakers in achieving CAFE standards.75 The footprint-based standards, by encouraging 
improvements in GHG emissions and fuel economy across the vehicle fleet, reduce the need for 
low-priced vehicles to be a primary means of compliance with the standards. This change in 
incentives for the marketing of this segment may contribute to the increases in the prices of 
vehicles previously in this category. In addition, as seen with the Versa example above, these 
vehicles may be gaining more content, such as improved entertainment systems and electric 
windows, if they develop an identity as a desirable market segment. For instance, the Nissan 
Versa, the lowest-priced vehicle since MY2011, added Bluetooth, audio controls on the steering 
wheel, and speed-sensitive volume control in MY2015. It may be that the small, fuel-efficient 
vehicles previously sold with low prices are evolving to fit consumer demand that prefers content 
to low prices.   
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In sum, the low-priced vehicle segment still exists. Whether it continues to exist, and in what 
form, may depend on the marketing plans of manufacturers: whether benefits are greater from 
offering basic new vehicles to first-time new-vehicle buyers, or from making small vehicles 
more attractive by adding more desirable features to them.  

 

 

Figure 4.29  Minimum MSRP of All Car Models Available  

4.3.4 Conclusion 

It is difficult to determine how the LDV GHG standards have affected vehicle affordability 
thus far, due to both challenges in defining affordability, and difficulties in separating the effects 
of the standards from other market changes. Because lower-income households are most likely to 
buy used vehicles, the effects of the standards on lower-income households depend mostly on 
their effects on used vehicles. In the used-vehicle market, prices have not shown marked 
increases; the trend appears to be flat or decreasing.  The effects of the standards on access to 
credit may not be large: there continue to be loan discounts for fuel-efficient vehicles, and many 
people, including lower-income people, with high debt-to-income ratios appear able to get loans. 
The low-priced vehicle segment still exists, perhaps in changing form, as it appears that 
manufacturers are improving the content features in this segment. In sum, if the standards thus 
far have affected vehicle affordability, they have not had significant visible effects. In addition, 
there appear to be market adjustments, such as ongoing changes in the finance market, that may 
mitigate some of any adverse effects. In the MY2022-2025 time frame, the primary effects on 
affordability of vehicle sales are still likely to be due to broader macroeconomic factors, such as 
economic activity and overall employment; any impacts of the standards are likely to be 
secondary to those broader economic factors.  
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This assessment has focused on the effects of the standards on purchase affordability of 
vehicles–that is, whether they become more difficult to purchase because of the increase in up-
front costs. The vehicles will also become less expensive to operate, due to fuel savings from 
more fuel-efficient technologies. The reduced operating costs from fuel savings over time are 
still expected to exceed the increase in up-front vehicle costs, as discussed further in Section 
C.2.4 of the Proposed Determination Appendix, as a further mitigation of any effects on vehicle 
affordability. 
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Chapter 5: EPA's OMEGA Model 
5) Ch1hidden heading used for figure and table numbering (do not remove this line) 

Applying technologies efficiently to the wide range of vehicles produced by various 
manufacturers is a challenging task. In order to assist in this task, EPA uses a computerized 
program called the Optimization Model for reducing Emissions of Greenhouse gases from 
Automobiles (OMEGA).  Broadly, OMEGA starts with a description of the future vehicle fleet, 
including manufacturer, sales, base CO2 emissions, footprint and the extent to which emission 
control technologies are already employed.  For the purpose of this analysis, EPA uses OMEGA 
to analyze over 200 vehicle platforms which encompass approximately 1,300 vehicle models in 
order to capture the important differences in vehicle and engine design and utility of future 
vehicle sales of roughly 15-17 million units annually in the 2021-2025 timeframe.A  The model 
is then provided with a list of technologies which are applicable to various types of vehicles, 
along with the technologies’ cost and effectiveness and the percentage of vehicle sales which can 
receive each technology during the redesign cycle of interest.  The model combines this 
information with economic parameters, such as fuel prices and a discount rate, to project how 
various manufacturers would apply the available technology in order to meet increasing levels of 
emission control.  The result is a description of which technologies are added to each vehicle 
platform, along with the resulting cost.  The model can also be set to account for various types of 
compliance flexibilities.B    

EPA has described OMEGA’s specific methodologies and algorithms previously in the model 
documentation,1 the version of the model used for both the Proposed Determination and the 
Draft TAR is publically available on the EPA website at https://www.epa.gov/regulations-
emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases, and 
it has been peer reviewed.2 

5.1 OMEGA Overview 

The OMEGA model evaluates the relative cost and effectiveness of available technologies 
and applies them to a defined vehicle fleet in order to meet a specified GHG emission target.  
Once the regulatory target (whether the target adopted in the rule, or an alternative target) has 
been met, OMEGA reports out the cost and societal benefits of doing so.  The model is written in 
the C# programming language, however both inputs to and outputs from the model are provided 
using spreadsheet and text files.  The output files facilitate additional manipulation of the results, 
as discussed in the next section. 

OMEGA is primarily an accounting model.  It is not a vehicle simulation model, where basic 
information about a vehicle, such as its mass, aerodynamic drag, an engine map, etc. are used to 

                                                 
A EPA’s analysis fleet actually contains roughly 2,200 vehicle models, but many of those are the result of very 

minor differences in footprint and not truly different models. 
B While OMEGA can apply technologies which reduce CO2 efficiency related emissions and refrigerant leakage 

emissions associated with air conditioner use, this task is currently handled outside of the OMEGA core model.  
A/C improvements are highly cost-effective, and would always be added to vehicles by the model, thus they are 
simply added into the results at the projected penetration levels. 

https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
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predict fuel consumption or CO2 emissions over a defined driving cycle.C  Although OMEGA 
incorporates functions which generally minimize the cost of meeting a specified CO2 target, it is 
not an economic simulation model which adjusts vehicle sales in response to the cost of the 
technology added to each vehicle.D   

OMEGA can be used to model either a single vehicle model or any number of vehicle models.  
Vehicles can be those of specific manufacturers as in this analysis or generic fleet-average 
vehicles as in the 2010 Joint Technical Assessment Report supporting the MY 2017-2025 NOI.  
Because OMEGA is an accounting model, the vehicles can be described using a relatively few 
number of terms.  The most important of these terms are the vehicle’s baseline CO2 emission 
level, the level of CO2 reducing technology already present, and the vehicle’s “type,” which 
indicates the technology available for addition to that vehicle to reduce CO2 emissions.  
Information determining the applicable CO2 emission target for the vehicle must also be 
provided.  This may simply be vehicle class (car or truck) or it may also include other vehicle 
attributes, such as footprint.E  In the case of this analysis, as in the Draft TAR, footprint and 
vehicle class are the relevant attributes.   

Emission control technology can be applied individually or in groups, often called technology 
“packages,” as discusses above.  The OMEGA user specifies the cost and effectiveness of each 
technology or package for a specific “vehicle type,” such as midsize cars with V6 engines or 
minivans.  The user can limit the application of a specific technology to a specified percentage of 
each vehicle’s sales (i.e., a “maximum penetration cap”), which for this analysis, are specified a 
priori by EPA.  The effectiveness, cost, application limits of each technology package can also 
vary over time.F  A list of technologies or packages is provided to OMEGA for each vehicle 
type, providing the connection to the specific vehicles being modeled.   

OMEGA is designed to apply technology in a manner similar to the way that a vehicle 
manufacturer might make such decisions.  In general, the model considers three factors which 
EPA believes are important to the manufacturer: 1) the cost of the technology, 2) the value which 
the consumer is likely to place on improved fuel economy and 3) the degree to which the 
technology moves the manufacturer towards achieving its fleetwide CO2 emission target.   

Technology can be added to individual vehicles using one of three distinct ranking 
approaches.  Within a vehicle type, the order of technology packages is set by the OMEGA user.  
The model then applies technology to the vehicle with the lowest Technology Application 
Ranking Factor (hereafter referred to as the TARF).  OMEGA offers several different options for 
calculating TARF values.  One TARF equation considers only the cost of the technology and the 
value of any reduced fuel consumption considered by the vehicle purchaser.  The other two 
TARF equations consider these two factors in addition to the mass of GHG emissions reduced 

                                                 
C Vehicle simulation models may be used in creating the inputs to OMEGA as discussed in Joint TSD Chapter 3 as 

well as Chapter 1 and 2 of the RIA. 
D While OMEGA does not model changes in vehicle sales, RIA Chapter 8 discusses this topic. 
E A vehicle’s footprint is the product of its track width and wheelbase, usually specified in terms of square feet. 
F “Learning” is the process whereby the cost of manufacturing a certain item tends to decrease with increased 

production volumes or over time due to experience.  While OMEGA does not explicitly incorporate “learning” 
into the technology cost estimation procedure, the user can currently simulate learning by inputting lower 
technology costs in each subsequent redesign cycle based on anticipated production volumes or on the elapsed 
time.   
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over the life of the vehicle.  Fuel prices by calendar year, vehicle survival rates and annual 
vehicle miles travelled with age are provided by the user to facilitate these calculations.  

For each manufacturer, OMEGA applies technology (subject to penetration cap constraints) to 
vehicles until the sales and VMT-weighted emission average complies with the specified 
standard or until all the available technologies have been applied.  The standard can be a flat 
standard applicable to all vehicles within a vehicle class (e.g., cars, trucks or both cars and 
trucks).  Alternatively, the GHG standard can be in the form of a linear or constrained logistic 
function, which sets each vehicle’s target as a function of vehicle footprint (vehicle track width 
times wheelbase).  When the linear form of footprint-based standard is used, the “line” can be 
converted to a flat standard for footprints either above or below specified levels.  This is referred 
to as a piece-wise linear standard, and was used in modeling the standards in this analysis.  

The emission target can vary over time, but not on an individual model year basis.  One of the 
fundamental features of the OMEGA model is that it applies technology to a manufacturer’s fleet 
over a specified vehicle redesign cycle.  OMEGA assumes that a manufacturer has the capability 
to redesign any or all of its vehicles within this redesign cycle.  OMEGA does not attempt to 
determine exactly which vehicles will be redesigned by each manufacturer in any given model 
year.  Instead, it focuses on a GHG emission goal several model years in the future, reflecting the 
manufacturers’ capability to plan several model years in advance when determining the technical 
designs of their vehicles.  Any need to further restrict the application of technology can be 
effected through the caps on the application of technology to each vehicle type mentioned above.  

Once technology has been added so that every manufacturer meets the specified targets (or 
exhausts all of the available technologies), the model produces a variety of output files.  These 
files include information about the specific technology added to each vehicle and the resulting 
costs and emissions.  Average costs and emissions per vehicle by manufacturer and industry-
wide are also determined for each vehicle class. 

5.2 OMEGA Model Structure 

OMEGA includes several components, including a number of pre-processors discussed above 
and a baseline vehicle forecast (see Chapter 1).  The OMEGA core model collates this 
information and produces estimates of changes in vehicle cost and CO2 emission level.  Based 
on the OMEGA core model output, which now includes the technology penetration of the new 
vehicle mix, the scenario impacts (fuel savings, emission impacts, and other monetized benefits) 
are calculated via a post-processor called the OMEGA Inventory, Cost and Benefits Tool (ICBT) 
discussed in Section IV of the Proposed Determination.  These pre- and post-processors and the 
OMEGA core model are available in the docket and on our website 
at https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-
reducing-emissions-greenhouse-gases. 

OMEGA is designed to be flexible in a number of ways.  Very few numerical values are hard-
coded in the model, and consequently, the model relies heavily on its input files.  The model 
utilizes five input files: Market, Technology, Fuels, Scenario, and Reference.  Figure 5.1 shows 
the (simplified) information flow through OMEGA, and how these files interact.  

https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
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Figure 5.1  Information Flow in the OMEGA Model 

OMEGA uses four basic sets of input data.  The first, the market file, is a description of the 
vehicle fleet. The key pieces of data required for each vehicle are its manufacturer, CO2 emission 
level, fuel type, projected sales and footprint.  The model also requires that each vehicle be 
assigned to a particular vehicle type (currently, we use 29 vehicle types for reasons described 
above) which tells the model which set of technologies can be applied to that vehicle.  Chapter 1 
contains a description of how the market forecasts were created for modeling purposes.  In 
addition, the degree to which each vehicle already reflects the effectiveness and cost of each 
available technology in the baseline fleet must be input.  This prevents the model from adding 
technologies to vehicles already having these technologies in the baseline.  It also avoids the 
situation, for example, where the model might try to add a basic engine improvement to a current 
hybrid vehicle.   

The second type of input data, the technology file, is a description of the technologies 
available to manufacturers which consists primarily of their cost, effectiveness, compliance 
credit value, and electricity consumption.  This file is generated by the Ranking algorithm and a 
post-processor tool which puts the Ranking algorithm output files into the proper format for 
OMEGA. In all cases, the order of the technologies or technology packages for a particular 
vehicle type is designated by the model user in the input files prior to running the model.  

The third type of input data describes vehicle operational data, such as annual scrap rates and 
mileage accumulation rates, and economic data, such as fuel prices and discount rates.  These 
estimates are described in Chapter 3 and are contained in the Reference, Fuels and Scenario input 
files.   

The fourth type of data describes the CO2 emission standards being modeled.  These include 
the MY2021 standards and the MYs 2022-2025 standards.  As described in more detail in 
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Chapter 5 of the joint TSD supporting the 2012 FRM, the application of A/C technology is 
evaluated in a separate analysis from those technologies which impact CO2 emissions over the 2-
cycle test procedure.3  For modeling purposes, EPA applies this A/C credit by adjusting 
manufacturers’ car and truck CO2 targets by an amount associated with EPA’s projected use of 
improved AC systems.  The targets are specified in the Scenario input file along with details 
such as each scenario's name and the appropriate Market, Technology, Reference and Fuel file to 
use for each specific scenario. This is done exactly as done in the Draft TAR analysis. 

The input files used in this analysis, as well as the current version of the OMEGA model, are 
available in the docket and on EPA's website at https://www.epa.gov/regulations-emissions-
vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases. 

5.3 OMEGA Pre-Processors, Vehicle Types & Packages 

Individual technologies can be used by manufacturers to achieve incremental CO2 reductions.  
However, EPA believes that manufacturers are more likely to bundle technologies into 
“packages” to capture synergistic aspects and reflect progressively larger CO2 reductions with 
additions or changes to any given package.  In addition, manufacturers typically apply new 
technologies in packages during model redesigns that occur approximately once every five years.  
This way, manufacturers can more efficiently make use of their redesign resources and more 
effectively plan for changes necessary to meet future standards. 

Therefore, the approach taken by EPA is to group technologies into packages of increasing 
cost and effectiveness.  Costs for the packages are a sum total of the costs for the technologies 
included. Importantly, the package costs and effectiveness represent those respective values 
relative to a “null” package of technologies.  That “null” package consists of a fixed valve, port 
fuel injected engine mated to a 4 speed automatic transmission and having a declared 0 percent 
level of mass reduction.  This “null” package is not meant to reflect an actual vehicle, but rather 
a technology “zero cost floor” or "zero effectiveness floor" from which costs and effectiveness of 
packages can be measured.  This way, the technology package cost and effectiveness for the set 
of technologies on any actual vehicle can be determined relative to the null, an OMEGA package 
cost and effectiveness can then be calculated relative to the null, and the delta between the actual 
vehicle package and the OMEGA package can then be easily calculated.  Effectiveness is 
somewhat more complex, as the effectiveness of individual technologies cannot simply be 
summed.  To quantify the CO2 (or fuel consumption) effectiveness, EPA relies on ALPHA and 
the Lumped Parameter Model, which are described in greater detail in Chapter 2 of this TSD. 

5.3.1 Vehicle Types 

As was done in the 2012 FRM and the Draft TAR, EPA uses "vehicle types" to represent the 
entire fleet in OMEGA.  This was the result of analyzing the existing light-duty fleet with respect 
to vehicle size and powertrain configurations.  In the past, all vehicles, including cars and trucks, 
were first distributed based on their relative size (i.e., vehicle class), starting from compact cars 
and working upward to large trucks.  Next, each vehicle was evaluated for powertrain, 
specifically the engine size, I4, V6, and V8, then by valvetrain configuration (DOHC, SOHC, 
OHV), and finally by the number of valves per cylinder.  We further designated some vehicle 
types as towing vehicle types and some as non-towing vehicle types.  This towing/non-towing 
determination impacts the types of packages made available to specific vehicle within each 

https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
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vehicle type since only non-towing vehicle types are considered to be appropriate for 
electrification beyond strong HEV (i.e., to plug-in HEV or full BEV). 

For this Proposed Determination, EPA has expanded the number of vehicle types from 19 to 
29 to better characterize the fleet in terms of power-to-weight ratio, road load characteristics and 
size based on curb weight rather than a purely size-based market class definition.  As a result, we 
no longer determine vehicle type based on whether a vehicle is a small car or a large SUV and, 
instead, make the determination in part based on its curb weight.  We also make the 
determination based on the vehicle's power-to-weight ratio and road load characteristics or, in 
other words, its "ALPHA Class."  This is described in more detail in Chapter 2.3.1.4 of the TSD. 
The implication to this change is a more appropriate determination of technology effectiveness 
and cost values than in past analyses.  EPA believes that these 29 vehicle types broadly 
encompass the diversity in the fleet and that the analysis is appropriate for “average” vehicles. 

As such, the six ALPHA classes (low, medium, and high vehicle power-to-weight levels, 
abbreviated as 'LPW', 'MPW', and 'HPW', respectively; the first two of these are divided further 
into low and high vehicle road load categories, abbreviated as 'LRL' and 'HRL', respectively), 
and the six curb weight classes (simply numbered 1 through 6 with 1 being the lightest curb 
weights and 5 the heaviest non-pickup curb weights; 6 is reserved for pickups) serve primarily to 
determine the effectiveness levels of new technologies by determining which input metrics are 
chosen within the lumped parameter model (see below).  So, any vehicle models mapped into a 
LPW_HRL_3 vehicle type will get technology-specific effectiveness results for vehicles with 
low power-to-weight, high road load characteristics.  Similarly, any such vehicles will get 
technology-specific costs, where applicable, for vehicles in curb weight class number 3, i.e., 
those costs developed on a weight basis such as advanced diesel, hybrid and other electrified 
powertrains and mass reduction.  Note that most technology costs are not developed according to 
vehicle weight but are instead developed according to engine size, valvetrain configuration, etc.  
A detailed table showing the 29 vehicle types, their baseline engines, their descriptions and some 
example models for each is contained in the table below.  Note that some models, specifically 
models with turbocharged engines or fueled by diesel fuel, are mapped into vehicle types whose 
description seems inaccurate. For example, the turbocharged Cruze (vehicle type 12) actually has 
an I4 DOHC engine, not a V6 DOHC engine.  However, in OMEGA-space, such a vehicle 
operates as a V6 engine since its power and operating characteristics, its utility, is consistent with 
a V6 engine. Importantly, its effectiveness values will be consistent with a "LPW_LRL" ALPHA 
class and its costs values will be consistent with a turbocharged I4 in curb weight class 1.  These 
characteristics are carefully tracked within OMEGA.  That said, we will continue to study our 
classifications and may move toward vehicle types specifically for turbocharged vehicles in 
future analyses. 
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Table 5.1  Vehicle Types and Example Models 

Vehicle Type Description Curb Weight Class ALPHA Class Example Models 
1 I4 DOHC 1 LPW_LRL Sentra, Corolla 
2 I4 DOHC 1 MPW_LRL Dart, Focus 
3 I4 DOHC 2 MPW_LRL Altima, Camry 
4 I4 DOHC 2 LPW_HRL Rogue, Patriot 
5 I4 DOHC 3 MPW_LRL Malibu, 200 
6 I4 DOHC 3 LPW_HRL Forester, Cherokee 
7 I4 DOHC 4 LPW_HRL Outback, Equinox 
8 I4 DOHC 6 Truck Colorado, Tacoma 
9 V6 OHV 6 Truck Silverado, Sierra 

10 V6 SOHC 3 HPW RDX, TLX 
11 V6 SOHC 4 MPW_HRL Odyssey 
12 V6 DOHC 1 LPW_LRL Cruze, Focus turbos 
13 V6 DOHC 2 MPW_LRL Fiesta turbo 
14 V6 DOHC 2 LPW_LRL Passat 
15 V6 DOHC 3 HPW E350, Impala, Q50 
16 V6 DOHC 3 MPW_LRL IS250 
17 V6 DOHC 3 LPW_HRL Transit 
18 V6 DOHC 4 HPW Charger 
19 V6 DOHC 4 MPW_HRL Pathfinder, Journey 
20 V6 DOHC 5 HPW Camaro 
21 V6 DOHC 5 MPW_HRL Grand Cherokee 
22 V6 DOHC 6 Truck Tacoma, Frontier 
23 V8 OHV 5 HPW Charger 
24 V8 OHV 5 MPW_HRL Tahoe, Suburban 
25 V8 OHV 6 Truck Silverado, Sierra 
26 V8 DOHC 4 HPW Mustang, SL550 
27 V8 DOHC 5 HPW QX80, GL550 
28 V8 DOHC 5 MPW_HRL GX460, Sequoia 
29 V8 DOHC 6 Truck Tundra, F150 

Note: DOHC=dual overhead cam; SOHC=single overhead cam; OHV=overhead valve; Curb Weight Class is a 
percentile-based weight classification with 1 being the lightest and 6 being the heaviest vehicles; ALPHA class is 
described in Chapter 2 of the TSD and designates low/medium/high power-to-weight (L/M/HPW) and 
low/medium/high road load (L/M/HRL) or Truck which is used for pickups like the Ford F150 and Chevy 
Silverado. 

 

5.3.2 Technology Packages, Package Building & Master-sets 

Importantly, the effort in creating OMEGA packages attempts to maintain a constant utility 
and acceleration performance for each package as compared to the baseline package.  As such, 
each package is meant to provide equivalent driver-perceived performance to the baseline 
package.  There are two possible exceptions.  The first is the towing capability of vehicle types 
which we have designated “non-pickups.”  This requires a brief definition of what we consider to 
be a towing vehicle versus a non-towing vehicle.  Nearly all vehicles sold today, with the 
exception of the smaller subcompact and compact cars, are able to tow up to 1,500 pounds 
provided the vehicle is equipped with a towing hitch.  These vehicles require no special OEM 
“towing package” of add-ons which typically include a set of more robust brakes and some 
additional transmission cooling.  We do not consider such vehicles to be towing vehicles.  Other 
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vehicles a capable of towing up to 5,000 pounds, with the addition of a towing package, but are 
not heavy towing vehicles.  We reserve the heavy-towing term for those vehicles capable of 
towing significantly more than 5,000 lbs.  For example, a base model Ford Escape can tow 1,500 
pounds while the V6 equipped towing version can tow up to 3,500 pounds.  The former would 
not be considered a true towing vehicle while the latter would although it would not be 
considered a heavy-towing vehicle.  The heavy-towing vehicles are those built, generally on a 
ladder frame and are generally pickup trucks. Vehicles mapped into those "Truck" vehicle types 
are considered heavy-towing vehicles and, as such, are not considered to be candidates for 
electrification beyond strong HEV.   

We do not address towing at the vehicle level.  Instead, we deal with towing at the vehicle 
type level. The importance of this distinction can be found in the types of hybrid and plug-in 
hybrid technologies we apply to towing versus non-towing vehicle types.G  For the "Truck" 
vehicle types, we apply a P2 hybrid technology with a turbocharged and downsized gasoline 
direct injected engine.  These packages are expected to maintain equivalent towing capacity to 
the baseline engine they replace.  For the non-heavy towing vehicle types, we apply a P2 hybrid 
technology with a low-compression ratio Atkinson engine (not an Atkinson-2 engine) that has 
not been downsized relative to the baseline engine.  This type of low-compression ratio Atkinson 
engine is used in the current Toyota Prius and Ford Escape hybrid and should not be confused 
with a high-compression ratio Atkinson 2 engine.  We have maintained the original engine size 
(i.e., no downsizing) to maintain utility as best as possible, but EPA acknowledges that due to its 
lower power output, a low-compression ratio Atkinson cycle engine cannot tow loads as well as 
a standard Otto-cycle engine of the same size.  However, the presence of the hybrid powertrain 
would be expected to maintain towing utility for these vehicle types in all but the most severe 
operating extremes.  Such extremes would include towing up very long duration grades (e.g., like 
in the Rocky Mountains) (i.e.,) or towing up a shorter but very steep grade (e.g., Pike’s Peak)).  
Under these extreme towing conditions, the battery on a hybrid powertrain would eventually 
cease to provide sufficient supplemental power and the vehicle would be left with the engine 
doing all the work.  A loss in utility would result (note that the loss in utility should not result in 
breakdown or safety concerns, but rather loss in top speed and/or acceleration capability).  
Importantly, those towing situations involving driving outside mountainous regions would not be 
affected. 

The second possible exception to our attempt at maintaining utility is the electric vehicle 
range.  We have built electric vehicle packages with ranges of 75, 100 and 200 miles.  Clearly 
these vehicles would not provide the same utility as a gasoline vehicle which can be refueled 
very quickly and, therefore, has unlimited range (effectively).  However, from an acceleration 
performance standpoint, the utility would be equal to if not perhaps better than the gasoline 
vehicle.  We believe that buyers of electric vehicles in the MYs 2021-2025 timeframe will be 
purchasing the vehicles with a full understanding of the range limitations and will use their 
vehicles accordingly.  As such, we believe that the buyers of EVs will experience no loss of 
expected utility.  

                                                 
G This towing/non towing distinction is not an issue for non-HEVs, EPA maintains whatever towing capability 

existed in the baseline when adding/substituting technology. 
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To prepare inputs for the OMEGA model, EPA builds “master-sets” of technology packages.H   
The master-set of packages for each vehicle type are meant to reflect both appropriate groupings 
of technologies (e.g., we do not apply turbochargers unless an engine has dual overhead cams, 
some degree of downsizing, direct injection and dual cam phasing) and limitations associated 
with penetration caps (see 2012 FRM joint TSD 3.5 and the brief discussion in Section 5.3.3).  
We then filter that list by determining which packages provide the most cost effective groups of 
technologies within each vehicle type—those that provide the best trade-off of costs versus CO2 
reduction improvements.  This is done by ranking those groupings based on the Technology 
Application Ranking Factor (TARF).  The TARF is the factor used by the OMEGA model to 
rank packages and determine which are the most cost effective to apply.  The TARF is calculated 
as the net incremental cost (or savings) of a package per kilogram of CO2 reduced by the 
package relative to the previous package.  The net incremental cost is calculated as the 
incremental cost of the technology package less the incremental discounted fuel savings of the 
package over 5 years.  The incremental CO2 reduction is calculated as the incremental CO2 /mile 
emission level of the package relative to the prior package multiplied by the lifetime miles 
travelled.  More detail on the TARF can be found in the OMEGA model supporting 
documentation (see EPA-420-B-10-042).  We also describe the TARF ranking process in more 
detail below.  Grouping “reasonable technologies” simply means grouping those technologies 
that are complementary (e.g., turbocharging plus downsizing) and not grouping technologies that 
are not complementary (e.g., dual cam phasing and coupled cam phasing). 

To generate the master-set of packages for each of the vehicle types, EPA has built packages 
in a step-wise fashion looking first at “simpler” conventional gasoline and vehicle technologies, 
then more advanced gasoline technologies such as turbocharged (with varying levels of boost) 
and downsized engines with gasoline direct injection and then hybrid and other electrified 
vehicle technologies.  This was done by assuming that auto makers would first concentrate 
efforts on conventional gasoline engine and transmission technologies paired with some level of 
mass reduction to improve CO2 emission performance.  Mass reduction varied from no mass 
reduction up to 20 percent as the maximum considered in this analysis.I 

Once the conventional gasoline engine and transmission technologies have been fully 
implemented, we expect that auto makers would apply more complex (and costly) technologies 
such as turbocharged and downsized gasoline engines and/or converting conventional gasoline 
engines to advanced diesel engines in the next redesign cycle. Auto makers may also move to 
hybridization, both mild and strong hybrids.  For this analysis, we have built all of our mild 

                                                 
H In fact, we first build a package list of packages for each model for each model year for which we run OMEGA 

because penetration caps result in different technologies being available. From those, we build Master-sets for 
each relevant model year and emission standard combination since costs change over time resulting in different 
costs every year. 

I Importantly, the mass reduction associated for each of the 19 vehicle types was based on the vehicle-type sales 
weighted average curb weight.  Although considerations of vehicle safety are an important part of EPA’s 
consideration in establishing the standards, note that allowable weight reductions giving consideration to safety is 
not part of the package building process so we have built packages for the full range of 0-20% weight reduction 
considered in this analysis.  Weight consideration for safety is handled within OMEGA as described in Chapter 8 
of this Draft TAR. 
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hybrid packages using the newly emerging 48 Volt technology.  We have built two types of 
strong hybrid packages for this analysis, consistent with the 2012 FRM, as was described above.   

Lastly, for some vehicle types (i.e., the non-Truck vehicle types), we anticipate that auto 
makers would move to more advanced electrification in the form of both plug-in hybrid (PHEV, 
sometimes referred to as range extended electric vehicles (REEV)) and full battery electric 
vehicles (BEV).J   

Importantly, the HEV, PHEV and BEV (called collectively P/H/EV) packages here take into 
consideration the impact of the weight of the electrified components, primarily the battery packs.  
Because these battery packs can be quite heavy, if one removes 20 percent of the mass from a 
gasoline vehicle but then converts it to an electric vehicle, the resultant net weight reduction will 
be less than 20 percent.  We discuss this in more below where we provide additional discussion 
regarding the P/H/EV packages. 

The result of this package building process is a set of “Package List” files, one for MY2021 
and one for MY2025.  These package list files provide a description of each package, a unique 
package number for that package which follows that package throughout the OMEGA process 
within a given model year, and details of each technology and associated codes within each 
package.  The distinction being made here is that the package description may include dual cam 
phasing (DCP), but the package details might indicate DCP on a V6 engine for one package, and 
DCP on an I4 engine for another package in the same vehicle type since this second package 
includes turbocharging and downsizing.  The package list files used as part of EPA’s analysis are 
contained in the docket and on our website and the step-by-step process is detailed below.K 

In building MY2021 packages, we proceed according to the following sequence of steps (note 
that underlined technologies are simply meant to guide the reader to differences between 
technologies included in packages; note also that the number of packages are unique to non-
Truck vehicle types, slightly more HEV packages are built for Truck vehicle types since they are 
built with both TDS18 and TDS24 while non-Truck vehicle types are built with only Atkinson 1 
engines; the final result is 9269 packages per non-Truck vehicle type and 9360 for each Truck 
vehicle type, or roughly 270,000 packages): 

1) With 5 percent mass reduction: 

a) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 1, improved accessories 
level 1, electric power steering, lower rolling resistance tires level 1, passive 
aero, low drag brakes, variable valve timing 

b) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 1, improved accessories 
level 1, electric power steering, lower rolling resistance tires level 1, passive 
plus active aero, low drag brakes, variable valve timing 

                                                 
J In some OMEGA files, BEV is also referred to as EV. 
K See our website at https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-

emissions-greenhouse-gases. 

https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
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c) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 1, improved accessories 
level 2, electric power steering, lower rolling resistance tires level 1, passive 
plus active aero, low drag brakes, variable valve timing 

d) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 1, improved accessories 
level 1, electric power steering, lower rolling resistance tires level 2, passive 
aero, low drag brakes, variable valve timing 

e) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 1, improved accessories 
level 1, electric power steering, lower rolling resistance tires level 2, passive 
plus active aero, low drag brakes, variable valve timing 

f) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 1, improved accessories 
level 2, electric power steering, lower rolling resistance tires level 2, passive 
plus active aero, low drag brakes, variable valve timing 

g) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 2, improved accessories 
level 1, electric power steering, lower rolling resistance tires level 2, passive 
aero, low drag brakes, variable valve timing 

h) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 2, improved accessories 
level 1, electric power steering, lower rolling resistance tires level 2, passive 
plus active aero, low drag brakes, variable valve timing 

i) With TRX11 & again with TRX12 (2 packages): 

i) Low friction lubes, engine friction reduction level 2, improved accessories 
level 2, electric power steering, lower rolling resistance tires level 2, passive 
plus active aero, low drag brakes, variable valve timing 

j) Steps 1.a through 1.i with cylinder deactivation (18 packages) 

k) Steps 1.a through 1.i with gasoline direct injection (18 packages) 

l) Steps 1a. through 1.i with cylinder deactivation and gasoline direct injection (18 
packages) 

m) Steps 1.a through 1.l with stop-start (72 packages) 

n) Steps 1.a through 1.m with secondary axle disconnect (144 packages) 
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o) Any package in Steps 1.a through 1.m that includes gasoline direct injection, add 
Atkinson-2 (144 packages) 

p) Step 1.o, add cooled EGR (144 packages) 

q) Any package in Steps 1.a through 1.m that includes gasoline direct injection, 
replace cylinder deactivation with discrete variable valve lift and add turbo-
downsize 18-bar (144 packages) 

r) Any package in Steps 1.a through 1.m that includes gasoline direct injection, 
replace cylinder deactivation with discrete variable valve lift and add turbo-
downsize 24-bar plus cooled EGR (144 packages) 

s) Any package in Steps 1.a through 1.m that includes gasoline direct injection, add 
Miller-cycle plus cooled EGR (144 packages) 

t) Step 1.a through 1.s with TRX21 & again with TRX22 (1008 packages) 

u) Any packages with improved accessories level 2, add mild HEV 48V (336 
packages) 

v) Any packages with gasoline direct injection, engine friction reduction level 2 and 
lower rolling resistance tires level 2, add advanced diesel (24 packages) 

2) With 10 percent mass reduction 

a) Repeat Step 1 (2376 packages) 

b) Step 2.a packages with improved accessories level 1 and no advanced diesel, add 
strong HEV (48 packages) 

3) With 15 percent mass reduction 

a) Repeat Step 2 (2424 packages) 

4) With 20 percent mass reduction (not done for "Truck" vehicle types) 

a) Build PHEV20 & PHEV40 (REEV20 & REEV40) (2 packages) 

b) Build EV75, EV100, EV200 (3 packages) 

5) For off-cycle levels 1 and 2 

a) Any Step 1 through 3 packages with active aero, lower rolling resistance tires 
level 2, improved accessories level 2 and TRX21 

i) Add off-cycle level 1 (OC1) (510 packages) 

b) Any Step 1 through 3 packages with active aero, lower rolling resistance tires 
level 2, improved accessories level 2 and TRX22 

i) Add off-cycle level 1 (OC1) (510 packages) 

c) Any package with off-cycle level 1, remove off-cycle 1 and add off-cycle level 2 
(OC2) (1020 packages) 
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In building MY2025 packages, we proceed according to a very similar sequence as outlined 
above with the exception that the presence of fewer penetration caps in MY2025 means less 
iteration on first level technologies resulting in fewer sub-steps within Step 1 and, as a result, 
fewer packages per vehicle type. 

The package lists are then sent through EPA’s TEB-CEB “Machine” which is the tool in the 
OMEGA process that brings together technology costs and technology effectiveness (via the 
Lumped Parameter Model) to determine package level costs and effectiveness.  The TEB-CEB 
Machine calculates the Technology Effectiveness Basis and the Cost Effectiveness Basis of each 
package.  With package level costs and effectiveness, we can then use the OMEGA Master-set 
generator tool to generate a Master-set of packages.  The Master-set of packages adds to the 
package cost and effectiveness values the 5-year discounted fuel savings and lifetime CO2 
reductions for each package.L  These additional metrics allow for calculation of a TARF for each 
unique package contained in the applicable package list.  Importantly, in building packages and 
the Master-sets of packages, we have not yet considered the baseline fleet beyond the sales-
weighted metrics of each of the 29 vehicle types.  Instead, we have considered only appropriate 
groupings of technologies into packages and built packages and Master-sets based on the 29 
vehicle types and the sales-weighted attributes of those vehicle types (e.g., CO2 and curb 
weight). 

5.3.3 Master-set Ranking and the Technology Input File 

This master-set of packages is then ranked by TARF within vehicle type for each Master-set 
of packages necessary to represent the reference case and the control case.  In this analysis, this 
requires 4 Master-sets: Reference case in MY2021, Reference case in MY2025, Control case in 
MY2021 and Control case in MY2025.  However, we can use the same Master-set for both the 
Reference case in MY2021 and the Control case in MY2021 since the same set of costs apply.  
The end result being a necessary set of 3 Master-sets for a given OMEGA run.  Should any 
effectiveness or cost value, synergy factor, fuel price, etc., be changed, a different Master-set or 
group of Master-sets would be required. 

The ranking process is handled by the OMEGA pre-processing Ranking Algorithm (contained 
in the docket and on our website) which calculates the TARF of each package relative to the 
sales-weighted representative package within a given vehicle type.  The package with the best 
TARF is selected as OMEGA package #1 for that vehicle type.  The remaining packages for the 
given vehicle type are then ranked again by TARF, this time relative to OMEGA package #1.  
The best package is selected as OMEGA package #2, etc.   

An important consideration in the ranking process is the penetration caps which cannot be 
exceeded to ensure that the packages chosen by the ranking do not result in exceedance of the 
caps.  As such, if package #2 contains a technology, for example TRX21, but the penetration cap 
for TRX21 is, say 60 percent, then only 60 percent of the population of vehicles in the given 
vehicle type would be allowed to migrate to package #2 with the remaining 40 percent left in 
package #1.  We had a detailed discussion of penetration caps in Section 3.5 of the final joint 
TSD in support of the 2012 FRM.4  For this analysis, we have used the same penetration caps as 

                                                 
L These metrics are calculated using the sales weighted CO2 level of all vehicles mapped into each specific vehicle 

type. 
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presented there with the exception of adding a new penetration cap for the Atkinson-2 
technology, which was not considered in the 2012 FRM.  The Atkinson-2 penetration cap used in 
this analysis is the same as that used in the Draft TAR. For the mild HEV 48V technology, we 
have used the same penetration cap as used for the mild HEV technology described in the 2012 
FRM and as used in the Draft TAR.  For the new Miller cycle technology, we have used the 24-
bar turbocharging penetration caps used in the 2012 FRM and the Draft TAR.  The penetration 
caps used in this analysis are shown in the table below.  New for this analysis are penetration 
caps for off-cycle level 1 and 2 (OC1 and OC2). For those, we have not applied any caps. 
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Table 5.2  Penetration Caps used in the OMEGA Central Analysis Runs 

Tech code Tech 2021 2025 
Aero 1 Aero – passive 100% 100% 
Aero 2 Aero – passive with active 80% 100% 
ATK2 Atkinson-2 80% 100% 
CCC Camshaft configuration changes without downsizing 100% 100% 
CCP Coupled cam phasing 100% 100% 
CVVL Continuous variable valve lift 100% 100% 
DCP Dual cam phasing 100% 100% 
Deac Cylinder deactivation 100% 100% 
DSL-Adv Advanced diesel 30% 42% 
DVVL Discrete variable valve lift 100% 100% 
EFR1 Engine friction reduction level 1 100% 100% 
EFR2 Engine friction reduction level 2 60% 100% 
EGR Cooled exhaust gas recirculation 30% 75% 
EPS Electric power steering 100% 100% 
EV75 Full battery electric vehicle 75 mile range 5% 8% 
EV100 Full battery electric vehicle 100 mile range 5% 8% 
EV200 Full battery electric vehicle 200 mile range 5% 8% 
DI Gasoline direct injection 100% 100% 
IACC1 Improved accessories level 1 100% 100% 
IACC2 Improved accessories level 2 80% 100% 
LDB Low drag brakes 100% 100% 
LRRT1 Lower rolling resistance tires level 1 100% 100% 
LRRT2 Lower rolling resistance tires level 2 75% 100% 
LUB Engine changes to accommodate low friction lubes 100% 100% 
MHEV48V Mild hybrid 48V 50% 80% 
P2 or HEV Strong hybrid 30% 50% 
REEV20 Range extended or plug-in electric vehicle 20 mile range 8% 11% 
REEV40 Range extended or plug-in electric vehicle 40 mile range 8% 11% 
SAX Secondary axle disconnect 100% 100% 
Stop-start Stop-start without electrification 100% 100% 
TDS18 Turbocharging with downsizing 18-bar 100% 100% 
TDS24 Turbocharging with downsizing 24-bar 30% 75% 
TRX11 Transmission – step 1 or current generation 100% 100% 
TRX12 TRX11 with improved efficiency 30% 100% 
TRX21 Transmission – step 2 or TRX11 but with additional gear-ratio spread 80% 100% 
TRX22 TRX21 with improved efficiency 30% 100% 
TURBM Miller cycle or ATK2 with turbocharging 30% 75% 
WR10 Weight reduction of 10% from EPA’s “null” 100% 100% 
WR15 Weight reduction of 15% from EPA’s “null” 100% 100% 
WR20 Weight reduction of 20% from EPA’s “null” 0% 100% 
OC1 Off-cycle level 1 100% 100% 
OC2 Off-cycle level 2 100% 100% 
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Also tracked are the credits available to the package which are also included in this ranking 
process.M  The table below presents 2015 baseline data used in the TARF ranking process. 

Table 5.3  Lifetime VMT & Baseline CO2 used for the TARF Ranking Process 

Vehicle 
Type 

Description Curb 
Weight 

Class 

ALPHA 
Class 

Example Models C/T MY2021 
Lifetime 

VMT 

MY2025 
Lifetime 

VMT 

Base CO2 
(g/mi) 

1 I4 DOHC 1 LPW_LRL Sentra, Corolla C 184,789 189,264 201.4 
2 I4 DOHC 1 MPW_LRL Dart, Focus C 241.2 
3 I4 DOHC 2 MPW_LRL Altima, Camry C 232.7 
4 I4 DOHC 2 LPW_HRL Rogue, Patriot C 249.3 
5 I4 DOHC 3 MPW_LRL Malibu, 200 C 242.7 
6 I4 DOHC 3 LPW_HRL Forester, Cherokee C 247.8 
7 I4 DOHC 4 LPW_HRL Outback, Equinox T 214,994 220,200 264.3 
8 I4 DOHC 6 Truck Colorado, Tacoma T 321.9 
9 V6 OHV 6 Truck Silverado, Sierra T 354.2 

10 V6 SOHC 3 HPW RDX, TLX C 184,789 189,264 288.9 
11 V6 SOHC 4 MPW_HRL Odyssey T 214,994 220,200 321.2 
12 V6 DOHC 1 LPW_LRL Turbo Cruze, Turbo 

Focus 
C 184,789 189,264 223.2 

13 V6 DOHC 2 MPW_LRL Turbo Fiesta, Turbo 
Jetta 

C 243.6 

14 V6 DOHC 2 LPW_LRL Turbo Encore, Diesel 
Jetta 

C 235.9 

15 V6 DOHC 3 HPW E350, Impala, Q50 C 276.6 
16 V6 DOHC 3 MPW_LRL IS250 C 272.9 
17 V6 DOHC 3 LPW_HRL Transit C 265.3 
18 V6 DOHC 4 HPW Charger C 317.5 
19 V6 DOHC 4 MPW_HRL Pathfinder, Journey T 214,994 220,200 291.3 
20 V6 DOHC 5 HPW Camaro T 336.2 
21 V6 DOHC 5 MPW_HRL Grand Cherokee T 349.1 
22 V6 DOHC 6 Truck Tacoma, Frontier T 366.1 
23 V8 OHV 5 HPW Charger T 392.0 
24 V8 OHV 5 MPW_HRL Tahoe, Suburban T 379.7 
25 V8 OHV 6 Truck Silverado, Sierra T 383.7 
26 V8 DOHC 4 HPW Mustang, SL550 C 184,789 189,264 334.7 
27 V8 DOHC 5 HPW BX460 T 214,994 220,200 383.0 
28 V8 DOHC 5 MPW_HRL Tundra, F150 T 377.2 
29 V8 DOHC 6 Truck Turbo F150, Diesel Ram T 394.7 
 

Once a Master-set is ranked, the result is a Ranked-set of packages with a maximum of 50 
packages for each vehicle type.  This Ranked-set of packages is used to generate the Technology 
input file for the OMEGA core model and to generate the “Scenario packages” to be applied to 
vehicles within each vehicle type.  In the Technology input file, the package progression, or 
“flow” of packages is included.  The package progression is key because OMEGA evaluates 
each package in a one-by-one, or linear progression.  The packages must be ordered correctly so 
that no single package will prevent the evaluation of the other packages.  For example, if we 

                                                 
M We have included credits for aerodynamic treatments level 2, 12V stop-start, mild HEV and strong HEV. 
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simply listed packages according to increasing effectiveness, there could well be a situation 
where an HEV with higher effectiveness and a better TARF than a turbocharged and downsized 
package with a poor TARF could never be chosen because the turbocharged and downsized 
package, having a poor TARF, would never get chosen and would effectively block the HEV 
from consideration.  For that reason, it is important to first rank by TARF so that the proper 
package progression can be determined.  In other words, packages do not necessarily flow from a 
given package to the next package listed.  Because of the penetration caps, a package listed as, 
for example, step 8 might actually come from step 5 rather than from step 7.  As such, within 
OMEGA, the incremental cost for step 8 would be the cost for step 8 less the cost for step 5 and 
similar for the effectiveness values.  All of the Ranked-sets of packages and the Technology 
input files are contained in the docket and at our website at https://www.epa.gov/regulations-
emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases.   

5.3.4 Applying Ranked-sets of Packages to the Projected Fleet 

As noted above, when we apply a package of technologies to an individual vehicle model in 
the baseline fleet, we must first determine which package of technologies are already present on 
the individual vehicle model.  From this information, we can determine the effectiveness and 
cost of the individual vehicle model in the baseline fleet relative to the “null” package that 
defines the vehicle type.  Once we have that, we can determine the incremental increase in 
effectiveness and cost for each individual vehicle model in the baseline fleet once it has added 
the package of interest.  This process is known as the TEB-CEB process, which is short for 
Technology Effectiveness Basis - Cost Effectiveness Basis.  This process allows us to accurately 
reflect the level of technology already in the 2015 baseline fleet as well as the level of 
technology expected in the MYs 2021-2025 reference case (i.e., the fleet as it is expected to exist 
as a result of the MY 2021 standards). 

The TEB-CEB Machine is again used, along with a set of Scenario packages, to generate the 
actual TEB and CEB values for each package as it is applied to each individual model within the 
analysis fleet.  These TEB and CEB values, along with the off-cycle effectiveness (OEB) values 
are then used in the Market input file and serve as one of the primary inputs to the OMEGA core 
algorithms. 

The TEB-CEB Machine's process when applying Ranked-set packages to actual vehicles can 
be broken down into four steps.  The first step in the process is to break down the available GHG 
control technologies into five groups: 1) engine-related, 2) transmission-related, 3) hybridization, 
4) weight reduction and 5) other.  Within each group we gave each individual technology a 
ranking which generally followed the degree of complexity, cost and effectiveness of the 
technologies within each group.  More specifically, the ranking is based on the premise that a 
technology on a baseline vehicle with a lower ranking would be replaced by one with a higher 
ranking which was contained in one of the technology packages which we included in our 
OMEGA modeling.  The corollary of this premise is that a technology on a baseline vehicle with 
a higher ranking would be not be replaced by one with an equal or lower ranking which was 
contained in one of the technology packages which we chose to include in our OMEGA 
modeling.  This ranking scheme can be seen in Visual Basic Macro contained within the TEB-
CEB Machine which is in available in the docket and on our website 
at https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-
reducing-emissions-greenhouse-gases. 

https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-emissions-greenhouse-gases
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In the second step of the TEB-CEB process, these technology group rankings are used to 
estimate the complete list of technologies which would be present on each vehicle after the 
application of a technology package.  In other words, this step indicates the specific technology 
on each vehicle after a package has been applied to it.  The Machine then uses EPA's lumped 
parameter model to estimate the total percentage CO2 emission reduction associated with the 
technology present on the baseline vehicle (termed package 0), as well as the total percentage 
reduction after application of each package.  The Machine uses this approach to determine the 
total cost of all of the technology present on the baseline vehicle and after the application of each 
applicable technology package.  

 The third step in this process is to account for the degree to which each technology package’s 
incremental effectiveness and incremental cost is affected by the technology already present on 
the baseline vehicle. For this analysis, we also account for the credit values using a factor termed 
"Other effectiveness basis (OEB). 

As described above, technology packages are applied to groups of vehicles which generally 
represent a single vehicle platform and which are equipped with a single engine size (e.g., 
compact cars with four cylinder engines produced by Ford).  Thus, the fourth step is to combine 
the fractions of the CEB and TEB of each technology package already present on the individual 
baseline vehicle models for each vehicle grouping.  For cost, percentages of each package 
already present are combined using a simple sales-weighting procedure, since the cost of each 
package is the same for each vehicle in a grouping.  For effectiveness, the individual percentages 
are combined by weighting them by both sales and base CO2 emission level.  This appropriately 
weights vehicle models with either higher sales or CO2 emissions within a grouping.  Once 
again, this process prevents the model from adding technology which is already present on 
vehicles, and thus ensures that the model does not double count technology effectiveness and 
cost associated with complying with the modeled standards.   

The other effectiveness basis (OEB) was designed to appropriately account for credit 
differences between technologies actually on the vehicle and technology packages applied 
through the technology input file.  As an example, if a baseline vehicle includes start stop 
technology, and the applied package does not, the model needs to account for this different in 
off-cycle credit.  The OEB is an absolute credit value and is used directly in the model’s 
compliance calculations. 

5.3.5 New to OMEGA since the Draft TAR 

Based on input from public comments and other information that became available to us, we 
made certain changes to what we term the "OMEGA Suite" of tools used in generating a full 
Benefit-Cost Analysis.  Those changes are listed below and are detailed throughout this TSD: 

• The baseline fleet was updated from a basis in MY2014 to MY2015 

• Future vehicle sales projections were updated based on AEO2016 sales projections. 

• The ZEV program sales were updated based on the updates mentioned above. 

• All fuel prices used throughout the OMEGA Suite now use AEO2016 fuel prices. 
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• All monetized values (technology costs, maintenance costs, SCC and non-GHG 
cost/ton values, etc.) have been updated to 2015 dollars for consistency with 
AEO2016 fuel price estimates. 

• Vehicle mileage accumulation rates and survival rates were updated based on AEO 
2016 projections. 

• Baseline levels of mass reduction were updated for the new baseline fleet. 

• Baseline levels of passive and active aero technologies were updated resulting in 
more use of those technologies in the MY2015 baseline than in the Draft TAR fleet. 

• Baseline levels of lower rolling resistance tires level 1 and 2 were updated resulting in 
more use of those technologies in the MY2015 baseline than in the Draft TAR fleet. 

• Corrected an internal coding error in the mass reduction penalty determination 
associated with the added weight of the battery on strong HEVs which, in the Draft 
TAR, was erroneously 0 percent on all strong HEVs.  Similarly, corrected an error in 
the mass reduction tracking where mass reduction penalties are involved (i.e., mild 
and strong HEVs, PHEVs and full EVs); this resulted in some 
WRtech/WRpen/WRnet values being confused. 

• Updated the methodology used for calculating allowed mass reduction levels in light 
of applicable mass reduction technology penetration caps.  Those allowed levels of 
mass reduction are now based on "null" curb weight rather than simply "baseline" 
curb weight as was done in the Draft TAR.  This is more consistent with the basis for 
the penetration caps which also are based on null curb weight.  In turn, we also 
updated the methodology for applying maximum mass reduction levels as part of the 
safety analysis. 

• All full BEV and PHEV vehicles are placed on unique platforms rather than being 
part of an internal combustion engine (ICE) platform.  This is true of BEV/PHEV in 
the baseline and those created as part of the ZEV program fleet, which results in 
many more platforms than in the Draft TAR. This was done to allow for accounting 
of upstream emissions for BEV/PHEV in OMEGA. 

° This also required an update to the Technology Effectiveness Basis (TEB) 
calculation for full EVs.  In all prior versions of OMEGA, the TEB for a full BEV 
was always 0 gCO2/mi.  The TEB is now calculated as equivalent to the baseline 
vehicle's indicated CO2 level which is user controlled. In OMEGA for this 
analysis, when considering upstream emissions associated with electricity 
consumption, we have entered the upstream emissions value as the baseline CO2 
level.  That way, the TEB reflects upstream CO2 emissions and the 
manufacturer's compliance determination, likewise, reflects those upstream 
emissions. 

° These upstream emissions are then post-processed via a new post-processing 
summary generating tool to correctly track tailpipe CO2 versus upstream (or grid) 
CO2. 



EPA’s OMEGA Model 

5-20 

° The OMEGA Market file now shows grid CO2 for BEV/PHEV (in a formerly 
unused column called "Towing Capacity" and codes them as fueled by electricity 
despite PHEVs being fueled also by gasoline.  The electricity fuel code serves 
only as a trigger for the TEB-CEB process to use the baseline values at every 
package step. 

• Correction made to the treatment of stop-start technology on baseline vehicles which, 
in the Draft TAR, was mistakenly ignored. 

• Correction made to the effectiveness calculation of Miller cycle engines such that the 
Atkinson 2 portion is no longer double counted. 

• Correction made to the reporting of included technologies in OMEGA "tech code 
strings" such that BEV and PHEV tech codes are no longer included simultaneously. 

• Updated vehicle classifications away from categories such as "small car" and "large 
MPV and toward a power-to-weight and road-load determination.  Similarly, updated 
cost classifications away from categories such as "small car" and "large MPV" and 
toward a curb weight classification system since curb weight better reflects applicable 
costs (e.g., mass reduction costs, battery costs). 

• Application of BEV and/or PHEV technology is no longer determined based on a 
loose "towing" versus "non-towing" determination. Instead, BEV and PHEV 
technologies are now allowed on most vehicles with the sole exception of pickup 
trucks.  As a result, many more MPV-type vehicles (minivans, SUVs, cross-over 
utilities) are now open to electrification whereas those technologies were not 
considered for those vehicles in the Draft TAR. 

• A correction was made to the calculation of indirect costs on some transmission 
technologies resulting in slightly lower TRX costs in this analysis (see discussion in 
Section 2.3.4.2.4 of this TSD). 

• Numerous updated effectiveness values including new ALPHA vehicle 
determinations (i.e., termed the ALPHA “exemplar” vehicles).  These changes are 
detailed in Chapter 2 of this TSD. 

• The OMEGA ICBT includes updated MOVES runs (taking into account AEO2016 
projections) to generate new emission factors used on inputs to the OMEGA ICBT. 

• The OMEGA ICBT now corrects an error which applied AEO reference fuel prices in 
calculating monetized fuel savings, even in the AEO high and low fuel price cases. 

•  The OMEGA ICBT was updated to include payback calculations in the case where 
loan purchases were used rather than simply cash purchases. 

• The OMEGA ICBT payback analysis now applies vehicle survival rates to insurance 
costs and loan payback costs.  This places those costs on the same basis as the fuel 
savings and maintenance costs which have always included vehicle survival rates. 
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Appendix A  EPA Response to the Alliance of Automobile Manufacturers’ 
Contractor Reports Titled “Final Report for Technology Effectiveness 
[Phases 1 and 2]”  
1) ApxA DO NOT DELETE 

In its comments on EPA’s technology, assessment and modeling processes in the Draft TAR, 
the Alliance of Automobile Manufacturers states that the EPA projections of potential vehicle 
and fleet effectiveness do not match “third-party modeling outputs.”1  This claim (as well as 
others scattered throughout the Alliance’s comments) relies heavily on conclusions drawn in a 
pair of non-peer-reviewed reports produced by The Alliance’s contractor, Novation Analytics. 
These reports provide some speculative conclusions, based on simple technology models, about 
future vehicle effectiveness at both the fleet2 and vehicle level.3 

Copies of the reports were provided by the Alliance as attachments to its comments.  Pointing 
to the Novation fleet-level report, the Alliance draws the conclusion that “MY2021 and MY2025 
targets cannot be met with the suite of technologies at the deployment rates projected by the 
agencies in the 2012 FRM”4 and that “automakers will need to apply additional and costlier 
technologies than were initially predicted to meet the projected MY2021 and MY2025 targets.”5 

The EPA disagrees with the conclusions drawn by the Alliance.  These reports by the 
Alliance’s contractor are riddled with technical flaws, unsound initial assumptions, and 
unsubstantiated claims that substantially skew the final conclusions.  Moreover, the errors in the 
reports tend to systematically under-predict technology effectiveness and over-predict the cost 
and complexity of the technology required to meet the standards.  This opinion of Novation’s 
work is shared by Dave Cooke of the Union of Concerned Scientists, who outlines just a few of 
the “fundamental mistakes that ensure that the report comes out the way the automakers 
envisioned.”6  

A.1 Constraints on Technology Combinations and Technological Innovation 

The most basic of the “fundamental mistakes” in the report, and one that directly affects all of 
the conclusions drawn by the Alliance on projected technology effectiveness, is the contention 
that all possible technology available in 2025 can be represented by technology already 
contained in the MY2014 baseline fleet. 

Novation’s report assumes from the outset that “the MY2014 fleet... includes the majority of 
the spark ignition technology pathways utilized in the agency assumptions” and, therefore, “it is 
not likely that the sales‐weighted fleet performance [in MYs 2017-2025] will exceed the current 
boundaries established by the best in class vehicles utilizing many of the technologies listed 
above.”7 This unsubstantiated initial assumption effectively limits powertrain efficiency in 2025 
to small incremental improvements over that which is available today. 

The EPA does not agree that MY2014 powertrain efficiency can define the maximum 
achievable efficiency. Although it may be correct that “the majority of the spark ignition 
technology” considered in the FRM exists in the present-day fleet (thus proving the viability of 
individual technologies), the powertrain components incorporating these sub-technologies exist 
in combinations and within packages that are designed to meet current standards, not future 
standards. 
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The LD GHG standards are phased in, with increasing stringency from year to year. These 
standards do not require manufacturers to meet MY2025 standards in MY2014, and the EPA 
anticipates that, for cost reasons, manufacturers will generally seek to minimize over-compliance 
beyond the credit carryforward duration. Thus, the combinations of, and packages incorporating, 
advanced technology that exist in the MY2014 fleet should be expected to be only as effective as 
necessary to meet (or slightly over-comply withA,8) MY2014 standards, but nowhere near the 
effectiveness level required by 2025 standards. In later years, manufacturers have the ability to 
incorporate additional technologies into their vehicles, and to recalibrate or refine existing 
technologies, thereby increasing powertrain efficiency accordingly. 

In later years, manufacturers also have the option to combine sub-technologies into packages 
which are more effective than those that exist within the market today. EPA's projections of 
effectiveness through MY2025 include technology packages that are achievable and cost-
effective, but do not exist in the fleet in MY2014 - for example, a 24 bar turbocharged 
downsized engine with cooled EGR, or a high compression ratio Atkinson cycle engine with 
cylinder deactivation and cooled EGR. The methodology in the Novation report does not allow 
for the recombination of technologies represented by these packages, and thus severely and 
unduly limits potential effectiveness increases obtainable by MY2025. 

In fact, Novation’s initial assumption on powertrain efficiency is equivalent to the argument 
that because manufacturers are not substantially over-complying with current standards, they 
could not possibly comply with more stringent future standards. This argument is unreasonable 
on its face, and relies on the logical fallacy of circular reasoning, where the conclusion of an 
argument is included within the initial assumptions.  

A.2 Novation’s Simplistic Methodology and Lack of Rigor 

This fundamental flaw in the report’s assumptions and conclusions results from the lack of 
rigor in their “top-down” methodology (as pointed out by other organizations9). When correctly 
implemented, “top‐down and bottom‐up approaches should converge to the same result”10 (as 
the Novation report states). However, the choice to rely on vehicles, technologies, and 
technology packages that exist in the MY2014 fleet produce a consistent bias that underestimates 
potential technology effectiveness. 

The Novation report oversimplifies the technologies, and the relationships among them, that 
exist in the current fleet. The methodology within the report is to survey the MY2014 fleet, 
grouping vehicles into broad “technology bundles” according to their powertrain. Within each 
bundle, the underlying technology was assumed to be identical, and any differences among 
powertrains attributed solely to “learning and implementation improvements.”11 For example, 
one "bundle" is defined as an SI naturally aspirated engine coupled with a non-high ratio spread 
transmission, without stop-start. This bundle presumably includes vehicles with Atkinson cycle 
engines or cylinder deactivation, yet ascribes any efficiency gains due to the advanced 
technology to "learning." 

The report then uses the statistical distribution of efficiency across all powertrains in each 
“bundle” to estimate powertrain efficiency out to 2025, with average future efficiency set equal 

                                                 
A In MY2014, overall industry compliance was 13 grams/mile better than required by the 2014 GHG emissions 

standards. This is consistent with the level of over-compliance in MYs 2012 and 2013. 



Appendix A - EPA Response to the Alliance of Automobile Manufacturers’ Report 

A-3 

to the current 75th or 90th percentile. The simplistic assumption that “learning” is the source of 
efficiency differences within each technology bundle obscures the actual effect of hardware and 
technology differences among individual powertrains. Moreover, the assumption automatically 
eliminates any consideration of the effect of recombining sub-technologies, as a “bottom‐up” 
methodology would.  

The lack of rigor of the approach taken in the Novation report is immediately obvious if 
individual components or sub-technologies are examined, rather than the entire powertrain as an 
indissoluble package. At the highest level, powertrains are comprised of engines and 
transmissions. Even in the MY2014 fleet, there are few if any 2014 best-in-class engines which 
are packaged with 2014 best-in-class transmissions; and so even the 2014 best-in-class 
powertrain underperforms what is clearly possible with off-the-shelf technology. At finer levels 
of technology packaging, best-in-class engines and transmissions do not have all available 
technology packaged on them. 

In addition to constraining future powertrain packages to those technology combinations 
existing within the MY2014 fleet, as stated above, the Novation report assumes that no 
innovation will occur – no new technology will be implemented – in the eleven years until 
MY2025. Although “the majority” of technologies discussed in the FRM exist in the MY2014 
fleet, there are some that do not, but can be reasonably expected to be phased in before 2025. As 
a single example, the Alliance in their comments acknowledges that “FCA US LLC (FCA) 
recently introduced an upgraded 8-speed rear-wheel drive transmission”12 which incorporated 
some elements of an advanced high efficiency gearbox (HEG2), improving upon the MY2014 
best-in-class eight-speed transmission and reducing unadjusted combined fuel consumption by 
approximately 0.8 percent. Moreover, the artificial limitation on innovation imposed in the 
Novation report completely discounts the effect of further innovation in the industry (such as, for 
example, Nissan's production-ready variable compression ratio engine, available in 201813), 
which may provide further cost-effective reductions in GHG emissions and fuel consumption. 
The Novation report assumes that new technologies like these (and others already announced by 
manufacturers to be utilized on future products), along with the fuel consumption benefits 
derived from them, would be impossible to incorporate in the future fleet. 

In the few cases where the Novation report explicitly addresses technology not contained in 
the MY2014 fleet, they invent arbitrary “proxies” to estimate powertrain efficiency. For 
example, the Novation report arbitrarily claims that powertrains incorporating “the current 
compression ignition (24‐29 bar maximum BMEP diesel) can be used as a representative proxy” 
for a 27 bar SI engine powertrain.14 No technical rationale for this choice is provided, and the 
report again relies on circular reasoning by using the argument that “it is unlikely even an 
advanced SI package will exceed the current CI efficiency boundary” to support the choice of 
using current CI powertrain efficiencies as a proxy for 27 bar SI engine powertrain efficiencies. 

A.3 Omission of Vehicle Load and Technology Penetration Rate Changes 

In addition to consistently underestimating the potential effectiveness of advanced powertrain 
technology, the Novation report compounds the errors by blindly following technology 
projections in the 2012 FRM in circumstances where it is clearly not appropriate to do so. 

The 2012 FRM projections are based on estimates of the most cost-effective technology 
packages necessary to reach a sales-weighted target CO2 emission level, accounting for cost and 
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effectiveness of powertrain technologies, cost and effectiveness of vehicle load reduction 
technologies (mass, aerodynamic resistance, and rolling resistance), applied credits, and sales 
mix of individual manufacturers. Altering the effectiveness of technologies, even as a sensitivity 
study, by definition changes the associated cost-effectiveness. In an alternative world where 
powertrain technology cost-effectiveness is different, the EPA would revise its modeling and 
likely project a different mix of technologies in future fleets, as the cost effectiveness of each 
technology would likely change in comparison to the others.  

The Novation report attempts to quantify the technology penetration mix in an alternate world 
where technology effectiveness is lower. However, in doing so, the Novation report 
inappropriately maintains the original FRM assumptions on the non-powertrain portions of the 
fleet projection while altering the powertrain assumptions. The result is that, even if the 
powertrain efficiency estimation within the report were properly done, the alternate technology 
mix in the future fleet is costlier than a reasonable methodology would predict, as the 
methodology within the Novation report assesses neither road load reduction technologies, 
changes in credits, nor cost. 

A.4 Arbitrary and Restrictive Assumptions and Constraints 

In their comments on the Draft TAR, the Alliance of Automobile Manufacturers also discuss 
“modeling process issues” that they claim to be “the key source of error in technology benefit 
estimates.”15 To support this claim, the Alliance refers to statements in the vehicle-level report 
from their contractors, Novation Analytics,16 where Novation attempts to justify the conclusions 
contained in their fleet-level report by examining powertrain efficiency on a vehicle basis. 

The vehicle-level report adds to the list of fundamental mistakes contained in the earlier 
report by the same contractor. In addition to arbitrarily limiting technological progress to 
combinations existing in the fleet in MY2014, this Novation report likewise depends throughout 
on arbitrary assumptions and constraints which are largely unexplained, lacking in technical 
foundation, or unsupported by scientific rationale. 

In particular, many of the conclusions in the Novation report, which are repeated by the 
Alliance in their comments, are based on the calculation of powertrain efficiency and the 
application of what Novation claim to be “basic, and very liberal, plausibility checks”17 on the 
limit of powertrain efficiency. There are indeed fundamental limits on efficiency, but 
recognizing that efficiency is limited is a thermodynamic truism,18 and a principle that was never 
in question. In fact, calculation of powertrain efficiency can serve as a gross QC check on 
estimated technology effectiveness by quickly identifying the highest efficiency packages for 
further review (as shown in Appendix B). 

However, although examining powertrain efficiency can be useful, the Novation report further 
attempts to establish hard numerical limits on this efficiency, and it is here that overly restrictive 
assumptions creep in. Although the report claims to use “optimistic assumptions of technology 
effectiveness potential and ample margin for uncertainty, so that the tests would allow all but the 
most implausible results to pass,”19 the assumptions used to estimate plausibility limits are 
unduly conservative and not at all optimistic. In fact, the Union of Concerned Scientists 
identifies at least one current production vehicle, a Honda Fit, which would be deemed 
implausible by the Novation report methodology.20 
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As one example, to determine the limit of on-cycle-to-peak engine efficiency ratio 
(“Plausibility Test 2”), the Novation report calculates the efficiency ratios for the FTP, HWFET, 
and combined cycles of three MY2013-2014 vehicles and selects the highest one. That efficiency 
ratio is increased by a small amount to account for decreased fuel consumption due to stop-start, 
decel fuel cutoff, and advanced transmissions based on “an independent [and uncited] analysis of 
modal data... conducted on seven current generation vehicles.” 21 The final numbers, based on 
what appear to be seven to ten random vehicles from MY2013-2014, are presented as “very 
liberal plausibility checks” 22 for MY2025 powertrains, and any results which “exceed these 
ratios are judged to be implausible.”23  

This accounting process, if performed with care, could reasonably be expected to deliver a 
quick, low fidelity efficiency estimate for a particular technology package. However, the process 
is clearly inadequate as a bounding “plausibility test,” and ignores substantial sources of 
effectiveness discussed in the 2012 FRM and 2016 Draft TAR. For example, as part of the 
explanation of this plausibility test, the Novation report reproduces a MY2013 Chevrolet Malibu 
GDI engine map, overlaid with the operational area for a UDDS cycle (see Figure 1.1(a)). The 
report correctly points out the gap between the engine operational area and the area of peak 
efficiency in this map as an explanation for why the on-cycle-to-peak engine efficiency ratio 
would be less than one. 

In contrast, one substantial source of effectiveness in turbo downsized engines (compared to 
their naturally aspirated counterparts) is that the area of peak efficiency in the map is pushed to 
an area of lower speed and load (i.e., down and to the left), resulting in a much better match 
between peak efficiency and the operational area. This can be seen by comparing a 27-bar BMEP 
cooled EGR turbo GDI engine map (Figure 1.1(b), also reproduced in the Novation report), with 
the Malibu map in Figure 1.1(a). 

 

(a) MY2013 Chevrolet Malibu 2.5L I4 GD  (b) 27-bar BMEP cooled EGR turbo GDI  
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Figure 1.1  Two engine BSFC maps, reproduced in Technology Effectiveness – Phase II: Vehicle-Level 
Assessment and cited during the development of “Plausibility Test 2.” The left-hand map is overlaid with 

areas of typical on-cycle engine operation. Original sources are given in the Novation report.24 

The better match between engine operation and peak efficiency reduces CO2 emissions, 
precisely by increasing the on-cycle-to-peak engine efficiency ratio.  Since the Novation report 
develops a plausibility limit for on-cycle-to-peak engine efficiency ratio based on a few 
MY2013-2014 vehicles, no room is left for potential improvement in the efficiency matching; 
this is yet another example of the Novation report using an overly restrictive initial assumption to 
dismiss potential technological improvement. 

The Alliance suggests in their comments that the EPA implement an additional level of QC 
check, beyond those detailed in the Draft TAR, based on the numerical limits given in the 
Novation report.25  Although the EPA has used powertrain efficiency calculations as a QC tool 
(see Appendix B), the EPA believes the numerical limitations on efficiency suggested in the 
Novation report are not calculated in a robust and scientifically defendable way, and basing the 
limits on current fleet data does not recognize the way in which the changing state of technology 
affects these relationships as it develops over time.  Therefore, the EPA declines to implement 
the numerical limits from the Novation report. 

A.5 Displacement Specific Load and Exemplars 

The Alliance also claims in their comment that EPA modeling (specifically the Lumped 
Parameter Model [LPM]) is “not based on the fundamental factors determining vehicle CO2 and 
fuel consumption,” quoting text from the vehicle-level Novation report.26  The “fundamental 
factors” referred to are the incorporation of “displacement-specific load” (roughly correlated to 
the inverse of power-to-weight ratio) as a factor in projecting technology effectiveness.  The 
Novation report further explains how changing engine displacement changes powertrain 
efficiency and technology effectiveness, and specifically how technology benefits change as the 
engine operational area changes.27  

The EPA agrees that “displacement-specific load” is an important parameter in determining 
technology effectiveness. However, both the Alliance and their contractor, Novation, 
fundamentally misunderstand the purpose and usage of the LPM. In particular, the different 
vehicle classes used in the LPM have different "exemplar" vehicles, each of which has different 
engine sizes and road loads, and thus different displacement-specific load. When employing the 
LPM, individual vehicles in the baseline fleet are mapped to the vehicle class, and the exemplar 
vehicle, they most resemble. The EPA acknowledges that this modeling process is a 
simplification, as are all models, and mapping different vehicles in the baseline fleet to the same 
exemplar will produce both small over-estimates and small under-estimates of technology 
effectiveness, depending on how close the baseline vehicle is to the exemplar used in the LPM. 
However, on a fleet-wide average, these small over-and under-estimates of technology 
effectiveness tend to average out. 

The EPA’s goal is to estimate technology effectiveness for individual vehicles and across the 
fleet in the most representative and precise way possible. Therefore, for this Proposed 
Determination, the EPA has redefined the vehicle effectiveness classes used in the LPM, based 
in part on vehicle power-to-weight ratio, with the intention of producing effectiveness classes 
containing vehicles with more similar road loads and engine sizes, as discussed in Section 
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2.3.3.2. Exemplar characteristics have been defined based on sales-weighted averages of the 
vehicles in each class. Moreover, the final effectiveness values for each individual vehicle have 
been adjusted based on that vehicle’s power-to-weight ratio. This process ensures the estimates 
of technology effectiveness are closely representative of the individual vehicles within each 
effectiveness class, while maintaining fleet-wide average projections of technology effectiveness 
that are reflective of what would occur in the actual fleet. The methodology used to define the 
new classes and exemplars is detailed in Section 2.3.1.4 of the TSD. 

A.6 Other Studies 

Along with the Novation report, the Alliance also cites a 2016 paper written by John Thomas 
from Oak Ridge National Laboratory28 as supporting evidence, saying “Novation Analytics and 
[John Thomas of] Oak Ridge National Laboratory agree that the technology penetrations selected 
by the OMEGA and Volpe models in the 2012 FRM were insufficient for compliance in 
MY2022-2025.”29 

However, the Alliance rather overstates the import and conclusions of this paper. In 
particular, the Alliance neglects to mention the relationship between the Thomas paper and 
Novation Analytics report, implying through omission that these are separate works. In fact, the 
methodology in the Thomas paper is essentially identical to that in the Novation reports, and 
Thomas states in his paper that the work “was inspired and focused by many discussions with 
Gregg Pannone, Novation Analytics.” 

Furthermore, the Thomas paper is focused on calculating powertrain efficiency, with no 
attempt to quantify the fleet mix necessary to meet the 2025 GHG standards, and no reference to 
the “technology penetrations selected by... OMEGA” as the Alliance claims. The closest 
reference to technology penetrations in the Thomas paper is the final conclusion, which refers 
not to OMEGA results, but to the current fleet: “The path to meeting 2025 standards will likely 
involve significantly larger numbers of hybrid electric powertrain vehicles and/or plug-in 
vehicles being sold, compared to the current U.S. sales of such vehicles.” Although this 
conclusion is somewhat speculative (i.e., not discussed in the main body of the paper), the EPA 
notes that the conclusion is not dissimilar to the projections in this Proposed Determination, 
where the EPA projects MY2025 fleet penetrations of mild HEVs, strong HEVs, and BEVs 
combined on the order of 25 percent (with more than two thirds of these being mild HEVs), 
which far  exceeds the number in the current fleet (see the Proposed Determination Federal 
Register notice, Section IV).  This does not derogate from the ultimate conclusion in the 
Proposed Determination that there are compliance pathways to meet the 2025 standards that 
involve chiefly advanced internal combustion engine technologies rather than strong hybrid or 
full electrification. 
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Appendix B   Fleet-Wide Analysis of Powertrain Efficiency for Current and 
Future Technology Packages 
2) ApxB DO NOT DELETE 

B.1 Introduction 

In comments received on the Draft TAR, the Alliance of Automobile Manufacturers (AAM) 
referenced work done by Novation Analytics to recommend that EPA implement "plausibility 
checks" using a measure of powertrain efficiency and some estimated limitations on this 
efficiency.  As described in Appendix A, EPA believes the numerical limitations on efficiency 
suggested in the Novation report are not calculated in a robust and scientifically defendable way, 
and artificially limit potential effectiveness of powertrain components. However, EPA does 
agree that the calculation of powertrain efficiency does serve as a valuable quality control (QC) 
tool. For this Proposed Determination, in response to AAM's comments, EPA has incorporated 
the calculation of powertrain efficiency into its QC process to confirm that the overall 
effectiveness values applied in this analysis are appropriate.   

The approach for this Proposed Determination utilizes data from the individual vehicles in the 
MY2015 fleet to calculate a measure of powertrain efficiency, defined as the ratio of the energy 
used to propel the vehicle over the combined test cycle to the fuel energy consumed.  Powertrain 
efficiency values are also calculated for all of the technology packages applied by the OMEGA 
compliance model.  From the distribution of those efficiency values across the fleet, a number of 
vehicles are investigated closely to confirm that the incremental effectiveness estimates 
generated by the ALPHA model are closely aligned with those produced by the Lumped 
Parameter models, not only for the applied technology packages with typical efficiencies, but 
also for those vehicles and packages with the highest efficiencies. This section describes how 
powertrain efficiency was calculated, with additional discussion of the results and the QC 
process provided in TDS Chapter 2.3.3.5. 

B.2 Methodology 

B.2.1 Definition of Powertrain Efficiency 

Powertrain efficiency (ηp), as defined by Thomas,30  is the ratio of the amount of propulsive 
energy exerted by a vehicle over a given set of driving conditions to the energy content of the 
expended fuel. The former term is also denoted as tractive energy (Etractive), while the latter is 
denoted as fuel energy (Efuel). Therefore:  

Eq. 1 

𝜂𝜂𝑝𝑝 = 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝐸𝐸𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓

  

 

Definition and Calculation of Tractive Energy 

Thomas defines tractive energy (Etractive, also referred to as powertrain energy) as the energy 
necessary propel the vehicle at a given rate while also overcoming the cumulative resistive forces 
acting on it. The difference between these two terms is equal to the total tractive energy that the 
vehicle exerts. Inertial energy (Einertial) is used to calculate the former energy term, and it can be 
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determined using differential analysis of the drive cycle trace to obtain vehicle acceleration 
(acycle) which, in combination with the drive cycle’s vehicle speed v(t) at each point in time, the 
time increment dtcycle, and the vehicle test mass m yields:  

Eq. 2 

𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = ∑ 𝑑𝑑𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡)
𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡
𝑖𝑖=0 = ∑ 𝑚𝑚 ∗ 𝑎𝑎𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖(𝑡𝑡) ∗ 𝑣𝑣(𝑡𝑡) ∗ 𝑑𝑑𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖

𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡
𝑖𝑖=0    

The resistive forces due to aerodynamic drag and tire rolling resistance, as well as internal 
driveline friction are known as road load forces, which are overcome with the expenditure of 
road load energy (Eroadload). The magnitude of the road load force can be represented as a 
function of the vehicle speed v(t), as well as the road load coefficients A, B, and C, representing 
the components to the road load force independent of vehicle speed, proportional to vehicle 
speed and proportional to the square of the vehicle speed, respectively (Eq. 3). The road load 
energy can be calculated using Eq. 4. The total resistive energy is negative to represent resisting 
vehicle motion. 

Eq. 3 

𝐹𝐹𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 = 𝐴𝐴 + 𝐵𝐵𝑣𝑣 + 𝐶𝐶𝑣𝑣2  
Eq. 4 

𝐸𝐸𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 = ∑ 𝑑𝑑𝐸𝐸𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟(𝑡𝑡)𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡
𝑖𝑖=0 =  ∑ −(𝐴𝐴 + 𝐵𝐵𝑣𝑣(𝑡𝑡) + 𝐶𝐶𝑣𝑣(𝑡𝑡)2) ∗ 𝑣𝑣(𝑡𝑡) ∗ 𝑑𝑑𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖

𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡
𝑖𝑖=0   

During the drive cycle, braking events must be accounted for, as they represent points where 
the engine is not directly supplying propulsive energy.  Based on Thomas, this analysis assumes 
that the vehicle is braking when the resistive road load energy alone cannot account for the 
inertial energy of the vehicle when it is deaccelerating. In other words, for each increment of the 
drive cycle: 

Eq. 5 

𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖 = � 𝑑𝑑𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖(𝑡𝑡)

𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡

𝑖𝑖=0

= � (𝑑𝑑𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) − 𝑑𝑑𝐸𝐸𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟

𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡

𝑖𝑖=0

(𝑡𝑡)) [𝑑𝑑𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) ≥ 𝑑𝑑𝐸𝐸𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟(𝑡𝑡)] 

Similarly, for brake energy (Ebrake): 
Eq. 6 

𝐸𝐸𝑏𝑏𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖 = � 𝑑𝑑𝐸𝐸𝑏𝑏𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖(𝑡𝑡)

𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡

𝑖𝑖=0

=  � (𝑑𝑑𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) − 𝑑𝑑𝐸𝐸𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟(𝑡𝑡))

𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡

𝑖𝑖=0

[𝑑𝑑𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) ≤ 𝑑𝑑𝐸𝐸𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟(𝑡𝑡)] 
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Definition and Calculation of Fuel Energy 

In addition to estimating the tractive energy of the vehicle, the energy theoretically available 
in the fuel to determine powertrain efficiency must also be calculated.  On a per-unit of distance 
traveled basis (here defined as fuel energy intensity �̇�𝐸𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖), this is:  

Eq. 7 

�̇�𝐸𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 = 𝐿𝐿𝐿𝐿𝑉𝑉𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝜌𝜌𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓
𝑀𝑀𝑀𝑀𝑀𝑀

  

The only quantity related to a particular drive cycle that is necessary in this calculation is the 
fuel economy (MPG) over the given cycle (or harmonically averaged in the case of drive cycle 
combinations).  The relevant fuel properties in this analysis are the lower heating value of the 
fuel (LHVfuel) and the fuel density (ρfuel ).  For this analysis, Tier 2 certification gasoline with a 
lower heating value of 43.31 MJ/kg, and a density of 0.74 kg/L at 15oC was used to model 
gasoline-fueled vehicles in the baseline and modeled compliance fleets.  

To account for the per-distance aspect of the fuel energy intensity in Eq. 7, when calculating 
powertrain efficiency, Eq. 1 is modified to utilize the vehicle’s tractive energy intensity (energy 
per unit of distance traveled) instead of the actual tractive energy.  By averaging total tractive 
energy over the entire distance traveled over the drive cycle (dcycle, obtained through integration 
of the drive cycle trace), we can calculate the average vehicle tractive energy intensity:' 

Eq. 8 

�̇�𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖,𝑖𝑖𝑡𝑡𝑎𝑎 = 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑟𝑟𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡

  

Eq. 9 

𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 = ∑ d𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖
𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡
𝑖𝑖=0   

Combining those equations: 
Eq. 10 

𝜂𝜂𝑝𝑝 = �̇�𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑡𝑡𝑡𝑡𝑎𝑎

�̇�𝐸𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓
  

B.2.2 Considering Tractive Energy Reductions for Future Technology Packages 

Powertrain efficiency can be readily calculated for vehicles in the MY2015 fleet using the 
Equivalent Test Weight and road load coefficient data submitted to EPA by manufacturers for 
compliance certification. For future technology packages applied to vehicles in the OMEGA 
compliance model, it is necessary to estimate the test mass and the road load coefficients to 
account for mass reduction and reductions in tire rolling resistance and aerodynamic drag. 

Estimating Vehicle Test Weight and Applying Mass Reduction 

Each vehicle has with a curb weight Wcurb , which is used to denote the unloaded weight of the 
vehicle. From there, a ballast weight (Wballast, assumed to be 300 lbf.) is added to obtain the 
vehicle weight for certification testing. The resulting loaded weight Wload, listed in Eq. 11, is 
used to calculate vehicle test mass. 
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Eq. 11 

𝑊𝑊𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 = 𝑊𝑊𝑐𝑐𝑓𝑓𝑖𝑖𝑏𝑏 + 𝑊𝑊𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖   

For existing vehicles in the baseline fleet, the loaded weight term is assumed to be equal to 
the vehicle's Equivalent Test Weight (ETW) consistent with EPA’s two-cycle certification 
tests.31 For future technology packages with mass reduction applied, the loaded weight must be 
determined differently. Mass reduction is defined as a reduction in curb weight, so the ballast 
weight must be subtracted from the loaded weight before the mass reduction is applied. For a 
percent mass reduction ΔMR (%), the adjusted loaded weight 𝑊𝑊′𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 can be calculated from the 
original loaded weight 𝑊𝑊𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜 using Eq. 12. Consistent with the approach used in the LPM and 
OMEGA models for characterizing the effectiveness benefits of mass reduction, the loaded 
weight values for vehicles with future packages are not rounded into ETW bins. 

Eq. 12 

𝑊𝑊′𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 = ��𝑊𝑊𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜 −𝑊𝑊𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖� ∗
100−∆MR (%)

100
� + Wballast  

The mass reduction applied to the baseline vehicle to yield the curb weight of the modeled 
compliance vehicle ΔMR (%) is not directly specified by a particular technology package. 
Instead, both the baseline vehicle technology package and the modeled compliance technology 
package specify a net mass reduction relative to the curb weight of a null technology package 
Wcurb,null, and this quantity is either equal to or greater than the curb weight of the baseline vehicle 
Wcurb,base. The baseline curb weight that is reported for the baseline fleet is actually calculated by 
applying an initial mass reduction to this null curb weight. That net mass reduction between the 
null curb weight and the baseline curb weight, specified here as ΔMRnet,o (%), is more 
specifically defined as: 

Eq. 13 

∆MRnet,o(%) = 100 ∗ Wcurb,null−Wcurb,base
Wcurb,null

   

The net mass reduction listed for the subsequent model compliance vehicles (i.e. the non-
baseline vehicle tech packages) is the net mass reduction applied to those vehicle packages 
relative to the same null curb weight, resulting in the final vehicle curb weight Wcurb. 

Eq. 14 

∆MRnet(%) = 100 ∗ Wcurb,null−Wcurb
Wcurb,null

  

 The mass reduction ΔMR (%), therefore, is the mass reduction of the model compliance 
vehicles relative to the curb weight of the baseline vehicle which, unlike the previous mass 
reduction terms, is not defined relative to Wcurb,null. Using the above equations, we determine the 
mass reduction between the baseline and the final tech package to be:    

Eq. 15 

∆MR(%) = Wcurb,base−Wcurb
Wcurb,base

= ∆MRnet (%)−∆MRnet,o (%)
100−∆MRnet,o(%)

  

 



Appendix B - Fleet-Wide Analysis of Powertrain Efficiency for Technology Packages 

A-12 

Road Load Coefficient Estimation and Vehicle Resistive Force Analysis  

While estimating vehicle test mass only requires knowing the net mass reduction specified by 
a given technology package, estimating road load coefficients requires an understanding the 
forces resisting the motion of the vehicle and the technologies that can affect them. As 
previously stated, the road load force represents the sum of the forces that the resist the motion of 
the vehicle. This analysis focuses on five sources of vehicle resistance and the forces associated 
with them:  aerodynamic drag (Fdrag), tire rolling resistance (Ftire), and mechanical drag from 
brakes (Fbrake), hubs (Fhub), and the neutral drag from the drivetrain (Fdrivetrain). The sum of all of 
these resistive forces is denoted as the road load force Froadload: 

Eq. 16 

𝐹𝐹𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 = 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟 + 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹𝑏𝑏𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖 + 𝐹𝐹ℎ𝑓𝑓𝑏𝑏 + 𝐹𝐹𝑟𝑟𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   

Aerodynamic drag force is calculated as a function of air density (ρa, 2.38e-3 slugs/ft3, taken 
to be at STP), aerodynamic drag area (CdAf) and vehicle velocity (v): 

Eq. 17 

𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟 = 1
2
𝜌𝜌𝑖𝑖𝐶𝐶𝑟𝑟𝐴𝐴𝑓𝑓𝑣𝑣2  

The tire force, which can be estimated using Eq. 18, is dependent on the loaded test weight 
Wo of the vehicle, the road grade (θ=0o) and on the coefficient of tire rolling resistance CTRR.  

Eq. 18 

𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 ∗ 𝑊𝑊𝑖𝑖𝑟𝑟𝑖𝑖𝑟𝑟 ∗ cos (𝜃𝜃)  

 Of the forces listed above, aerodynamic drag force and tire force are the most important 
for determining changes in road load coefficient. As such, any attempt to estimate road load 
coefficients requires having a relation between road load coefficients and these forces.  Doing so 
will allow changes in road load coefficient to be related to changes in drag and tire force or, 
more specifically the vehicle drag area and tire rolling resistance coefficients.   

To obtain an estimate for aerodynamic drag area, Eq. 16-18 are differentiated with respect to 
velocity, and the differential contributions of resistive forces other than those of aerodynamic 
drag are negated. This simplification can only be made if the vehicle speed is high enough to 
allow aerodynamic drag to dominate the total resistive force acting on the vehicle.  Hence, by 
assuming a vehicle operating speed va of 110 km/h, aerodynamic drag area can be estimated as: 

Eq. 19 

𝐶𝐶𝑟𝑟𝐴𝐴𝑓𝑓  ≈ 𝐵𝐵+2𝐶𝐶𝑡𝑡𝑡𝑡
𝜌𝜌𝑡𝑡𝑡𝑡𝑡𝑡

   

Using the drag area calculated above, an estimation of the tire rolling resistance coefficient 
can be obtained by using Eq. 3 and 16-18. An assumed vehicle speed of 50mph was used to 
obtain values for both road load force and aerodynamic drag. The estimated contributions of 
brake and hub drag per wheel were obtained from Backstrom32 and Shevket33 respectively, 
assuming a wheel radius of 13in for both sources.  Driveline drag forces were assumed to be a 
constant 20N at an operating speed of 50 mph. 
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With a way to estimate both drag area and the coefficient of tire rolling resistance, there also 
needs to be a way to relate those terms to the deductions in aerodynamic drag and tire rolling 
resistance that are chosen by OMEGA for a particular package. The desired reduction in 
aerodynamic drag and tire rolling resistance are defined similarly to mass reduction, in that they 
are both defined relative to a null technology package. Therefore, just like with Eq. 15, the 
desired aero drag and rolling resistance reductions between the baseline 2015 vehicle and the 
modeled compliance vehicles are: 

Eq. 20 

 ∆Aero(%) = CdAfbase−CdAf
CdAfbase

= ∆Aeronet, (%)−∆Aeronet,o (%)
100−∆Aeronet,o(%)

  

Eq. 21 

∆TRR (%) = CTRR,base−CTRR
CTRR,base

= ∆TRRnet (%)−∆TRRnet,o (%)
100−∆TRRnet,o(%)

  

Estimating New Road Load coefficients 

With a means by which to relate changes in vehicle parameters to changes in road load 
coefficients, it is now possible to estimate road load coefficients based on changes to changes in 
vehicle mass, drag area, and tire rolling resistance. The B coefficient is assumed to be constant, 
while the C coefficient changes is proportion to ∆AERO (%), which is the reduction in 
aerodynamic drag area (CdAf), given the relation of both terms to the square of the velocity of 
the vehicles. The change in the A coefficient can be determined by solving Eq. 16-18 for A and 
neglect the aerodynamic drag, brake, hub, and powertrain contributions to the change. The 
calculations of the adjusted coefficients (A', B', C') from the original baseline coefficients (Ao 
,Bo,Co) are shown in Eq. 23 and 24. 

Eq. 22 

𝐴𝐴′ = 𝐴𝐴𝑟𝑟 −𝑊𝑊𝑟𝑟𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟 �100 − �100−∆𝑀𝑀𝑇𝑇(%)
100

� ∗ �100−∆𝑇𝑇𝑇𝑇𝑇𝑇(%)
100

�� +

𝑊𝑊𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟 �
∆𝑀𝑀𝑇𝑇(%)
100

�  (100 − ∆𝑇𝑇𝑇𝑇𝑇𝑇(%))/100)    

Eq. 23 

𝐵𝐵′ = 𝐵𝐵𝑟𝑟  
Eq. 24 

𝐶𝐶′ = 𝐶𝐶𝑟𝑟 ∗ (1 − ∆𝐴𝐴𝐸𝐸𝑇𝑇𝐴𝐴 (%)
100

)  

B.2.3 Displacement Specific Operating Load 

After calculating vehicle powertrain efficiency, there needs to be a way to group vehicles 
based on their power-to-weight ratios.  As a rough means of doing so, the “displacement specific 
operational load” or DSOL was utilized, defined here as the ratio of average cycle tractive road 
power Ptractive to maximum rated engine power Prated: 
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Eq. 25 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑀𝑀𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑀𝑀𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑟𝑟

  

While the definition of tractive power is consistent with that of tractive energy, which was 
calculated to determine powertrain efficiency, Eq. 25 must be modified to utilize the total 
amount of tractive energy used by the vehicle over the cycle due to the fluctuation in driving 
conditions and vehicle speed.  As such, the maximum rated engine energy Erated can be defined 
as the total energy exerted by the engine operated at its rated horsepower for the entire drive 
cycle: 

Eq. 26 

𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟 = 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟 ∗ ∑ 𝑑𝑑𝑡𝑡 = 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖
𝑖𝑖𝑡𝑡𝑐𝑐𝑡𝑡𝑓𝑓𝑡𝑡
𝑖𝑖=0   

Therefore: 
Eq. 27 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
Erated

  

In this analysis, the modeled compliance vehicle packages are assumed to retain the same 
DSOL values as their baseline fleet counterparts.  

B.2.4 Choice of Drive Cycle 

This analysis applies the combined city (FTP) cycle and highway (HWFET) cycle34 using a 
55 percent city/45 percent highway cycle weighting.  This yields a combined cycle (comb) fuel 
economy as a weighted harmonic average of city (C) and highway (H) fuel economy values: 

Eq. 28 

𝑀𝑀𝑃𝑃𝐺𝐺𝑐𝑐𝑟𝑟𝑐𝑐𝑏𝑏 = 1
0.55
𝑀𝑀𝑀𝑀𝐺𝐺𝐶𝐶

+ 0.45
𝑀𝑀𝑀𝑀𝐺𝐺𝐻𝐻

  

Estimates for combined fuel economy can also be made for gasoline vehicles based on the 
combined cycle CO2 emissions for the vehicle.  These emission numbers are calculated for all 
baseline and projected 2025 vehicles through OMEGA. Based on EPA's correlative estimates35, 
the combined cycle vehicle unadjusted fuel economy can be approximated as: 

Eq. 29 

𝑀𝑀𝑃𝑃𝐺𝐺𝑐𝑐𝑟𝑟𝑐𝑐𝑏𝑏  ≈ 8887
𝐶𝐶𝐴𝐴2,𝑡𝑡𝑜𝑜𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑟𝑟

  

To account for the combined cycle in our calculations of tractive road energy and DSOL, a 
weighted average of the corresponding quantities for city and highway drive cycles is used.  
Thus those quantities for combine cycle analysis are defined as: 

Eq. 30 

�̇�𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖,𝑖𝑖𝑡𝑡𝑎𝑎 (𝐶𝐶𝑟𝑟𝑐𝑐𝑏𝑏) =  (0.55 ∗ �̇�𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖,𝑖𝑖𝑡𝑡𝑎𝑎(𝐶𝐶)) + (0.45 ∗ �̇�𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖,𝑖𝑖𝑡𝑡𝑎𝑎 (𝐿𝐿))  
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Eq. 31 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝑟𝑟𝑐𝑐𝑏𝑏 = (0.55 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶) + (0.45 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐿𝐿)  

B.3 Sample Calculation of Powertrain Efficiency 

To demonstrate the principles described above in action, a step-by-step calculation of 
powertrain efficiency and DSOL is shown below. The baseline fleet vehicle chosen was the 
Toyota Camry (Baseline Entry 2266), given its mid-tier baseline efficiency and the significant 
vehicle sales in 2015. It also had a sales package in the 2025MY fleet.  

Along with the baseline package, this example analysis will also contain a modeled 
compliance technology package applied to the Camry; specifically, OMEGA package TP07, 
which was mentioned above. The technologies present in both vehicles is shown in Table 2.1. 

Table 2.1  Technical Package Contents of Modeled Baseline and Modeled Compliance Toyota Camry 

Tech 
Pkg. 

Tech Package Contents 

TP00 |LUB|EFR1|I4|VVT|TRX11|LRRT1|SAX-NA|WRtech- 1.5|WRpen- 0|WRnet- 1.5| 
TP07 |EFR2|I4|VVT|Deac-I4|TRX22|IACC2|EPS|Aero2|LRRT2|LDB|SAX-NA|WRtech- 2.5|WRpen- 0|WRnet- 2.5| 
 

Here, we see that the baseline Camry (TP00) has an initial curb weight reduction of 1.5 
percent, (WRnet) tire rolling resistance reduction of 10 percent (LRRT1), and no aerodynamic 
drag reduction relative to the null technology package. The 2025MY GHG standard's compliance 
analysis technology package (TP07) has reductions to all of these categories relative to the null: 
20 percent to aero drag (AERO2), 2.5 percent to curb weight (WRnet- 2.5), and 20 percent to tire 
rolling resistance (LRRT2). Using these numbers, Eq. 15 and Eqs. 20-21 are used to calculate 
percent reductions in aero drag, curb weight, and tire rolling resistance between the baseline 
vehicle and the modeled compliance vehicle. The results are presented in Table 2.2 

Table 2.2  Reductions in Aero Drag, Tire Rolling Resistance, and Curb Weight for the Toyota Camry 

Tech 
Package 

Curb Weight 
Reduction from 

Null (%) 

Drag Area 
Reduction from 

Null (%) 

Tire Rolling 
Resistance 

Reduction from 
Null (%) 

Curb Weight 
Reduction 
from Base 

(%) 

Drag Area 
Reduction 
from Base 

(%) 

Tire Rolling 
Resistance 
Reduction 

from Base (%) 
TP00 1.5 0 10 0 0 0 
TP07 2.5 20 20 1.02 20 11.1 

 

The original listed parameters necessary for calculating powertrain efficiency and DSOL are 
shown in Table 2.3 

Table 2.3  Powertrain Efficiency and DSOL Calculations Inputs for Baseline Toyota Camry 

 A (lbf) B(lbf/mph) C(lbf/mph2) ETW (lbf) CO2 Emissions 
(g/mi) 

Rated 
Horsepower (hp) 

TP00 27.23 0.04319 0.01937 3500 237.5 178.0 
 

Using Eqs. 16-19, the estimated drag area and tire rolling resistance coefficients can be 
calculated. The results are shown in Table 2.4 
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Table 2.4  Calculations of Estimated Aerodynamic Drag Area and Tire Rolling Resistance Coefficient for 
Baseline Toyota Camry 

 Estimated 
Drag Area 

(ft2) 

Drag 
Force 
(lbf) 

Total 
Roadload 

Force 
(lbf) 

Brake 
Drag 
Force 
(lbf) 

Hub 
Drag 
Force 
(lbf) 

Neutral 
Drag 
Force 
(lbf) 

Tire 
Resistance 
Force (lbf) 

Estimated 
Tire Rolling 
Resistance 
Coefficient 

(kg/1000kg) 
TP00 7.70 49.22 77.83 1.09 4.90 4.50 18.14 5.18 

The values in Table 2.2, Table 2.3, and Table 2.4, along with Eqs. 22-24, we can obtain the 
necessary input parameters for calculating the powertrain efficiency of the modified compliance 
package and obtain the corresponding CO2 emission from OMEGA. 

Table 2.5  Necessary Input Parameters for Calculation of Powertrain Efficiency and DSOL for Baseline and 
Modeled Compliance Toyota Camry 

 A (lbf) B(lbf/mph) C(lbf/mph2) ETW (lbf) CO2 Emissions 
(g/mi) 

TP00 27.23 0.04319 0.019374 3500 237.5 
TP09 25.07 0.04319 0.015499 3468 176.5 

 

From these parameters, the calculations to determine powertrain efficiency are performed 
using Eqs. 1-10 and Eqs. 26-31, and the results are listed in Table 2.6. 

Table 2.6  Powertrain Efficiency and DSOL Calculations for Baseline and Modeled Compliance Toyota 
Camry 

Tech 
Pkg 

Tractive 
Energy 
(kWhr) 

Tractive Road 
Energy Intensity 

(MJ/km) 

TP00 Rated 
Engine Energy 

(kWhr) 

Combined Cycle 

Cty Hwy Cty Hwy Cty Hwy TP00 
DSOL  

(*1e-2) 

Tractive Road 
Energy 

Intensity 
(MJ/km) 

Fuel 
Energy 

Intensity 
(MJ/km) 

Powertrain 
Efficiency 

(%) 

TP00 2.865 1.828 0.4264 0.3981 101.2 28.21 4.46 0.4137 2.015 20.53 
TP09 2.702 1.595 0.4020 0.3474 - - - 0.3774 1.497 25.21 
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Appendix C  CO2 Targets with Current Powertrain Designs 
3) ApxC DO NOT DELETE 

How Many of Today’s Vehicles Can Meet or Surpass the MY2017-2025 Footprint-based 
CO2 Targets with Current Powertrain Designs? 

As part of this evaluation of the feasibility of the MY2017 to MY2025 standards, EPA 
updated its analysis of individual vehicles being sold today against the future footprint-based 
standards.  This analysis compares MY2016 and earlier vehicles to the footprint-based standard 
curves to determine which of these vehicles will meet or be lower than the final MY2017 – 
MY2025 footprint-based CO2 targets.  The results show that a wide range of current vehicles 
would already meet or exceed future standards. 

Using publicly available data36, EPA compiled a list of all available vehicles and their 2-cycle 
CO2 g/mile performance (that is, the performance over the city and highway compliance tests).  
No adjustments were made to vehicle CO2 performance.  EPA applied increasing air conditioner 
credits over time with a phase-in of alternative refrigerant for the generation of HFC leakage 
reduction credits consistent with the assumed phase-in schedule published in Table C.6 of the 
Proposed Determination Appendix, Section C.  Vehicle footprint data was gathered by EPA from 
manufacturer submitted CAFE reports37 and manufacturer websites.  The analysis here focuses 
on MY2016 and prior model years, since MY2016 is the most current complete model year. 
Production data for MY2016 is based on estimates provided by manufacturers. 

As shown in Figure 3.1, approximately 17 percent of MY2016 vehicles already meet or are 
below the MY2020 standards, given current powertrain performance and air conditioning credits.  
This represents more than 2.5 million current MY2016 vehicles.  It is also important to note that 
not all vehicles are required to be below their individual targets, and in fact EPA expects that 
manufacturers will be able to comply with the standards with roughly 50 percent of their 
production meeting or falling below the footprint based targets. 

Manufacturers do have additional opportunities to generate “off-cycle” credits for reduced 
GHG emissions that are not captured on EPA test cycles.  If an additional 5 g/mile credit is 
applied to all vehicles to account for off-cycle credits, the percentage of MY2016 vehicles that 
meet or are below the MY2020 targets increases from 17 percent to 21 percent.  In MY2015, 
manufacturers reported an average of 3.0 g/mile38 with several manufacturers already above 4 
g/mile, so an assumption of 5 g/mile of off-cycle credits in MY2020 is likely conservative.  

Figure 3.1 also shows that the number of vehicles that meet future standards has been steadily 
increasing with each passing model year.  EPA analysis showed that approximately 5 percent of 
MY2012 vehicles achieved or were lower than the footprint based MY2020 targets.  For 
MY2016 vehicles, that percentage of vehicles increased to 17 percent (or 21 percent including 
off-cycle credits).  In MY2012 the large majority of vehicles that met or were below the 
MY2020 targets were hybrid-electric vehicles, but the majority of MY2016 vehicles meeting 
MY2020 targets are gasoline, non-hybrid vehicles. 
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Figure 3.1  Vehicle Production That Meets or Exceeds MY2020 Emission Targets, by Model Year 

 

Table 3.1 shows that more than 100 individual MY2016 vehicle versions already meet or are 
below the 2020 CO2 footprint target levels, with current powertrain designs and air conditioning 
credit generation consistent with the 2012 final rule.  The table highlights the vehicles with CO2 
emissions that meet or are lower than the applicable footprint targets from MY2017 to MY2025 
in green, and shows the percentage below the target for each model year.  Vehicles that are 
above, but within 5 percent of the targets are highlighted in yellow. 

The list of vehicles includes nearly every vehicle type, including midsize cars, sport utility 
vehicles, and pickup trucks.  The vehicles already at or below MY2020 targets also includes 
vehicles utilizing a variety of powertrain options, including gasoline internal combustion 
engines, hybrid-electric, plug-in hybrid-electric, and full electric options.  Multiple fuel options 
are also present, including gasoline, diesel, hydrogen, and electricity.  Nearly every major 
manufacturer produces some vehicles that would meet or be lower than the MY2020 footprint 
CO2 target with only simple improvements in air conditioning systems.   
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Table 3.1  Vehicles that Meet or Exceed Future Targets with Current Powertrain Designs 

 

2017 2018 2019 2020 2021 2022 2023 2024 2025

2016 BMW I3 BEV 0 43.5 EV A1 Subcompact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Chevrolet Spark EV 0 35.8 EV A1 Subcompact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 FCA 500e 0 34.7 EV A1 Minicompact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Ford Focus Electric FWD 0 43.5 EV A1 Compact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Kia Soul Electric 0 43.3 EV A1 Small Station Wagons C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Mercedes-Benz B250e 0 49.8 EV A1 Midsize Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Mercedes-Benz smart fortwo elec. drive (conv.) 0 26.8 EV A1 Two Seaters C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Mercedes-Benz smart fortwo elec. drive (coupe) 0 26.8 EV A1 Two Seaters C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Mitsubishi i-MiEV 0 38.4 EV A1 Subcompact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Nissan Leaf  (24 kW-hr battery pack) 0 44.7 EV A1 Midsize Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Nissan Leaf (30 kW-hr battery pack) 0 44.7 EV A1 Midsize Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Volkswagen e-Golf 0 42.4 EV A1 Compact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S (70 kW-hr battery pack) 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S (85 kW-hr battery pack) 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S (90 kW-hr battery pack) 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S AWD - 70D 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S AWD - 75D 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S AWD - 85D 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S AWD - 90D 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S AWD - P85D 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model S AWD - P90D 0 53.5 EV A1 Large Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model X AWD - 75D 0 53.6 EV A1 Sport Utility Vehicles T 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model X AWD - 90D 0 53.6 EV A1 Sport Utility Vehicles T 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Tesla Model X AWD - P90D 0 53.6 EV A1 Sport Utility Vehicles T 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Toyota Mirai 0 46.0 Fuel Cell AV Subcompact Cars C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 Hyundai Tuscon 0 45.0 Fuel Cell A1 Sport Utility Vehicles C 100% 100% 100% 100% 100% 100% 100% 100% 100%
2016 BMW I3 REX 132.2 23 43.5 PHEV A1 0.6 Subcompact Cars C 95% 96% 96% 97% 97% 97% 97% 97% 97%
2016 Chevrolet Volt 115.6 30 46.2 PHEV AV 1.5 Compact Cars C 92% 92% 93% 93% 94% 93% 93% 93% 92%
2016 Cadillac ELR 82.8 54 45.9 PHEV AV 1.4 Subcompact Cars C 81% 81% 80% 80% 80% 79% 78% 77% 76%
2016 Toyota Prius Eco 80.8 110 44.6 HEV AV 1.8 Midsize Cars C 81% 81% 80% 80% 80% 79% 78% 77% 76%
2016 Cadillac ELR Sport 82.8 54 45.9 PHEV AV 1.4 Subcompact Cars C 81% 81% 80% 80% 80% 79% 78% 77% 76%
2016 Hyundai Sonata 87.5 64 48.3 PHEV AM6 2.0 Midsize Cars C 78% 77% 77% 76% 76% 74% 73% 72% 71%
2016 Ford Fusion 74.8 86 48.7 PHEV AV 2.0 Midsize Cars C 68% 67% 66% 65% 64% 62% 61% 59% 57%
2016 Ford C-MAX 74.8 86 43.8 PHEV AV 2.0 Midsize Cars C 65% 64% 62% 61% 60% 58% 56% 54% 52%
2016 Audi A3 e-tron ultra 64.3 90 43.7 PHEV AM-S6 1.4 Compact Cars C 63% 62% 60% 59% 57% 56% 53% 51% 49%
2016 Audi A3 e-tron 64.3 105 43.7 PHEV AM-S6 1.4 Compact Cars C 55% 54% 52% 51% 49% 46% 44% 41% 38%
2016 BMW I8 56.6 125 48.5 PHEV A6 1.5 Subcompact Cars C 51% 49% 47% 45% 43% 40% 38% 35% 31%
2016 Volvo XC90 AWD 42.4 166 53.5 PHEV S8 2.0 Sport Utility Vehicles T 48% 48% 48% 47% 43% 40% 37% 34% 31%
2016 Toyota Prius 74.0 120 44.6 HEV AV 1.8 Midsize Cars C 49% 47% 45% 43% 41% 38% 35% 32% 29%
2016 BMW X5 xDrive40e 42.6 169 52.0 PHEV S8 2.0 Sport Utility Vehicles T 46% 46% 45% 44% 40% 37% 34% 31% 27%
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2016 BMW 330e 55.0 128 46.9 PHEV S8 2.0 Compact Cars C 48% 46% 44% 42% 39% 37% 34% 30% 27%
2016 Porsche Cayenne S e-Hybrid 37.5 183 51.8 PHEV AM8 3.0 Sport Utility Vehicles T 41% 41% 40% 39% 34% 31% 27% 24% 20%
2016 Chevrolet Malibu 61.5 145 48.4 HEV AV 1.8 Midsize Cars C 42% 40% 37% 35% 32% 29% 26% 22% 19%
2016 Toyota Prius c 70.8 126 40.6 HEV AV 1.5 Compact Cars C 42% 40% 37% 35% 32% 29% 26% 22% 18%
2016 Ford Fusion Hybrid 59.6 149 48.4 HEV AV 2.0 Midsize Cars C 40% 38% 35% 33% 30% 27% 23% 20% 16%
2016 Lincoln MKZ Hybrid 59.6 149 48.4 HEV AV 2.0 Midsize Cars C 40% 38% 35% 33% 30% 27% 23% 20% 16%
2016 Porsche Panamera S E-Hybrid 43.8 161 52.2 PHEV AM-S8 3.0 Large Cars C 40% 37% 35% 32% 29% 26% 22% 19% 15%
2016 Hyundai Sonata Hybrid SE 58.1 153 48.0 HEV AM6 2.0 Midsize Cars C 38% 36% 33% 30% 27% 24% 20% 17% 13%
2016 Toyota Prius v 58.9 151 46.1 HEV AV 1.8 Midsize Station Wagons C 37% 34% 31% 29% 25% 22% 18% 14% 10%
2016 Toyota Camry Hybrid LE 57.4 155 47.2 HEV AV 2.5 Midsize Cars C 36% 34% 31% 28% 25% 21% 18% 14% 10%
2016 Volkswagen Jetta Hybrid 60.8 146 44.0 HEV AM-S7 1.4 Compact Cars C 36% 33% 30% 28% 24% 21% 17% 13% 9%
2016 Hyundai Sonata Hybrid 56.3 158 47.8 HEV AM6 2.0 Midsize Cars C 36% 33% 30% 27% 24% 21% 17% 13% 9%
2016 Lexus ES 300h 55.2 161 48.0 HEV AV-S6 2.5 Midsize Cars C 35% 32% 29% 26% 23% 19% 15% 12% 7%
2016 Mercedes S 550e 182 54.6 PHEV A7 3.0 Large Cars C 34% 31% 28% 26% 22% 19% 15% 11% 7%
2016 Toyota Avalon Hybrid 55.2 161 47.7 HEV AV-S6 2.5 Midsize Cars C 34% 31% 28% 26% 22% 19% 15% 11% 7%
2016 Toyota Camry Hybrid XLE/SE 54.9 162 47.2 HEV AV 2.5 Midsize Cars C 33% 30% 27% 24% 21% 17% 13% 9% 5%
2016 Lexus CT 200h 57.5 155 42.7 HEV AV 1.8 Compact Cars C 30% 27% 24% 21% 17% 13% 9% 5% 0%
2016 Kia Optima HYBRID EX 51.5 172 48.2 HEV AM6 2.4 Midsize Cars C 30% 27% 24% 20% 17% 13% 9% 5% 0%
2016 Toyota RAV4 Hybrid AWD 44.7 199 44.9 HEV AV-S6 2.5 Sport Utility Vehicles T 27% 26% 25% 23% 18% 14% 9% 4% -1%
2016 Lexus RX 450h 41.8 213 48.0 HEV AV-S6 3.5 Sport Utility Vehicles T 26% 25% 24% 22% 16% 12% 7% 3% -2%
2016 Ford C-MAX Hybrid FWD 55.0 162 43.8 HEV AV 2.0 Large Cars C 28% 25% 22% 19% 15% 11% 7% 2% -2%
2016 Kia Optima Hybrid EX 50.4 176 48.2 HEV AM6 2.4 Midsize Cars C 28% 25% 22% 18% 15% 11% 7% 2% -2%
2016 Lexus NX 300h AWD 43.5 204 45.1 HEV AV-S6 2.5 Sport Utility Vehicles T 25% 24% 23% 21% 15% 11% 6% 2% -3%
2016 Ford F150 2WD 28.2 315 76.8 Gasoline S6 2.7 Standard Pick-up Trucks T 13% 13% 13% 13% 13% 9% 5% 0% -5%
2016 Lexus RX 450h AWD 40.8 218 48.0 HEV AV-S6 3.5 Sport Utility Vehicles T 24% 23% 22% 20% 14% 10% 5% 0%
2016 Ford F150 2WD 28.2 315 73.6 Gasoline S6 2.7 Standard Pick-up Trucks T 13% 13% 13% 13% 13% 9% 4% 0%
2016 Toyota Highlander Hybrid AWD LE Plus 38.9 229 48.9 HEV AV-S6 3.5 Sport Utility Vehicles T 22% 20% 19% 17% 11% 6% 1% -4%
2016 Honda CR-Z 51.1 174 44.5 HEV AV-S7 1.5 Two Seaters C 23% 20% 17% 13% 9% 5% 0% -4%
2016 Toyota Highlander Hybrid AWD 38.7 230 48.9 HEV AV-S6 3.5 Sport Utility Vehicles T 21% 20% 18% 16% 10% 6% 1% -4%
2016 Subaru Crosstrek Hybrid 42.5 209 43.2 HEV AV-S6 2.0 Sport Utility Vehicles T 21% 19% 18% 16% 10% 5% 0%
2016 Mercedes-Benz GLA 250 38.2 233 49.0 Gasoline AM7 2.0 Midsize Station Wagons T 20% 19% 17% 15% 9% 5% 0%
2016 Infiniti QX60 Hybrid AWD 36.1 246 52.1 HEV AV-S7 2.5 Sport Utility Vehicles T 20% 18% 17% 15% 9% 4% -1%
2016 Ford F150 2WD FFV 26.6 335 76.8 Gasoline A6 3.5 Standard Pick-up Trucks T 7% 7% 7% 7% 7% 3% -2%
2016 Ford F150 2WD 28.2 315 68.1 Gasoline S6 2.7 Standard Pick-up Trucks T 13% 13% 13% 13% 7% 2% -3%
2016 Nissan Murano Hybrid AWD 36.8 242 48.9 HEV AV-S7 2.5 Midsize Station Wagons T 17% 15% 14% 12% 5% 0% -5%
2016 Honda Civic 4Dr 48.0 185 45.2 Gasoline AV 1.5 Midsize Cars C 19% 16% 12% 8% 4% 0%
2016 Honda Civic 2Dr 47.9 186 45.2 Gasoline AV 1.5 Compact Cars C 19% 16% 12% 8% 4% -1%
2016 Ford F150 2WD 28.2 315 66.2 Gasoline S6 2.7 Standard Pick-up Trucks T 13% 13% 13% 11% 4% -1%
2016 Ford F150 2WD 25.5 349 76.8 Gasoline S6 3.5 Standard Pick-up Trucks T 3% 3% 3% 3% 3% -1%
2016 Mercedes-Benz GLA 250 4MATIC 36.0 247 49.0 Gasoline AM7 2.0 Sport Utility Vehicles T 15% 13% 12% 10% 3% -2%
2016 Mercedes-Benz GLA 250 4MATIC 36.0 247 49.0 Gasoline AM7 2.0 Sport Utility Vehicles T 15% 13% 12% 10% 3% -2%
2016 Mazda Mazda 6 43.1 206 49.4 Gasoline S6 2.5 Midsize Cars C 17% 13% 10% 6% 1% -3%
2016 Honda Civic 4Dr 46.8 190 45.2 Gasoline AV 2.0 Midsize Cars C 17% 14% 10% 6% 1% -3%
2016 Ford F150 4WD FFV 24.9 357 76.8 Gasoline A6 3.5 Standard Pick-up Trucks T 1% 1% 1% 1% 1% -4%
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2016 Volvo XC90 FWD 32.9 270 53.5 Gasoline S8 2.0 Sport Utility Vehicles T 13% 12% 10% 8% 1% -4%
2016 Subaru Outback 37.4 237 45.7 Gasoline AV-S6 2.5 Sport Utility Vehicles T 14% 12% 10% 8% 1% -4%
2016 Chevrolet City Express Cargo Van 34.9 254 49.6 Gasoline AV 2.0 Vans T 13% 11% 10% 8% 1% -4%
2016 Nissan Rogue AWD 36.8 242 46.4 Gasoline AV 2.5 Sport Utility Vehicles T 13% 11% 10% 7% 1% -5%
2016 Ford F150 2WD FFV 26.6 335 68.1 Gasoline A6 3.5 Standard Pick-up Trucks T 7% 7% 7% 7% 0% -5%
2016 Ford F150 2WD FFV 26.6 335 68.1 Gasoline A6 3.5 Standard Pick-up Trucks T 7% 7% 7% 7% 0% -5%
2016 Honda HR-V 4WD 38.9 229 43.2 Gasoline AV-S7 1.8 Sport Utility Vehicles T 13% 11% 10% 7% 0% -5%
2016 Honda HR-V 4WD 38.9 229 43.2 Gasoline AV 1.8 Sport Utility Vehicles T 13% 11% 10% 7% 0% -5%
2016 BMW X3 xDrive28d 40.1 254 49.1 Diesel S8 2.0 Sport Utility Vehicles T 13% 11% 9% 7% 0% -5%
2016 Chevrolet Cruze 46.6 191 44.8 Gasoline S6 1.4 Compact Cars C 16% 12% 8% 5% 0% -5%
2016 Chevrolet Cruze Premier 46.6 191 44.8 Gasoline S6 1.4 Compact Cars C 16% 12% 8% 5% 0% -5%
2016 Mazda Mazda 2 50.4 176 39.4 Gasoline S6 1.5 Compact Cars C 16% 12% 8% 4% 0% -5%
2016 Honda Civic 2Dr 46.3 192 45.2 Gasoline AV 2.0 Compact Cars C 16% 12% 8% 4% 0% -5%
2016 Mazda Mazda 3 4-Door 46.0 193 45.3 Gasoline S6 2.0 Compact Cars C 16% 12% 8% 4% 0%
2016 Subaru Crosstrek 38.6 230 43.2 Gasoline AV-S6 2.0 Sport Utility Vehicles T 12% 10% 9% 6% -1%
2016 Mercedes-Benz Smart fortwo (Coupe) 50.2 177 26.8 Gasoline AM6 0.9 Two Seaters C 16% 12% 8% 4% -1%
2016 Honda FIT 50.2 177 40.2 Gasoline AV 1.5 Small Station Wagons C 16% 12% 8% 4% -1%
2016 Nissan Altima 44.1 202 47.4 Gasoline AV 2.5 Midsize Cars C 16% 12% 8% 4% -1%
2016 Toyota Corolla LE ECO 46.8 190 44.2 Gasoline AV 1.8 Midsize Cars C 15% 12% 8% 4% -1%
2016 Chevrolet Colorado 2WD Crew Cab, Long Bed 33.0 308 60.9 Diesel A6 2.8 Small Pick-up Trucks T 9% 9% 8% 6% -1%
2016 GMC Canyon 2WD Crew Cab, Long Box 33.0 308 60.9 Diesel A6 2.8 Sport Utility Vehicles T 9% 9% 8% 6% -1%
2016 Ram Promaster City 31.5 282 54.9 Gasoline A9 2.4 Vans T 11% 10% 8% 6% -1%
2016 Scion iA 49.8 178 40.8 Gasoline S6 1.5 Subcompact Cars C 15% 11% 7% 3% -1%
2016 Ford Focus FWD 47.0 189 43.5 Gasoline M6 1.0 Compact Cars C 14% 11% 7% 3% -2%
2016 Nissan Sentra FE+ 46.1 193 44.4 Gasoline AV 1.8 Midsize Cars C 14% 11% 7% 3% -2%
2016 Mazda CX-9 2WD 32.5 273 52.2 Gasoline S6 2.5 Sport Utility Vehicles T 10% 9% 7% 5% -2%
2016 Ford F150 2WD FFV 26.6 335 66.2 Gasoline A6 3.5 Standard Pick-up Trucks T 7% 7% 7% 5% -2%
2016 Nissan NV200 Cargo Van 34.9 254 47.9 Gasoline AV 2.0 Vans T 11% 9% 7% 5% -2%
2016 Kia Optima 42.8 208 48.2 Gasoline AM7 1.6 Large Cars C 14% 11% 6% 2% -2%
2016 Infiniti Q70 Hybrid 42.1 211 49.1 HEV S7 3.5 Midsize Cars C 14% 10% 6% 2% -2%
2016 Mazda Mazda 3 4-Door 45.1 197 45.3 Gasoline M6 2.0 Compact Cars C 14% 10% 6% 2% -3%
2016 Mazda Mazda 3 5-Door 45.1 197 45.3 Gasoline S6 2.0 Midsize Cars C 14% 10% 6% 2% -3%
2016 Volvo XC90 AWD 31.7 280 53.5 Gasoline S8 2.0 Sport Utility Vehicles T 10% 8% 7% 4% -3%
2016 Hyundai Sonata 42.4 210 48.3 Gasoline AM7 1.6 Large Cars C 14% 10% 6% 2% -3%
2016 Mercedes-Benz GLC 300 32.3 275 52.2 Gasoline A9 2.0 Sport Utility Vehicles T 10% 8% 6% 4% -3%
2016 GMC C15 Sierra 2WD Crew Cab, Short Box 25.8 345 68.0 Gasoline A6 4.3 Standard Pick-up Trucks T 4% 4% 4% 4% -3%
2016 Chevrolet C15 Silverado 2WD Crew Cab, Short Box 25.8 345 68.0 Gasoline A6 4.3 Standard Pick-up Trucks T 4% 4% 4% 4% -3%
2016 Toyota Corolla LE ECO 45.9 194 44.2 Gasoline AV 1.8 Midsize Cars C 13% 10% 6% 1% -3%
2016 Audi Q5 Hybrid 34.0 261 48.8 HEV S8 2.0 Sport Utility Vehicles T 10% 8% 6% 4% -3%
2016 Buick Encore AWD 38.2 232 42.3 Gasoline S6 1.4 Sport Utility Vehicles T 10% 8% 6% 4% -4%
2016 BMW 328d 49.6 205 46.9 Diesel S8 2.0 Compact Cars C 13% 9% 5% 1% -4%
2016 Hyundai Tucson Eco AWD 36.3 245 45.0 Gasoline AM7 1.6 Sport Utility Vehicles T 10% 7% 6% 3% -4%
2016 Lexus NX 300h 44.8 198 45.1 Gasoline AV-S6 2.5 Sport Utility Vehicles C 13% 9% 5% 1% -4%
2016 Ford F150 4WD 25.5 348 68.1 Gasoline S6 2.7 Standard Pick-up Trucks T 3% 3% 3% 3% -4%
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2016 Ford Escape AWD 32.9 270 50.5 Gasoline S6 1.6 Sport Utility Vehicles T 9% 7% 6% 3% -4%
2016 Honda CR-V 4WD 36.5 243 44.5 Gasoline AV 2.4 Sport Utility Vehicles T 9% 7% 6% 3% -4%
2016 Ford F150 2WD 25.5 349 68.1 Gasoline S6 3.5 Standard Pick-up Trucks T 3% 3% 3% 3% -4%
2016 Lexus GS 450h 41.6 213 48.5 Gasoline AV-S8 3.5 Midsize Cars C 12% 9% 4% 0% -5%
2016 Mazda Mazda 3 5-Door 44.4 200 45.3 Gasoline M6 2.0 Midsize Cars C 12% 9% 4% 0% -5%
2016 Chevrolet Cruze Limited ECO 44.8 198 44.8 Gasoline M6 1.4 Midsize Cars C 12% 9% 4% 0% -5%
2016 Mazda Mazda 3 4-Door 44.4 200 45.3 Gasoline S6 2.5 Compact Cars C 12% 9% 4% 0% -5%
2016 Nissan NV200 NYC Taxi 34.1 261 47.9 Gasoline AV 2.0 Vans T 8% 6% 5% 2%
2016 Ram 1500 4X2 - Regular Cab, 8'0" Box 25.6 347 66.6 Gasoline A8 3.6 Standard Pick-up Trucks T 4% 4% 4% 1%
2016 Mazda CX-5 4WD 34.9 255 46.1 Gasoline S6 2.5 Sport Utility Vehicles T 8% 6% 4% 1%
2016 Subaru Forester 36.1 246 44.0 Gasoline AV 2.5 Sport Utility Vehicles T 7% 5% 3% 1%
2016 Ford F150 4WD 25.5 348 66.2 Gasoline S6 2.7 Standard Pick-up Trucks T 3% 3% 3% 1%
2016 Mercedes-Benz GLE 300 d 4MATIC 35.9 284 52.2 Diesel A7 2.1 Sport Utility Vehicles T 7% 5% 3% 1%
2016 Mercedes-Benz GLC 300 4MATIC 31.3 284 52.2 Gasoline A9 2.0 Sport Utility Vehicles T 7% 5% 3% 1%
2016 Nissan Quest 29.5 301 55.9 Gasoline AV 3.5 Minivans T 6% 5% 3% 1%
2016 Ford F150 4WD FFV 24.9 357 68.1 Gasoline A6 3.5 Standard Pick-up Trucks T 1% 1% 1% 0%
2016 Ford F150 4WD FFV 24.9 357 68.1 Gasoline A6 3.5 Standard Pick-up Trucks T 1% 1% 1% 0%
2016 Lincoln MKT Livery FWD 30.6 290 53.5 Gasoline S6 2.0 Sport Utility Vehicles T 6% 5% 3% 0%
2016 Ford F150 2WD 25.5 349 66.2 Gasoline S6 3.5 Standard Pick-up Trucks T 3% 3% 3% 0%
2016 Ram 1500 4X4 - Regular Cab, 8'0" Box 29.0 351 66.6 Diesel A8 3.0 Standard Pick-up Trucks T 2% 2% 2% 0%
2016 Jeep Renegade 4x4 36.7 242 42.7 Gasoline M6 1.4 Sport Utility Vehicles T 7% 4% 3% 0%
2016 Ford Fiesta SFE FWD 48.4 184 39.0 Gasoline M5 1.0 Subcompact Cars C 12% 8% 4% 0% -5%
2016 Mazda Mazda 6 40.8 218 49.4 Gasoline S6 2.5 Midsize Cars C 12% 8% 4% 0%
2016 Acura RLX 40.3 221 50.1 HEV AM7 3.5 Midsize Cars C 12% 8% 4% 0%
2016 Chevrolet Cruze 44.4 200 44.8 Gasoline M6 1.4 Compact Cars C 11% 8% 3% -1%
2016 Mercedes-Benz Smart fortwo (COUPE) 47.9 185 26.8 Gasoline M5 0.9 Two Seaters C 11% 7% 3% -1%
2016 Nissan Versa 47.3 188 41.5 Gasoline AV 1.6 Compact Cars C 11% 7% 3% -1%
2016 Chevrolet Malibu 41.1 216 48.4 Gasoline A6 1.5 Midsize Cars C 11% 7% 3% -1%
2016 Mazda Mazda 2 47.7 186 39.4 Gasoline M6 1.5 Compact Cars C 11% 7% 3% -2%
2016 Dodge Dart Aero 43.4 205 45.6 Gasoline M6 1.4 Midsize Cars C 11% 7% 3% -2%
2016 Volkswagen Jetta 44.8 198 44.0 Gasoline M5 1.4 Compact Cars C 11% 7% 3% -2%
2016 Nissan Altima SR 41.8 213 47.4 Gasoline AV-S7 2.5 Midsize Cars C 11% 7% 2% -2%
2016 Mazda Mazda 3 5-Door 43.5 204 45.3 Gasoline S6 2.5 Midsize Cars C 11% 7% 2% -2%
2016 Dodge Dart Aero 43.2 206 45.6 Gasoline AM6 1.4 Midsize Cars C 10% 6% 2% -2%
2016 Chevrolet Spark 47.4 188 35.8 Gasoline AV 1.4 Subcompact Cars C 10% 6% 2% -3%
2016 Honda Fit 47.3 188 40.2 Gasoline AV-S7 1.5 Small Station Wagons C 10% 6% 2% -3%
2016 Scion iA 47.3 188 40.8 Gasoline M6 1.5 Subcompact Cars C 10% 6% 2% -3%
2016 Toyota Tacoma 2WD, Double Cab Long bed 27.0 329 61.6 Gasoline S6 3.5 Small Pick-up Trucks T 4% 4% 2% 0%
2016 Volvo S80 FWD 40.7 219 48.4 Gasoline S8 2.0 Midsize Cars C 10% 6% 2% -3%
2016 Nissan Sentra 44.0 202 44.4 Gasoline AV 1.8 Midsize Cars C 10% 6% 2% -3%
2016 Honda Accord 41.1 216 47.6 Gasoline AV 2.4 Midsize Cars C 10% 6% 1% -3%
2016 Chevrolet Colorado 2WD Crew Cab, Long Bed 27.1 328 60.9 Gasoline A6 3.6 Small Pick-up Trucks T 3% 3% 2% -1%
2016 GMC Canyon 2WD Crew Cab, Long Box 27.1 328 60.9 Gasoline A6 3.6 Small Pick-up Trucks T 3% 3% 2% -1%
2016 Chevrolet Colorado 2WD 29.3 303 55.6 Gasoline A6 2.5 Small Pick-up Trucks T 5% 4% 2% -1%
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2016 GMC Canyon 2WD 29.3 303 55.6 Gasoline A6 2.5 Small Pick-up Trucks T 5% 4% 2% -1%
2016 Mazda Mazda 3 4-Door 42.9 207 45.3 Gasoline S6 2.5 Compact Cars C 9% 5% 1% -3%
2016 Honda Odyssey 2WD 29.0 307 55.9 Gasoline A6 3.5 Minivans T 4% 3% 1% -2%
2016 Ford F150 2WD 28.2 315 57.5 Gasoline S6 2.7 Standard Pick-up Trucks T 3% 2% 1% -2%
2016 Mazda CX-9 4WD 30.6 291 52.2 Gasoline S6 2.5 Sport Utility Vehicles T 4% 2% 1% -2%
2016 Mercedes-Benz Metris (Cargo Van) 30.2 294 52.9 Gasoline A7 2.0 Vans T 4% 2% 1% -2%
2016 Volvo XC90 AWD 29.9 297 53.5 Gasoline S8 2.0 Sport Utility Vehicles T 4% 2% 1% -2%
2016 Ford F150 4WD FFV 24.9 357 66.2 Gasoline A6 3.5 Standard Pick-up Trucks T 1% 1% 0% -2%
2016 Nissan Pathfinder 2WD 30.5 292 52.1 Gasoline AV 3.5 Sport Utility Vehicles T 4% 2% 0% -2%
2016 Volkswagen Jetta 43.8 203 44.0 Gasoline S6 1.4 Compact Cars C 9% 5% 0% -4%
2016 Chevrolet Colorado 2WD 33.0 308 55.6 Diesel A6 2.8 Small Pick-up Trucks T 3% 2% 0% -3%
2016 GMC Canyon 2WD 33.0 308 55.6 Diesel A6 2.8 Sport Utility Vehicles T 3% 2% 0% -3%
2016 Lincoln MKC  AWD 30.9 288 51.2 Gasoline S6 2.0 Sport Utility Vehicles T 4% 2% 0% -3%
2016 GMC C15 Sierra 2WD Regular Cab, Long Box 25.8 345 63.0 Gasoline A6 4.3 Standard Pick-up Trucks T 1% 1% -1% -3%
2016 Chevrolet C15 Silverado 2WD Regular Cab, Long Box 25.8 345 63.0 Gasoline A6 4.3 Standard Pick-up Trucks T 1% 1% -1% -3%
2016 Toyota Tacoma 4WD, Double Cab Long bed 26.1 340 61.6 Gasoline S6 3.5 Small Pick-up Trucks T 0% 0% -1% -4%
2016 Buick Encore AWD 35.7 249 42.3 Gasoline S6 1.4 Sport Utility Vehicles T 3% 1% -1% -4%
2016 Chevrolet Trax AWD 35.7 249 42.3 Gasoline S6 1.4 Sport Utility Vehicles T 3% 1% -1% -4%
2016 Ford Escape AWD 30.9 288 50.5 Gasoline S6 2.0 Sport Utility Vehicles T 3% 1% -1% -4%
2016 Chevrolet Colorado 2WD 28.4 312 55.6 Gasoline M6 2.5 Small Pick-up Trucks T 2% 0% -1% -4%
2016 GMC Canyon 2WD 28.4 312 55.6 Gasoline M6 2.5 Small Pick-up Trucks T 2% 0% -1% -4%
2016 Nissan Murano AWD 31.6 281 48.9 Gasoline AV-S7 3.5 Midsize Station Wagons T 3% 0% -1% -4%
2016 Hyundai Tucson AWD 33.9 263 45.0 Gasoline AM7 1.6 Sport Utility Vehicles T 3% 0% -1% -4%
2016 Hyundai Elantra 42.6 209 45.2 Gasoline S6 1.8 Midsize Cars C 8% 4% 0% -4%
2016 Toyota Corolla 43.5 204 44.2 Gasoline AV 1.8 Midsize Cars C 8% 4% 0% -4%
2016 Dodge Dart 42.3 210 45.6 Gasoline M6 1.4 Midsize Cars C 8% 4% 0% -5%
2016 Volvo V60 FWD 40.7 219 47.4 Gasoline S8 2.0 Small Station Wagons C 8% 4% 0% -5%
2016 Fiat 500 46.4 192 34.7 Gasoline M5 1.4 Minicompact Cars C 8% 4% 0% -5%
2016 Mazda Mazda 6 39.0 228 49.4 Gasoline M6 2.5 Midsize Cars C 8% 4% -1%
2016 Mercedes-Benz E 250 BLUETEC 44.3 230 49.8 Diesel A7 2.1 Midsize Cars C 8% 4% -1%
2016 Volvo S60 FWD 40.7 219 47.1 Gasoline S8 2.0 Compact Cars C 7% 3% -1%
2016 Volvo S60 Inscription FWD 40.7 219 47.1 Gasoline S8 2.0 Compact Cars C 7% 3% -1%
2016 Honda CR-Z 46.1 193 36.3 HEV M6 1.5 Two Seaters C 8% 3% -1%
2016 Infiniti QX60 Hybrid FWD 37.0 240 52.1 HEV AV-S7 2.5 Sport Utility Vehicles C 7% 3% -1%
2016 Infiniti Q50 Hybrid 40.9 217 46.6 HEV S7 3.5 Compact Cars C 7% 3% -1%
2016 Toyota Corolla 42.9 207 44.2 Gasoline AV-S7 1.8 Midsize Cars C 7% 3% -1%
2016 Chevrolet Spark 46.0 193 35.8 Gasoline M5 1.4 Subcompact Cars C 7% 3% -1%
2016 Ford Focus FWD 43.5 204 43.5 Gasoline S6 1.0 Compact Cars C 7% 3% -2%
2016 Hyundai Sonata 39.5 225 48.3 Gasoline S6 2.4 Large Cars C 7% 3% -2%
2016 Honda Civic4Dr 41.9 212 45.2 Gasoline M6 2.0 Midsize Cars C 7% 3% -2%
2016 BMW 328d xDrive 46.2 220 46.9 Diesel S8 2.0 Compact Cars C 6% 2% -2%
2016 BMW 328d xDrive Sports Wagon 46.2 220 46.9 Diesel S8 2.0 Small Station Wagons C 6% 2% -2%
2016 Nissan Murano Hybrid FWD 38.8 229 48.9 HEV AV-S7 2.5 Midsize Station Wagons C 6% 2% -2%
2016 Kia Optima FE 39.3 226 48.2 Gasoline S6 2.4 Large Cars C 6% 2% -3%
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2016 Hyundai Veloster 42.1 211 44.6 Gasoline AM6 1.6 Compact Cars C 6% 2% -3%
2016 Audi A6 37.3 238 50.9 Gasoline AM-S7 2.0 Midsize Cars C 6% 2% -3%
2016 Toyota Corolla 42.4 210 44.2 Gasoline M6 1.8 Midsize Cars C 6% 2% -3%
2016 Ford Fusion FWD 38.9 228 48.4 Gasoline S6 1.5 Midsize Cars C 6% 1% -3%
2016 Dodge Dart 41.1 216 45.6 Gasoline AM6 1.4 Midsize Cars C 6% 1% -3%
2016 Mazda Mazda 3 5-Door 41.3 215 45.3 Gasoline S6 2.5 Midsize Cars C 5% 1% -3%
2016 Honda Accord 39.4 225 47.6 Gasoline AV-S7 2.4 Midsize Cars C 5% 1% -3%
2016 Hyundai Elantra Limited 41.2 216 45.3 Gasoline S6 1.8 Midsize Cars C 5% 1% -4%
2016 Toyota Yaris 44.9 198 39.9 Gasoline M5 1.5 Compact Cars C 5% 1% -4%
2016 Hyundai Elantra 40.9 217 45.2 Gasoline M6 1.8 Midsize Cars C 4% 0% -4%
2016 Honda Civic 2Dr 40.9 217 45.2 Gasoline M6 2.0 Compact Cars C 4% 0% -5%
2016 Mitsubishi Outlander Sport 4WD 34.1 260 44.2 Gasoline AV-S6 2.0 Sport Utility Vehicles T 2% 0% -2% -5%
2016 BMW X3 sDrive 28i 31.3 284 49.1 Gasoline S8 2.0 Sport Utility Vehicles T 2% -1% -2%
2016 BMW X3 xDrive28i 31.3 284 49.1 Gasoline S8 2.0 Sport Utility Vehicles T 2% -1% -2%
2016 Mercedes-Benz Metris (Passenger Van) 29.4 303 52.9 Gasoline A7 2.0 Vans T 1% -1% -2%
2016 Mercedes-Benz GLE 350 d 4MATIC 34.0 300 52.2 Diesel A9 3.0 Sport Utility Vehicles T 1% -1% -3%
2016 Infiniti QX60 AWD 29.7 299 52.1 Gasoline AV-S7 3.5 Sport Utility Vehicles T 1% -1% -3%
2016 Nissan Pathfinder 4WD 29.6 300 52.1 Gasoline AV 3.5 Sport Utility Vehicles T 1% -1% -3%
2016 BMW X1 xDrive28i 33.7 264 44.6 Gasoline S8 2.0 Large Cars T 1% -1% -3%
2016 Mercedes-Benz GL 350 BLUETEC 4MATIC 28.3 314 54.8 Gasoline A7 3.0 Sport Utility Vehicles T 0% -1% -3%
2016 BMW X5 xDrive 35d 33.8 301 52.0 Diesel S8 3.0 Sport Utility Vehicles T 0% -2% -4%
2016 Jeep Cherokee FWD 32.7 272 45.7 Gasoline A9 2.4 Sport Utility Vehicles T 0% -2% -4%
2016 Jeep Cherokee FWD 32.7 272 45.7 Gasoline A9 2.4 Sport Utility Vehicles T 0% -2% -4%
2016 Subaru Crosstrek 34.2 260 43.2 Gasoline M5 2.0 Sport Utility Vehicles T 0% -2% -4%
2016 Subaru Legacy 39.7 224 46.5 Gasoline AV-S6 2.5 Midsize Cars C 4% 0% -5%
2016 Hyundai Sonata Sport/Limited 38.2 233 48.5 Gasoline S6 2.4 Large Cars C 4% 0%
2016 Volkswagen Passat 39.1 227 47.2 Gasoline S6 1.8 Midsize Cars C 4% 0%
2016 Ford Focus FWD 42.1 211 43.5 Gasoline AM6 2.0 Compact Cars C 4% 0%
2016 Ford Focus FWD FFV 42.1 211 43.5 Gasoline AM6 2.0 Compact Cars C 4% 0%
2016 Chevrolet Cruze Limited ECO 40.8 218 44.8 Gasoline A6 1.4 Midsize Cars C 3% -1%
2016 Toyota Corolla 41.3 215 44.2 Gasoline A4 1.8 Midsize Cars C 3% -1%
2016 Acura TLX 2WD 38.3 232 47.8 Gasoline AM-S8 2.4 Compact Cars C 3% -2%
2016 Kia Forte 40.8 218 44.5 Gasoline S6 1.8 Midsize Cars C 3% -2%
2016 Chevrolet Sonic 44.0 202 41.0 Gasoline M6 1.4 Compact Cars C 3% -2%
2016 Chevrolet Sonic 5 44.0 202 41.0 Gasoline M6 1.4 Small Station Wagons C 3% -2%
2016 Buick Lacrosse 38.1 233 48.0 HEV S6 2.4 Midsize Cars C 3% -2%
2016 Mini Mini Cooper Hardtop 4 Door 43.9 202 38.8 Gasoline M6 1.5 Subcompact Cars C 3% -2%
2016 Mercedes-Benz CLA 250 40.4 220 45.0 Gasoline AM7 2.0 Compact Cars C 3% -2%
2016 Scion iM 42.7 208 42.3 Gasoline AV-S7 1.8 Midsize Cars C 3% -2%
2016 Subaru Impreza 41.9 212 43.0 Gasoline AV-S6 2.0 Compact Cars C 2% -2%
2016 Subaru Impreza Wagon 41.9 212 43.0 Gasoline AV-S6 2.0 Small Station Wagons C 2% -2%
2016 Toyota Yaris 43.8 203 39.9 Gasoline A4 1.5 Compact Cars C 2% -2%
2016 Chevrolet Cruze Limited 40.4 220 44.8 Gasoline M6 1.4 Midsize Cars C 2% -2%
2016 Honda HR-V 2WD 41.7 213 43.2 Gasoline AV 1.8 Sport Utility Vehicles C 2% -2%
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2016 Honda HR-V 2WD 41.7 213 43.2 Gasoline AV-S7 1.8 Sport Utility Vehicles C 2% -2%
2016 Mercedes-Benz E 250 BLUETEC 4MATIC 41.9 243 49.8 Diesel A7 2.1 Midsize Cars C 2% -2%
2016 BMW 535d 40.5 251 51.5 Diesel S8 3.0 Midsize Cars C 2% -3%
2016 Mazda CX-5 2WD 39.2 227 46.1 Gasoline M6 2.0 Sport Utility Vehicles C 2% -3%
2016 BMW 528i 35.4 251 51.5 Gasoline S8 2.0 Midsize Cars C 2% -3%
2016 Nissan Sentra 40.5 219 44.4 Gasoline M6 1.8 Midsize Cars C 2% -3%
2016 Chevrolet Cruze Limited 40.1 222 44.8 Gasoline S6 1.4 Midsize Cars C 1% -3%
2016 Toyota Camry 38.2 233 47.2 Gasoline S6 2.5 Midsize Cars C 1% -3%
2016 Ford Fusion FWD 37.3 238 48.4 Gasoline S6 1.5 Midsize Cars C 1% -3%
2016 Kia Optima 37.5 237 48.2 Gasoline S6 2.4 Large Cars C 1% -3%
2016 Mazda CX-5 2WD 38.9 228 46.1 Gasoline S6 2.5 Sport Utility Vehicles C 1% -3%
2016 Hyundai Veloster 40.1 222 44.6 Gasoline M6 1.6 Compact Cars C 1% -3%
2016 Honda FIT 43.1 206 40.2 Gasoline M6 1.5 Small Station Wagons C 1% -4%
2016 Mini Mini Cooper Hardtop 2 Door 43.0 206 38.8 Gasoline M6 1.5 Subcompact Cars C 1% -4%
2016 Infiniti Q50 Hybrid AWD 38.2 232 46.6 HEV S7 3.5 Compact Cars C 0% -4%
2016 Buick Regal 38.1 233 46.8 HEV S6 2.4 Midsize Cars C 0% -4%
2016 GMC C15 Sierra 2WD Crew Cab, Standard Box 24.0 370 72.5 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -3% -5%
2016 Ford F150 4WD 23.7 375 76.8 Gasoline S6 3.5 Standard Pick-up Trucks T -5% -5% -5% -5% -5%
2016 Chevrolet C15 SilveradoO 2WD Crew Cab, Standard Box 24.0 370 72.5 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -3% -5%
2016 GMC C15 Sierra 2WD FFV Crew Cab, Standard Box 24.0 371 72.5 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -3% -5%
2016 Chevrolet C15 Silverado 2WD FFV Crew Cab, Standard Box 24.0 371 72.5 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -3%
2016 Chevrolet C15 Silverado 2WD Cab Chassis 23.9 372 72.5 Gasoline A6 5.3 Standard Pick-up Trucks T -4% -4% -4% -4%
2016 GMC C15 Sierra 2WD Cab Chassis 23.9 372 72.5 Gasoline A6 5.3 Standard Pick-up Trucks T -4% -4% -4% -4%
2016 Chevrolet K15 Silverado 4WD Crew Cab, Short Box 24.3 366 68.0 Gasoline A6 4.3 Standard Pick-up Trucks T -2% -2% -2% -3%
2016 GMC K15 Sierra 4WD Crew Cab, Short Box 24.3 366 68.0 Gasoline A6 4.3 Standard Pick-up Trucks T -2% -2% -2% -3%
2016 GMC C15 Sierra 2WD Crew Cab, Short Box 24.0 370 68.0 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -4%
2016 Chevrolet C15 Silverado 2WD Crew Cab, Short Box 24.0 370 68.0 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -4%
2016 GMC C15 Sierra 2WD FFV Crew Cab, Short Box 24.0 371 68.0 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -4%
2016 Chevrolet C15 Silverado 2WD FFV Crew Cab, Short Box 24.0 371 68.0 Gasoline A6 5.3 Standard Pick-up Trucks T -3% -3% -3% -4%
2016 Chevrolet Colorado 4WD Crew Cab, Long Bed 29.9 340 60.9 Diesel A6 2.8 Small Pick-up Trucks T -1% -1% -2% -5%
2016 GMC Canyon 4WD Crew Cab, Long Box 29.9 340 60.9 Diesel A6 2.8 Sport Utility Vehicles T -1% -1% -2% -5%
2016 Ford F150 4WD 23.7 375 68.1 Gasoline S6 3.5 Standard Pick-up Trucks T -5% -5% -5%
2016 Ram 1500 HFE 4X2 31.4 324 56.8 Diesel A8 3.0 Standard Pick-up Trucks T -1% -1% -3%
2016 Chevrolet Colorado 4WD Crew Cab, Long Bed 25.7 346 60.9 Gasoline A6 3.6 Small Pick-up Trucks T -2% -2% -4%
2016 GMC Canyon 4WD Crew Cab, Long Box 25.7 346 60.9 Gasoline A6 3.6 Small Pick-up Trucks T -2% -2% -4%
2016 Ram 1500 HFE 4X2 27.2 327 56.8 Gasoline A8 3.6 Standard Pick-up Trucks T -2% -2% -4%
2016 Ford Edge AWD 30.0 297 50.5 Gasoline S6 2.0 Sport Utility Vehicles T 0% -3% -5%
2016 Chevrolet Equinox AWD 30.8 289 48.8 Gasoline A6 2.4 Sport Utility Vehicles T 0% -3% -5%
2016 Chevrolet Equinox AWD 30.8 289 48.8 Gasoline A6 2.4 Sport Utility Vehicles T 0% -3% -5%
2016 GMC Terrain AWD 30.8 289 48.8 Gasoline A6 2.4 Sport Utility Vehicles T 0% -3% -5%
2016 Toyota Tacoma 2WD 27.5 323 55.8 Gasoline S6 2.7 Small Pick-up Trucks T -2% -3% -5%
2016 Ford F150 4WD 23.7 375 66.2 Gasoline S6 3.5 Standard Pick-up Trucks T -5% -5% -5%
2016 Toyota RAV4 AWD 32.9 270 44.9 Gasoline S6 2.5 Sport Utility Vehicles T -1% -3%
2016 Land Rover Range Rover Evoque 31.7 280 46.6 Gasoline S9 2.0 Sport Utility Vehicles T -1% -4%
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2016 Nissan Pathfinder 4WD Platinum 28.8 309 52.1 Gasoline AV 3.5 Sport Utility Vehicles T -2% -4%
2016 Honda Pilot 4WD 29.2 305 51.3 Gasoline S9 3.5 Sport Utility Vehicles T -2% -4%
2016 Chevrolet Colorado 4WD 27.2 326 55.6 Gasoline A6 2.5 Small Pick-up Trucks T -3% -4%
2016 GMC Canyon 4WD 27.2 326 55.6 Gasoline A6 2.5 Small Pick-up Trucks T -3% -4%
2016 Ford Transit Connect Van 2WD 32.6 273 44.8 Gasoline S6 1.6 Vans T -2% -4%
2016 Land Rover Range Rover Sport TDV6 32.4 314 53.1 Diesel S8 3.0 Sport Utility Vehicles T -3% -4%
2016 Land Rover Range Rover TDV6 32.4 314 53.1 Diesel S8 3.0 Sport Utility Vehicles T -3% -4%
2016 Subaru Forester 33.0 269 44.0 Gasoline AV-S8 2.0 Sport Utility Vehicles T -2% -4%
2016 Lexus NX 200t AWD 32.3 275 45.1 Gasoline S6 2.0 Sport Utility Vehicles T -2% -5%
2016 Dodge Durango RWD 28.1 316 53.2 Gasoline A8 3.6 Sport Utility Vehicles T -3% -5%
2016 Chevrolet Colorado 2WD 27.1 328 55.6 Gasoline A6 3.6 Small Pick-up Trucks T -3% -5%
2016 GMC Canyon 2WD 27.1 328 55.6 Gasoline A6 3.6 Small Pick-up Trucks T -3% -5%
2016 Toyota Tacoma 2WD, Access Cab or Double/short 27.0 329 55.8 Gasoline S6 3.5 Small Pick-up Trucks T -4% -5%
2016 Toyota RAV4 Limited AWD/SE AWD 32.3 275 44.9 Gasoline S6 2.5 Sport Utility Vehicles T -2% -5%
2016 BMW 528i xDrive 34.8 255 51.5 Gasoline S8 2.0 Midsize Cars C 0% -5%
2016 Subaru Impreza Sport 41.0 217 43.0 Gasoline AV-S6 2.0 Small Station Wagons C 0% -5%
2016 Kia Rio ECO 41.7 213 42.1 Gasoline S6 1.6 Compact Cars C 0% -5%
2016 Mazda Mazda 3 4-Door 39.1 227 45.3 Gasoline M6 2.5 Compact Cars C 0% -5%
2016 Ford Focus FWD FFV 40.5 220 43.5 Gasoline AM-S6 2.0 Compact Cars C 0% -5%
2016 Nissan Rogue FWD 38.1 233 46.4 Gasoline AV 2.5 Sport Utility Vehicles C 0% -5%
2016 Ford Focus FWD 40.4 220 43.5 Gasoline AM-S6 2.0 Compact Cars C 0% -5%
2016 Toyota Sienna 26.8 331 56.1 Gasoline S6 3.5 Minivans T -4%
2016 Ford Transit Connect Wagon FWD 32.3 275 44.8 Gasoline S6 1.6 Vans T -3%
2016 Audi Q5 34.4 296 48.8 Diesel S8 3.0 Sport Utility Vehicles T -3%
2016 BMW X4 xDrive28i 29.8 298 49.1 Gasoline S8 2.0 Sport Utility Vehicles T -3%
2016 Toyota Tacoma 4WD 26.8 332 55.8 Gasoline M5 2.7 Small Pick-up Trucks T -5%
2016 Subaru Forester 32.6 273 44.0 Gasoline M6 2.5 Sport Utility Vehicles T -3%
2016 Acura MDX 4WD 28.9 307 50.8 Gasoline S9 3.5 Sport Utility Vehicles T -3%
2016 Nissan Frontier 2WD 27.4 324 54.0 Gasoline M5 2.5 Small Pick-up Trucks T -4%
2016 Mitsubishi Outlander Sport 4WD 32.2 276 44.2 Gasoline AV-S6 2.4 Sport Utility Vehicles T -4%
2016 Audi Q5 29.6 301 48.8 Gasoline S8 2.0 Sport Utility Vehicles T -5%
2016 Jeep Cherokee FWD 31.1 285 45.7 Gasoline A9 3.2 Sport Utility Vehicles T -5%
2016 Ford Taurus FWD 34.7 256 51.3 Gasoline S6 2.0 Large Cars C -1%
2016 Kia Rio 41.6 214 42.1 Gasoline M6 1.6 Compact Cars C -1%
2016 Lincoln MKC  FWD 34.7 256 51.2 Gasoline S6 2.0 Sport Utility Vehicles C -1%
2016 Dodge Dart 38.7 230 45.6 Gasoline M6 2.0 Midsize Cars C -1%
2016 Mazda Mazda 3 5-Door 38.9 228 45.3 Gasoline M6 2.5 Midsize Cars C -1%
2016 Hyundai Accent 41.8 212 41.7 Gasoline M6 1.6 Compact Cars C -1%
2016 Ford Escape FWD 35.2 253 50.5 Gasoline S6 1.6 Sport Utility Vehicles C -1%
2016 Nissan Versa 42.0 212 41.5 Gasoline M5 1.6 Compact Cars C -1%
2016 Kia Forte 39.4 225 44.5 Gasoline M6 1.8 Midsize Cars C -1%
2016 Cadillac CT6 32.9 270 54.1 Gasoline S8 2.0 Large Cars C -1%
2016 Mazda CX-3 2WD 42.5 209 40.7 Gasoline S6 2.0 Compact Cars C -1%
2016 Kia Rio 41.3 215 42.1 Gasoline S6 1.6 Compact Cars C -1%
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Appendix D   EPA Comparison Testing performed on a MY2014 Mazda 
SKYACTIV-G Engine using Different Fuels 
4) ApxD DO NOT DELETE 

As part of the agency's ongoing engine technology benchmarking activities, EPA has 
independently generated a set of fuel difference maps using its data previously generated with 
fuels having different properties, including differences in RON.  The engine benchmarked was a 
MY2014 Mazda SKYACTIV-G 2.0L 4-cylinder engine with a 13:1 geometric CR. 

The data for this analysis came from engine dynamometer tests previously conducted by EPA 
using a Tier 2 certification gasoline and a LEV III gasoline (see Table 4.1, fuels A and B, 
respectively).B  EPA also conducted chassis dynamometer tests using a Tier 2 certification 
gasoline and a Tier 3 certification gasoline (see Table 4.1, fuels C and D, respectively).  Two of 
the tested fuels, Fuel B and Fuel D, had RON levels comparable to the RON reported by 
AAM/USCAR (92 RON and 91 RON respectively) and AKI levels and ethanol content very 
close to those of regular-grade "pump gasoline".   

Fuels A and C both represent Tier 2 certification gasoline, which (as noted above) is the 
gasoline used for Federal GHG compliance testing.  Both are E0 fuels (0 percent ethanol) with 
similar distillation properties.  Net energy content is slightly higher for Fuel C.  Fuels B and D 
represent LEV III and Tier 3 certification fuels, respectively, that will be used for compliance 
with California LEV III and Federal Tier 3 emissions standards for criteria pollutants.  Both are 
E10 fuels (approximately 10 percent by volume ethanol) as per California LEV III and U.S. 
Federal Tier 3 fuel specifications and have properties that are close to the average properties of 
"regular grade" gasoline in California and the U.S., respectively.  Fuel B has approximately 1-
point higher RON and AKI and lower DVPE than Fuel D, but net energy contents were nearly 
identical for both fuels. 

                                                 
B LEV III and Tier 3 certification gasoline are remarkably similar.  The chief differences are an approximately 2 psi 

lower Dry Vapor Pressure Equivalent and associated distillation properties.  
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Table 4.1  Measured Fuel Properties for Four Gasolines Used for Engine and Vehicle Benchmarking 

  Test Fuels 

Property Unit 

Fuel A 
(Tier 2 
Gasoline, 
FTAG 23945) 

Fuel B 
(LEV III 
Gasoline, 
FTAG 24350) 

Fuel C 
(Tier 2 
Gasoline, 
FTAG 25278) 

Fuel D  
(Tier 3 
Gasoline, 
FTAG 25206) 

Research Octane Number 
(RON), ASTM D2699 - 97.1 92.4 96.5 91.0 

Motor Octane Number (MON), 
ASTM D2700 - 88.2 83.8 88.6 83.5 

Antiknock Index (AKI), 
(RON+MON)/2 - 92.6 88.1 92.6 87.2 

Net Heat of Combustion, ASTM 
D4809 MJ/kg NA NA 43.18 41.71 

Net Heat of Combustion, ASTM 
D240 MJ/kg 42.89 41.76 NA NA 

Dry Vapor Pressure Equivalent 
(DVPE), ASTM D5191 psi 9.17 7.01 8.95 8.75 

Distillation, ASTM D86 
Initial boiling point °F 88.3 109.9 89.4 100.0 

10% evaporated °F 123.4 138.1 125.6 129.0 

50% evaporated °F 223.0 213.2 222.6 209.9 

90% evaporated °F 322.8 317.6 317.3 321.7 

Evaporated final boiling point °F 389.4 352.4 405.9 387.1 
Aromatics, ASTM D5769 
Total Aromatic HC 

volume 
% 33.51 23.03 32.3 23.8 

C6 Aromatics (benzene) volume 
% 0.33 0.67 0.05 0.56 

C7 Aromatics (toluene) volume 
% 18.56 5.79 20.0 6.2 

Olefins, ASTM D6550 mass % 2.0 4.7 NA 6.4 

Olefins, ASTM D6729 volume 
% NA NA 0.10 6.4 

Ethanol, ASTM D5599 volume 
% 0.0 9.64 0.0 9.86 

Oxygen, ASTM D5599 mass % 0.0 3.54 0.0 3.64 

Sulfur, ASTM D2622 mg/kg 38.5 NA 39.6 8.3 

Sulfur, ASTM D5453 mg/kg NA 9.55 NA NA 

 

Because units for the AAM/USCAR "difference map" comparison were not provided by 
AAM, EPA engineering staff prepared difference map comparisons on both a percentage and an 
absolute basis and for both fuel volumetric- and mass-flows (see Figure 4.1 through Figure 4.4) 
and without correction for differences in the net energy content (also known as "lower heating 
value" or LHV) for Fuel A and Fuel B in order to provide points of comparison to the AAM 
data.  The same comparisons are also shown with a correction applied for net energy content 
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(Figure 4.5 through Figure 4.8), as well as on a brake thermal energy basis in Figure 4.9 and on a 
CO2 emissions basis in Figure 4.10.  

We believe the most appropriate way to compare fuels is either on a CO2 basis (i.e., the 
primary tailpipe GHG for compliance with EPA standards), a brake thermal energy basis (i.e., 
independent of LHV) or on a fuel consumption basis that corrects the fuels that are compared to 
results achievable assuming a common net energy content.  Note that each of EPA’s comparison 
maps are comprised of a numerical fit of more than one-hundred engine speed-load operating 
points.  Fits using fewer points may reduce the fidelity of the resulting map or "difference map" 
and can introduce interpolation errors. 
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Figure 4.1  Map of the Percentage Difference in Volumetric Fuel Flow for A MY2014 Mazda Skyactiv-G 2.0L 
4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, E0) versus “Fuel 

B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are not corrected for differences in the net energy content between the two fuels.  

 

 

 

Figure 4.2  Map of the Absolute Difference in Volumetric Fuel Flow (In Units of Ml/S) For A MY2014 Mazda 
Skyactiv-G 2.0L 4-Cylinder Engine With A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, 

E0) Versus “Fuel B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are not corrected for differences in the net energy content between the two fuels. 
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Figure 4.3  Map of the Percentage Difference in Fuel Mass Flow for A MY2014 Mazda Skyactiv-G 2.0L 4-
Cylinder Engine With A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, E0) versus “Fuel 

B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are not corrected for differences in the net energy content between the two fuels. 

 

 

 

Figure 4.4  Map of the Absolute Difference in Fuel Mass Flow (In Units of G/S) For A MY2014 Mazda 
Skyactiv-G 2.0L 4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, 

E0) Versus “Fuel B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are not corrected for differences in the net energy content between the two fuels. 
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Figure 4.5  Map of the Percentage Difference in Volumetric Fuel Flow for A MY2014 Mazda Skyactiv-G 2.0L 
4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, E0) versus “Fuel 

B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are corrected for differences in the net energy content between the two fuels to allow a 
direct comparison of the impacts of other fuel property differences. 

 

 

 

Figure 4.6  Map of the Absolute Difference in Volumetric Fuel Flow (In Units of Ml/S) for A MY2014 Mazda 
Skyactiv-G 2.0L 4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, 

E0) Versus “Fuel B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are corrected for differences in the net energy content between the two fuels to allow a 
direct comparison of the impacts of other fuel property differences. 
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Figure 4.7  Map of the Percentage Difference in Fuel Mass Flow for A MY2014 Mazda Skyactiv-G 2.0L 4-
Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, E0) versus “Fuel 

B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are corrected for differences in the net energy content between the two fuels to allow a 
direct comparison of the impacts of other fuel property differences. 

 

 

 

Figure 4.8  Map of the Absolute Difference in Fuel Mass Flow (In Units of G/S) For A MY2014 Mazda 
Skyactiv-G 2.0L 4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, 

E0) Versus “Fuel B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are corrected for differences in the net energy content between the two fuels to allow a 
direct comparison of the impacts of other fuel property differences. 
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Figure 4.9  Map of the Percentage Difference in Brake Thermal Efficiency for A MY2014 Mazda Skyactiv-G 
2.0L 4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, E0) Versus 

“Fuel B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that the calculation of brake thermal efficiency normalizes any differences in the net energy content between 
the two fuels. 

 

 

 

Figure 4.10  Map of the Percentage Difference in CO2 Emissions for A MY2014 Mazda Skyactiv-G 
2.0L 4-Cylinder Engine with A 13:1 Geometric CR When Tested Using “Fuel A” (Tier 2, 93 AKI, E0) Versus 

“Fuel B” (LEV III, 88 AKI, E10).   

Note:  The maximum torque shown in red is for “Fuel A”.  The maximum torque shown in blue is for “Fuel 
B”.  Note that these results are not corrected for differences in the net energy content between the two fuels. 
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None of the EPA comparisons maps showed either absolute or percentage differences 
approaching the magnitude of the "difference map" provided by AAM.  While AAM did not 
provide sufficient information to determine with any certainty which parameters are the ones that 
should be compared, the closest match of EPA data to the AAM "difference map" is percentage 
difference in mass of fuel consumed without correcting for the lower heating value (or net 
energy content) between the fuels.  In the case of EPA's data, the magnitude of the percentage 
differences was approximately one-half of those in the AAM "difference map", particularly in 
the region of engine operation that are critical for GHG compliance over the FTP and HwFET 
(i.e., 750 to 3000 rpm, less than 6 bar BMEP, e.g., approximately the "City/Highway Critical 
Area" identified by AAM).   

When comparing operation of the Mazda SKYACTIV-G engine (i.e. ATK2) on a brake-
thermal-efficiency basis or after correction of percentage mass differences in fuel consumption to 
an equivalent energy basis, it becomes clear that there is little or no discernable difference 
between fuels A and B over areas of concern for regulatory testing beyond the differences in 
energy content between the two fuels.   

Chassis Dyno Testing 

Results from chassis dynamometer testing over the FTP using fuels C and D showed a 
decrease of just over 1 percent in combined-cycle CO2 emissions and an increase of just under 1 
percent in combined cycle fuel economy for the lower RON and lower net-energy-content Fuel 
D (see Table 4.2).  So in the case of the Mazda SKYACTIV-G engine, CO2 emissions are 
comparable or slightly lower when changing from a Tier 2 to a Tier 3 certification gasoline and 
MPG is slightly lower, but less than a 1 percent difference.  The differences in CO2 emissions 
found during chassis dynamometer testing with fuels C and D were comparable to the 
differences in CO2 emissions found between fuels A and B during engine dynamometer testing, 
particularly over the areas of engine operation that are important for the regulatory drive cycles. 

Table 4.2  Summary of CO2 Emissions and CAFE Fuel Economy for Chassis Dynamometer Testing of The 
MY2014 Mazda3 Equipped with A 2.0L Atkinson Cycle (13:1 Geometric CR) Engine Using a Tier 2 And A 
Tier 3 Certification Gasoline.  Three Repeats of FTP75 (City Cycle)  (Highway Cycle) And 95% Confidence 

Intervals Were Calculated Based Upon a Two-Sided T-Test. 

 FTP (City) HwFET (Highway) Combined 

Fuel Used 
CO2 (g/mi)  
[± 95% conf. 
int.] 

CAFE-MPG 
(mi/ga) 
[± 95% conf. 
int.] 

CO2 (g/mi)  
[± 95% conf. 
int.] 

CAFE-MPG 
(mi/ga)  
[± 95% conf. 
int.] 

CO2 (g/mi)  
[± 95% conf. 
int.] 

CAFE-MPG 
(mi/ga)  
[± 95% conf. 
int.] 

Fuel C (Tier 2, E0, 93 AKI) 242.12 36.75 161.87 54.78 206.01 44.87 

 [1.36] [0.21] [0.57] [0.20] [0.60] [0.08] 

Fuel D (Tier 3, E10, 87 AKI) 238.57 36.58 160.32 54.28 203.36 44.55 

 [0.54] [0.07] [0.61] [0.20] [0.11] [0.06] 

% Difference for Fuel D -1.47% -0.47% -0.95% -0.92% -1.29% -0.72% 

Significant at 95% 
Confidence? 

Yes No Yes Yes Yes Yes 

 

While the combined-cycle differences found from chassis dynamometer testing were 
statistically significant, the very small difference in fuel economy was less than typical inter-
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laboratory uncertainty during fuel economy testing (e.g. ± 2% of MPG).  In the case of fuel D, 
the reduction in carbon content of the fuel from E10 blending approximately (or slightly more 
than) offsets differences due to the reduced net energy content relative to fuel C.  Particularly 
when comparing either the EPA chassis-dynamometer drive cycle results to the region labeled 
"City/Highway Critical area" with the AAM/USCAR difference map, it is not clear how such 
results could have been reported by AAM without significant deficiencies in testing, data 
reduction, data interpolation, and/or modeling.  Ultimately, without the underlying data, it is 
impossible to determine the specific sources of deficiencies in the "difference map" shared by 
AAM.  



Appendix D - EPA Comparison Testing Performed on MY2014 Mazda SKYACTIV-G 

A-37 

References 

1 Alliance of Automobile Manufacturers Comments on Draft Technical Assessment Report: Midterm Evaluation of 
Light-Duty Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 
2022-2025 (EPA-420-D-16-900, July 2016), September 26, 2016, p. iii. 
2 Novation Analytics, Technology Effectiveness – Phase I: Fleet‐Level Assessment, version 1.1, prepared for 
Alliance of Automobile Manufacturers & Association of Global Automakers, October 19, 2015. 
3 Novation Analytics, Technology Effectiveness – Phase II: Vehicle-Level Assessment, version 1.0, prepared for 
Alliance of Automobile Manufacturers & Association of Global Automakers, September 20, 2016. 
4 Alliance Comments, p. iii. 
5 Alliance Comments, p. ix. 
6 David Cooke, “Five Deceptive Tactics Automakers Are Using to Fight Fuel Economy Standards,” July 13, 2016, 
Union of Concerned Scientists, http://blog.ucsusa.org/dave-cooke/automakers-fuel-economy-standards. 
7 Fleet‐Level Assessment, p. 12. 
8 Greenhouse Gas Emissions Standards for Light-Duty Vehicles: Manufacturer Report for the 2014 Model Year, 
U.S. EPA Report EPA-420- percent-15-026, December 2015. 
9 Alam Baum and Dan Luria, “Why We Believe the Auto Alliance Review of Fuel Economy Standards Misses the 
Mark,” July 6, 2016, Ceres, https://www.ceres.org/press/blog-posts/auto-alliance-review-misses-the-mark/. 
10 Fleet‐Level Assessment, p.7. 
11 Fleet‐Level Assessment, p. 78. 
12 Alliance Comments, p. 61. 
13 "Infiniti VC-Turbo: The world’s first production-ready variable compression ratio engine," Nissan Motor 
Corporation, September 29, 2016, https://newsroom.nissan-global.com/releases/infiniti-vc-turbo-the-worlds-first-
production-ready-variable-compression-ratio-engine?query=vc-turbo.  
14 Fleet‐Level Assessment, p. 13. 
15 Alliance Comments, p. iv. 
16 Vehicle-Level Assessment, pp. 8-9. 
17 Vehicle-Level Assessment, p. 8. 
18 First law of thermodynamics, Wikipedia https://en.wikipedia.org/wiki/First_law_of_thermodynamics . 
19 Vehicle-Level Assessment, p. 20. 
20 David Cooke, “Five Deceptive Tactics Automakers Are Using to Fight Fuel Economy Standards,” July 13, 2016, 
Union of Concerned Scientists, http://blog.ucsusa.org/dave-cooke/automakers-fuel-economy-standards. 
21 Vehicle-Level Assessment, pp. 27-28. 
22 Vehicle-Level Assessment, p. 20. 
23 Vehicle-Level Assessment, p. 28. 
24 Vehicle-Level Assessment, Figures 5 and 6, pp. 26 and 29. 
25 Alliance Comments, p. iv. 
26 Vehicle-Level Assessment, p. 8. 
27 Vehicle-Level Assessment, pp. 38-39. 
28 Thomas, J., "Vehicle Efficiency and Tractive Work: Rate of Change for the Past Decade and Accelerated Progress 
Required for U.S. Fuel Economy and CO2 Regulations," SAE Int. J. Fuels Lubr. 9(1):290-305, 2016, 
doi:10.4271/2016-01-0909. 
29 Alliance Comments, p. 17. 
30 Thomas, J., "Drive Cycle Powertrain Efficiencies and Trends Derived from EPA Vehicle Dynamometer Results," 
SAE Int. J. Passeng. Cars - Mech. Syst. 7(4):2014, doi:10.4271/2014-01-2562. 
31 "Road Load Power, Test Weight and Inertia Weight Class Determination." FR 23921 ∫86.129-80. U.S. 
Environmental Protection Agency. P. 502. 4 May 1999. 10 November 2016. 
32 Backstrom, A. "Brake Drag Fundamentals," SAE Technical Paper 2011-01-2377, doi:10.4271/2011-01-2377 
33 Shevket, C., Ciulla, L., and Re, P., "Development of Low Friction and Light Weight Wheel Hub Units to Reduce 
both the Brake Corner Unsprung Mass and Vehicle CO2 Emission (Part 1-Friction)," SAE Technical Paper 2010-01-
1706, 2010, doi:10.4271/2010-01-1706. 
34 “Dynamometer Drive Schedules.” U.S. Environmental Protection Agency. 27 April 2016. 
https://www.epa.gov/vehicle-and-fuel-emissions-testing/dynamometer-drive-schedules. 

 

                                                 

http://blog.ucsusa.org/dave-cooke/automakers-fuel-economy-standards
https://www.ceres.org/press/blog-posts/auto-alliance-review-misses-the-mark/
https://newsroom.nissan-global.com/releases/infiniti-vc-turbo-the-worlds-first-production-ready-variable-compression-ratio-engine?query=vc-turbo
https://newsroom.nissan-global.com/releases/infiniti-vc-turbo-the-worlds-first-production-ready-variable-compression-ratio-engine?query=vc-turbo
https://en.wikipedia.org/wiki/First_law_of_thermodynamics
http://blog.ucsusa.org/dave-cooke/automakers-fuel-economy-standards


Appendix D - EPA Comparison Testing Performed on MY2014 Mazda SKYACTIV-G 

A-38 

                                                                                                                                                             
35 "Environmental Protection Agency 2016. Light-Duty Automotive Technology, Carbon Dioxide Emissions, and 
Fuel Economy Trends: 1975 through 2016." U.S. EPA-420-R-16-010, Office of Transportation and Air Quality, 
November 2016. 
36 www.fueleconomy.gov. 
37 Environmental Protection Agency 2016. Light-Duty Automotive Technology, Carbon Dioxide Emissions, and 
Fuel Economy Trends: 1975 through 2016. U.S. EPA-420-R-16-010, Office of Transportation and Air Quality, 
November 2016. 
38 Environmental Protection Agency 2016. Greenhouse Gas Emission Standards for Light-Duty Vehicles: 
Manufacturer Performance Report for the 2015 Model Year, Office of Transportation and Air Quality, EPA-420-R-
16-014, November 2016. 

http://www.fueleconomy.gov/


Final Determination on the  
Appropriateness of the Model Year 
2022-2025 Light-Duty Vehicle  
Greenhouse Gas Emissions Standards 
under the Midterm Evaluation  
 



 
U.S. Environmental Protection Agency

Final Determination on the  
Appropriateness of the Model Year 

2022-2025 Light-Duty Vehicle  
Greenhouse Gas Emissions Standards 

under the Midterm Evaluation  
 

EPA-420-R-17-001 
January 2017



 

 

Table of Contents 
 

Executive Summary ................................................................................................................... 1 
I. Introduction ............................................................................................................................. 9 

A. Background on the Midterm Evaluation ............................................................................ 9 
B. Background on the Light-duty Vehicle GHG Standards .................................................. 14 
C. Climate Change Science ................................................................................................... 15 

II. The Administrator’s Assessment of Factors Relevant to the Appropriateness of the 
MY2022-2025 Standards .............................................................................................................. 17 
III. Final Determination .............................................................................................................. 29 

 
 



 

1 

Executive Summary 

The 2012 rulemaking establishing the National Program for federal greenhouse gas (GHG) 
emissions and corporate average fuel economy (CAFE) standards for model years (MY)2017-
2025 light-duty vehicles included a regulatory requirement for the Environmental Protection 
Agency (EPA) to conduct a Midterm Evaluation (MTE) of the GHG standards established for 
model years (MY)2022-2025.1  In this final order, the Administrator is making a final 
adjudicatory determination (hereafter "determination") that, based on her evaluation of extensive 
technical information available to her and significant input from the industry and other 
stakeholders, and in light of the factors listed in the 2012 final rule establishing the MY2017-
2025 standards, the MY2022-2025 standards remain appropriate under section 202 (a) (1) of the 
Clean Air Act.  This action leaves those standards entirely as they now exist, unaltered.  The 
regulatory status quo is unchanged.  This final order constitutes a final agency action.  See 76 FR 
48763 (Aug. 9, 2011). 

This Final Determination follows the November 2016 Proposed Determination issued by the 
EPA Administrator and the July 2016 release of a Draft Technical Assessment Report (TAR), 
issued jointly by the EPA, the National Highway Traffic Safety Administration (NHTSA), and 
the California Air Resources Board (CARB).  Opportunities for public comment were provided 
for both the Draft TAR and the Proposed Determination.  In the Draft TAR, the agencies 
examined a wide range of issues relevant to GHG emissions standards for MY2022-2025, and 
shared with the public their initial technical analyses of those issues.  The Draft TAR was 
required by EPA’s regulations as the first step in the Midterm Evaluation process.  In developing 
the Proposed Determination, the Administrator considered public comments on the Draft TAR 
and EPA updated its analyses where appropriate in response to comments and to reflect the latest 
available data.  The Administrator has likewise considered public input on the Proposed 
Determination in developing this Final Determination. 

As the final step in the MTE, the Administrator must determine whether the MY2022-2025 
GHG standards, established in 2012, are still appropriate under section 202(a)(1) of the Clean 
Air Act (Act), in light of the record before the Administrator, given the latest available data and 
information.  EPA's regulations establish April 1, 2018, as the latest date for such a 
determination, but otherwise do not constrain the Administrator's discretion to select an earlier 
determination date.  The Administrator is choosing to make the Final Determination now, 
recognizing that long-term regulatory certainty and stability are important for the automotive 
industry and will contribute to the continued success of the program, which in turn will reduce 
emissions, improve fuel economy, deliver significant fuel savings to consumers, and benefit 
public health and welfare.   

EPA received more than 100,000 public comments on the Proposed Determination, with 
comments from about 60 organizations and the rest from individuals.  These public comments 
have informed the Administrator’s Final Determination, and EPA has responded to those 
comments in the accompanying Response to Comments (RTC) document.  This record2 

                                                 
1 40 CFR 86.1818-12(h). 
2 This record, the basis for the Administrator's determination, is contained in EPA Docket ID No. EPA-HQ-OAR-

2015-0827. 
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represents the most current information available, as informed by public comment, and provides 
the basis for the Administrator’s Final Determination, as called for in the 2012 rule.   

The EPA regulations state that in making the required determination, the Administrator shall 
consider the information available on the factors relevant to setting greenhouse gas emission 
standards under section 202(a) of the Clean Air Act for model years 2022 through 2025, 
including but not limited to:   

• The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

• The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

• The feasibility and practicability of the standards;  

• The impact of the standards on reduction of emissions, oil conservation, energy 
security, and fuel savings by consumers;  

• The impact of the standards on the automobile industry;  

• The impacts of the standards on automobile safety;  

• The impact of the greenhouse gas emission standards on the Corporate Average Fuel 
Economy standards and a national harmonized program; and  

• The impact of the standards on other relevant factors.3  
 
This Final Determination is the Administrator’s final decision on whether or not the MY2022-

2025 standards are appropriate under section 202(a)(1) of the Clean Air Act, in light of the 
record now before the Administrator.  EPA’s regulations specify that the determination shall be 
“based upon a record that includes the following: 

• A Draft Technical Assessment Report addressing issues relevant to the standard for 
the 2022 through 2025 model years; 

• Public comment on the Draft Technical Assessment Report; 

• Public comment on whether the standards established for the 2022 through 2025 
model years are appropriate under section 202(a) of the Clean Air Act; and 

• Such other materials the Administrator deems appropriate.”4 

 

The EPA has now concluded all the required steps in the MTE process and the record upon 
which the Administrator is making this Final Determination reflects all the elements specified in 
the regulations.  As discussed above, EPA issued (jointly with NHTSA and CARB) the July 
2016 Draft Technical Assessment Report (TAR) and sought public comment on it.  EPA updated 

                                                 
3 40 CFR 86.1818-12(h)(1). 
4 40 CFR 86.1818-12(h)(2). 
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its Draft TAR assessment in response to public comments as part of the November 2016 
Proposed Determination.  EPA also sought public comment on the Proposed Determination that 
the GHG standards for MY2022-2025 remain appropriate under section 202 (a)(1) of the Act.  If 
those comments had included information that led the Administrator to the determination that the 
standards are inappropriate, EPA would then have had to initiate a rulemaking seeking to amend 
those standards, as specified in the MTE regulation.5  However, no factual evidence came to 
light in the public comments or otherwise that leads the Administrator to a different conclusion 
than the one set forth in the Proposed Determination.  The Administrator is thus making this 
Final Determination that the standards remain appropriate, and that no further action under the 
Midterm Evaluation is necessary.  Thus the standards remain unchanged and the regulatory 
status quo is unaltered.  See also 76 FR 48763 (Aug. 9, 2011) (“[t]he MY2022-2025 GHG 
standards will remain in effect unless and until EPA changes them by rulemaking”). 

EPA’s updated analyses presented in the Proposed Determination built upon and were directly 
responsive to public comments on the Draft TAR.  The Administrator has fully considered public 
comments submitted in response to the Proposed Determination, and EPA has responded to 
comments in the accompanying Response to Comments (RTC) document.  The Administrator 
believes that there has been no information presented in the public comments on the Proposed 
Determination that materially changes the Agency’s analysis documented in the Proposed 
Determination.  Therefore, the Administrator considers the analyses presented in the Proposed 
Determination6 as the final EPA analyses upon which her Final Determination is based. 

The Administrator notes that, in response to EPA’s solicitation of comment on the topic, 
several commenters spoke to the need for additional incentives or flexibilities in the out years of 
the program including incentives that could continue to help promote the market for very 
advanced technologies, such as electric vehicles.  She notes that her determination, based on the 
record before her, is that the MY2022-2025 standards currently in effect are feasible (evaluated 
against the criteria established in the 2012 rule) and appropriate under section 202, and do not 
need to be revised.  This conclusion, however, neither precludes nor prejudices the possibility of 
a future rulemaking to provide additional incentives for very clean technologies or flexibilities 
that could assist manufacturers with longer term planning without compromising the 
effectiveness of the current program.  The EPA is always open to further dialogue with the 
manufacturers, NHTSA, CARB and other stakeholders to explore and consider the suggestions 
made to date and any other ideas that could enhance firms’ incentives to move forward with and 
to help promote the market for very advanced technologies, such as electric vehicles (EVs), plug-
in hybrid electric vehicles (PHEVs), and fuel cell vehicles (FCEVs). 

The basis for the Administrator’s assessment supporting her decision that the MY2022-2025 
standards are appropriate is summarized below. 

The Standards Are Feasible at Reasonable Cost, Without Need for Extensive Electrification.  
As part of our technical assessment of the technologies available to meet the MY2022-2025 
GHG standards, we present a range of feasible, cost-effective compliance pathways to meet the 

                                                 
5 40 CFR 86.1818-12(h) (final sentence). 
6 Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse 

Gas Emissions Standards under the Midterm Evaluation, EPA-420-R-16-020, and accompanying Technical 
Support Document, EPA-420-R-16-021, November 2016. 



 

4 

MY2022-2025 standards.  This analysis demonstrates that compliance can be achieved through a 
number of different technology pathways reflecting predominantly the application of 
technologies already in commercial production.  The EPA also considered further developments 
in technologies where there is reliable evidence that those technologies could be feasibly 
deployed by 2025.  The standards are in fact devised so as not to force manufacturers into a 
single compliance path, and the analysis showing multiple compliance pathways indicates that 
the standards provide each manufacturer with the flexibility to apply technologies in the way it 
views best to meet the needs of its customers.  Moreover, given the rapid pace of automotive 
industry innovation, we believe there are, and will continue to be, emerging technologies that 
will be available in the MY2022-2025 time frame that could perform appreciably better at 
potentially lower cost than the technologies modeled in EPA’s assessment.  We have already 
seen this type of innovative development since the MY2017-2025 GHG standards were 
originally promulgated in 2012, including expanded use of continuously variable transmissions 
and introduction of higher expansion ratio, naturally aspirated gasoline engines (Atkinson).  
Updated information also shows that some of the technologies we did anticipate in 2012 are 
costing less, and are more effective, than we anticipated at that time. 

EPA further projects that the MY2022-2025 standards can be met largely through advances in 
gasoline vehicle technologies, such as improvements in engines, transmissions, light-weighting, 
aerodynamics, and accessories, and, as noted, that there are multiple available compliance 
pathways based on the predominant use of these technologies.  This analysis is consistent with 
both agencies’ findings in the 2012 final rulemaking (FRM).  Table ES-1 shows fleet-wide 
penetration rates for a subset of the technologies EPA projects could be used to comply with the 
MY2025 standards.  The analyses further indicate that very low levels of strong hybrids and 
electric vehicles (both plug-in hybrid electric vehicles (PHEV) and electric vehicles (EV)) will 
be needed to meet the standards.  EPA analyzed a central case low-cost pathway as well as 
multiple sensitivity cases, all of which show that compliance can be achieved through a number 
of different technology pathways without extensive use of strong hybrid or electric vehicles.  
These sensitivity cases include various fuel price scenarios, cost markups, and technology 
penetrations (e.g., lower Atkinson penetration, lower mass reduction, alternative transmissions).  
See Table ES-1, presenting the sensitivity cases as a range of technology penetrations and per-
vehicle costs.  These costs are lower than those projected in the 2012 rule; at that time, the EPA 
projected that average per-vehicle costs, although reasonable, would be about $1,100.7 

Table ES-1  Selected Technology Penetrations (Absolute) and Per-Vehicle Average Costs (2015$) to Meet 
MY2025 GHG Standards (Incremental to the Costs to Meet the MY2021 Standards) 1 

 Final Determination 
 Primary Analysis Range of Sensitivities Analyzed 

Turbocharged and downsized 
gasoline engines (%) 34% 31 - 41% 

Higher expansion ratio, naturally 
aspirated gasoline engines (%) 27% 5 - 41% 

8 speed and other advanced 
transmissions2 (%) 93% 92 - 94% 

Mass reduction (%) 9% 2 - 10% 

                                                 
7 77 FR 62853, October 15, 2012; Draft Technical Assessment Report, Table 12.44. 
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Off-cycle technology3 26% 13 - 51% 
Stop-start (%) 15% 12 - 39% 

Mild Hybrid (%) 18% 16 - 27% 
Strong Hybrid (%) 2% 2 - 3% 

Plug-in hybrid electric vehicle4 (%) 2% 2% 
Electric vehicle4 (%) 3% 2 - 4% 

Per vehicle cost (2015$) $875 $800 - $1,115 
Notes: 
1 Percentages shown are absolute rather than incremental.  Values based on AEO 2016 reference case. 
2 Including continuously variable transmissions (CVT).  
3 In addition to modeling the off-cycle credits of stop-start and active aerodynamics, EPA also assessed additional 
off-cycle technologies as unique technologies that can be applied to a vehicle and that reduce CO2 emissions by 
either 1.5 g/mi or 3 g/mi.  See Proposed Determination Appendix C.1.1.1.3, 
4 Electric vehicle penetrations include the California Zero Emission Vehicle (ZEV) program.  
 

The Standards Will Achieve Significant CO2 and Oil Reductions.  Based on various 
assumptions, including the U.S. Department of Energy's Annual Energy Outlook (AEO) 2016 
reference case projections of the car/truck mix out to 2025, the footprint-based GHG standards 
curves for MY2022-2025 are projected to achieve an industry-wide fleet average carbon dioxide 
(CO2) target of 173 grams/mile (g/mi) in MY2025 (Table ES-2).  The projected fleet average 
CO2 target represents a 2-cycle GHG emissions compliance level equivalent to 51.4 mpg-e (if all 
reductions were achieved exclusively through fuel economy improvements).8  EPA projects that 
this GHG compliance level of 51.4 mpg-e could be met by automakers with average real 
world/label fuel economy of about 36 mpg.  Given that the MY2016 real world fleet average fuel 
economy is about 26 mpg, this means that the fleet must improve real world fuel economy by 
about 10 mpg over the 9-year period from 2016 to 2025, or about one mpg per year.9 

As a sensitivity, Table ES-2 also includes target projections based on two AEO 2016 
scenarios in addition to the AEO 2016 reference case:  a low fuel price case and a high fuel price 
case.  Under the footprint-based standards, the program is designed to ensure significant GHG 
reductions across the fleet, and each automaker's standard automatically adjusts based on the mix 
(size and volume) of vehicles it produces each model year.  Thus, as shown in Table ES-2, 
different fuel price cases translate into different projections for the car/truck fleet mix (e.g., with 
a higher truck share shown in the low fuel price case, and a lower truck share shown in the high 
fuel price case), which in turn leads to varying projections for the CO2 targets and MPG-e levels 
projected for MY2025.  These estimated CO2 target levels reflect changes in the latest 
projections about the MY2025 fleet mix compared to the projections in 2012 when the standards 
were first established.   

In our analysis for this Final Determination, we are applying the same footprint-based curves 
to the updated fleet projections for MY2025.  It is important to keep in mind that the updated 

                                                 
8 The projected MY2025 target of 173 g/mi represents an approximate 50 percent decrease in GHG emissions 

relative to the fuel economy standards that were in place in 2010. It is clear from current GHG manufacturer 
performance data that many automakers are earning air conditioner refrigerant GHG credits that reduce GHG 
emissions, but do not improve fuel economy. Accordingly, the projected MY2025 target of 173 g/mi represents 
slightly less than a doubling of fuel economy relative to the standards that were in place in 2010. 

9 U.S. EPA, Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 
Through 2016,” November 2016, www.epa.gov/fuel-economy/trends-report. 
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MY2025 fleet wide projections reflected in this Final Determination are still projections-- based 
on the latest available information, which will likely continue to change with future projections -
- and that the actual GHG emissions/fuel economy level achieved in MY2025 will not be 
determined until the manufacturers have completed their MY2025 production.  Put another way, 
each manufacturer will not know what its individual standard is until MY2025, since that 
individual standard is determined by the type and number of vehicles the manufacturer chooses 
to produce. 

Table ES-2  Projections for MY2025:  Car/Truck Mix, CO2 Target Levels, and MPG-equivalent1 

 2012 Final Rule Final Determination 

 AEO 2011 
Reference 

AEO 2016 
Reference AEO 2016 Low  AEO 2016 High  

Fuel Price in 2025 
($/gallon)2 $3.87 $2.97 $1.97 $4.94 

Car/truck mix 67/33% 53/47% 44/56% 63/37% 
CO2 (g/mi) 163 173 178 167 

MPG-e3 54.5 51.4 49.9 53.3 
Notes: 
1 The CO2 and MPG-e values shown here are 2-cycle compliance values.  Projected real-world values are detailed in 
the Proposed Determination TSD Chapter 3; for example, AEO reference fuel price case, real-world CO2 emissions 
performance would be 233 g/mi and real-world fuel economy would be about 36 mpg.  
2 AEO 2011 fuel price is 2010$ (equivalent to $4.21 in 2015$); AEO 2016 fuel prices are 2015$. 
3 Mile per gallon equivalent (MPG-e) is the corresponding fleet average fuel economy value if the entire fleet were 
to meet the CO2 standard compliance level through tailpipe CO2 improvements that also improve fuel economy.  
This is provided for illustrative purposes only, as we do not expect the GHG standards to be met only with fuel 
efficiency technology. 

 
EPA estimates that over the vehicle lifetimes the MY2022-2025 standards will reduce GHG 

emissions by 540 million metric tons and reduce oil consumption by 1.2 billion barrels, as shown 
in Table ES-3.   

Table ES-3  Cumulative GHG and Oil Reductions for Meeting the MY2022-2025 Standards (Vehicle Lifetime 
Reductions) 

 Final Determination1 
GHG reduction  

(million metric tons, MMT CO2e) 540 

Oil reduction (billion barrels) 1.2 
Note: 

1 Values based on AEO 2016 reference case.  

 
The Standards Will Provide Significant Benefits to Consumers and to the Public.  The net 

benefits of the MY2022-2025 standards are nearly $100 billion (at 3 percent discount rate).  
Table ES-4 presents the societal monetized benefits associated with meeting the MY2022-2025 
standards.  The EPA also evaluated the benefit-costs of additional scenarios (AEO 2016 high and 
low fuel price scenarios).  See Proposed Determination Section IV.A.  In all cases, the net 
benefits far exceed the costs of the program.  It is also notable that in all cases, the benefits 
(excluding fuel savings) and the fuel savings, each independently, exceed the costs.  That is, the 
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benefits exceed the costs without considering any fuel savings, and likewise fuel savings exceed 
the costs even without considering any other benefits. 

Table ES-4  GHG Analysis of Lifetime Costs & Benefits to Meet the MY2022-2025 GHG Standards (for 
Vehicles Produced in MY2021-2025)1 (Billions of $) 

 Final Determination2 
 3 Percent Discount Rate     7 Percent Discount Rate 

Vehicle Program -$33 -$24 

Maintenance -$3 -$2 

Fuel $92 $52 
Benefits1 $42 $32 

Net Benefits $98 $59 
Notes: 
1All values are discounted back to 2016. See the Proposed Determination Appendix C for details on discounting 
social cost of GHG and non-GHG benefits, and for a discussion that the costs and benefits reflect some early 
compliance with the MY2025 standard in MY2021. 
2 Values based on AEO 2016 reference case and 2015$. 

 

When considering the payback of an average MY2025 vehicle compared to a vehicle meeting 
the MY2021 standards, we believe one of the most meaningful analyses is to look at the payback 
for consumers who finance their vehicle, as the vast majority of consumers (nearly 86 percent) 
purchase new vehicles through financing.  The average loan period is over 67 months.  
Consumers who finance their vehicle with a 5-year loan would see payback within the first year.  
Consumers who pay cash for their vehicle would see payback in the fifth year of ownership.  
Consumers would realize net savings of $1,650 over the lifetime of their new vehicle (i.e., net of 
increased lifetime costs and lifetime fuel savings).  Even with the lowest fuel prices projected by 
AEO 2016 (see Proposed Determination Appendix C), approximately $2 per gallon in 2025, the 
lifetime fuel savings significantly outweigh the increased lifetime costs. 

Table ES-5  Payback Period and Net Lifetime Consumer Savings for an Average MY2025 Vehicle Compared 
to the MY2021 GHG Standards 

 Final Determination1 
Payback period – 5-year loan purchase2  
(years) <1 

Payback period – Cash purchase  
(years) 5 

Net Lifetime Consumer Savings  
($, discounted at 3%) $1,650 

Notes: 

1 Values based on AEO 2016 reference case and 2015$ 

2 Using an interest rate of 4.25 percent.   
 

The Auto Industry is Thriving and Meeting the Standards More Quickly than Required.  While 
the Final Determination focuses on the MY2022-2025 standards, we note that the auto industry, 
on average, has out-performed the first four years of the light-duty GHG standards (MY2012-
2015).  This has occurred concurrently with a period during which the industry successfully 
rebounded after a period of economic distress.  The recently released GHG Manufacturer 
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Performance Report for the 2015 Model Year shows that the National Program is working even 
at low fuel prices and automakers are over-complying with the standards, notwithstanding that 
the MY2015 standard was the most stringent to date, and that the increase in stringency from the 
previous model year was also the most pronounced to date.10  Further, concurrently with out-
performing the GHG standards, sales have increased for seven straight years, for the first time in 
100 years, to an all-time record high in 2016, reflecting positive consumer response to vehicles 
meeting the standards. 

The Administrator's Final Determination is that the MY2022-2025 standards remain 
appropriate. In light of the pace of progress in reducing GHG emissions since the MY2022-2025 
standards were adopted, the success of automakers in achieving the standards to date while 
vehicle sales are strong, the projected costs of the standards, the impact of the standards on 
reducing emissions and fuel costs for consumers, and the other factors identified in 40 CFR 
86.1818-12(h), the Administrator concludes that the record does not support a conclusion that the 
MY2022-2025 standards should be revised to make them less stringent.  The Administrator did 
consider whether it would be appropriate to propose to amend the standards to increase their 
stringency.  In her view, the current record, including the current state of technology and the 
pace of technology development and implementation, could support a proposal, and potentially 
an ultimate decision, to adopt more stringent standards for MY2022-2025.  However, she also 
recognizes that regulatory certainty and consequent stability is important, and that it is important 
not to disrupt the industry's long-term planning.  Long lead time is needed to accommodate 
significant redesigns.  The Administrator also believes a decision to maintain the current 
standards provides support to a timely NHTSA rulemaking to adopt MY2022-2025 standards, as 
well as to the California Air Resources Board to consider in its review of the California GHG 
vehicle standards for MY2022-2025 as part of its Advanced Clean Cars program,11 and thus to a 
harmonized national program.  The Administrator consequently has concluded that it is 
appropriate to provide the full measure of lead time for the MY2022-2025 standards, rather than 
adopting (or, more precisely, proposing to adopt) new, more stringent standards with a shorter 
lead time.    
 

                                                 
10 “Greenhouse Gas Emission Standards for Light-duty Vehicles, Manufacturer Performance Report for the 2015 

Model Year, November 2016, EPA-420-R-16-014.https://www.epa.gov/regulations-emissions-vehicles-and-
engines/ghg-emission-standards-light-duty-vehicles-manufacturer. 

11 California adopted its own GHG standards for MY2017-2025 in 2012 prior to EPA and NHTSA finalizing the 
National Program.  Through direction from its Board in 2012, CARB both adopted a “deemed to comply” 
provision allowing compliance with EPA’s GHG standards in lieu of CARB’s standards, and committed to 
participate in the Midterm Evaluation 
(https://www.arb.ca.gov/msprog/consumer_info/advanced_clean_cars/consumer_acc_mtr.htm). 
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I. Introduction 
I. Section heading hidden used for figure and table numbering (do not remove this line) 

A. Background on the Midterm Evaluation 

The Environmental Protection Agency (EPA) and the National Highway Traffic Safety 
Administration (NHTSA) have conducted two joint rulemakings to establish a coordinated 
National Program for federal greenhouse gas (GHG) emissions and corporate average fuel 
economy (CAFE) standards for light-duty vehicles.  Light-duty vehicles, which include 
passenger cars, sport utility vehicles, crossover utility vehicles, minivans, and pickup trucks, 
make up about 60 percent of all U.S. transportation-related GHG emissions and fuel 
consumption.12  The agencies finalized the first set of National Program standards covering 
model years (MYs) 2012-2016 in May 201013 and the second set of standards, covering 
MY2017-2025, in October 2012.14  The National Program is one of the most significant federal 
actions ever taken to reduce domestic GHG emissions and improve automotive fuel economy, 
establishing standards that increase in stringency year-over-year from MY2012 through MY2025 
and projected to reach a level that nearly doubles fuel economy and halves GHG emissions 
compared to MY2010.   

Through the coordination of the National Program with the California Air Resources Board’s 
GHG standards, automakers can build one single fleet of vehicles across the U.S. that satisfies all 
GHG/CAFE requirements, and consumers can continue to have a full range of vehicle choices 
that meet their needs.15  In addition, the Canadian government has adopted standards aligned 
with the U.S. EPA GHG standards through MY2025, further facilitating manufacturers’ ability 
to produce vehicles satisfying harmonized standards.16  Most stakeholders strongly supported the 
National Program, including the auto industry, automotive suppliers, state and local 
governments, labor unions, NGOs, consumer groups, veterans groups, and others.  In the 
agencies' 2012 final rules, the National Program was estimated to reduce carbon dioxide (CO2) 
emissions by 6 billion metric tons and reduce oil consumption by 12 billion barrels over the 
lifetime of MY2012-2025 vehicles.  The standards are projected to provide significant savings 
for consumers due to reduced fuel use and consequent reduced fuel expenditures.   

The 2012 final rule established standards through MY2025 to provide substantial lead time 
and regulatory certainty to the industry.  Recognizing the rule’s long time frame, EPA’s rule 
establishing GHG standards for MY2017-2025 light-duty vehicles included a requirement for the 
agency to conduct a Midterm Evaluation (MTE) of the MYs 2022-2025 GHG standards.  
Through the MTE, EPA must determine whether the GHG standards for MY2022-2025, 

                                                 
12 Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2014, EPA Publication number EPA 430-R-16-

002, April 15, 2016.  Overall transportation sources account for 26 percent of total U.S. GHG emissions. 
13 75 FR 25324, May 7, 2010. 
14 77 FR 62624, October 15, 2012. 
15 Subsequent to the adoption of California-specific GHG standards for MYs 2017-2025 and the adoption of the 

Federal standards for MY2017 and beyond, CARB adopted a "deemed to comply" provision in furtherance of a 
National Program whereby compliance with the federal GHG standards would be deemed to be compliance with 
California’s GHG program.  

16 EPA has coordinated with Environment and Climate Change Canada (ECCC) and Transport Canada throughout 
the Midterm Evaluation, including collaborating on a number of technology research projects.  See Draft 
Technical Assessment Report Chapter 2.2.3, p. 2-8. 
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established in 2012, are still appropriate, within the meaning of section 202(a)(1) of the Clean 
Air Act, in light of the record before the Administrator, given the latest available data and 
information.  See 40 CFR 86.1818-12(h).  The MTE regulations provide that if the Administrator 
were to make a determination that the standards are not appropriate, based upon consideration of 
the decision factors in the regulation and the factual record available to the Administrator at the 
time of the determination, then the EPA would initiate a rulemaking to amend the standards to 
make them either more or less stringent.  See 40 CFR 86.1818-12(h) (final sentence).  This 
regulatory provision to conduct a rulemaking is limited only to the situation where the 
Administrator makes a determination that the standards are not appropriate and should be 
changed, to be either more or less stringent, and not to the situation where the Administrator, as 
in the case of this Final Determination, determines that the standards are appropriate and should 
not be changed. See 77 FR 62784 (Oct. 15, 2012) (stating that if EPA concludes the standards 
are appropriate it will “announce that final decision and the basis for EPA’s decision” and if the 
EPA decides the standards are not appropriate, it will “initiate a rulemaking to adopt standards 
that are appropriate under section 202(a)”). 

In the 2012 rulemaking, the EPA stated its intention that the MTE would entail "a holistic 
assessment of all of the factors considered in standards setting," and "the expected impact of 
those factors on manufacturers' ability to comply, without placing decisive weight on any 
particular factor or projection."  See 77 FR 62784 (Oct. 15, 2012).  Indeed, the analyses 
supporting this MTE have been as robust and comprehensive as that in the original setting of the 
MY2017-2025 standards, Id., although the nature of the decision-making the EPA has 
undertaken based on those analyses is very different, as established by design of the MTE 
regulations.  In the 2012 rule, the EPA was faced with establishing the MY2017-2025 standards, 
while in this Final Determination the EPA has evaluated those standards in light of developments 
to date in order to determine if the existing standards are appropriate.  Id.  In gathering data and 
information throughout the MTE process, the EPA has drawn from a wide range of sources, 
including vehicle certification data, research projects and vehicle testing programs initiated by 
the agencies, input from stakeholders, and information from technical conferences, published 
literature, studies published by various organizations, and the many public comments. 

In July 2016, EPA, NHTSA, and CARB jointly issued for public comment a Draft Technical 
Assessment Report (TAR) examining a wide range of issues relevant to the MY2022-2025 
standards.17  For the EPA, the Draft TAR was the first formal step in the MTE process as 
required under EPA’s regulations.18  The Draft TAR was a technical report, not a decision 
document.  It was an opportunity for all three agencies to share with the public their technical 
analyses relating to the appropriateness of the MY2022-2025 standards.   

The EPA received over 200,000 public comments on the Draft TAR, including about 90 
comments from organizations and the rest from individuals.  The organization commenters 
included auto manufacturers and suppliers, environmental and other non-governmental 
organizations (NGOs), consumer groups, state and local governments and their associations, 
labor unions, fuels and energy providers, auto dealers, academics, national security experts, 

                                                 
17 81 FR 49217, July 27, 2016. 
18 See 40 CFR 86.1818-12(h)(2)(i). 
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veteran’s groups, and others.  These comments presented a range of views on whether the 
standards should be retained, or made more or less stringent, and, in some cases, provided 
additional factual information that EPA considered in updating its analyses in support of the 
Administrator’s Proposed Determination.  The EPA also considered the few additional 
comments received after the close of the comment period on the Draft TAR.19  

On November 30, 2016, EPA Administrator issued a proposed adjudicatory determination20 
proposing to find that the MY2022-2025 standards remain appropriate under the Clean Air Act.  
Because the Administrator was proposing that there be no change to the MY2022-2025 standards 
currently in the regulations, in other words that there be no change in the standards' stringency, 
the Proposed Determination did not include a Notice of Proposed Rulemaking.  See section 
86.1818-12(h).  In this Final Determination, the Administrator has once again considered public 
comments -- those received on the Proposed Determination.  The EPA received more than 
100,000 comments on the Proposed Determination, with about 60 comments from organizations 
and the rest from individuals.  The EPA responds to the public comments in the accompanying 
Response to Comments (RTC) document. 

The EPA regulations state that in making the required determination, the Administrator shall 
consider the information available on the factors relevant to setting greenhouse gas emission 
standards under section 202(a) of the Clean Air Act for model years 2022 through 2025, 
including but not limited to:   

• The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

• The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

• The feasibility and practicability of the standards;  
• The impact of the standards on reduction of emissions, oil conservation, energy 

security, and fuel savings by consumers;  
• The impact of the standards on the automobile industry;  

                                                 
19 After the close of the comment period on the Draft TAR, EPA received and docketed additional comments from 

Volkswagen, the Electric Drive Transportation Association, and the Alliance of Automobile Manufacturers (a 
non-technical comment), all of which the EPA considered in the Proposed Determination. 

20 As noted in the Proposed Determination, and discussed more fully in the Response to Comments, the 
determination is not a rulemaking.  None of EPA’s rules, the Administrative Procedures Act, or the Clean Air Act 
require that the determination be made by rulemaking. EPA is properly exercising its discretion to proceed by 
adjudication.  The final determination evaluates the technical record and concludes that the current standards are 
appropriate. As with past mid-course evaluations of Title II rules, where the EPA evaluates standards and decides 
not to change them, it need not undertake, and is not undertaking, a rulemaking.  For example, in the final rule for 
heavy-duty engine standards (66 FR 5063, January 18, 2001), EPA announced regular biennial reviews of the 
status of the key emission control technology. EPA subsequently issued those reviews in 2002 and 2004, without 
going through rulemaking. See EPA Report 420-R-02-016; EPA Report 420-R-04-004. Or for instance, in the 
final rule for the Nonroad Tier 3 standards (63 FR 56983, Oct 23, 1998), EPA committed to reviewing the 
feasibility of the standards by 2001 and to adjust them by rulemaking if necessary.  In 2001, without engaging in 
rulemaking, the EPA published a report, see EPA Report 420-R-01-052, accepted comments, and concluded 
publicly that the standards remained technologically feasible. (Memorandum: “Comments On Nonroad Diesel 
Emissions Standards: Staff Technical Paper,” from Chet France to Margo Oge, June 4, 2002). 
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• The impacts of the standards on automobile safety;  
• The impact of the greenhouse gas emission standards on the Corporate Average Fuel 

Economy standards and a national harmonized program; and  
• The impact of the standards on other relevant factors.21 

 

The preamble to the 2012 final rule further listed ten relevant factors that the agencies will 
consider at a minimum during the MTE.  The EPA in fact addressed all of these issues in the 
Draft TAR, and considered them further in the Proposed Determination and in this Final 
Determination.22   

• Development of powertrain improvements to gasoline and diesel powered vehicles;  
• Impacts on employment, including the auto sector;  
• Availability and implementation of methods to reduce weight, including any impacts 

on safety;  
• Actual and projected availability of public and private charging infrastructure for 

electric vehicles, and fueling infrastructure for alternative fueled vehicles;  
• Costs, availability, and consumer acceptance of technologies to ensure compliance 

with the standards, such as vehicle batteries and power electronics, mass reduction, 
and anticipated trends in these costs;  

• Payback periods for any incremental vehicle costs associated with meeting the 
standards;  

• Costs for gasoline, diesel fuel, and alternative fuels;  
• Total light-duty vehicle sales and projected fleet mix;  
• Market penetration across the fleet of fuel efficient technologies;  
• Any other factors that may be deemed relevant to the review.23 

 

In the 2012 final rule, the agencies projected that the MY2025 standards would be met largely 
through advances in conventional vehicle technologies, including advances in gasoline engines 
(such as downsized/turbocharged engines) and transmissions, vehicle weight reduction, 
improvements in aerodynamics, more efficient accessories, and lower rolling resistance tires.  
The agencies also projected that vehicle air conditioning systems would continue to improve by 
becoming more efficient and by increasing the use of alternative refrigerants and lower leakage 
systems.  The EPA estimated that some increased electrification of the fleet would occur through 
the expanded use of stop/start and mild hybrid technologies, but projected that the MY2025 
standards could be met with only about five percent of the fleet being strong hybrid electric 
vehicles (HEVs) and only about two percent of the fleet to be electric vehicles (EV) or plug-in 
hybrid electric vehicles (PHEVs).24  All of these technologies were available at the time of the 

                                                 
21 40 CFR 86.1818-12(h). 
22 76 FR 48673 (Aug. 9, 2011) and 77 FR 62784, October 15, 2012. 
23 Among the other factors deemed relevant and addressed in the Draft TAR and Proposed Determination, EPA's 

analysis examined the potential impact of the California Zero Emission Vehicle (ZEV) program, which California 
has revised since the 2012 final rule.  EPA also examined the availability and use of credits, including credits for 
emission reductions from air conditioning improvements and from off-cycle technologies. 

24 For comparison to vehicles for sale today, an example of a mild HEV is GM's eAssist (Buick Lacrosse), a strong 
HEV is the Toyota Prius, an EV is the Nissan Leaf, and a PHEV is the Chevrolet Volt.  
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2012 final rule, some on a limited number of vehicles while others were more widespread, and 
the agencies projected that manufacturers would be able to meet the standards through 
significant efficiency improvements in the technologies, as well as through increased usage of 
these and other technologies across the fleet. 

Since the 2012 final rule, vehicle sales have been strong, hitting an all-time high of 17.5 
million vehicles in 2015, gas prices have dropped significantly, and truck share of the fleet has 
increased.  At the same time, auto manufacturers have over-complied with the GHG program for 
each of the first four years of the program (MY2012-2015), and the industry as a whole has built 
a substantial bank of credits from the initial years of the program.25  Technologies that reduce 
GHG emissions are entering the market at rapid rates, including more efficient engines and 
transmissions, aerodynamics, light-weighting, improved accessories, low rolling resistance tires, 
improved air conditioning systems, and others.  Manufacturers are also using certain 
technologies that the agencies did not consider in their evaluation in the 2012 rule, including 
non-hybrid Atkinson cycle gasoline engines and 48-volt mild hybrid systems.  Other 
technologies are being utilized at greater rates than the agencies projected, such as continuously 
variable transmissions (CVTs).  These additional technologies have resulted in projected 
compliance pathways which differ slightly from those in the 2012 final rule with respect to some 
of the specific technologies expected to be applied to meet the future standards.  However, the 
conclusions of the 2012 Final Rule, the July 2016 Draft TAR, the November 2016 Proposed 
Determination, and this Final Determination are very similar: that advanced gasoline vehicles 
will be the predominant technologies that manufacturers can use to meet the MY2025 standards.  
This assessment is similar to the conclusion of a 2015 study by the National Academy of 
Sciences which also found that the 2025 standards could be achieved primarily with advanced 
gasoline vehicle technologies.26  As discussed below, the standards are also projected to be 
achievable through multiple feasible technology pathways at reasonable cost -- less than 
projected in the 2012 rulemaking -- and with significant direct benefit to consumers in the form 
of net savings due to purchasing less fuel. 

The Administrator notes that, in response to EPA’s solicitation of comment on the topic, 
several commenters spoke to the need for additional incentives or flexibilities in the out years of 
the program including incentives that could continue to help promote the market for very 
advanced technologies, such as electric vehicles.  She notes that her determination, based on the 
record before her, is that the MY2022-2025 standards currently in effect are feasible (evaluated 
against the criteria established in the 2012 rule) and appropriate under section 202, and do not 
need to be revised.  This conclusion, however, neither precludes nor prejudices the possibility of 
a future rulemaking to provide additional incentives for very clean technologies or flexibilities 
that could assist manufacturers with longer term planning without compromising the 
effectiveness of the current program.  The EPA is always open to further dialog with the 
manufacturers, NHTSA, CARB and other stakeholders to explore and consider the suggestions 
made to date and any other ideas that could enhance firms’ incentives to move forward with and 

                                                 
25 “Greenhouse Gas Emission Standards for Light-duty Vehicles, Manufacturer Performance Report for the 2015 

Model Year, November 2016, EPA-420-R-16-014. 
26 “Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-Duty Vehicles,” National 

Research Council of the National Academies, June 2015, Finding 2.1 (p. 2-83). 
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to help promote the market for very advanced technologies, such as electric vehicles (EVs), plug-
in hybrid electric vehicles (PHEVs), and fuel cell vehicles (FCEVs). 

B. Background on the Light-duty Vehicle GHG Standards 

The GHG emissions standards are attribute-based standards, based on vehicle footprint.27  In 
other words, the standards are based on a vehicle’s size: larger vehicles have numerically higher 
GHG emissions targets and smaller vehicles have numerically lower GHG emissions targets.  
Manufacturers are not compelled to build vehicles of any particular size or type, and each 
manufacturer has a unique fleetwide standard for each of its car and truck fleets that reflects the 
light-duty vehicles it chooses to produce in a given model year.  Each automaker’s standard 
automatically adjusts each year based on the vehicles (sizes and volumes) it produces.  With 
fleetwide averaging, a manufacturer can produce some models that exceed their target, and some 
that are below their target.  This approach also helps preserve consumer choice, as the standards 
do not constrain consumers’ opportunity to purchase the size of vehicle with the performance, 
utility and safety features that meet their needs.  In addition, manufacturers have available many 
other flexibility provisions, including banking and trading of credits across model years and 
trading credits across manufacturers. 

The footprint curves for the MY2012-2025 GHG standards, illustrating the year-over-year 
stringency increases, are shown below in Figure I.1 and Figure I.2.28    

 
Figure I.1  CO2 (g/mile) Passenger Car Standards Curves 

 

                                                 
27 Footprint is defined as a vehicle’s wheelbase multiplied by its average track width—in other words, the area 

enclosed by the points at which the wheels meet the ground.   
28 See 40 CFR 86.1818-12(c). 
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Figure I.2  CO2 (g/mile) Light Truck Standards Curves 

 

C. Climate Change Science  

In the Proposed Determination, the EPA presented an overview of climate change science as 
laid out in the climate change assessments from the National Academies, the U.S. Global Change 
Research Program, and the Intergovernmental Panel on Climate Change.  The EPA summarized 
the impacts to human health, to ecosystems, and to physical systems in the United States and 
around the world, from heat waves to sea level rise to disruptions of food security.  Impacts to 
vulnerable populations such as children, older Americans, persons with disabilities, those with 
low incomes, indigenous peoples, and persons with preexisting or chronic conditions were also 
highlighted.  The most recent assessments have confirmed and further expanded the science that 
supported the 2009 Endangerment and Cause or Contribute Findings for Greenhouse Gases 
Under section 202(a) of the Clean Air Act; Final Rule (74 FR 66496, December 15, 2009), as 
discussed in the more recent 2016 Finding That Greenhouse Gas Emissions from Aircraft Cause 
or Contribute to Air Pollution That May Reasonably Be Anticipated to Endanger Public Health 
and Welfare (81 FR 54422, August 15, 2016).  Furthermore, the climate system continues to 
change: in 2015, CO2 concentrations grew by more than 2 parts per million, reaching an annual 
average of 401 ppm, sea level continued to rise at 3.3 mm/year since the satellite record started 
in 1993, Arctic sea ice continues to decline, and glaciers continue to melt.29  2016 was the 

                                                 
29 Blunden, J. and D. S. Arndt, Eds., 2016: State of the Climate in 2015. Bull. Amer. Meteor. Soc., 97 (8), S1–S275, 

DOI:10.1175/2016BAMSStateoftheClimate. 
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warmest year in the global average surface temperature record going back to 1880, the third year 
in a row of record temperatures.   
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II. The Administrator’s Assessment of Factors Relevant to the Appropriateness of the 
MY2022-2025 Standards 

Through the Midterm Evaluation, the Administrator must determine whether the GHG 
standards for model years 2022-2025, established in 2012, are still appropriate, within the 
meaning of section 202(a)(1) of the Clean Air Act, given the latest available data and 
information in the record before the Administrator. 30  In this final order, the Administrator is 
making a final determination that the GHG standards currently in place for MYs 2022-2025 
remain appropriate under the Clean Air Act.  The consequence of this determination is that the 
standards remain unchanged, there is no alteration in the rules, and the regulatory status quo 
continues.  The Administrator has fully considered public comments submitted on the Proposed 
Determination, and the EPA has responded to comments in the accompanying Response to 
Comments (RTC) document.  The Administrator believes that there has been no information 
presented in the public comments on the Proposed Determination that materially changes the 
Agency’s analysis documented in the Proposed Determination.31  Therefore, the Administrator 
considers the analyses presented in the Proposed Determination as the final the EPA analyses 
upon which this Final Determination is based. 

The EPA regulations32 state that in making the required determination, the Administrator 
shall consider the information available on the factors relevant to setting greenhouse gas 
emission standards under section 202(a) of the Clean Air Act for model years 2022 through 
2025, including but not limited to:   

(i) The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

(ii) The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

(iii) The feasibility and practicability of the standards;  
(iv) The impact of the standards on reduction of emissions, oil conservation, energy security, 

and fuel savings by consumers;  
(v) The impact of the standards on the automobile industry;  
(vi) The impacts of the standards on automobile safety;  
(vii) The impact of the greenhouse gas emission standards on the Corporate Average Fuel 

Economy standards and a national harmonized program; and  
(viii) The impact of the standards on other relevant factors.33  
 

                                                 
30 See 40 CFR 86.1818-12(h). 
31 Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse 

Gas Emissions Standards under the Midterm Evaluation, EPA-420-R-16-020, and accompanying Technical 
Support Document, EPA-420-R-16-021, November 2016.  In adopting the midterm evaluation provisions, EPA 
indicated that it “expect[ed] to place primary reliance on peer-reviewed studies” and on “NAS reports” in making 
midterm evaluation determinations.  77 FR 62787.  EPA has in fact done so.  See Draft TAR Section 2.2.1 and 
2.2.3. 

32 See 40 CFR 86.1818-12(h)(1)(i) through (viii). 
33 40 CFR 86.1818-12(h)(1). 
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Below we discuss each of these factors in light of the analyses upon which this Final 
Determination is based. 

(i) The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology; (ii) the cost on the producers or purchasers of new motor vehicles or 
new motor vehicle engines; (iii) the feasibility and practicability of the standards 

Several of the factors relate to the technology assessment -- technology availability and 
effectiveness, lead time for introducing technologies, and the costs, feasibility and practicability 
of the standards.  On the basis of EPA’s extensive technical analyses contained in the Proposed 
Determination, and after consideration of the additional comments received by the agency, the 
Administrator finds that there will be multiple technologies available at reasonable cost to allow 
the industry to meet the MY2022-2025 standards, with the majority in commercial production 
today, and others under active development with reliable evidence of feasibility and availability 
in the market by 2025.  See Proposed Determination Sections II and IV.A, and TSD Chapter 2.  
As in the 2012 FRM, The Administrator further finds that the MY2025 standards can be 
achieved with very low levels of strong hybrid or plug-in electrified vehicles.  The EPA's 
extensive review of the literature, including but not limited to the 2015 NAS study, makes it 
clear that advanced gasoline vehicle technologies will continue to improve between now and 
2025.  In addition, the significant technology advances that have already occurred in just the four 
years since the 2012 final rule are a strong indication that technology will continue to advance, 
with clear potential for additional innovation over the next eight years.     

The EPA projects a range of potential compliance pathways for each manufacturer and the 
industry as a whole to meet the MY2022-2025 standards (see Proposed Determination Table 
IV.5 and Appendix C which show a “central case” and eight sensitivity cases).  This analysis 
indicates that the standards can be met largely through utilization of a suite of advanced gasoline 
vehicle technologies, with modest penetration of stop-start and mild hybrids and relatively low 
penetrations of strong hybrids, PHEVs and EVs.  The 2015 National Academy of Sciences study 
on fuel economy technologies similarly found that the 2025 standards would be achieved largely 
through improvements to a range of technologies that can be applied to a gasoline vehicle 
without the use of strong hybrids, PHEV, or EV technology.  It is important to underscore that 
EPA’s projected technology penetrations are meant to illustrate one of many possible technology 
pathways to achieve compliance with the MY2022-2025 GHG standards.  The rules do not 
mandate the use of any particular form of technology; the standards are performance-based and 
thus manufacturers are free to select among the suite of technologies they best believe is right for 
their vehicles to achieve compliance.  As we have seen in recent years with the rapid advances in 
a wide range of GHG-reduction technologies, we expect that ongoing innovation will result in 
further improvements to existing technologies and the emergence of others.  

As we note throughout this document, the EPA carefully considered and responded in detail 
to all of the significant public comments as part of the record for the Proposed Determination.  
Some industry commenters have expressed the view that the EPA did not in fact consider their 
technical comments.  As described in the Proposed Determination and Chapter 2 of the TSD, a 
number of changes the EPA made to its analysis between the Draft TAR and the Proposed 
Determination were in response to those technical comments highlighted by the Alliance of 
Automobile Manufacturers and Global Automakers.  These included updating the baseline fleet 
to a MY2015 basis, better accounting for certain technologies in that baseline fleet, improving 
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the vehicle classification structure to improve the resolution of cost-effectiveness estimates 
applied in the OMEGA model, updating effectiveness estimates for certain advanced 
transmission technologies, conducting additional sensitivity analyses (including those where 
certain advanced technologies are artificially constrained), and adding quality assurance checks 
of technology effectiveness into the ALPHA and Lumped Parameter Model.  See Proposed 
Determination Appendix A at A-1 and A-2.  EPA consulted with NHTSA and CARB as part of 
the process of developing the Proposed Determination.  The Final Determination is based on an 
administrative record at the very least as robust as that for the 2012 FRM, including extensive 
state-of-the-art research projects conducted by EPA and consultants to both agencies, data and 
input from stakeholders, multiple rounds of public comment, information from technical 
conferences, published literature, and studies published by various organizations.  EPA put 
primary emphasis on the many peer-reviewed studies, as well as on the National Academy of 
Sciences 2015 report on fuel economy technologies. 

 Auto industry commenters believe that EPA’s analysis generally overestimates the effect of 
advanced gasoline technologies, that these technologies will not be sufficient to meet the 
standards, and that higher levels of electrified vehicles will be needed to meet the MY2022-2025 
standards.  The EPA has carefully considered these comments and our assessment is that the 
commenters are not considering the possibility of applying the full range of road load reduction 
and non-electrified powertrain technologies broadly across high volume models, and in the 
combinations, that the EPA assessed in the Proposed Determination and Draft TAR. In some 
cases, the auto industry comments, including the Alliance of Automobile Manufacturers 
(Alliance), are based on the premise that the only possible technologies available in MY2025 
will be represented by technology already contained in the fleet today (more specifically, that 
contained in the Draft TAR’s MY2014 baseline fleet), and that those technologies will not 
improve in efficiency.  The EPA disagrees with this assertion; several recently released engines 
have already demonstrated efficiencies that exceed those in the MY2014 fleet.34  These actual 
engines illustrate that improvement has continued beyond the assumed basis of the comments, 
and it is highly unlikely that even these recent developments represent the limit of achievable 
efficiencies in the future.  EPA’s assessment is consistent with the MY2015 NAS report, in 
which the committee wrote that in the context of increasingly stringent fuel economy and GHG 
emissions standards, “gasoline-fueled spark ignition (SI) engine will continue to be the dominant 
powertrain configuration even through 2030 (pg S-1).”35  Setting aside the assumption that the 
best available technologies today will undergo no improvement in future years (a premise the 
auto industry has disproved time and again), the commenters do not even allow for the 
recombination of existing technologies, and thus severely and unduly limit potential 
effectiveness increases obtainable by MY2025.  The EPA notes that events have already 
disproven this assumption; as one specific example, Ford introduced a 10-speed automatic 
transmission on the MY2017 F150 paired with a turbocharged downsized engine, which 
represents a technology combination that was not previously available and was therefore not 
considered (and would be deemed impossible) by the Alliance comments.  NGO commenters, on 

                                                 
34 These engines include the 1.5L Honda turbo, Volkswagen’s EA888-3B Miller cycle, and Hyundai-Kia’s 2.0L 

Atkinson cycle engine. 
35 The 2015 NAS report also included an example technology pathway which illustrated how the application of 

conventional, non-electrified technologies would enable the example midsize car to meet its MY2025 footprint 
target (pp 8-18, 8-19). 
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the other hand, believe that EPA’s analysis is robust and that, if anything, EPA’s assessment of 
technologies is overly conservative as we did not consider additional technologies expected to be 
in the market in the MY2022-2025 timeframe.   

The EPA also has carefully considered comments and issues related to powertrain 
improvements, including advanced engine technologies and improvements to transmission 
technologies.  See 76 FR 48763 and 77 FR 62784.  A key technology the EPA assessed in the 
Draft TAR and Proposed Determination to be available at reasonable cost is the Atkinson Cycle 
engine in non-hybrid applications.  The Atkinson Cycle architecture has already been 
demonstrated in production domestically (Mazda, Toyota, Hyundai-Kia), enhanced with cooled 
exhaust gas recirculation (Mazda), and in Europe further enhanced with cylinder deactivation 
(Volkswagen).  These production examples are consistent with EPA engine modeling and initial 
hardware testing that shows synergies between the use of cooled exhaust gas recirculation and 
cylinder deactivation with Atkinson Cycle engines.  See TSD Chapter 2.3.4.1.4.  In addition, and 
as explained in TSD Chapter 2.3.4.1.8.3 and further below, the EPA conducted sensitivity 
analyses constraining penetration of Atkinson-cycle engines and found that there are other cost-
effective compliance paths available which rely chiefly on engine technology alternatives, rather 
than on electrification.  We did not receive information in the comments on the Proposed 
Determination that provided a basis for reaching a different conclusion.  Among these alternative 
technology paths are increased penetration of gasoline direct injected, turbo-downsized engines 
(a chief technology in the agencies’ 2012 FRM assessment).  The EPA has carefully considered 
and addressed the comments questioning the effectiveness values the EPA estimated for this 
technology; the EPA continues to believe these estimates are well grounded.  The EPA explained 
in detail why the engine configuration used in its effectiveness estimates is representative, why 
the friction reduction assumptions are sound based on the use of coatings and other materials and 
technologies throughout the engine’s moving components, and why the production engines cited 
as alternatives in the comments are not representative of feasible effectiveness values in 2025 
given that they lack various technologies that improve efficiency (including variable valve lift, 
external cooled exhaust gas recirculation, sequential turbocharging, and higher peak cylinder 
pressure capability).  See TSD Chapter 2.3.4.1.9.1.   

The EPA is projecting average per vehicle costs of $875 across the fleet (see Table ES-1 and 
Proposed Determination Table IV.5).36  These costs are lower than those projected in the 2012 
rule, which the EPA estimated at about $1,100 (see Table 12.44 of the Draft TAR).  The EPA 
found in the 2012 rule that these (higher) costs were reasonable, even without considering the 
payback in the form of less fuel used, which more than offsets these costs.  See 77 FR 62663-
62665, 62880 and 62922.  Consequently, the EPA regards these lower estimated per-vehicle 
costs to be reasonable.  Furthermore, the projected reduced fuel expenditures more than offset 
the estimated increase in vehicle cost even with lower assumptions of fuel cost.  EPA's analysis 
finds that consumers who finance their vehicle with a 5-year loan would see payback within the 
first year; consumers who pay cash for their vehicle would see payback in the fifth year of 

                                                 
36 Across eight sensitivity cases, average per-vehicle costs ranged from $800-$1,115.  See Proposed Determination 

Table IV.5. 
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ownership.  Consumers would realize net savings of $1,650 over the lifetime of their new vehicle 
(i.e., net of increased lifetime costs and lifetime fuel savings). 

This decrease in estimated per-vehicle cost is not surprising—technology to achieve 
environmental improvements has often proved to be less costly than EPA’s initial estimates.37  
Captured in these cost estimates, we project significant increases in the use of advanced engine 
technologies, comprising more than 60 percent of the fleet across a range of engines including 
turbo-downsized 18 bar and 24 bar, naturally-aspirated Atkinson cycle, and Miller cycle engines.  
We also see significant increases of advanced transmission technology projected to be 
implemented on more than 90 percent of the fleet, which includes continuously variable 
transmissions (CVTs) and eight-speed automatic transmissions.  Stop-start technology and mild 
hybrid electrification are projected to be used on 15 percent and 18 percent, respectively, of the 
fleet.  Similar to the analysis in the 2012 FRM, the EPA is projecting very low levels of strong 
hybrids (2 percent) and EV/PHEVs (5 percent) as absolute levels in the fleet (in the central case 
analysis, see Table ES-1).38  

The EPA has considered the feasibility of the standards under several different scenarios of 
future fuel prices and fleet mix, as well as other sensitivity cases (e.g., different assumptions 
about technologies or credit trading) (see Proposed Determination Section IV.A and Appendix 
C), which showed only very small variations in average per-vehicle cost or technology 
penetration mix.  Thus, our conclusion that there are multiple ways the MY2022-2025 standards 
can be met with a wide range of technologies at reasonable cost, and predominantly with 
advanced engine technologies, holds across all these scenarios.   

These technology pathway findings are similar to the types of technologies that EPA 
projected in establishing the standards in the 2012 rule, although the specific technologies within 
the advanced engine, advanced transmission, and mild hybrid categories have been updated from 
the 2012 rule to reflect the current state of technological development (hence the lower estimated 
per vehicle cost than in the 2012 rule).  For example, additional engine technologies, such as the 
naturally aspirated Atkinson cycle and Miller cycle noted above, were not even considered by 
the agencies in the 2012 rule yet are in production vehicles today.  Similarly, transmission 
technology has developed such that CVTs are now emerging as a more popular choice for 
manufacturers than the dual-clutch transmissions we had mainly considered in 2012.39  Mild 
hybrid technology also has developed, with more sophisticated 48-volt systems now offering a 
more cost-effective option than the 110-volt systems we had considered in the 2012 rule.  The 
fact that these technologies have developed and improved so rapidly in the past four years since 
the MY2022-2025 standards were established provides a strong indication that the pace of 
innovation is likely to continue.  The EPA expects that this trend will continue, likely affording 

                                                 
37 U.S. EPA, National Center for Environmental Economics (2014). “Retrospective Study of the Costs of EPA 

Regulations: A Report of Four Case Studies.” EPA 240-F-14-001, 
https://yosemite.epa.gov/ee/epa/eerm.nsf/vwAN/EE-0575.pdf/$file/EE-0575.pdf including its literature review, 
Chapter 1.1. 

38 Note that a portion of the five percent EV/PHEV penetration is attributed to the California Zero Emission Vehicle 
(ZEV) program which is included in our reference case.  See TSD Section 1.2.1.1.  The incremental penetration 
of EV/PHEVs needed to meet the EPA GHG standards is projected to be less than one percent.  See Proposed 
Determination Appendix C.1.1.3.2, Tables C.19-C.22, p. A-136-137.  

39 77 FR 62852-62883; October 15, 2012. 
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manufacturers even more technology options, and at potentially lower cost, than the 
Administrator was able to consider at this time for the Final Determination.   

EPA's analysis indicates that the effectiveness of the technologies evaluated provides 
manufacturers with a feasible, reasonable mix of technologies that are predominantly in 
production today, though not always in combination.  For example, a manufacturer may have 
moved to an advanced turbo-downsized engine design and applied aerodynamic improvements, 
but not yet applied more advanced transmission or applied further mass reduction opportunities.  
In addition, there are some straightforward improvements to these technologies that are 
anticipated and well-documented in the record.  See, e.g., Proposed Determination TSD Chapters 
2.2.3.4 through 2.2.3.11, and 2.2.7.2 through 2.2.7.5.  Most of the automaker comments to the 
Proposed Determination regarding feasibility did not account for the possibility of using a broad 
slate of technologies in combination.  A few manufacturers have shared with the EPA 
confidential business information illustrating technology walks (or “techwalks”), which show the 
cumulative effects of the application of various technologies applied to a given vehicle model.  
However, while the techwalks provided include some of the same advanced technologies 
considered by EPA, none of the techwalks include a fuller range of conventional technologies in 
the combinations described in the Proposed (and Final) Determination.  Some are missing very 
reasonable vehicle technologies, some are missing very reasonable engine technologies, and 
some are missing very reasonable transmission technologies.  Because the manufacturer example 
techwalks don’t include all technologies in the appropriate combinations and in some cases don’t 
include the appropriate credit values, the examples show a shortfall (as would be expected) of 
about 20-40 g/mi depending on the vehicle.  This resulting gap between the EPA and 
manufacturer-supplied projections would be eliminated if a broader set of the available 
technologies described in the Final Determination were included in their analysis and appropriate 
credit values were used.   

Moreover, the EPA believes there is ample lead time between now and MY2022-2025 for 
manufacturers to continue implementing additional technologies into their vehicle production 
such that the MY2022-2025 standards can be achieved.  

In considering whether lead time for the MY2022-2025 standards is adequate, the EPA 
recognizes that these standards were first established in 2012, providing the auto manufacturers 
with up to 13 years of lead time for product planning to meet these standards.  In the 2012 rule, 
the EPA concluded that, “EPA agrees that the long lead time in this rulemaking should provide 
additional certainty to manufacturers in their product planning.  The EPA believes that there are 
several factors that have quickened the pace with which new technologies are being brought to 
market, and this will also facilitate regulatory compliance.”40  As noted, in setting the standards 
in 2012, the EPA was beginning to see that technologies were being brought to market at a 
quickened pace, and this trend has clearly continued over the past four years (see Proposed 
Determination Section II).  The EPA’s 2016 CO2 and Fuel Economy Trends report provides even 
further evidence of the rapid pace at which manufacturers are bringing advanced technologies 
into the fleet.  For example, GM, Honda and Hyundai have implemented advanced transmissions 
on 80-90 percent of their fleets within the past five years.  Over that same period, GM and Ford 
have implemented turbocharged engines on 25 percent and 40 percent of their fleets, 

                                                 
40 77 FR 62880; October 15, 2012. 
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respectively.  Given that the EPA projects that the fleet as a whole could reach the 2025 
standards with penetrations of 27 percent turbo-downsized 18 bar engines, and 7 percent turbo-
downsized 24 bar engines, these penetration rates are clearly achievable given the pace with 
which some manufacturers have already implemented similar technologies.41  With respect to the 
issue of lead time for the Atkinson engine technology, many of the building blocks necessary to 
operate an engine in Atkinson mode are already present in the MY2016 fleet (including gasoline 
direct injection (GDI), increased valve phasing authority, higher compression ratios, and (in 
some instances) cooled exhaust gas recirculation (cEGR)).  Some of the potential packaging 
obstacles mentioned in comments, such as exhaust manifold design, should not be an 
impediment because more conventional manifold designs (not requiring a revamping of vehicle 
architecture) are both available and demonstrated in non-hybrid Atkinson cycle applications.  
There thus should be sufficient lead time before MY2022 to adopt the technology, since it could 
be incorporated without needing to be part of a major vehicle redesign.    

Indeed, technology adoption rates and the pace of innovation have accelerated even beyond 
what EPA expected when initially setting these standards, which will further aid in addressing 
any potential for lead time concerns.  By the time manufacturers must meet the MY2025 
standards, since the standards were set in 2012, they will have had up to 13 years of lead time for 
product planning and at least 2-3 product redesign cycles, and at present manufacturers still have 
5 to 8 years of lead time until the MY2022-2025 standards, with at least 1-2 redesign cycles.42  

The EPA has also evaluated the progress of the existing fleet in meeting standards in future 
model years.  See the Proposed Determination TSD Appendix C.  This assessment shows that 
more than 100 individual MY2016 vehicle versions, or about 17 percent of the fleet, already 
meet future footprint-based CO2 targets for MY2020 with current powertrains and air 
conditioning improvements.  These figures do not include off-cycle credits in assessing 
compliance.  In light of the fact that manufacturers are reporting an average of 3 g/mi of off-
cycle credits across the fleet for 2015, with some manufacturers reporting more than 4 g/mi off-
cycle credits, the share of the MY2016 fleet that can already meet the MY2020 footprint-based 
CO2 targets -- four years ahead of schedule-- is actually even higher.   

Notably, the majority of these vehicles are gasoline powertrains, and the vehicles include 
nearly every vehicle type, including midsize cars, SUVs, and pickup trucks, and span nearly 
every major manufacturer.  It is important to note that because of the fleetwide averaging 
structure of the standards, not all vehicles are required to be below their individual targets, and in 
fact EPA expects that manufacturers will be able to comply with the standards with roughly 50 
percent of their production meeting or falling below the footprint based targets.  This analysis is 
another indication that the fleet is on track to meet future standards, especially given the 5 to 8 
years of lead time remaining to MY2022-2025. 

Consequently, evaluating the factors the EPA is required to consider under 40 CFR 
86.1818(h)(1) (i), (ii), and (iii) of the mid-term evaluation rules, based on the current record 
before the Administrator, there is available and effective technology to meet the MY2022-2025 
standards, it is available at reasonable cost to the producers and purchasers of new motor 

                                                 
41 EPA 2016 CO2 and Fuel Economy Trends Report, Figures 6.2, 6.3 and 6.5. 
42 Redesign cycles are summarized in the Proposed Determination Appendix A and are discussed in greater detail in 

the 2012 FRM final Joint Technical Support Document, EPA-420-R-12-901, at Chapter 3.5.1. 
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vehicles or new motor vehicle engines, there is adequate lead time to meet those standards, and 
the standards are thus feasible and practicable.  Moreover, this most recent analysis remains 
consistent with the key conclusions reached in the 2012 FRM:  there are multiple compliance 
paths based chiefly on deployment of advanced gasoline engine technologies with minimal 
needed penetration of strong hybrid or full electric vehicles, projected per vehicle costs are lower 
than in the 2012 FRM, and the cost of the lower emitting technology is fully paid back by the 
associated fuel savings. 

(iv) The impact of the standards on reduction of emissions, oil conservation, energy security, 
and fuel savings by consumers 

The EPA also has considered the impact of the standards on reduction of emissions, oil 
conservation, energy security, and fuel savings by consumers, again as required by the Midterm 
Evaluation rules.  Light-duty vehicles are significant contributors to the U.S. GHG emissions 
inventory—responsible for 61 percent of U.S. transportation GHG emissions and 16 percent of 
total U.S. GHG emissions in 2014—and thus must be a critical part of any program to reduce 
U.S. GHG emissions.  EPA projects that the MY2022-2025 standards will reduce GHG 
emissions annually by more than 230 million metric tons (MMT) by 2050, and nearly 540 MMT 
over the lifetime of MY2022-2025 vehicles.  See Proposed Determination Section IV.A.4, Table 
IV.6, and Appendix C.2.  These projected GHG reductions associated with the MY2022-2025 
standards are significant compared to total light-duty vehicle GHG emissions of 1,100 MMT in 
2014.43  See Proposed Determination Section IV and Table IV.6.   

These standards are projected to reduce oil consumption by 50 billion gallons and to save U.S. 
consumers nearly $92 billion in fuel cost over the lifetime of MY2022-2025 vehicles.  See 
Proposed Determination Table IV.8 and IV.13, respectively.  On average for a MY2025 vehicle 
(compared to a vehicle meeting the MY2021 standards), consumers will save more than $2,800 
in total fuel costs over that vehicle’s lifetime, with a net savings of $1,650 after taking into 
consideration the upfront increased vehicle costs.  See Proposed Determination Table IV.12, 3 
percent discount rate case.  EPA considers a range of societal benefits of the standards, including 
the social costs of carbon and other GHGs, health benefits, energy security, the value of time 
saved for refueling, and others.   

Benefits are projected to far outweigh the costs, with net benefits totaling nearly $100 billion 
over the lifetime of MY2022-2025 vehicles (3 percent discount rate).  See Proposed 
Determination Section IV.A.6 and Table IV.13.  As was the case when the EPA first established 
the MY2022-2025 standards in the 2012 rule, this analysis also supports a conclusion that the 
standards remain appropriate – and indeed will provide enormous benefits -- from the standpoint 
of impacts of the standards on emissions, oil conservation, energy security, and fuel savings. 

 
 
(v) The impact of the standards on the automobile industry  

EPA has assessed the impacts of the standards on the automobile industry.  We have 
estimated the costs required to meet the MY2022-2025 standards at about $33 billion (see 

                                                 
43 Inventory of U.S. Greenhouse Gas Emissions and Sinks: 1990-2014, EPA 430-R-16-002, April 15, 2016.   
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Proposed Determination Section IV.A and Table IV.13), with an average per-vehicle cost of 
about $875 (see Proposed Determination Section IV.A and Tables IV.4 and IV.5).  These costs 
are less than those originally projected when the EPA first established these standards in the 
2012 rule; at that time, we had projected an average per vehicle cost of approximately $1,100 
(see Table 12.44 of the Draft TAR).  The Administrator found those (higher) projected costs to 
be reasonable in the 2012 rule, and finds the lower projected costs shown in our current analysis 
continues to support the appropriateness of the standards. 

In addition to costs, the EPA has assessed impacts on the auto industry in terms of potential 
impacts on vehicle sales.  See Proposed Determination Section III and Appendix B and TSD 
Chapter 4.  As part of these assessments, the EPA has evaluated a range of issues affecting 
consumers' purchases of vehicles, which also addresses a portion of the factor, “the cost on the 
producers or purchasers of new motor vehicles or new motor vehicle engines” (emphasis added, 
40 CFR 86.1818-12(h)(ii)).  EPA's assessments indicate that, to date, there is little, if any, 
evidence that consumers have experienced adverse effects from the standards.  Vehicle sales 
continue to be strong, with annual increases for seven straight years, through 2016, for the first 
time in 100 years, and record sales in 2016.  These sales increases are likely due not to the 
standards, but rather to economic recovery from the 2008-2009 recession.  Nevertheless, at the 
least, we find no evidence that the standards have impeded sales.  We also have not found any 
evidence that the technologies used to meet the standards have imposed "hidden costs" in the 
form of adverse effects on other vehicle attributes.  See Proposed Determination Appendix B.1.4 
and B.1.5.2.  Similarly, we have not identified significant effects on vehicle affordability to date.  
See Proposed Determination Appendix B.1.6.  We recognize that the standards will have some 
impact on the price of new vehicles, but we do not believe that the standards have significantly 
reduced the availability of vehicle model choices for consumers at any particular price point, 
including the lowest price vehicle segment.  Id. at Appendix B.1.6.1.  Given the lead time 
provided since the 2012 rule for automakers to achieve the MY2022-25 standards, and the 
evidence to date of consumer acceptance of technologies being used to meet the standards, the 
EPA expects that any effects of the standards on the vehicle market will be small relative to 
market responses to broader macroeconomic conditions.   

The main argument in the public comments on both the Draft TAR and the Proposed 
Determination that the standards will have an adverse impact on the industry is that the 
standards, although achievable, will require extensive electrification of the fleet to do so, and this 
will result in more expensive vehicles -- and an emerging technology -- which consumers will be 
reluctant to purchase.  Our analysis, however, indicates that there are multiple compliance 
pathways which would need only minimal (less than 3 percent) of strong hybrids and electric 
vehicles, and that the great bulk of technologies used would be based on improvements to 
gasoline internal combustion engines.  This is true not only in the agency's primary analysis, but 
also in a series of sensitivity analyses (assuming, among other things, significantly less use of the 
Atkinson engine technology, and a wide range of fuel prices).  See Table ES-1 and the Proposed 
Determination Section IV.A.3 and Appendix C.1.  This analysis is also consistent with findings 
of the 2015 NAS study (as well as each agency’s findings in the 2012 FRM).44  Consequently, 
the EPA does believe that the evidence supports the claim of the comments on this point. 

                                                 
44 “Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-Duty Vehicles,” National 

Research Council of the National Academies, June 2015. 



 

26 

The EPA also carefully considered the issue of whether there has been consumer acceptance 
of the new fuel efficiency technologies.  As noted, industry sales are at a record high, with sales 
increasing for seven consecutive years for the first time since the 1920’s.  These sales trends 
provide no evidence of consumer reluctance to purchase the new technologies.  Moreover, 
professional auto reviews found generally positive associations with the existence of the 
technologies.  See Section B.1.5.1.2 of the Appendix to the Proposed Determination.  The 
evidence to date thus supports consumer acceptance of the new technologies.  

Another potential impact on the automobile industry that the EPA has assessed is the 
potential for impacts on employment.  EPA’s assessment projects job growth in the automotive 
manufacturing sector and automotive parts manufacturing sector due specifically to the need to 
increase expenditures for the vehicle technologies needed to meet the standards.  We do not 
attempt to quantitatively estimate the total effects of the standards on the automobile industry, 
due to the significant uncertainties underlying any estimate of the impacts of the standards on 
vehicle sales.  Nor do we quantitatively estimate the total effects on employment at the national 
level, because such effects depend heavily on the state of overall employment in the economy.  
We further note that, under conditions of full employment, any changes in employment levels in 
the regulated sector due to the standards are mostly expected to be offset by changes in 
employment in other sectors.  See the Proposed Determination Appendix B.2.  The 
Administrator finds that, while the standards are likely to have some effect on employment, this 
effect (whether positive or negative) is likely to be small enough that it will be unable to be 
distinguished from other factors affecting employment, especially macroeconomic conditions 
and their effect on vehicle sales.   

The Administrator thus finds, based on the current record, that the standards will impose 
reasonable per vehicle costs (and less than those projected in the 2012 FRM), that there is no 
evidence of the standards having an adverse impact on vehicle sales or on other vehicle 
attributes, or on employment in the automotive industry sector.  Given these assessments of 
potential impacts on costs to the auto industry and average per-vehicle costs, consumers’ 
purchases of vehicles, and employment, the Administrator finds that the potential impacts on the 
automobile industry support a conclusion that the MY2022-2205 standards remain appropriate 
and should not be changed. 

(vi)  The impacts of the standards on automobile safety  
The EPA has assessed the potential impacts of the standards on automobile safety.  In the 

Proposed Determination, consistent with the Draft TAR’s safety assessment, the EPA assessed 
the potential of the MY2022-2025 standards to affect vehicle safety.  In the Draft TAR (Chapter 
8), the agencies reviewed the relationships between mass, size, and fatality risk based on the 
statistical analysis of historical crash data, which included a new analysis performed by using the 
most recent available crash data.  The EPA used this updated analysis45 in the Proposed 
Determination to calculate the estimated safety impacts of the modeled mass reductions over the 
lifetimes of new vehicles in response to MY2022-2025 standards.  See the Proposed 

                                                 
45 Puckett, S.M. and Kindelberger, J.C. (2016, June). Relationships between Fatality Risk, Mass, and Footprint in 

Model Year 2003-2010 Passenger Cars and LTVs – Preliminary Report. Washington, DC: National Highway 
Traffic Safety Administration. 
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Determination Section III.C.1 and Appendix B.3.1.  EPA’s analysis finds that the fleet can 
achieve modest levels of mass reduction as one technology among many to meet the MY2022-
2025 standards without any net increase in fatalities.  The 2015 NAS study further found that the 
footprint-based standards are likely to have little effect on vehicle and overall highway safety.46  
Therefore, the Administrator finds that the existing MY2022-2025 standards will have no 
adverse impact on automobile safety.  There is no evidence in the public comments that suggests 
a different conclusion. 

(vii) The impact of the greenhouse gas emission standards on the corporate average fuel 
economy standards and a national harmonized program 

The EPA has assessed the impacts of the standards on the CAFE standards and a national 
harmonized program.  EPA notes that NHTSA has established augural standards for MY2022-
2025 and must by statute undertake a de novo notice and comment rulemaking to establish final 
standards for these model years.  Under the Energy Policy and Conservation Act (EPCA) statute, 
as amended by the Energy Independence and Security Act (EISA), NHTSA must establish final 
standards at least 18 months before the beginning of each model year.47  That statute requires the 
Secretary of Transportation to consult with the EPA Administrator in establishing fuel economy 
standards.48  The EPCA/EISA statute includes a number of factors that NHTSA must consider in 
deciding maximum feasible average fuel economy, including “the effect of other motor vehicle 
standards of the Government on fuel economy.”49  Thus, in determining the CAFE standards for 
MY2022-2025, NHTSA can take into consideration the light-duty GHG standards, and indeed 
did so in initially establishing the MY2017-2021 CAFE standards and the augural MY2022-2025 
standards.  See 77 FR 62669, 62720, 62803-804.  The EPA believes that by providing 
information on our evaluation of the current record and our determination that the existing GHG 
standards for MY2022-2025 are appropriate, we are enabling, to the greatest degree possible, 
NHTSA to take this analysis and the GHG standards into account in considering the appropriate 
CAFE standards for MY2022-2025.   

The EPA recognizes that in 2012, when we discussed the mid-term evaluation, we expressed 
an intent that if EPA's determination was that the standards should not change, the EPA would 
issue its final determination concurrently with NHTSA's final rule adopting fuel economy 
standards for MY2022-2025.  See 77 FR at 62633.  Our intent was to align the agencies’ 
proceedings for MYs 2022-2025 and to maintain a joint national program.  Id.  The EPA remains 
committed to a joint national program that aligns, as much as possible, the requirements of EPA, 
NHTSA, and CARB.  The Administrator concludes, however, that providing her determination 
that the GHG standards remain appropriate now, rather than waiting until after NHTSA has 
proposed standards, allows NHTSA to fully account for the GHG standards and is more likely to 
align the agencies' determinations.  Thus, the Administrator finds that her determination takes 

                                                 
46 “Cost, Effectiveness and Deployment of Fuel Economy Technologies for Light-Duty Vehicles,” National 

Research Council of the National Academies, June 2015, Finding 10.2. 
47 42 U.S.C. 32902(a). 
48 42 U.S.C. 32902(b)(1). 
49 42 U.S.C. 32902(f). 
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account of the relationship between GHG standards and fuel economy standards and supports the 
goal of a national harmonized program.50 

In an action separate from this Final Determination, the EPA will be responding to a petition 
received from the auto industry trade associations, the Alliance of Automobile Manufacturers 
and Global Automakers, regarding several provisions that they request be harmonized between 
the EPA GHG standards and the NHTSA CAFE standards.51  On December 21, 2016, NHTSA 
signed a Federal Register notice signaling its plan to consider the NHTSA-specific requests from 
the auto industry petition.  The EPA likewise intends, in the near future, to continue working 
together with NHTSA, the Petitioners and other stakeholders, as we carefully consider the 
requests made in the June 2016 petition, and possible ways to further harmonize the national 
program. 

(viii) The impact of the standards on other relevant factors 
In addition to the above factors, the Administrator has also considered the factor of regulatory 

certainty -- which relates closely to the issue of lead time discussed above.  Regulatory certainty 
gives the automakers the time they need to conduct long-term planning and engineering to meet 
future standards.  Indeed, the 2012 standards covered a long period of time – 13 years—in order 
to provide the industry with a lengthy period of stability and certainty.  Thus, the Midterm 
Evaluation called for rule changes only if the Administrator found the existing standards to be no 
longer feasible and appropriate.  Clearly, as discussed above, the automakers’ response to 
technology development and deployment in the face of the regulatory certainty provided by the 
MY2012-2021 standards, which are not subject to the midterm evaluation, has exceeded EPA’s 
projections set out in the original 2012 rule.  Having the same certainty on the level of the 
MY2022-2025 standards can now enable manufacturers to continue unimpeded their existing 
long-term product planning and technology development efforts, which, in turn, could lead to 
even further, and perhaps sooner, breakthroughs in technology.  These efforts could contribute to 
the continued success of the industry and the GHG standards program, which in turn would 
benefit consumers through fuel savings and the public through reduced emissions.  Initiating a 
rulemaking now to change the standards would disrupt the industry's planning for future product 
lines and investments.  Thus, the Administrator finds that regulatory certainty is an important 
consideration in assessing the appropriateness of the standards. 

 
  

                                                 
50 The MTE rules themselves do not require concurrent timing with any aspect of NHTSA’s rulemaking.  Moreover, 

there is uncertainty as to whether the NHTSA rulemaking would be complete by the date on which EPA is 
mandated to make a final determination, so that the expressed hope (in the 2012 preamble) of concurrent 
proceedings may be overtaken by events in any case. 

51 “Petition for Direct Final Rule with Regard to Various Aspects of the Corporate Average Fuel Economy Program 
and the Greenhouse Gas Program,” submitted by the Alliance of Automobile Manufacturers and the Association 
of Global Automakers to EPA and NHTSA, June 20, 2016. 
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III. Final Determination 

Having considered available information on each of the above factors required by the 
regulations, under 40 CFR 86.1818-12(h)(1), the Administrator is determining that the GHG 
standards currently in place for MYs 2022-2025 are appropriate under section 202(a)(1) and (2) 
of the Clean Air Act.  The Administrator has fully considered public comments submitted on the 
Proposed Determination, and there has been no information provided through the comments that 
compels or persuades the Administrator to alter her Proposed Determination.  The consequence 
of this final determination is a continuation of the current regulatory status quo.  The regulations 
themselves are unaltered as a result of this determination.     

In the Administrator's view, the record clearly establishes that, in light of technologies 
available today and improvements we project will occur between now and MY2022-2025, it will 
be practical and feasible for automakers to meet the MY2022-2025 standards at reasonable cost 
that will achieve the significant GHG emissions reduction goals of the program, while delivering 
significant reductions in oil consumption and associated fuel savings for consumers, significant 
benefits to public health and welfare, and without having material adverse impact on the 
industry, safety, or consumers.  The Administrator recognizes that not all of the technologies 
available today have been implemented in a widespread manner, but she also recognizes that the 
purpose of the Midterm Evaluation is to assess whether the standards remain appropriate in light 
of the pace of compliance and technological development in the industry.  As discussed above, 
the technological development of advanced gasoline vehicle technologies has surpassed EPA’s 
expectations when we initially adopted the standards.  Although we anticipated in 2012 that the 
standards could be met primarily using advanced gasoline engine and transmission technologies, 
the range of technology development has been more extensive and effective than anticipated.  
The industry’s vibrancy, initiative, and ingenuity is to be commended.  The Administrator 
concludes that the MY2022-2025 standards could be largely met simply by implementation of 
these technologies, but we recognize that we are at the mid-point of these standards phasing-in 
and it would be unreasonable, in light of past developments, ongoing investment by the industry, 
and EPA's extensive review of the literature on future technologies and improvements to existing 
technologies, to expect that no further technology development would occur that could be 
implemented for MY2022-2025 vehicles.  In the Draft TAR and Proposed Determination, the 
EPA was not even able to consider all of the technologies being developed because of the rapid 
pace of development.  As discussed in the Proposed Determination (see Section II and Appendix 
B), the EPA did not consider several technologies that we know are under active development 
and may potentially provide additional cost-effective technology pathway options for meeting 
the MY2025 standards; examples of such technologies include electric boosting, dynamic 
cylinder deactivation, and variable compression ratio.  A significant difference between the 
industry analysis and that of the EPA is over the extent to which electric vehicle production will 
be needed to meet the standards.  Many of industry’s comments regarding cost, consumer 
acceptance, and other factors primarily stem from their view that significant EV penetration will 
be required.  As discussed earlier, the Administrator has considered the report of the National 
Academy of Sciences and information and data from the auto industry, and she has determined 
based on the technical record before her that the industry’s conclusions do not take into account 
the possibility of applying the full range of road load reduction and non-electrified powertrain 
technologies broadly across high volume models, and in the combinations, that the EPA assessed 
in the Proposed Determination and Draft TAR. In addition, the automotive industry has been 
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characterized throughout its history by continued innovation and adoption of ever-improving 
technologies to improve fuel economy and lower emissions while simultaneously providing a 
range of vehicles to customers with the features they desire (safety, driveability, etc.). Thus, in 
light of the pace of progress in reducing GHG emissions since the MY2022-2025 standards were 
adopted, the success of automakers in achieving the standards to date while vehicle sales are 
strong, the projected costs of the standards, the impact of the standards on reducing emissions 
and fuel costs for consumers, and the other factors identified in 40 CFR 86.1818-12(h) and 
discussed above, the Administrator concludes that the record does not support a conclusion that 
the MY2022-2025 standards should be revised to make them less stringent.   

The Administrator has also considered whether, in light of these factors and the record 
(including public comments urging more stringent standards), it would be appropriate to make 
the standards more stringent.  She recognizes that the current record, including the current state 
of technology and the pace of technology development and implementation, could support a 
decision to adopt more stringent standards for MY2022-2025 (or, put more precisely, could 
support a decision to initiate rulemaking proposing to amend the standards to increase their 
stringency).  The EPA found in 2012 that the projected standards were feasible at reasonable 
cost, and the current record shows that the standards are feasible at even less cost and that there 
are more available technologies (particularly advanced gasoline technologies) than projected in 
2012, and that the benefits outweigh the costs by nearly $100 billion.  These factors could be the 
basis for a proposal to amend the standards to increase the standards' stringency.  Moreover, one 
could point to the overall need to significantly reduce greenhouse gases in the transportation 
sector even further, especially given expected growth in vehicle travel.  The Administrator also 
recognizes, however, that regulatory certainty is an important and critical consideration.  
Regulatory certainty gives the automakers the time they need to conduct long-term planning and 
engineering that could lead to major advancements in technology while contributing to the 
continued success of the industry and the GHG standards program, which in turn will benefit 
consumers and reduce emissions.  She also believes a decision to maintain the current standards 
provides support to a timely NHTSA rulemaking to adopt MY2022-2025 standards and a 
harmonized national program.  Thus, the Administrator has concluded that it is appropriate to 
provide the full measure of lead time for the MY2022-2025 standards, rather than initiating 
rulemaking to adopt new, more stringent standards with a shorter lead time and significant 
uncertainty in the interim which would impede on-going technological improvements and 
innovation.   

Accordingly, the Administrator concludes that in light of all the prescribed factors, and 
considering the entire record, the current MY2022-2025 standards are appropriate.    
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Executive Summary 

The Environmental Protection Agency (EPA) and the Department of Transportation’s 
National Highway Traffic Safety Administration (NHTSA) have established a coordinated 
program for Federal standards for greenhouse gas (GHG) emissions and corporate average fuel 
economy (CAFE) for light-duty vehicles.1  This program was developed in cooperation and 
alignment with the California Air Resources Board (CARB) to ensure a single National Program.  
The National Program established standards that increase in stringency year-over-year from 
model year (MY) 2012 through MY2025 for EPA and through MY2021 for NHTSA.  California 
adopted the first in the nation GHG standards for light-duty vehicles in 2004 for MY2009-2016, 
and in 2012 for MY2017-2025, followed by amendments that allow compliance with the Federal 
GHG standards as compliance with the California GHG standards, in furtherance of a single 
National Program.  Under the National Program, consumers continue to have a full range of 
vehicle choices that meet their needs, and, through coordination with the California standards, 
automakers can build a single fleet of vehicles across the U.S. that satisfies all GHG/CAFE 
requirements.  In the agencies’ 2012 final rules establishing the MY2017-2025 standards for 
EPA and 2017-2021 final and 2022-2025 augural standards for NHTSA, the National Program 
standards were projected by MY2025 to double fuel economy and cut GHG emissions in half, 
save 6 billion metric tons of carbon dioxide (CO2) pollution and 12 billion barrels of oil over the 
lifetime of MY2012-2025 vehicles, and deliver significant savings for consumers at the gas 
pump. 

The rulemaking establishing the National Program for MY 2017-2025 light-duty vehicles 
included a regulatory requirement for EPA to conduct a Midterm Evaluation (MTE) of the GHG 
standards established for MYs 2022-2025.i  The 2012 final rule preamble also states that “[t]he 
mid-term evaluation reflects the rules’ long time frame, and, for NHTSA, the agency’s statutory 
obligation to conduct a de novo rulemaking in order to establish final standards for MYs 2022-
2025.”  NHTSA will consider information gathered as part of the MTE record, including 
information submitted through public comments, in the comprehensive de novo rulemaking it 
must undertake to set CAFE standards for MYs 2022-2025.ii  Through the MTE, EPA must 
determine no later than April 1, 2018 whether the MY2022-2025 GHG standards, established in 
2012, are still appropriate under section 202 (a) of the Clean Air Act, in light of the record then 
before the Administrator, given the latest available data and information.iii  EPA’s decision could 
go one of three ways: the standards remain appropriate, the standards should be less stringent, or 
the standards should be more stringent.  EPA and NHTSA also are closely coordinating with 
CARB in conducting the MTE to better ensure the continuation of the National Program.  The 
MTE will be a collaborative, data-driven, and transparent process and must entail a holistic 
assessment of all the factors considered in the initial standards setting.iv   

This Draft Technical Assessment Report (TAR), issued jointly by EPA, NHTSA, and CARB 
for public comment, is the first formal step in the MTE process.v  In this Draft TAR, the agencies 
examine a wide range of technical issues relevant to GHG emissions and augural CAFE 
standards for MY2022-2025, and share with the public the initial technical analyses of those 
issues.  This is a technical report, not a policy or decision document.  The information in this 

                                                 
1 The agencies finalized the first set of National Program standards covering model years (MYs) 2012-2016 in May 

20101 and the second set of standards, covering MYs 2017-2025, in October 2012.   



Executive Summary 

ES-2 

report, and in the comments we receive on it, will inform the agencies’ subsequent determination 
and rulemaking actions. The agencies will fully consider public comments on this Draft TAR as 
they continue to update and refine the analyses for further steps in the MTE process.   

In this Draft TAR, EPA provides its initial technical assessment of the technologies available 
to meet the MY2022-2025 GHG standards and one reasonable compliance pathway, and 
NHTSA provides its initial assessment of technologies available to meet the augural MY2022-
2025 CAFE standards and a different reasonable compliance pathway.  Given that there are 
multiple possible ways that new technologies can be added to the fleet, examining two 
compliance pathways provides valuable additional information about how compliance may 
occur.  NHTSA and EPA also performed multiple sensitivity analyses which show additional 
possible compliance pathways.  The agencies’ independent analyses complement one another 
and reach similar conclusions:   

- A wider range of technologies exist for manufacturers to use to meet the MY2022-2025 
standards, and at costs that are similar or lower, than those projected in the 2012 rule;  

- Advanced gasoline vehicle technologies will continue to be the predominant technologies, 
with modest levels of strong hybridization and very low levels of full electrification (plug-
in vehicles) needed to meet the standards;  

- The car/truck mix reflects updated consumer trends that are informed by a range of factors 
including economic growth, gasoline prices, and other macro-economic trends.  However, 
as the standards were designed to yield improvements across the light duty vehicle fleet, 
irrespective of consumer choice, updated trends are fully accommodated by the footprint-
based standards. 

Additionally, while the Draft TAR analysis focuses on the MY2022-2025 standards, the 
agencies note that the auto industry, on average, is over-complying with the first several years of 
the National Program.  This has occurred concurrently with a period during which the 
automotive industry successfully rebounded after a period of economic distress.  The industry 
has now seen six consecutive years of increases and a new all-time sales record in 2015, 
reflecting positive consumer response to vehicles complying with the standards. 

A summary of each chapter of the Draft TAR follows.    

Chapter 1:  Introduction.  This chapter provides a broad discussion of the National 
Program, explains further the MTE process and timeline, and provides additional background on 
NHTSA’s CAFE program, EPA’s GHG program, and California’s GHG program.  This chapter 
also includes an update on what the latest science tells us about climate change impacts, and the 
U.S.’s and California’s commitments on actions to address climate change.  Chapter 1 also 
provides a discussion of petroleum consumption and energy security. 

Chapter 2:  Overview of Agencies’ Approach to Draft TAR Analysis.  The agencies are 
committed to conducting the MTE through a collaborative, data-driven, and transparent process.  
In gathering data and information for this Draft TAR, the agencies drew from a wide range of 
sources to evaluate how the automotive industry has responded into the early years of the 
National Program, how technology has developed, and how other factors affecting the light-duty 
vehicle fleet have changed since the final rule in 2012.  The agencies found that there is a wealth 
of information since the 2012 final rule upon which to inform this Draft TAR, and this 
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information is detailed throughout the document.  Chapter 2 describes these sources, including 
extensive state-of-the-art research projects by experts at the EPA National Vehicle and Fuel 
Emissions Laboratory, as well as consultants to the agencies, data and input from stakeholders, 
and information from technical conferences, published literature, and studies published by 
various organizations.  A significant study informing the agencies’ analyses is the National 
Academy of Sciences 2015 reportvi on fuel economy technologies, which the agencies highlight 
in Chapter 2, and discuss throughout this document.  

The analyses presented in this Draft TAR reflect the new data and information gathered by the 
agencies thus far, and the agencies will continue to gather and evaluate more up-to-date 
information, including public comments on this Draft TAR, to inform our future analyses.  The 
agencies have conducted extensive outreach with a wide range of stakeholders – including auto 
manufacturers, automotive suppliers, non-governmental organizations (NGOs), consumer 
groups, labor unions, automobile dealers, state and local governments, and others.   

Chapter 3:  Recent Trends in the Light-Duty Vehicle Fleet since the 2012 Final Rule.  
This chapter summarizes trends in the light-duty vehicle market in the four years since the 2012 
final rule, including changes in fuel economy/GHG emissions, vehicle sales, gasoline prices, 
car/truck mix, technology penetrations, and vehicle power, weight and footprint.  Since the 2012 
final rule, vehicle sales have been strong, hitting an all-time high of 17.5 million vehicles in 
2015, gas prices have dropped significantly, and truck share has grown.  At the same time, fuel 
economy technologies are entering the market at rapid rates.  The agencies provide the latest 
available projections for vehicle sales, gasoline prices, and fleet mix out to 2025, and compare 
those to projections made in the 2012 final rule.  This chapter also highlights compliance to date 
with the GHG and CAFE standards, where, for the first three years of the program (MY2012-
2014), auto manufacturers have over-complied with the program. 

Chapter 4:  Baseline and Reference Vehicle Fleets.  This chapter describes the agencies’ 
methodologies for developing a baseline fleet of vehicles and future fleet projections out to 
MY2025.  The GHG analysis uses a baseline fleet based on the MY2014 fleet, the latest year 
available for which there are final GHG compliance data.  The CAFE analysis uses a MY2015 
baseline fleet based on MY2015 data and sales projections provided by manufacturers in the 
latter half of MY2015, when production was well underway.  These data sets complement one 
another and each yield important perspective, with the MY2014 data having the benefit of 
validation through compliance data, and the MY2015 data providing more recent perspective.  
The GHG and CAFE analysis fleets utilized similar, but separate, purchased projections from 
IHS-Polk for the future vehicle fleet mix out to 2025, thereby representing some of the 
uncertainty inherent in all reference case projections.  Both analyses used data from the Energy 
Information Administration’s Annual Energy Outlook 2015 (AEO 2015) as the basis for total 
vehicle sales projections to 2025, as well as for the car and truck volume mix.  Although the 
agencies have relied on different data sources in development of the baseline fleets, we believe 
this combination of approaches strengthens our results by showing robust results across a range 
of reference case projections.   

Chapter 5:  Technology Costs, Effectiveness, and Lead-Time Assessment.  This chapter is 
an in-depth assessment of the state of vehicle technologies to improve fuel economy and reduce 
GHG emissions, as well as the agencies’ assessment of expected future technology developments 
through MY2025.  The technologies evaluated include all those considered for the 2012 final 
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rule, as well as new technologies that have emerged since then.  Every technology has been 
reconsidered with respect to its cost, effectiveness, application, and lead-time considerations, 
with emphasis on assessing the latest introductions of technologies to determine if and how they 
have changed since the agencies’ assessment in the 2012 final rule.  These efforts reflect the 
significant rate of progress made in automotive technologies over the past four years since the 
MY2017-2025 standards were established.  Technologies considered in this Draft TAR include 
more efficient engines and transmissions, aerodynamics, light-weighting, improved accessories, 
low rolling resistance tires, improved air conditioning systems, and others.  Beyond the 
technologies the agencies considered in the 2012 final rule, manufacturers are now employing 
several technologies, such as higher compression ratio, naturally aspirated gasoline engines, and 
greater penetration of continuously variable transmissions (CVTs); other new technologies are 
under active development and are expected to be in the fleet well before MY2025, such as 48-
volt mild hybrid systems. 

In Chapter 5, the agencies also provide details on the specific technology assumptions used 
respectively by EPA for the GHG assessment and by NHTSA for the CAFE assessment in this 
Draft TAR, including the specific assumptions that EPA and NHTSA each made for each 
technology’s cost and effectiveness, and lead-time considerations.  The agencies’ estimates of 
technology effectiveness were informed by vehicle simulation modeling approaches; NHTSA 
utilized the Autonomie model developed by Argonne National Laboratories for the Department 
of Energy (DOE), and EPA used its Advanced Light-duty Powertrain and Hybrid Analysis 
(ALPHA) model.  The agencies look forward to public comment in this and other areas to help 
advance collective forecasting of technology effectiveness in the out years of the program.   

It is clear that the automotive industry is innovating and bringing new technology to market at 
a rapid pace and neither of the respective agency analyses reflects all of the latest and emerging 
technologies that may be available in the 2022-2025 time frame.  For example, the agencies were 
not able for this Draft TAR to evaluate the potential for technologies such as electric turbo-
charging, variable compression ratio, skip-fire cylinder deactivation, and P2-configuration mild-
hybridization.  These technologies may provide further cost-effective reductions in GHG 
emissions and fuel consumption.  The agencies will continue to update their analyses throughout 
the MTE process as new information becomes available. 

Chapter 6:  Assessment of Consumer Acceptance of Technologies that Reduce Fuel 
Consumption and GHG Emissions.  This chapter reviews issues surrounding consumer 
acceptance of the vehicle technologies expected to be used to meet the MY2022-2025 standards. 
Since the program has been in effect since MY2012, the agencies focus on the evidence to date 
related to consumer acceptance of vehicles subject to the National Program standards.  This 
evidence includes an analysis of how professional auto reviewers assess fuel-saving 
technologies. For each technology, positive evaluations exceed negative evaluations, suggesting 
that it is possible to implement these technologies without significant hidden costs.  To date, 
consumer response to vehicles subject to the standards is positive.  Chapter 6 also discusses 
potential impacts of the standards on vehicle sales and affordability, which are closely 
interconnected with the effects of macroeconomic and other market forces.  Based on the 
agencies’ draft assessments, the reduced operating costs from fuel savings over time are expected 
to far exceed the increase in up-front vehicle costs, which should mitigate any potential adverse 
effects on vehicle sales and affordability.  
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Chapter 7:  Employment Impacts.  This chapter discusses the effects of employment in the 
automotive sector to date, and the projected effects of the MY 2022-2025 standards on 
employment.  Employment in the automotive industry dropped sharply during the Great 
Recession, but has increased steadily since 2009.  The primary employment effects of these 
standards are expected to be found in several key sectors: auto manufacturers, auto parts 
manufacturing, auto dealers, fuel production and supply, and consumers.  The MY2025 
standards are likely to have some effect on employment, due to both the effects of the standards 
on vehicle sales, and the need to produce new technologies to meet the standards.  Nevertheless, 
the net effect of the standards on employment is likely to be small compared to macroeconomic 
and other factors affecting employment.   

Chapter 8:  Assessment of Vehicle Safety Effects.  This chapter assesses the estimated 
overall crash safety impacts of the MY 2022-2025 standards.  In this chapter, the agencies first 
review the relationships between mass, size, and fatality risk based on the statistical analysis of 
historical crash data, which includes the new analysis performed by using the most recent crash 
data.  The updated NHTSA analysis develops five parameters for use in both the NHTSA and 
EPA assessments to calculate the estimated safety impacts of the modeled mass reductions over 
the lifetimes of new vehicles in response to MY 2022-2025 GHG standards and augural CAFE 
standards.  Second, to examine the impact of future lightweight vehicle designs on safety, the 
agencies also reviewed a fleet crash simulation study that examined frontal crashes using 
existing and future lightweight passenger car and cross-over utility vehicle designs.  The study 
found a relationship between vehicle mass reduction and safety that is directionally consistent 
with the overall risk for passenger cars from the NHTSA 2016 statistical analysis of historical 
crash data.  Next, the agencies investigate the amount of mass reduction that is affordable and 
feasible while maintaining overall fleet safety and as well as functionality such as durability, 
drivability, noise, vibration and handling (NVH), and acceleration performance.  Based on those 
approaches, the agencies further discuss why the real world safety effects might be less than or 
greater than calculated safety impacts, and what new challenges these lighter vehicles might 
bring to vehicle safety and potential countermeasures available to manage those challenges 
effectively. 

Chapter 9:  Assessment of Alternative Fuel Infrastructure.  This chapter assesses the 
status of infrastructure for alternative fueled vehicles, with emphasis on two technologies the 
agencies believe will be important for achieving longer-term climate and energy goals – plug-in 
electric vehicles (PEVs) and fuel cell electric vehicles (FCEVs).  The agencies also discuss 
infrastructure for ethanol (E85) flex-fueled vehicles and natural gas vehicles.  The agencies’ 
assessment is that, as we concluded in the 2012 rule, high penetration levels of alternative fueled 
vehicles will not be needed to meet the MY2025 standards, with the exception of a very small 
percentage of PEVs, and that infrastructure is progressing sufficiently to support vehicles from 
those manufacturers choosing to produce alternative fueled vehicles to meet the MY2022-2025 
standards.  The majority of PEV charging occurs at home, and national PEV infrastructure in 
public and work locations is progressing appropriately.  Hydrogen infrastructure developments 
are addressing many of the initial challenges of simultaneously launching new vehicle and 
fueling infrastructure markets, and current efforts in California and the northeast states will 
facilitate further vehicle and infrastructure rollout at the national level.   

Chapter 10:  Economic and Other Key Inputs Used in the Agencies’ Analyses.  This 
chapter describes many of the economic and other inputs used in the agencies’ analyses.  This 
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chapter discusses the methodologies used to assess inputs such as the real-world fuel 
economy/GHG emissions gap, vehicle miles traveled (VMT), vehicle survival rates, the VMT 
rebound effect, energy security, the social cost of carbon and other GHGs, health benefits, 
consumer cost of vehicle ownership, and others. 

Chapter 11:  Credits, Incentives and Flexibilities.  The National Program was designed 
with a wide range of optional compliance flexibilities to allow manufacturers to maintain 
consumer choice, spur technology development, and reduce compliance costs, while achieving 
significant GHG and oil reductions.  Chapter 11 provides an informational overview of all of 
these compliance flexibilities, with particular emphasis on those flexibility options likely to be 
most important in the MY2022-2025 timeframe. 

Chapter 12:  Analysis of the MY2022-2025 GHG Standards; and Chapter 13: Analysis of 
Augural CAFE Standards.  Chapters 12 and 13 provide results, respectively, of EPA’s initial 
technical assessment of the technologies available to meet the MY2022-2025 GHG standards 
(i.e., the footprint-based standard curves) and their costs, and NHTSA’s initial technical 
assessment of technologies capable of meeting CAFE standards corresponding to the augural 
standards for MY2022-2025, and these technologies’ costs.  CARB has not conducted an 
independent analysis, but has participated in both EPA’s and NHTSA’s analyses.  Although all 
three agencies have been working collaboratively in an array of areas throughout the 
development of this Draft TAR, the EPA GHG and NHTSA CAFE assessments were done 
largely independently.  These independent analyses were done in part to recognize differences in 
the agencies’ statutory authorities and to reflect independent choices regarding some of the 
modeling inputs used at this initial stage of our evaluation.  The agencies believe that 
independent and parallel analyses can provide complementary results.  The agencies further 
believe that, for this Draft TAR which is the first step of the Midterm Evaluation process, it is 
both reasonable and advantageous to make use of different data sources and modeling tools, and 
to show multiple pathways for potential compliance with the MY 2022-2025 GHG standards and 
augural CAFE standards.   

As noted above, although CARB did not perform its own modeling assessment of the costs 
and technologies to meet the 2022-2025 GHG and CAFE requirements, it was integrally 
involved in analyzing the underlying technology cost and effectiveness inputs to the EPA and 
NHTSA modeling.  CARB believes that the analyses presented in this Draft TAR appropriately 
present a range of technologies that could be used to meet the requirements.  However, as 
discussed above, there are, and will continue to be, emerging technologies that may well be 
available in the 2022-2025 timeframe and could perform appreciably better or be lower cost than 
the technologies modeled in this Draft TAR.  Such technologies are exemplified by recent 
advancements already seen in the marketplace yet not anticipated by the agencies’ rule four years 
ago (e.g., expanded use of higher compression ratio, naturally aspirated gasoline engines).  
Vehicle manufacturers have historically outpaced agency expectations and CARB believes it is 
likely that industry will continue to do so. 

In this Draft TAR, NHTSA does not present alternatives to the augural standards because, as 
the first stage of the Midterm Evaluation process, the TAR is principally an exploration of 
technical issues -- including assumptions about the effectiveness and cost of specific 
technologies, as well as other inputs, methodologies and approaches for accounting for these 
issues.  The agencies seek comment from stakeholders to further inform the analyses, in advance 
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of the NHTSA rulemaking and the EPA Proposed Determination.  For the purposes of clearly 
reflecting the impacts of updated technology assumptions relative to a familiar point of 
comparison, both agencies have run their respective models using the stringency levels included 
in NHTSA’s augural standards, and EPA’s existing GHG standards through MY2025.  However, 
the technology assumptions and other analyses presented in this Draft TAR, which will be 
informed by public comment, will support the development of a full range of stringency 
alternatives in the subsequent CAFE Notice of Proposed Rulemaking. 

In this Draft TAR, the EPA GHG and NHTSA CAFE assessments both show that the 
MY2022-2025 standards can be achieved largely through the use of advanced gasoline vehicle 
technologies with modest penetrations of lower cost electrification (like 48 volt mild hybrids 
which include stop/start) and low penetrations of higher cost electrification (like strong hybrids, 
plug-in hybrid electric vehicles, and all electric vehicles).  Given the rapid pace of automotive 
industry innovation, the agencies may consider effectiveness and cost of additional technologies 
as new information, including comments on this Draft TAR, becomes available for further steps 
of the Midterm Evaluation. 

Based on various assumptions including the Annual Energy Outlook 2015 (AEO 2015) 
reference case projections of the car/truck mix out to 2025, the footprint-based GHG standards 
curves for MY2022-2025 are projected to achieve an industry-wide fleet average CO2 target of 
175 grams/mile (g/mi) in MY2025, and the augural CAFE standards are projected to result in 
average CAFE requirements increasing from 38.3 mpg in MY2021 to 46.3 mpg in MY2025.  
The projected fleet average CO2 target represents a GHG emissions level equivalent to 50.8 mpg 
(if all reductions were achieved exclusively through fuel economy improvements).2   

Table ES-1 below compares two additional AEO 2015 scenarios in addition to the AEO 2015 
reference case:  a low fuel price case and a high fuel price case.  As shown, these fuel price cases 
translate into different projections for the car/truck fleet mix (e.g., with a higher truck share 
shown in the low fuel price case, and a lower truck share shown in the high fuel price case), 
which in turn leads to varying projections for the estimated fleet wide CAFE requirements and 
GHG CO2 targets and MPG-e levels projected for MY2025, from 169 g/mi (52.6 mpg-e) under 
the high fuel price case to 178 g/mi (49.9 mpg-e) under the low fuel price case.  These estimated 
GHG target levels and CAFE requirements reflect changes in the latest projections about the 
MY2025 fleet mix compared to the projections in 2012 when the agencies first established the 
standards.  Under the footprint-based standards, the program is designed to ensure significant 
GHG reductions/fuel economy improvements across the fleet, and each automaker's standard 
automatically adjusts based on the mix (size and volume) of vehicles it produces each model 
year.  In the agencies’ current analyses for this Draft TAR, we are applying the same footprint-
based standards established in the 2012 final rule to the updated fleet projections for MY2025.  It 
is important to keep in mind that the updated MY2025 fleet wide projections reflected in this 
Draft TAR are still just projections (as were the fleet projections in the 2012 rule) -- based on the 
latest available information, which may continue to change with future projections -- and that the 
actual GHG emissions/fuel economy level achieved in MY2025 won’t be determined until the 
                                                 
2 The projected MY 2025 target of 175 g/mi represents an approximate 50% decrease in GHG emissions relative to 

the fuel economy standards that were in place in 2010. It is clear from current GHG manufacturer performance 
data that many automakers are earning air conditioner refrigerant GHG credits that reduce GHG emissions, but do 
not increase fuel economy. Accordingly, the projected MY 2025 target of 175 g/mi represents slightly less than a 
doubling of fuel economy relative to the standards that were in place in 2010. 
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manufacturers have completed their MY2025 production.  The agencies will continue to assess 
the latest available projections as we continue the Midterm Evaluation process. 

Table ES- 1  Projections for MY2025:  Car/Truck Mix, CO2 Target Levels, and MPG-equivalent1 

  AEO 2015 Fuel Price Case 

 2012 Final Rule AEO Low  AEO Reference AEO High  

Car/truck mix 67/33% 48/52% 52/48% 62/38% 

CAFE (mpg)2 48.7 45.7 46.3 47.7 

CO2 (g/mi) 163 178 175 169 

MPG-e 54.5 50.0 50.8 52.6 
Notes: 
1 The CAFE, CO2 and MPG-e values shown here are 2-cycle compliance values.  Projected real-world values are 
detailed in Chapter 10.1; for example, for the AEO reference fuel price case, real-world EPA CO2 emissions 
performance would be 220 g/mi and real-world fuel economy would be 36 mpg.  
2 Average of estimated CAFE requirements. 
3 Mile per gallon equivalent (MPG-e) is the corresponding fleet average fuel economy value if the entire fleet were 
to meet the CO2 standard compliance level through tailpipe CO2 improvements that also improve fuel economy.  
This is provided for illustrative purposes only, as we do not expect the GHG standards to be met only with fuel 
efficiency technology. 
 

The agencies’ updated assessments provide projections for the MY2022-2025 standards for 
several key metrics, including modeled “low-cost pathway” technology penetrations, per-vehicle 
average costs (cars, trucks, and fleet, by manufacturer and total industry-wide), industry-wide 
average costs, GHG and oil reductions, consumer payback, consumer fuel savings, and benefits 
analysis. 

Based on the extensive updated assessments provided in this Draft TAR, the projections for 
the average per-vehicle costs of meeting the MY2025 standards (incremental to the costs already 
incurred to meet the MY2021 standard) are, for EPA’s analysis of the GHG program, $894 - 
$1,017, and, for NHTSA’s analysis of the CAFE program, $1,245 in the primary analysis using 
Retail Price Equivalent (RPE), and $1,128 in a sensitivity case analysis using Indirect Cost 
Multipliers (ICM).  In the 2012 final rule, the estimated costs for meeting the MY2022-2025 
GHG standards (incremental to the costs for meeting the MY2021 standard in MY2021) was 
$1,070.3,vii 

                                                 
3 This cost estimate from the 2012 final rule was based on the use of Indirect Cost Multipliers (ICMs) in 2010$. 
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Table ES- 2  Per-Vehicle Average Costs to Meet MY2025 Standards:  Draft TAR Analysis 
Costs Shown are Incremental to the Costs to Meet the MY2021 Standards 

 

GHG1 in MY2025 
CAFE in MY 2028 

Primary Analysis2 
 

ICM Sensitivity 
Case3 Primary Analysis 

RPE Sensitivity 
Case3 

Car $707  $789 $1,207 $1,156 

Truck $1,099  $1,267 $1,289 $1,096 

Combined $894  $1,017 $1,245 $1,128 

Notes: 
1.The values reported for the GHG analysis to account for indirect costs reflect the use of Indirect Cost Multipliers 
for the primary analysis, and Retail Price Equivalent for the sensitivity case.  
2 The values reported for CAFE primary analysis reflect the use of RPE and include civil penalties estimated to be 
incurred by some OEMs as provided by EPCA/EISA.  Estimated technology costs (without civil penalties) average 
$1,111, $1,246, and $1,174, respectively for MY2028 passenger cars, light trucks, and the overall light-duty fleet. 
3 Note that Chapter 12 (GHG) and Chapter 13 (CAFE) include a wide range of additional sensitivity cases. 
 

In Table ES-2, NHTSA’s estimates are provided for MY2028 because NHTSA’s analysis, 
which is conducted on a year-by-year basis, indicates that manufacturers could make use of 
EPCA/EISA’s provisions allowing credits to be earned and carried forward to be applied toward 
ensuing model years.  Therefore, NHTSA’s analysis indicates that a “stabilized” response to the 
augural standards might not be achieved until approximately 2028 (see Chapter 13 for additional 
detail).  EPA estimates are provided for MY2025 because EPA’s analysis projects that each 
manufacturer would comply in MY2025 with that year’s standards (see Chapter 12 for additional 
details). 

Table ES-3 shows fleet-wide penetration rates for a subset of the technologies the agencies’ 
project could be utilized to comply with the MY2025 standards.  While all three agencies have 
been working collaboratively on an array of issues throughout this initial phase of the Midterm 
Evaluation, much of the EPA GHG and NHTSA CAFE assessments were done largely 
independently, as reflected in the different technology pathways shown in Table ES-3 (see 
Chapter 2.3 for additional detail).  The agencies’ analyses each project that the MY2022-2025 
standards can be met largely through improvements in gasoline vehicle technologies, such as 
improvements in engines, transmissions, light-weighting, aerodynamics, and accessories.  The 
analyses further indicate that only modest amounts of hybridization, and very little full 
electrification (plug-in hybrid electric vehicles (PHEV) or electric vehicles (EV)) technology 
will be needed to meet the standards.  This initial assessment of potential technology paths is 
similar to the agencies’ projections made in the 2012 final rule, and is consistent with the 
findings of the National Academy of Sciences report from June 2015 (discussed in Chapter 2). 
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Table ES- 3  Selected Technology Penetrations to Meet MY2025 Standards1 

 GHG CAFE  

Turbocharged and downsized 
gasoline engines 

33% 54% 

Higher compression ratio, naturally 
aspirated gasoline engines 

44% <1% 

8 speed and other advanced 
transmissions2 90% 70% 

Mass reduction 7% 6% 

Stop-start 20% 38% 

Mild Hybrid 18% 14% 

Full Hybrid <3% 14% 

Plug-in hybrid electric vehicle3 <2% <1% 

Electric vehicle3 <3% <2% 

Notes: 
1 Percentages shown are absolute rather than incremental.  These values reflect both EPA and NHTSA’s primary 
analyses; both agencies present additional sensitivity analyses in Chapter 12 (GHG) and Chapter 13 (CAFE). For 
EPA this includes a pathway where higher compression ratio naturally aspirated gasoline engines are held at a 10% 
penetration, and the major changes are turbocharged and downsized gasoline engines increase to 47% and mild 
hybrids increase to 38% (See Chapter 12.1.2) 
2 Including continuously variable transmissions (CVT)  
3 In EPA’s modeling, the California Zero Emission Vehicles (ZEV) program is considered in the reference case 
fleet; therefore, 3.5% of the fleet is projected to be full EV or PHEV in the 2022-2025 timeframe due to the ZEV 
program and the adoption of that program by nine additional states. 
 

Although some of the differences in costs are expected as EPA and NHTSA conducted two 
independent analyses, the consideration of CARB’s program also led to one important 
difference.  As noted in the footnote for Table ES-3, EPA’s analysis included consideration for 
compliance with other related state regulations including CARB’s ZEV regulation that has also 
been adopted by nine other states under Section 177 of the Federal Clean Air Act.  CARB’s ZEV 
program requires a portion of new light-duty vehicle sales to be ZEVs and collectively, CA and 
these states represent nearly 30 percent of nationwide sales of light-duty vehicles.  CARB 
worked with EPA to include ZEVs reflecting compliance with California’s ZEV program within 
the reference fleet used by EPA.  NHTSA’s analysis did not.  This accounts for at least part of 
the cost differences in the two agencies’ analyses as well as for some of the difference in 
technology penetration rates for full hybrids. 

EPA’s analysis indicates that, compared to the MY2021 standards, the MY2025 standards 
will result in a net lifetime consumer savings of $1,460 - $1,620 and a payback of about 5 to 5 ½ 
years.4  NHTSA’s primary analysis indicates that net lifetime consumer savings could average 
$680 per vehicle, such that increased vehicle purchase costs are paid back within about 6 ½ 
years, and $800 with payback within about 6 years in a sensitivity case analysis using ICMs. 

 

                                                 
4 Based on the AEO 2015 reference case gasoline price projections, 3 percent discount rate, and ICMs. 
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Table ES- 4  Payback Period and Lifetime Net Consumer Savings for an Average Vehicle Compared to 
the MY2021 Standards 

 GHG 
MY2025 Vehicle 

CAFE 
MY2028 Vehicle 

Primary Analysis RPE Sensitivity Case Primary Analysis ICM Sensitivity Case 

Payback period 
(years) 

5 5 ½ 6 ½ 6 

Net Lifetime 
Consumer Savings 
($, discounted at 3%) 

$1,620 $1,460 $680 $800 

* Note that Chapter 12 (GHG) and Chapter 13 (CAFE) include a wide range of additional sensitivity cases. 

Over the lifetimes of MY2021-2025 vehicles, EPA estimates that under the GHG standards, 
GHG emissions would be reduced by about 540 million metric tons (MMT) and oil consumption 
would be reduced by 1.2 billion barrels. Over the lifetimes of MY2016-2028 vehicles, NHTSA 
estimates that under the augural MY2022-2025 CAFE standards, GHG emissions would be 
reduced by about 748 MMT and oil consumption would be reduced by about 1.6 billion barrels.  
NHTSA’s estimates span a wider range of model years for two reasons, as discussed in Chapter 
13:  first, the NHTSA analysis projects that manufacturers may take some “early action” prior to 
MY2022; second, as discussed above, the response to the augural standards might not be 
“stabilized” until after MY2025.  Differences in these values also result from differences in the 
agencies’ estimates of annual mileage accumulation by light-duty vehicles.5  

Table ES- 5  Cumulative GHG and Oil Reductions for Meeting the MY2022-2025 Standards 

Lifetime Reductions 
GHG  

( MYs 2021-2025 vehicles) 
CAFE  

(MYs 2016-2028 vehicles) 

CO2e reduction  
(million metric tons, MMT) 

540 748 

Oil reduction (billion barrels) 1.2 1.6 

 

For the EPA GHG analysis, total industry-wide costs of meeting the MY2022-2025 GHG 
standards are estimated at $34 to $38 billion.  Societal monetized benefits of the MY2022-2025 
standards (exclusive of fuel savings to consumers) range from $40 to $41 billion.  Consumer pre-
tax fuel savings are estimated to be $89 billion over the lifetime of vehicles meeting the 
MY2022-2025 standards.  Net benefits (inclusive of fuel savings) are estimated at $90 to $94 
billion.  These values are all at a 3 percent discount rate; values at a 7 percent discount rate are 
shown in Table ES-6 below.   

                                                 
5 The agencies’ methods for assessing vehicle mileage accumulation are discussed in Chapter 10.3 for EPA, and 

Chapter 13 for NHTSA. 
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Table ES- 6  GHG Analysis of Lifetime Costs & Benefits to Meet the MY2022-2025 Standards (for 
Vehicles Produced in MY2021-2025)* (Billions of 2013$) 

 

3 Percent Discount Rate     7 Percent Discount Rate 

Primary Analysis 
RPE Sensitivity 

Case 
Primary 
Analysis 

RPE Sensitivity 
Case 

Vehicle Program - $34  -$38 -$24 -$27 

Maintenance -$2 -$2 -$1 -$1 

Fuel $89 $89 $49 $49 

Benefits* $41 $40 $30 $30 

Net Benefits $94 $90 $54 $51 

Note: 
*These values reflect AEO 2015 reference fuel price case.  The Primary Analysis reflects ICMs and the Sensitivity 
Case reflects RPEs.  All values are discounted back to 2015; see Chapter 12.3 for details on discounting social cost 
of GHG and non-GHG benefits.  Note that Chapter 12 also includes a number of additional sensitivity cases.  
 

NHTSA’s primary analysis shows that compared to the No Action alternative, the augural 
CAFE standards could entail additional costs totaling $87 billion during MYs 2016-2028 
(reasons for this span of MYs are discussed above), and a sensitivity case using ICM shows total 
costs of $79 billion.  The primary analysis shows benefits totaling $175 billion, and the ICM 
sensitivity case shows $178 billion.  Consumer fuel savings are estimated to be $67 billion to 
$122 billion over the lifetime of vehicles meeting the MY2022-2025 standards.  Thus, net 
benefits (inclusive of fuel savings) could total $88 billion based on the primary analysis and $99 
billion for the ICM sensitivity case.  These are estimates of the present value (in 2015) of costs 
and benefits, based on a 3 percent discount rate.  NHTSA has also conducted analysis using a 7 
percent discount rate, and a broader sensitivity analysis to examine the impact of other key 
analysis inputs, as discussed in Chapter 13.  Below, Table ES-7 provides an overall summary of 
costs and benefits observed in NHTSA’s analysis. 

Table ES- 7  CAFE Analysis of Lifetime Costs & Benefits to Meet the MY2022-2025 Standards (for 
Vehicles Produced in MY2016-2028) (Billions of 2013$) 

 3 Percent Discount Rate 7 Percent Discount Rate 

Primary Analysis2 ICM Sensitivity Case3 Primary Analysis 

Vehicle Program1* -$87 -$79 -$60 

Benefits (Fuel) $120 $122 $67 

Benefits (Other) $55 $56 $43 

Net Benefits $88 $99 $50 

Notes: 
1 Includes changes in maintenance costs (small relative to cost of additional technology). 
2 The Primary Analysis reflects RPE. 
3 Note that Chapter 13 includes a wide range of additional sensitivity cases. 
 
As noted above, because EPA and NHTSA developed independent assessments of technology 
cost, effectiveness, and reference case projections, the compliance pathways and associated costs 
that result are also different.  Consideration of these two results provides greater confidence that 
compliance can be achieved through a number of different technology pathways.  
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Chapter 1: Introduction 
1) Ch1 DO NOT DELETE 

1.1 Purpose of this Report 

The Environmental Protection Agency (EPA) and the National Highway Traffic Safety 
Administration (NHTSA) have conducted two joint rulemakings to establish a coordinated 
National Program for stringent Federal corporate average fuel economy (CAFE) and greenhouse 
gas (GHG) emissions standards for light-duty vehicles.  The National Program builds on over 35 
years of the National Highway Traffic Safety Administration's (NHTSA's) issuance and 
enforcement of the Nation's fuel economy standards under the Energy Policy and Conservation 
Act (EPCA), and responds to a 2007 Supreme Court decision determining that greenhouse gases 
(GHGs) can be regulated under the Clean Air Act (CAA) and EPA's endangerment finding.  The 
agencies finalized the first set of National Program standards covering model years (MYs) 2012-
2016 in May 20101 and the second set of standards, covering MYs 2017-2025, in October 2012.2  
The National Program establishes standards that increase in stringency year-over-year from 
MY2012 through MY2025, projected to reach a level by 2025 that nearly doubles fuel economy 
and cuts GHG emissions in half as compared to MY2008.  Through the coordination of the 
National Program with the California standards, automakers can build one single fleet of vehicles 
across the U.S. that satisfies all GHG/CAFE requirements, and consumers can continue to have a 
full range of vehicle choices that meet their needs.  In the agencies' October 2012 final rules, the 
National Program was estimated to save 6 billion metric tons of carbon dioxide (CO2) pollution 
and 12 billion barrels of oil over the lifetime of MY2012-2025 vehicles.  In addition, the final 
standards are projected to provide significant savings for consumers due to reduced fuel use. 

The rulemaking establishing the National Program for model year MY2017-2025 light-duty 
vehicles included a regulatory commitment from EPA to conduct a Midterm Evaluation (MTE) 
of the GHG standards established for MYs 2022-2025.3  The 2012 final rule states "The mid-
term evaluation reflects the rules' long time frame, and, for NHTSA, the agency's statutory 
obligation to conduct a de novo rulemaking in order to establish final standards for MYs 2022-
2025.  NHTSA will use the MTE as part of the rulemaking it must undertake to set standards for 
MYs 2022-2025.  Through the MTE, EPA will determine whether the GHG standards for model 
years 2022-2025, established in 2012, are still appropriate, within the meaning of section 202 (a) 
of the Clean Air Act,  in light of the record then before the Administrator, given the latest 
available data and information. See 40 CFR section 86.181-12(h).  EPA’s decision could go one 
of three ways: the standards remain appropriate, the standards should be less stringent, or the 
standards should be more stringent.  In order to align the agencies' proceedings for MYs 2022-
2025 and to maintain a joint national program, EPA and NHTSA will finalize their actions 
related to MYs 2022-2025 standard concurrently.  If the EPA determination is that the standards 
may change, the agencies will issue a joint NPRM and joint final rules."  See 77 FR at 62628 
(Oct. 15, 2012).   

The MTE is a collaborative, data-driven, and transparent process that will be "a holistic 
assessment of all of the factors considered in standards setting," and "the expected impact of 
those factors on manufacturers' ability to comply, without placing decisive weight on any 
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particular factor or projection."  See 77 FR 62784 (Oct. 15, 2012). A  The MTE analysis is 
intended to be as robust and comprehensive as that in the original setting of the MY2017-2025 
standards.  Id.  EPA and NHTSA also are closely coordinating with the California Air Resources 
Board (CARB) in conducting the MTE to better ensure the continuation of the National Program.  
Id.  The agencies fully expect that any adjustments to the standards will be made in consultation 
with CARB.  The details of National Program and the MTE are discussed in Sections 1.2 and 1.3 
respectively, below. 

The 2012 final rule preamble also states "Prior to beginning NHTSA’s rulemaking process 
and EPA’s mid-term evaluation, the agencies plan to jointly prepare a Draft Technical 
Assessment Report (TAR) to examine afresh the issues and, in doing so, conduct similar 
analyses and projections as those considered in the current rulemaking, including technical and 
other analyses and projections relevant to each agency’s authority to set standards as well as any 
relevant new issues that may present themselves."  See 77 FR 62965 (Oct. 15, 2012).  This Draft 
Technical Assessment Report (TAR) is the first formal step in the MTE process and is being 
issued jointly by EPA, NHTSA, and CARB for public comment.  EPA is required to prepare and 
seek public comment on the TAR.4  The Draft TAR is a technical report, not a decision 
document. It is an opportunity for all three agencies to share with the public the initial technical 
analyses of the MY2022-2025 standards.  The Draft TAR is a first step in the process that will 
ultimately inform whether the MY2022-2025 GHG standards adopted by EPA in 2012 should 
remain in place or should change, and what MY2022-2025 CAFE standards would be maximum 
feasible for NHTSA.  EPA's regulations require it to consider in the Draft TAR a wide range of 
factors relevant to the MY2022-2025 standards5 including:  

 Powertrain improvements for gasoline and diesel engines 
 Battery developments for hybridization, electrified vehicles 
 Technology costs 
 Vehicle light-weighting and impacts on safety 
 Market penetration of fuel efficient technologies 
 Fuel prices 
 Fleet mix (cars v. trucks) 
 Employment impacts 
 Infrastructure for electric vehicle charging, alternative fuels 
 Consumer acceptance 
 Consumer payback periods 
 Any other factors deemed relevant 

The agencies have conducted extensive research and analyses to support the MTE, as 
discussed in Chapter 2 and throughout the document.  As part of gathering robust data and 
information to inform the MTE, the agencies also have conducted extensive outreach with a wide 
range of stakeholders – including auto manufacturers, automotive suppliers, NGOs, consumer 

                                                 
A 40 CFR section 86.1818 (h) (1) lists factors which EPA must consider, including “availability and effectiveness of 

the technology;” “the appropriate lead time for introduction of technology;” the feasibility and practicability of 
the standards;” “the impact of the standards on reduction of emissions, oil conservation, energy security and fuel 
savings by consumers;” “the impact of the standards on the automobile industry;” and “the impacts of the 
standards on automobile safety.” 
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groups, labor unions, state and local governments, the academic and research communities, and 
others.  Among other things, the Draft TAR presents analyses reflecting this research and 
information obtained during the agencies’ outreach, presents updated assessments since the 2012 
final rule, including a 2015 assessment by the National Academies of Science, and offers an 
opportunity for public comments on our work thus far.  The agencies will fully consider public 
comments on this Draft TAR as they continue the MTE process, discussed below. 

1.2 Building Blocks of the National Program 

The National Program is both needed and possible because the relationship between 
improving fuel economy and reducing CO2 tailpipe emissions is very direct and close.  The 
amount of those CO2 emissions is essentially constant per gallon combusted of a given type of 
fuel.  Thus, the more fuel efficient a vehicle is, the less fuel it burns to travel a given distance. 
The less fuel it burns, the less CO2 it emits in traveling that distance.  While there are emission 
control technologies that reduce the pollutants (e.g., carbon monoxide) produced by imperfect 
combustion of fuel by capturing or converting them to other compounds, there is currently no 
such technology for CO2.  Further, while some of those pollutants can also be reduced by 
achieving a more complete combustion of fuel, doing so only increases the tailpipe emissions of 
CO2.  Thus, there is a single pool of technologies for addressing these twin problems, i.e., those 
that reduce fuel consumption and thereby reduce CO2 emissions as well.  As noted in the 2012 
final rule, the rates of increase in stringency for the CAFE standards are lower than EPA's rates 
of increase in stringency for GHG standards for purposes of harmonization and in reflection of 
several statutory constraints on the CAFE program.6,B 

1.2.1 Background on NHTSA’s CAFE Program 

The establishment of national fuel economy standards followed directly from passage of the 
Energy Policy and Conservation Act (EPCA) of 1975.  The Act directed the Secretary of 
Transportation to set standards separately for passenger cars and light trucks at the maximum 
feasible levels in each model year (with the passenger car standard not to exceed 27.5 mpg), and 
provided additional direction regarding many aspects of the program.  The Secretary has 
delegated this responsibility to the National Highway Traffic Safety Administration (NHTSA). 
The first fuel economy standards took effect in MY 1978. 

Congress has amended EPCA several times to provide further direction.  Through the Energy 
Independence and Security Act (EISA) of 2007, Congress directed the Secretary to, among other 
things, define future standards in terms of vehicle attributes related to fuel economy and ensure 
that those standards cause the overall fleet to achieve an average fuel economy level of at least 
35 mpg by 2020.  EISA did not otherwise change the requirement that the Department of 
Transportation (DOT) set standards separately for passenger cars and light trucks at the 
maximum feasible levels in each model year.  NHTSA can only set standards for up to five 
model years at a time and standards must be set at least eighteen months before the beginning of 
the model year.7  

In the late 1970s, NHTSA issued regulations to establish and significantly increase the 
stringency of fuel economy standards through 1985.  In the 1980s, the Department relaxed the 

                                                 
B For a fuller discussion of these issues, see 77 FR 62639, October 15, 2012. 
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passenger car standards for model years 1986-1989 and then increased the standard to 27.5 mpg.  
In 1994, NHTSA issued a notice proposing to explore higher fuel economy standards for light 
trucks.  However, starting with the fiscal year 1996 and continuing through fiscal year 2001, 
Congress prohibited NHTSA from using any funds to increase fuel economy standards.  In 2003, 
NHTSA increased light truck standards during model years 2005-2007.  In 2006, NHTSA 
increased light truck standards during model years 2008-2011 and required an attribute-based 
standard in 2011. 

Following EISA and a 2007 decision by the United States Court of Appeals for the Ninth 
Circuit8 (requiring that, when issuing CAFE standards, the Department issue Environmental 
Impact Statements and assign an economic value to avoided CO2 emissions), the Department 
proposed in April 2008 to establish more stringent attribute-based standards for both passenger 
cars and light trucks during model years 2011-2015.  The Department subsequently completed 
work on a rule to finalize these standards; however, with the automobile industry experiencing a 
steep decline during 2008, the Department withdrew the rule.  Under President Obama, the 
Department promulgated the model year 2011 standards in April 2009, and began work on 
harmonized DOT fuel economy and EPA GHG standards referred to here as the National 
Program. 

As shown below, as required fuel economy standards have increased, passenger car (PC) and 
light truck (LT) average fuel economy levels achieved by manufacturers have improved: 

 
Figure 1.1  Average Required and Achieved Fuel Economy Levels 
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It is important to note that the CAFE fuel economy values (both the required and the 
achieved) shown in this chart are based on EPA 2-cycle city and highway tests as required by 
Congress.  Accordingly, these values are a minimum of 25 percent higher than the typical fuel 
economy values shown on fuel economy labels (which are based on 5-cycle testing that reflects a 
much broader range of driving conditions) and achieved by consumers in real world driving. 

1.2.2 Background on EPA’s GHG Program 

Under the Clean Air Act, EPA is responsible for addressing emissions of air pollutants from 
motor vehicles.  On April 2, 2007, the U.S. Supreme Court issued its opinion in Massachusetts v. 
EPA,9 a case involving EPA’s 2003 denial of a petition for rulemaking to regulate GHG 
emissions from motor vehicles under section 202(a) of the Clean Air Act (CAA).10  The Court 
held that GHGs fit within the definition of air pollutant in the Clean Air Act and further held that 
the Administrator must determine whether or not emissions from new motor vehicles cause or 
contribute to air pollution which may reasonably be anticipated to endanger public health or 
welfare, or whether the science is too uncertain to make a reasoned decision.  The Court rejected 
the argument that EPA cannot regulate CO2 from motor vehicles because to do so would de facto 
tighten fuel economy standards, authority over which has been assigned by Congress to DOT.  
The Court stated that “[b]ut that DOT sets mileage standards in no way licenses EPA to shirk its 
environmental responsibilities.  EPA has been charged with protecting the public’s ‘health’ and 
‘welfare’, a statutory obligation wholly independent of DOT’s mandate to promote energy 
efficiency.”  The Court concluded that “[t]he two obligations may overlap, but there is no reason 
to think the two agencies cannot both administer their obligations and yet avoid inconsistency.”11  
The case was remanded back to the Agency for reconsideration in light of the Court’s decision.12 

On December 15, 2009, EPA published two findings (74 FR 66496): That emissions of GHGs 
from new motor vehicles and motor vehicle engines contribute to GHG air pollution, and that 
GHG air pollution may reasonably be anticipated to endanger public health and welfare of 
current and future generations in the U.S.  

1.2.3 Background on CARB’s GHG Program 

Recognizing the increasing threat of climate change to the well-being of California’s citizens 
and the environment, in 2002 the state legislature passed assembly bill 1493 (AB 1493) which 
directed CARB to adopt the maximum feasible and cost-effective reductions in GHG emissions 
from passenger cars and light-duty trucks beginning in the 2009 model year.  Accordingly, in 
2004, CARB adopted the first in the nation GHG emission requirements for passenger cars and 
light-duty trucks for model years 2009-2016.  In January 2012, CARB adopted additional light-
duty vehicle GHG emission requirements for model years 2017-2025.  These additional 
requirements were developed in a joint effort with EPA and NHTSA on the development of 
corporate fuel economy and federal GHG emission standards for model year 2017 and beyond. 

1.3 Background on the National Program 

NHTSA and EPA have conducted two joint rulemakings to establish a National Program for 
corporate average fuel economy (CAFE) and GHG emissions standards.  Together, the two rules 
established strong and coordinated Federal GHG and fuel economy standards for passenger cars, 
light-duty trucks, and medium-duty passenger vehicles (hereafter light-duty vehicles or LDVs).  
Each agency adopted standards covering MYs 2012-2016 in May 201013 and covering MY2017 
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and beyond in October 2012. 14  The MYs 2012-2016 rule represented the first time EPA 
established standards for GHG emissions under its Clean Air Act authority.  The Federal GHG 
and fuel economy standards for MY2017 and beyond were developed in a joint effort with 
CARB.  And, subsequent to the adoption of California-specific GHG standards for MYs 2017-
2025 and the adoption of the Federal standards for MY2017 and beyond, CARB adopted a 
"deemed to comply" provision whereby compliance with the Federal GHG standards would be 
deemed as compliance with California’s GHG program in furtherance of a single National 
Program.  The National Program approach, combined with California standards, helps to better 
ensure that all manufacturers can build a single fleet of vehicles that satisfy all requirements 
under both federal programs and under California’s program, which helps to reduce costs and 
regulatory complexity for auto manufacturers.  In addition, the National Program provides 
significant environmental and climate benefits, energy security, and consumer savings to the 
general public.  Most stakeholders strongly supported the National Program, including the auto 
industry, automotive suppliers, state and local governments, labor unions, NGOs, consumer 
groups, veterans groups, and others. 

Together, light-duty vehicles, which include passenger cars, sport utility vehicles, crossover 
utility vehicles, minivans, and pickup trucks, are presently responsible for approximately 60 
percent of all U.S. transportation-related GHG emissions and fuel consumption.15  The 2012 final 
rule projected that combined, the National Program standards, and NHTSA's MY2011 CAFE 
standards, result in MY2025 light-duty vehicles with nearly double the fuel economy and half 
the GHG emissions compared to MY2010 vehicles.  Collectively, these represented some of the 
most significant federal actions ever taken to reduce GHG emissions and improve fuel economy 
in the U.S.  In the 2012 final rule, based on future assumptions including car/truck share, EPA 
projected that its standards would lead to an average industry fleet wide emissions level of 163 
grams/mile of carbon dioxide (CO2) in model year 2025 (compared to 326 g/mile in MY 2011), 
which is equivalent to 54.5 mpg if this level were achieved solely through improvements in fuel 
economy.C,D  In the same notice, NHTSA estimated that, if proposed and subsequently finalized 
at levels announced on an augural basis for model years 2022-2025, CAFE standards could 
increase industry-wide fuel economy to 48.7-49.7 mpg by model year 2025, depending on a 
range of factors. 

In the 2012 final rule, the agencies projected that, in meeting the MY2025 standards, a wide 
range of vehicles would continue to be available, preserving consumer choice.  The agencies 
projected that the MY2025 standards would be met largely through advancements in 
conventional vehicle technologies, including advances in gasoline engines (such as 
downsized/turbocharged engines) and transmissions, vehicle weight reduction, improvements in 

                                                 
C 163g/mi would be equivalent to 54.5 mpg, if the entire fleet were to meet this CO2 level through tailpipe CO2 and 

fuel economy improvements. However, the agencies projected in the 2012 rulemaking analysis that a portion of 
these improvements will be made through improvements in air conditioning refrigerant leakage and the use of 
alternative refrigerants, which would contribute to reduced GHG emissions but would not contribute to fuel 
economy improvements. This is why NHTSA's 48.7-49.7 mpg range differs from EPA's projected 54.5 mpg 
standard. 

D Real-world CO2 is typically 25 percent higher and real-world fuel economy is typically 20 percent lower than the 
CO2 and CAFE compliance values discussed here. 
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vehicle aerodynamics, more efficient vehicle accessories, and lower rolling resistance tires.  The 
agencies also projected that vehicle air conditioning systems would continue to improve by 
becoming more efficient and by increasing the use of alternative refrigerants and lower leakage 
systems.  The agencies estimated that some increased electrification of the fleet would occur 
through the expanded use of stop/start and mild hybrid technologies, but projected that meeting 
the MY2025 standards would require only about five to nine percent of the fleet to be full hybrid 
electric vehicles (HEVs) and only about two to three percent of the fleet to be electric vehicles 
(EV) or plug-in hybrid electric vehicles (PHEVs).E  All of these technologies were available at 
the time of the final rule, some on a limited number of vehicles while others were more 
widespread, and the agencies projected that manufacturers would be able to meet the standards 
through significant efficiency improvements in the technologies, as well as through increased 
usage of these and other technologies across the fleet. 

In the 2012 final rule, EPA adopted standards through MY2025, with the MY2022-2025 
standards subject to the midterm evaluation process established in the EPA regulations.  As 
mentioned above, NHTSA adopted standards only through MY2021, due to a statutory 
requirement of the Energy Policy and Conservation Act (EPCA) of 1975, as amended by the 
Energy Independence and Security Act (EISA) of 2007, which allows NHTSA to set CAFE 
standards for only up to five model years at a time.  Due to this statutory requirement, NHTSA 
must conduct a full de novo rulemaking to establish standards for MYs 2022-2025.  In the 2012 
final rule, NHTSA thus presented MY2022-2025 standards as “augural,” reflecting the agency’s 
best judgment of what standards would have been maximum feasible at the time of the final rule, 
based on the information then available.  The future rulemaking to set MY2022-2025 CAFE 
standards must be based on the best information, data, and analysis available at the time of the 
new rulemaking. 

The MY2012-2016 and MY2017 and beyond CAFE and GHG emissions standards are 
attribute-based standards,F using vehicle footprint as the attribute.  Footprint is defined as a 
vehicle’s wheelbase multiplied by its average track width16—in other words, the area enclosed 
by the points at which the wheels meet the ground.  The standards are therefore generally based 
on a vehicle’s size:  larger vehicles have numerically less stringent fuel economy/GHG 
emissions targets and smaller vehicles have numerically more stringent fuel economy/GHG 
emissions targets. 

Under the footprint-based standards, the footprint curve defines a GHG or fuel economy 
performance target for each separate car or truck footprint. Individual vehicles or models, 
however, are not required to meet the target on the curve.  To determine its compliance 
obligation, a vehicle manufacturer would average the curve targets for a given year for each of 
its footprints of its vehicle models produced in that year, as weighted by the number of vehicles 
it produced of each model.G  Each manufacturer thus will have a GHG and CAFE average 

                                                 
E For comparison to vehicles for sale today, an example of a mild HEV is GM's eAssist (Buick Lacrosse), a strong 

HEV is the Toyota Prius, an EV is the Nissan Leaf, and a PHEV is the Chevrolet Volt.  
F Attribute-based standards are required by EISA (49 U.S.C. 32902(b)(3)) and allowed by the CAA.  NHTSA first 

used the footprint attribute in its Reformed CAFE program for light trucks for model years 2008-2011 and 
passenger car CAFE standards in MY2011.   

G See, e.g., 49 CFR 531.5 for the curve equations for passenger car CAFE standards. 
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standard that is unique to each of its car and truck fleets, depending on the footprints and 
production volumes of the vehicle models produced by that manufacturer in a given model year.  
A manufacturer will have separate footprint-based standards for passenger cars (like sedans, 
station wagons, and many 2WD sport-utility vehicles and crossovers) and for light trucks (like 
most 4WD and heavier 2WD sport-utility vehicles, minivans, and pickup trucks)H.  The curves 
are mostly sloped, so that generally, vehicles with larger footprints will be subject to higher CO2 
grams/mile targets and lower CAFE mpg targets than vehicles with smaller footprints.  This is 
because, generally speaking, smaller vehicles are more capable of achieving lower levels of CO2 
and higher levels of fuel economy than larger vehicles.  Although a manufacturer’s fleet average 
standards could be estimated throughout the model year based on the projected production 
volume of its vehicle fleet (and are estimated as part of the EPA certification process), the final 
standards with which each manufacturer must comply are determined by its final model year 
production figures.  A manufacturer’s calculation of its fleet average standards as well as its 
fleets’ average performance at the end of the model year will thus be based on the production-
weighted average target and performance of each model in its fleet.I 

The footprint curves for the MY2012-2025 CAFE standards are shown below in Figure 1.1 
and Figure 1.2 and GHG standards are shown below in Figure 1.3 and Figure 1.4.  As noted 
above, NHTSA has only adopted standards through MY2021.  The CAFE MY2022-2025 curves 
provided below were presented as augural attribute curves in the MY2017-2025 rule, and will 
have to be re-evaluated as part of the upcoming rulemaking to establish final CAFE standards for 
those model years.  Although the general model of the target curve equation is the same for each 
vehicle category and each year, the parameters of the curve equation differ for cars and trucks.  
Each parameter also changes on a model year basis, resulting in the yearly increases in 
stringency.17    

                                                 
H This is required for the CAFE program under 49 U.S.C. § 32902. 
I A manufacturer may have some models that exceed their target, and some that are below their target.  Compliance 

with a fleet average standard is determined by comparing the fleet average standard (based on the production 
weighted average of the target levels for each model) with fleet average performance (based on the production 
weighted average of the performance for each model). 
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Figure 1.1  CAFE Target Curves for Passenger Cars 
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Figure 1.2  CAFE Target Curves for Light Trucks 

 

 

Figure 1.3  CO2 (g/mile) Passenger Car Standards Curves 
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Figure 1.4  CO2 (g/mile) Light Truck Standards Curves 

Footprint-based standards help to distribute the burden of compliance across all vehicle 
footprints and across all manufacturers.  Manufacturers are not compelled to build vehicles of 
any particular size or type, and each manufacturer has its own fleetwide standard for each fleet in 
each year that reflects the light-duty vehicles it chooses to produce.  This approach also preserves 
consumer choice, as the standards do not constrain consumers’ opportunity to purchase the size 
of vehicle with the performance, utility and safety features that meet their needs. 

1.4 Agencies’ Commitment to the Midterm Evaluation (MTE) 

Given the long time frame at issue in setting standards for MY2022–2025 light-duty vehicles, 
and given NHTSA’s statutory obligation to conduct a de novo rulemaking in order to establish 
final standards for vehicles for the 2022–2025 model years, the agencies committed in the 2012 
final rule to conduct a comprehensive mid-term evaluation for the MY2022–2025 standards.  
The MY2017-2025 final rule noted that in order to align the agencies’ proceedings for MYs 
2022–2025 and to maintain a joint national program, EPA and NHTSA will finalize their actions 
related to MY2022–2025 standards concurrently.   

As noted above, through the MTE, EPA will determine whether the GHG standards for model 
years 2022-2025, established in 2012, are still "appropriate," within the meaning of section 202 
(a)(1) of the Clean Air Act, given the latest available data and information.  EPA’s decision 
could go one of three ways: the standards remain appropriate, the standards should be less 
stringent, or the standards should be more stringent.  Public input on the Draft TAR, along with 
any new data and information, will inform the next step in the MTE process -- EPA’s Proposed 
Determination.  The Proposed Determination will be the EPA Administrator’s proposal on 
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whether the MY2022-2025 standards are appropriate.  The Proposed Determination will be 
available for public comment, as required by EPA’s regulations.  If the Administrator’s proposal 
is that the standards should change (either more or less stringent), then this action will be a 
Notice of Proposed Rulemaking.  Public input on the Proposed Determination, as well as new 
data and information available, will inform the next step -- EPA’s Final Determination.  The 
Final Determination will be the Administrator’s final decision on whether or not the MY2022-
2025 standards are appropriate, in light of the record then before the Administrator.  EPA is 
legally bound to make a final determination, by April 1, 2018, on whether the MY2022–2025 
GHG standards are appropriate under section 202(a), in light of the record then before the 
agency.  See generally 40 CFR 86.1818-12(h). 

As stated above, EPCA limits NHTSA to setting CAFE standards for up to five years at a 
time, so that the  MY2022-2025 CAFE provisions are only “augural,” reflecting NHTSA's best 
judgment of what standards would have been maximum feasible at the time of the final rule, 
based on the information then available.  The MTE is closely coordinated with NHTSA’s plan to 
conduct a CAFE rulemaking to establish MY2022-2025 standards and NHTSA committed to 
fully participate in the MTE process, including this Draft Technical Assessment Report (TAR).  
77 FR 62784.  NHTSA’s rulemaking will consider all relevant information and fresh balancing 
of statutory factors in order to determine the maximum feasible CAFE standards for MYs 2022–
2025.  In order to maintain a joint national program by aligning the agencies' proceedings for 
MYs 2022–2025, if the EPA determination is that its standards will not change, NHTSA will 
issue its final rule concurrently with the EPA final determination.  If the EPA determination is 
that standards may change, the agencies will issue a joint NPRM and joint final rule similar to 
the previous two joint rulemakings.  The public input on the research and analysis presented in 
the Draft TAR will inform NHTSA’s proposed rule as well as EPA’s MTE determination 
process.   

NHTSA and EPA are conducting this mid-term evaluation in close coordination with the 
California Air Resources Board (CARB), given our commitment to maintaining a National 
Program to address GHG emissions and fuel economy.  California adopted its own GHG 
standards for MYs 2017-2025 in 2012 prior to NHTSA and EPA finalizing the GHG and fuel 
economy standards for the National Program.  Through direction from its Board in 2012, CARB 
both adopted a ‘deemed to comply’ provision allowing compliance with EPA's GHG standards 
in lieu of CARB’s standards, and committed to participating with NHTSA and EPA in 
conducting the mid-term evaluation.  EPA subsequently granted California’s waiver request 
under the Clean Air Act on January 9, 2013 for its MY2017–2025 GHG standards.18  To date, 
CARB has been involved with the preparation of this Draft TAR to inform the mid-term 
evaluation of the National Program.   

Additionally, CARB is scheduled to provide an update to its Board in late 2016 regarding the 
status of the mid-term evaluation as well as a review of California-specific elements of the 
CARB Advanced Clean Cars (ACC) program. 19 

1.5 Climate Change and Energy Security Drivers for the National Program  

The two primary policy drivers for the National Program are to reduce the U.S. contribution 
to global climate change (the legal basis for EPA’s GHG emissions standards) and to reduce 
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petroleum consumption and improve U.S. energy security (the legal basis for NHTSA’s CAFE 
standards). 

1.5.1 Climate Change 

1.5.1.1 Overview of Climate Change Science and Global Impacts 

According to the National Research Council, “Emissions of CO2 from the burning of fossil 
fuels have ushered in a new epoch where human activities will largely determine the evolution of 
Earth’s climate.  Because CO2 in the atmosphere is long lived, it can effectively lock Earth and 
future generations into a range of impacts, some of which could become very severe.  Therefore, 
emission reduction choices made today matter in determining impacts experienced not just over 
the next few decades, but in the coming centuries and millennia.”20  

In 2009, based on a large body of robust and compelling scientific evidence, the EPA 
Administrator issued the Endangerment Finding under CAA section 202(a)(1).21  In the 
Endangerment Finding, the Administrator found that the current, elevated concentrations of 
GHGs in the atmosphere—already at levels unprecedented in human history—may reasonably 
be anticipated to endanger public health and welfare of current and future generations in the U.S.  
The D.C. Circuit later upheld the Endangerment Finding from all challenges.  Coalition for 
Responsible Regulation v. EPA, 684 F. 3d 102, 116-26 (D.C. Cir. 2012). 

Since the administrative record concerning the Endangerment Finding closed following the 
EPA’s 2010 Reconsideration Denial, the climate has continued to change, with new records 
being set for a number of climate indicators such as global average surface temperatures, Arctic 
sea ice retreat, CO2 concentrations, and sea level rise.  Additionally, a number of major scientific 
assessments have been released that improve understanding of the climate system and strengthen 
the case that GHGs endanger public health and welfare both for current and future generations.  
These assessments, from the Intergovernmental Panel on Climate Change (IPCC), the U.S. 
Global Change Research Program (USGCRP), and the National Research Council (NRC), 
include: IPCC’s 2012 Special Report on Managing the Risks of Extreme Events and Disasters to 
Advance Climate Change Adaptation (SREX) and the 2013-2014 Fifth Assessment Report 
(AR5), the USGCRP’s 2014 National Climate Assessment, Climate Change Impacts in the 
United States (NCA3), and the NRC’s 2010 Ocean Acidification:  A National Strategy to Meet 
the Challenges of a Changing Ocean (Ocean Acidification), 2011 Report on Climate 
Stabilization Targets: Emissions, Concentrations, and Impacts over Decades to Millennia 
(Climate Stabilization Targets), 2011 National Security Implications for U.S. Naval Forces 
(National Security Implications), 2011 Understanding Earth’s Deep Past: Lessons for Our 
Climate Future (Understanding Earth’s Deep Past), 2012 Sea Level Rise for the Coasts of 
California, Oregon, and Washington: Past, Present, and Future, 2012 Climate and Social Stress: 
Implications for Security Analysis (Climate and Social Stress), and 2013 Abrupt Impacts of 
Climate Change (Abrupt Impacts) assessments. 

The findings of the recent scientific assessments confirm and strengthen the science that 
supported the 2009 Endangerment Finding.  The NCA3 indicates that climate change "threatens 
human health and well-being in many ways, including impacts from increased extreme weather 
events, wildfire, decreased air quality, threats to mental health, and illnesses transmitted by food, 
water, and disease-carriers such as mosquitoes and ticks.”22  Most recently, the USGCRP 
released a new assessment, “The Impacts of Climate Change on Human Health in the United 
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States: A Scientific Assessment” (also known as the USGCRP Climate and Health Assessment).  
This assessment finds that "climate change impacts endanger our health" and that in the United 
States we have "observed climate-related increases in our exposure to elevated temperatures; 
more frequent, severe, or longer lasting extreme events; diseases transmitted through food, water, 
or disease vectors such as ticks and mosquitoes; and stresses to mental health and well-being."  
The assessment determines that "[e]very American is vulnerable to the health impacts associated 
with climate change."  Climate warming will also likely "make it harder for any given regulatory 
approach to reduce ground-level ozone pollution," and, unless offset by reductions of ozone 
precursors, it is likely that "climate-driven increases in ozone will cause premature deaths, 
hospital visits, lost school days, and acute respiratory symptoms."23 

Assessments state that certain populations are particularly vulnerable to climate change.  The 
USGCRP Climate and Health Assessment assesses several disproportionately vulnerable 
populations, including those with low income, some communities of color, immigrant groups, 
indigenous peoples, pregnant women, vulnerable occupational groups, persons with disabilities, 
and persons with preexisting or chronic medical conditions.  The Climate and Health Assessment 
also concludes that children’s unique physiology and developing bodies contribute to making 
them particularly vulnerable to climate change.  Children also have unique behaviors and 
exposure pathways that could increase their exposure to environmental stressors, like 
contaminants in dust or extreme heat events.  Impacts from climate change on children are likely 
expected from heat waves, air pollution, infectious and waterborne illnesses, disruptions in food 
safety and security, and mental health effects resulting from extreme weather events.  For 
example, climate change can disrupt food safety and security by significantly reducing food 
quality, availability and access.  Children are more susceptible to this disruption because 
nutrition is important during critical windows of development and growth.   Older people with 
pre-existing chronic heart or lung disease are at higher risk of mortality and morbidity both as a 
result of climate warming and during extreme heat events. Pre-existing chronic disease also 
increases susceptibility to adverse cardiac and respiratory impacts of air pollution and to more 
severe consequences from infectious and waterborne diseases.  Limited mobility among older 
adults can also increase health risks associated with extreme weather and floods. 

The new assessments also confirm and strengthen the science that supported the 2009 
Endangerment Finding.  The NRC assessment Understanding Earth’s Deep Past stated that "[b]y 
the end of this century, without a reduction in emissions, atmospheric CO2 is projected to 
increase to levels that Earth has not experienced for more than 30 million years."  In fact, that 
assessment stated that “the magnitude and rate of the present GHG increase place the climate 
system in what could be one of the most severe increases in radiative forcing of the global 
climate system in Earth history.”24  Because of these unprecedented changes in atmospheric 
concentrations, several assessments state that we may be approaching critical, poorly understood 
thresholds.  The NRC Abrupt Impacts report analyzed the potential for abrupt climate change in 
the physical climate system and abrupt impacts of ongoing changes that, when thresholds are 
crossed, could cause abrupt impacts for society and ecosystems.  The report considered 
destabilization of the West Antarctic Ice Sheet (which could cause 3-4 m of potential sea level 
rise) as an abrupt climate impact with unknown but probably low probability of occurring this 
century.  The report categorized a decrease in ocean oxygen content (with attendant threats to 
aerobic marine life); increase in intensity, frequency, and duration of heat waves; and increase in 
frequency and intensity of extreme precipitation events (droughts, floods, hurricanes, and major 
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storms) as climate impacts with moderate risk of an abrupt change within this century.  The NRC 
Abrupt Impacts report also analyzed the threat of rapid state changes in ecosystems and species 
extinctions as examples of an irreversible impact that is expected to be exacerbated by climate 
change.  Species at most risk include those whose migration potential is limited, whether because 
they live on mountaintops or fragmented habitats with barriers to movement, or because climatic 
conditions are changing more rapidly than the species can move or adapt.  While some of these 
abrupt impacts may be of low or moderate probability in this century, the probability for a 
significant change in many of these processes after 2100 was judged to be higher, with severe 
impacts likely should the abrupt change occur.  Future temperature changes will be influenced by 
what emissions path the world follows.  In its high emission scenario, the IPCC AR5 projects 
that global temperatures by the end of the century will likely be 2.6°C to 4.8°C (4.7 to 8.6°F) 
warmer than today.  There is very high confidence that temperatures on land and in the Arctic 
will warm even faster than the global average.  However, according to the NCA3, significant 
reductions in emissions would lead to noticeably less future warming beyond mid-century, and 
therefore less impact to public health and welfare.  According to the NCA3, regions closer to the 
poles are projected to receive more precipitation, while the dry subtropics expand (colloquially, 
this has been summarized as wet areas getting wet and dry regions getting drier), while "[t]he 
widespread trend of increasing heavy downpours is expected to continue, with precipitation 
becoming less frequent but more intense."  Meanwhile, the NRC Climate Stabilization Targets 
assessment found that the area burned by wildfire in parts of western North America is expected 
to grow by 2 to 4 times for 1°C (1.8°F) of warming.  The NCA also found that "[e]xtrapolation 
of the present observed trend suggests an essentially ice-free Arctic in summer before mid-
century." Retreating snow and ice, and emissions of carbon dioxide and methane released from 
thawing permafrost, are very likely to amplify future warming. 

Since the 2009 Endangerment Finding, the IPCC AR5, the USGCRP NCA3, and three of the 
new NRC assessments provide estimates of projected global average sea level rise.  These 
estimates, while not always directly comparable as they assume different emissions scenarios 
and baselines, are at least 40 percent larger than, and in some cases more than twice as large as, 
the projected rise estimated in the IPCC AR4 assessment, which was referred to in the 2009 
Endangerment Finding.  The NRC Sea Level Rise assessment projects a global average sea level 
rise of 0.5 to 1.4 meters by 2100.  The NRC National Security Implications assessment suggests 
that “the Department of the Navy should expect roughly 0.4 to 2 meters global average sea-level 
rise by 2100.”  The NRC Climate Stabilization Targets assessment states that a global average 
temperature increase of 3°C will lead to a global average sea level rise of 0.5 to 1 meter by 2100. 
These NRC and IPCC assessments continue to recognize and characterize the uncertainty 
inherent in accounting for melting ice sheets in sea level rise projections. 

Carbon dioxide in particular has unique impacts on ocean ecosystems.  The NRC Climate 
Stabilization Targets assessment found that coral bleaching will likely increase due both to 
warming and ocean acidification.  Ocean surface waters have already become 30 percent more 
acidic over the past 250 years due to absorption of CO2 from the atmosphere.  According to the 
NCA3, this "ocean acidification makes water more corrosive, reducing the capacity of marine 
organisms with shells or skeletons made of calcium carbonate (such as corals, krill, oysters, 
clams, and crabs) to survive, grow, and reproduce, which in turn will affect the marine food 
chain."  The NRC Understanding Earth’s Deep Past assessment notes four of the five major coral 
reef crises of the past 500 million years appear to have been driven by acidification and warming 
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that followed GHG increases of similar magnitude to the emissions increases expected over the 
next hundred years.  The NRC Abrupt Impacts assessment specifically highlighted similarities 
between the projections for future acidification and warming and the extinction at the end of the 
Permian which resulted in the loss of an estimated 90 percent of known species. 

In addition to future impacts, the NCA3 emphasizes that climate change driven by human 
emissions of GHGs is already happening now and it is happening in the U.S.  According to the 
IPCC AR5 and the NCA3, there are a number of climate-related changes that have been 
observed recently, and these changes are projected to accelerate in the future:  

 The planet warmed about 0.85°C (1.5°F) from 1880 to 2012.  It is extremely likely 
(>95 percent probability) that human influence was the dominant cause of the 
observed warming since the mid-20th century, and likely (>66 percent probability) 
that human influence has more than doubled the probability of occurrence of heat 
waves in some locations.  In the Northern Hemisphere, the last 30 years were likely 
the warmest 30 year period of the last 1400 years.  

 Global sea levels rose 0.19 m (7.5 inches) from 1901 to 2010.  Contributing to this 
rise was the warming of the oceans and melting of land ice.  It is likely that 275 
gigatons per year of ice melted from land glaciers (not including ice sheets) since 
1993, and that the rate of loss of ice from the Greenland and Antarctic ice sheets 
increased substantially in recent years, to 215 gigatons per year and 147 gigatons per 
year respectively since 2002.  For context, 360 gigatons of ice melt is sufficient to 
cause global sea levels to rise 1 mm.   

 Annual mean Arctic sea ice has been declining at 3.5 to 4.1 percent per decade, and 
Northern Hemisphere snow cover extent has decreased at about 1.6 percent per 
decade for March and 11.7 percent per decade for June.   

 Permafrost temperatures have increased in most regions since the 1980s, by up to 3°C 
(5.4°F) in parts of Northern Alaska.  

 Winter storm frequency and intensity have both increased in the Northern 
Hemisphere.  The NCA3 states that the increases in the severity or frequency of some 
types of extreme weather and climate events in recent decades can affect energy 
production and delivery, causing supply disruptions, and compromise other essential 
infrastructure such as water and transportation systems. 

In addition to the changes documented in the assessment literature, there have been other 
climate milestones of note.  In 2009, the year of the Endangerment Finding, the average 
concentration of CO2 as measured on top of Mauna Loa was 387 parts per million, far above 
preindustrial concentrations of about 280 parts per million.25  The average concentration in 2015 
was 401 parts per million, the first time an annual average concentration has exceeded 400 parts 
per million since record keeping began at Mauna Loa in 1958, and likely for at least the past 
800,000 years.26  Arctic sea ice has continued to decline, with September of 2012 marking the 
record low in terms of Arctic sea ice extent, 40 percent below the 1979-2000 median.  Sea level 
has continued to rise at a rate of 3.2 mm per year (1.3 inches/decade) since satellite observations 
started in 1993, more than twice the average rate of rise in the 20th century prior to 1993.27  And 
2015 was the warmest year globally in the modern global surface temperature record, going back 
to 1880, breaking the record previously held by 2014; this now means that the last 15 years have 
been 15 of the 16 warmest years on record.28 
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These assessments and observed changes raise concerns that reducing emissions of GHGs 
across the globe is necessary in order to avoid the worst impacts of climate change, and 
underscore the urgency of reducing emissions now.  The NRC Committee on America’s Climate 
Choices listed a number of reasons “why it is imprudent to delay actions that at least begin the 
process of substantially reducing emissions.”29  For example: 

 “The faster emissions are reduced, the lower the risks posed by climate change.  
Delays in reducing emissions could commit the planet to a wide range of adverse 
impacts, especially if the sensitivity of the climate to GHGs is on the higher end of 
the estimated range. 

 Waiting for unacceptable impacts to occur before taking action is imprudent because 
the effects of GHG emissions do not fully manifest themselves for decades and, once 
manifested, many of these changes will persist for hundreds or even thousands of 
years.  

 In the committee’s judgment, the risks associated with doing business as usual are a 
much greater concern than the risks associated with engaging in strong response 
efforts.” 

1.5.1.2 Overview of Climate Change Impacts in the United States 

The NCA3 assessed the climate impacts in eight regions of the U.S., noting that changes in 
physical climate parameters such as temperatures, precipitation, and sea ice retreat were already 
having impacts on forests, water supplies, ecosystems, flooding, heat waves, and air quality.  The 
U.S. average temperatures have similarly increased by 1.3 to 1.9°Fs F since 1895, with most of 
that increase occurring since 1970, and the most recent decade was the U.S.'s hottest as well as 
the world's hottest.  Moreover, the NCA3 found that future warming is projected to be much 
larger than recent observed variations in temperature, with 2 to 4°Fs F warming expected in most 
areas of the U.S. over the next few decades, and up to 10°Fs F possible by the end of the century 
assuming continued increases in emissions.  Extreme heat events will continue to become more 
common, and extreme cold less common.  Additionally, precipitation is considered likely to 
increase in the northern states, decrease in the southern states, and with the heaviest precipitation 
events projected to increase everywhere.   

In the Northeast, temperatures increased almost 2°F from 1895 to 2011, precipitation 
increased by about 5 inches (10 percent), and sea level rise of about a foot has led to an increase 
in coastal flooding.  In the future, if emissions continue to increase, the Northeast is projected to 
experience 4.5 to 10°F of warming by the 2080s.  This is expected to lead to more heat waves, 
coastal and river flooding, and intense precipitation events.  Sea levels in the Northeast are 
expected to increase faster than the global average because of subsidence, and changing ocean 
currents may further increase the rate of sea level rise. 

In the Southeast, average annual temperature during the last century cycled between warm 
and cool periods.  A warm peak occurred during the 1930s and 1940s followed by a cool period 
and temperatures then increased again from 1970 to the present by an average of 2°F.  Louisiana 
has already lost 1,880 square miles of land in the last 80 years due to sea level rise and other 
contributing factors.  The Southeast is exceptionally vulnerable to sea level rise, extreme heat 
events, hurricanes, and decreased water availability.  Major risks of further warming include 
significant increases in the number of hot days (95°F or above) and decreases in freezing events, 
as well as exacerbated ground level ozone in urban areas. Projections suggest that there may be 
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fewer hurricanes in the Atlantic in the future, but they will be more intense, with more Category 
4 and 5 storms.  The NCA identified New Orleans, Miami, Tampa, Charleston, and Virginia 
Beach as cities at particular risk of flooding. 

In the Northwest, temperatures increased by about 1.3°F between 1895 and 2011. Snowpack 
in the Northwest is an important freshwater source for the region.  More precipitation falling as 
rain instead of snow has reduced the snowpack, and warmer springs have corresponded to earlier 
snowpack melting and reduced stream flows during summer months.  Drier conditions have 
increased the extent of wildfires in the region.  Average annual temperatures are projected to 
increase by 3.3°F to 9.7°F by the end of the century (depending on future global GHG 
emissions), with the greatest warming is expected during the summer.  Continued increases in 
global GHG emissions are projected to result in up to a 30 percent decrease in summer 
precipitation.  Warmer waters are expected to increase disease and mortality in important fish 
species, including Chinook and sockeye salmon.  Ocean acidification also threatens species such 
as oysters, with the Northwest coastal waters already being some of the most acidified 
worldwide due to coastal upwelling and other local factors. 

In Alaska, temperatures have changed faster than anywhere else in the U.S. Annual 
temperatures increased by about 3°F in the past 60 years.  Warming in the winter has been even 
greater, rising by an average of 6°F.  Glaciers in Alaska are melting at some of the fastest rates 
on Earth. Permafrost soils are also warming and beginning to thaw.  Drier conditions had already 
contributed to more large wildfires in the 10 years prior to the NCA3 than in any previous 
decade since the 1940s, when recordkeeping began, and subsequent years have seen even more 
wildfires.  By the end of this century, continued increases in GHG emissions are expected to 
increase temperatures by 10 to 12°F in the northernmost parts of Alaska, by 8 to 10°F in the 
interior, and by 6 to 8°F across the rest of the state.  These increases will exacerbate ongoing 
arctic sea ice loss, glacial melt, permafrost thaw and increased wildfire, and threaten humans, 
ecosystems, and infrastructure. 

In the Southwest, temperatures are now about 2°F higher than the past century, and are 
already the warmest that region has experienced in at least 600 years.  The NCA notes that there 
is evidence that climate-change induced warming on top of recent drought has influenced tree 
mortality, wildfire frequency and area, and forest insect outbreaks.  At the time of publication of 
the NCA, even before the last 2 years of extreme drought in California, tree ring data was 
already indicating that the region might be experiencing its driest period in 800 years.  The 
Southwest is projected to warm an additional 5.5 to 9.5°F over the next century if emissions 
continue to increase.  Winter snowpack in the Southwest is projected to decline (consistent with 
recent record lows), reducing the reliability of surface water supplies for cities, agriculture, 
cooling for power plants, and ecosystems.  Sea level rise along the California coast is projected 
to worsen coastal erosion, increase flooding risk for coastal highways, bridges, and low-lying 
airports, and pose a threat to groundwater supplies in coastal cities.  Also, “The combination of a 
longer frost-free season, less frequent cold air outbreaks, and more frequent heat waves 
accelerates crop ripening and maturity, reduces yields of corn, tree fruit, and wine grapes, 
stresses livestock, and increases agricultural water consumption.”  Increased drought, higher 
temperatures, and bark beetle outbreaks are likely to contribute to continued increases in 
wildfires. 
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The rate of warming in the Midwest has markedly accelerated over the past few decades. 
Temperatures rose by more than 1.5°F from 1900 to 2010, but between 1980 and 2010 the rate of 
warming was three times faster than from 1900 through 2010.  Precipitation generally increased 
over the last century, with much of the increase driven by intensification of the heaviest rainfalls.  
Several types of extreme weather events in the Midwest (e.g., heat waves and flooding) have 
already increased in frequency and/or intensity due to climate change. In the future, if emissions 
continue increasing, the Midwest is expected to experience 5.6 to 8.5°F of warming by the 
2080s, leading to more heat waves.  Specific vulnerabilities highlighted by the NCA include 
long-term decreases in agricultural productivity, changes in the composition of the region’s 
forests, increased public health threats from heat waves and degraded air and water quality, 
negative impacts on transportation and other infrastructure associated with extreme rainfall 
events and flooding, and risks to the Great Lakes including shifts in invasive species, increases in 
harmful algal blooms, and declining beach health. 

High temperatures (more than 100°F in the Southern Plains and more than 95°F in the 
Northern Plains) are projected to occur much more frequently by mid-century.  Increases in 
extreme heat will increase heat stress for residents, energy demand for air conditioning, and 
water losses.  In Hawaii, other Pacific islands, and the Caribbean, rising air and ocean 
temperatures, shifting rainfall patterns, changing frequencies and intensities of storms and 
drought, decreasing base flow in streams, rising sea levels, and changing ocean chemistry will 
affect ecosystems on land and in the oceans, as well as local communities, livelihoods, and 
cultures.  Low islands are particularly at risk. 

In Hawaii and the Pacific islands, “Warmer oceans are leading to increased coral bleaching 
events and disease outbreaks in coral reefs, as well as changed distribution patterns of tuna 
fisheries.  Ocean acidification will reduce coral growth and health.  Warming and acidification, 
combined with existing stresses, will strongly affect coral reef fish communities.”  For Hawaii 
and the Pacific islands, future sea surface temperatures are projected to increase 2.3°F by 2055 
and 4.7°F by 2090 under a scenario that assumes continued increases in emissions. 

1.5.1.3 Recent U.S. Commitments on Climate Change Mitigation 

In 2009, President Obama adopted a goal of reducing U.S. GHG emissions by approximately 
17 percent below 2005 levels by 2020.30  The Administration subsequently took several major 
actions towards this goal under its Climate Action Plan, most notably the historic National 
Program standards to reduce new car and light truck GHG emissions levels by 50 percent by 
2025 (see above for the history of the National Program), promulgating the first standards to 
reduce GHGs and improve fuel efficiency for medium- and heavy-duty vehicles for model years 
2014-2018 (Phase 1) and proposing further Phase 2 standards for this segment, the investment of 
more than $80 billion in clean energy technologies under the economic recovery program, 
implementing various energy efficiency measures, and promulgating the Clean Power Plan (i.e. 
the standards of performance for new and existing electric power plant stationary sources under 
sections 111 (b) and (d) of the Clean Air Act) to reduce CO2 emissions from the electric power 
sector. 

In December 2015, the U.S. was one of over 190 signatories to the Paris Climate Agreement, 
widely regarded as the most ambitious climate change agreement in history.  In the Paris 
agreement, individual countries agreed to commit to putting forward successive and ambitious 
nationally determined contributions (NDCs) for greenhouse gas emissions reductions to the 
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United Nations Framework Convention on Climate Change. Further, the countries agreed to 
revise their NDCs every five years, with the expectation that they will strengthen over time.  The 
Paris agreement reaffirms the goal of limiting global temperature increase to well below 2°Fs 
Celsius, and for the first time urged efforts to limit the temperature increase to 1.5°Fs Celsius.  
The U.S. submitted a non-binding intended NDC target of reducing economy-wide GHG 
emissions by 26-28 percent below its 2005 level in 2025 and to make best efforts to reduce 
emissions by 28 percent.31  This pace would keep the U.S. on a trajectory to achieve deep 
economy-wide reductions on the order of 80 percent by 2050. 

1.5.1.4 Recent California Commitments on Climate Change 

With climate change threatening California’s resources, economy, and quality of life, the 
State is squarely focused on addressing it and protecting our natural and built environments.  
Over the past several decades, California has taken a number of innovative actions to cut 
emissions from the transportation sector.  Collectively, the State’s set of vehicle, fuels, and land 
use policies will cut in half emissions from passenger transportation and drivers' fuel costs over 
the next 20 years. California's Low Carbon Fuel Standard (LCFS) is beginning to drive the 
production of a broad array of cleaner fuels.  Since its launch in 2011, the regulation has 
generated a multitude of unique approaches for cleaner fuels.  The cars on California's roads are 
also undergoing a transformation. California's vehicle GHG standards-authorized by AB 1493 
(Pavley) in 2002, first approved in 2004, and extended in 2012- are delivering both carbon 
dioxide reductions and savings at the pump.  The transition to a fleet of lower-emitting, more-
efficient vehicles in California will continue beyond 2020, as these rules cover model years 
through 2025, and turnover of the fleet will deliver additional benefits from these rules for many 
more years.  California (CARB) is also working with EPA and NHTSA on national GHG 
standards and corresponding fuel efficiency standards for medium- and heavy-duty trucks.  
Furthermore, California is making major strides toward reducing the number of miles people 
drive, through more sustainable local and regional housing, land use, and transportation 
planning.  However, California has recognized these actions will not be sufficient to address 
deep GHG emission reductions.  To begin laying the foundation for further actions, the Governor 
issued an Executive Order in 2015 establishing new 2030 targets and a revised statewide climate 
plan is being developed this year.  The Governor's 2030 targets include a 40 percent reduction in 
GHG emissions below 1990 levels, a 50 percent renewable portfolio standard for electricity (now 
established as law with legislation in late 2015), and a 50 percent reduction in petroleum usage 
from the state's cars and trucks.  

Additionally, reducing emissions of short-lived climate pollutants (SLCPs), such as black 
carbon (BC), CH4, and some fluorinated gases (such as a number of hydrofluoroethers and 
hydrofluorocarbons) may help slow the near-term rate of climate change.  This may be 
particularly important in regions such as the Arctic, where the climate is changing most rapidly, 
and where BC has additional impacts due to its ability to darken snow and ice. The majority of 
BC emissions come from mobile sources (predominantly diesel) and open biomass burning.   In 
April 2016, California released a Proposed SLCP Reduction Strategy which is designed to meet 
planning targets of reducing CH4 and HFC emissions by 40 percent below 2013 levels by 2030, 
and reducing BC emissions by 50 percent below 2013 levels by 2030.   

1.5.1.5 Contribution of Cars and Light Trucks to the U.S. Greenhouse Gas Emissions 
Inventory 
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The most recent U.S. GHG emission inventory32 includes seven greenhouse gases: carbon 
dioxide (CO2), methane (CH4), nitrous oxide (N2O), perfluorocarbons (PFCs), 
hydrofluorocarbons (HFCs), sulfur hexafluoride (SF6), and nitrogen trifluoride (NF3). 

Mobile sources, which include cars, light trucks and medium-duty passenger vehicles (the 
largest sport utility vehicles and full-size passenger vans), heavy-duty trucks and buses, 
airplanes, railroads, marine vessels, and a variety of smaller sources, are significant contributors 
of four of the seven GHGs listed above. CO2, CH4, and N2O emissions are present in vehicle 
tailpipe emissions, and HFCs are used in automotive air conditioning systems. In recent years, 
the annual GHG emissions inventory due to light-duty vehicles has been slightly more than 1 
billion metric tons per year.  Currently, HFCs are a small fraction of the total climate forcing 
emissions, but they are the fastest growing source of GHG emissions in California.  Across the 
US, emissions of HFCs are increasing more quickly than those of any other GHGs, and globally 
they are increasing 10-15 percent annually.33 At that rate, emissions are projected to double by 
2020 and triple by 2030.34  The growth is driven both by increased demand for refrigeration and 
air-conditioning, especially for stationary applications, and because these substances were 
developed and are being implemented as alternatives to ozone-depleting substances (ODS) under 
the Montreal Protocol.35,36   

In 2013, mobile sources emitted 30 percent of all U.S. GHG emissions, the second largest 
contribution after power plants.  Transportation sources, which are largely synonymous with 
mobile sources but which exclude certain off-highway sources such as farm and construction 
equipment, account for 27 percent of U.S. GHG emissions.  Motor vehicles alone, which include 
cars, light trucks and medium-duty passenger vehicles, heavy-duty trucks and buses, and 
motorcycles, are responsible for 23 percent of U.S. GHG emissions.  CO2 emissions represent 96 
percent of total mobile source GHG emissions. 

Cars, light trucks, and medium-duty passenger vehicles, the motor vehicles covered by the 
Light-Duty GHG/CAFE National Program, alone account for 16 percent of all U.S. GHG 
emissions. 

1.5.1.6 Importance of the National Program in the U.S. Climate Change Program 

The Light-Duty GHG/CAFE National Program is a centerpiece of the U.S. climate change 
program.  The GHG standards that took effect with model year 2012 cars, light trucks, and 
medium-duty passenger vehicles, promulgated under the Clean Air Act, were the first-ever 
national GHG emissions standards in the U.S. 

The Light-Duty GHG/CAFE National Program is projected to achieve very large GHG 
emissions reductions.  In the analysis for the 2025 rulemaking, EPA projected that the 
cumulative GHG emissions savings over the lifetimes of the new light duty vehicles sold in 
model years 2012 through 2025 would be 6 billion metric tons (these reductions would begin in 
calendar year 2012 and would end in the calendar year when the last model year 2025 vehicles 
would be retired from the fleet).37 

Because EPA GHG emissions standards will remain in effect unless and until they are 
changed, GHG emissions savings will continue to accrue for vehicles sold after model year 2025, 
and these longer-term GHG emissions (CO2e) savings are not reflected in the 6 billion metric ton 
value above.  In terms of on-the-ground reductions in specific calendar years, EPA projected, in 
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the 2012 Final Rule analysis, that the National Program would yield GHG (CO2e) emissions 
reductions of 180 million metric tons (MMT) in calendar year 2020, 380 MMT in 2025, 580 
MMT in 2030, 860 MMT in 2040, and 1100 MMT in calendar year 2050.  The cumulative GHG 
emissions savings over calendar years 2012 through 2050 were projected to be 22 billion metric 
tons.38 

Comparing GHG emissions reductions across various countries and policies is complicated, 
involving many assumptions in order to yield “apples-to-apples” comparisons.  In 2014, The 
Economist published a comparison of global programs that yielded large GHG emissions 
reductions. 39  In terms of annual GHG emissions reductions, the article concluded that the Light-
Duty GHG/CAFE National Program yielded the sixth-greatest rate of GHG emissions reductions 
among all of the programs evaluated, worldwide. 

1.5.2 Petroleum Consumption and Energy Security 

1.5.2.1 Overview of Petroleum Consumption and Energy Security 

In 1975, Congress enacted the Energy Policy and Conservation Act (EPCA) mandating that 
NHTSA establish and implement a regulatory program for motor vehicle fuel economy to 
address “the need of the United States to conserve energy.”  While the U.S. has plentiful 
resources for most energy feedstocks, the one source of energy for which the U.S. has been 
dependent upon imports for many decades is petroleum.  Accordingly, NHTSA concluded that 
the EPCA goal of “the need of the United States to conserve energy” means “the consumer cost, 
national balance of payments, environmental, and foreign policy implications of our need for 
large quantities of petroleum, especially imported petroleum.”40  NHTSA first implemented the 
corporate average fuel economy (CAFE) program in 1978.  Congress reaffirmed the CAFE 
program with the Energy Independence and Security Act (EISA) of 2007. 

Dependence on imported petroleum leads to many risks: the potential for oil suppliers to 
manipulate market mechanisms and thereby raise prices, the threat of supply disruptions which 
can have significant economic and national security ramifications, and the export of domestic 
capital to pay for imported petroleum which can have a wide variety of deleterious impacts on 
domestic economic growth and trade balances.  For these reasons, reducing excessive reliance on 
imported oil has been a national priority since the first oil embargo in 1973-1974.  Despite these 
concerns, net imports of petroleum grew fairly consistently for three decades from around 5 
million barrels per day (MBPD) in the early 1970s to over 12 MBPD in 2004-2007, and the 
import share of U.S. oil consumption over the same period doubled from about 30 percent to 
about 60 percent.41  The direct costs of U.S. net oil imports fluctuate with world oil prices, of 
course, ranging in this century from a little over $100 billion in 2000 to an all-time high of nearly 
$400 billion in 2008.42  The U.S. reliance on imported petroleum has decreased significantly in 
recent years as domestic oil and natural gas liquids production reversed its historical decline and 
increased from 6.8 MBPD in 2008 to 11.7 MBPD in 2014, at a time when total domestic 
petroleum demand decreased slightly.43  Accordingly, net oil imports have declined from a peak 
of over 12 MBPD a decade ago to 5.0 MBPD in 2014, representing 27 percent of total U.S. oil 
consumption, with the latter value similar to that in the early 1970s.44 

While oil imports have declined in recent years, oil prices rose from $15-30 per barrel in the 
late 1980s through the early 2000s to $50-100 per barrel since, which yields national average 
gasoline prices of $2.50 to $4.00 per gallon.  Accordingly, while payments for imported oil have 
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decreased, payments for total U.S. oil consumption remained at about $600 billion in 2014.  
These higher oil prices have yielded national average gasoline prices on the order of $3-4 per 
gallon over much of the last few years, which significantly increased the cost-of-living for 
American families.  Gasoline prices have fallen since late 2014 and averaged about $2.50 per 
gallon during most of 2015.  As of February 2016, the Short-Term Energy Outlook from EIA 
forecasts the U.S. retail regular gasoline price to average $1.98 per gallon in 2016 and $2.21 per 
gallon in 2017.45 U.S. drivers have benefited considerably from these low prices.  Nevertheless, 
DOT must set fuel economy standards considering estimates of future fuel prices. 

The history of the oil market over the last few decades has been longer periods of relative 
stability interrupted by shorter periods of high market volatility.  Oil prices dropped significantly 
in late 2014, and so U.S. payments for both imported oil and total oil are lower today than in the 
recent past.  The Energy Information Administration's AEO 2015 projected a wide range of 
possible oil prices out to 2040, ranging from a low of $76 per barrel under its Low Oil Price 
scenario to a high of $252 per barrel in its High Oil Price scenario, with a reference case price of 
$141 per barrel (all Brent Spot Prices in 2013 dollars).46  The uncertainty and volatility 
associated with world oil prices are another risk associated with our dependence on petroleum. 

1.5.2.2 Recent U.S. Commitments on Petroleum and Energy Security 

Dependence on imported oil has been identified as an important challenge since the first oil 
embargo in 1973-74. 

On March 30, 2011, the U.S. pledged to reduce oil imports by one-third by 2025, or by about 
3.6 MBPD.47  The long-term strategy advanced for achieving this historic reduction in oil 
imports included several elements: fuel economy/GHG standards for both light-duty and heavy-
duty vehicles, expanding domestic oil development, and developing alternative fuels.  Due to a 
combination of factors, primarily increased domestic oil production, but also higher oil prices 
and the first few years of the CAFE/GHG standards, the one-third reduction in oil imports, or 3.6 
MBPD, has already been achieved well in advance of 2025.  The broader challenge will be to 
retain, or even build on, this successful reduction in oil imports over the next decade given the 
history of volatility in oil markets. 

1.5.2.3 Contribution of Cars and Light Trucks to U.S. Petroleum Consumption 

In 2014, transportation sources accounted for 70 percent of U.S. petroleum consumption.  
Cars, light trucks, and medium-duty passenger vehicles, the motor vehicles covered by the 
National Program, account for about 60 percent of all U.S. transportation oil consumption, about 
8 million barrels per day, or about 42 percent of total U.S. petroleum consumption.48 

1.5.2.4 Importance of National Program to Petroleum Consumption and Energy Security 

The CAFE standards have long been regarded as a major reason for the significant increase in 
average light vehicle fuel economy from the late 1970s through the mid-1980s, and therefore 
reduced petroleum consumption and improved energy security relative to what would likely have 
been the case without the CAFE standards.49  While the CAFE standards were relatively 
unchanged from the mid-1980s through the mid-2000s, the standards began to be raised for 
MY2005 for light trucks and then for both cars and light trucks in MY2011.50  The National 
Program, which covers new cars, light trucks, and medium-duty passenger vehicles beginning in 
MY2012, represent the most significant increases in fuel economy standards in over 30 years.  
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The projected oil savings from the Light-Duty GHG/CAFE National Program are very 
significant.  Fuel economy improvements under U.S. CAFE standards have already helped the 
Nation to reduce its fuel consumption by more than a trillion gallons of fuel.  New standards 
have the potential to help the Nation to reduce its fuel consumption by a similar amount between 
now and 2050.  

These very large reductions in fuel consumption should dampen world oil prices (see further 
discussion in Chapter 10) which would further increase consumer fuel savings that are not 
directly included in our projections.       
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Chapter 2: Overview of the Agencies’ Approach to the Draft TAR Analysis 
2) Ch2 DO NOT DELETE 

2.1 Factors Considered in this Report 

The Midterm Evaluation (MTE) is a comprehensive assessment of all of the factors 
considered by the agencies in setting the MY 2022-2025 standards.  The 2017-2025 final rule 
(FRM) preamble stated that "both NHTSA and EPA will develop and compile up-to-date 
information for the midterm evaluation through a collaborative, robust and transparent process, 
including public notice and comment.  The evaluation will be based on (1) a holistic assessment 
of all the factors considered by the agencies in setting standards, including those set forth in this 
final rule and other relevant factors and (2) the expected impact of those factors on the 
manufacturers' ability to comply, without placing decisive weight on any particular factor or 
projection."A 

The 2017-2025 final rule preamble further provided an outline of what the agencies would 
consider in the Draft TAR, stating that the “TAR will examine the same issues and underlying 
analyses and projections considered in the original rulemaking, including technical and other 
analyses and projections relevant to each agency’s authority to set standards as well as any 
relevant new issues that may present themselves.”B  For EPA's part, the EPA regulations state 
that in making the determination required, the Administrator “shall consider the information 
available on the factors relevant to setting greenhouse gas emission standards under section 
202(a) of the Clean Air Act for model years 2022 through 2025, including but not limited to:   

 The availability and effectiveness of technology, and the appropriate lead time for 
introduction of technology;  

 The cost on the producers or purchasers of new motor vehicles or new motor vehicle 
engines; 

 The feasibility and practicability of the standards;  
 The impact of the standards on reduction of emissions, oil conservation, energy 

security, and fuel savings by consumers;  
 The impact of the standards on the automobile industry;  
 The impacts of the standards on automobile safety;  
 The impact of the greenhouse gas emission standards on the Corporate Average Fuel 

Economy standards and a national harmonized program; and  
 The impact of the standards on other relevant factors."C 

The preamble to the final rule further listed ten relevant factors that the agencies will consider 
at a minimum during the MTE.D  These factors are: 

 Development of powertrain improvements to gasoline and diesel powered vehicles 
(Chapter 5) 

 Impacts on employment, including the auto sector (Chapter 7) 

                                                 
A 77 FR 62652, October 15, 2012. 
B 77 FR 62784, October 15, 2012. 
C 40 CFR 86.1818-12(h). 
D 77 FR 62784, October 15, 2012. 
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 Availability and implementation of methods to reduce weight, including any impacts 
on safety (Chapter 5 and 8) 

 Actual and projected availability of public and private charging infrastructure for 
electric vehicles, and fueling infrastructure for alternative fueled vehicles (Chapter 9) 

 Costs, availability, and consumer acceptance of technologies to ensure compliance 
with the standards, such as vehicle batteries and power electronics, mass reduction, 
and anticipated trends in these costs (Chapters 5, 6, 12, and 13) 

 Payback periods for any incremental vehicle costs associated with meeting the 
standards (Chapter 12 and 13) 

 Costs for gasoline, diesel fuel, and alternative fuels (Chapters 10, 12 and 13) 
 Total light-duty vehicle sales and projected fleet mix (Chapter 4) 
 Market penetration across the fleet of fuel efficient technologies (Chapter 3, 4, 12, 

and 13) 
 Any other factors that may be deemed relevant to the review 

Each of the factors listed above is addressed in this Draft TAR, primarily in the chapters 
indicated above.  Among the other factors deemed relevant, EPA's analysis for the Draft TAR 
examines the potential impact of the California Zero Emission Vehicle (ZEV) program which 
California has revised since the final rule (Chapter 4) and both EPA and NHTSA also examined 
the availability and use of credits, including credits for emission reductions from air conditioning 
improvements and off-cycle technologies (Chapters 5 and 11).   

2.2 Gathering Updated Information since the 2012 Final Rule  

The agencies' goal is that the midterm evaluation will be conducted through a collaborative, 
data-driven, and transparent process.  In gathering data and information for this Draft TAR, the 
agencies pulled from a wide range of sources.  These sources included research projects initiated 
by the agencies, input from stakeholders, and information from technical conferences, published 
literature, and studies published by various organizations.  Each of these sources is described 
further below.  The agencies will continue to gather and evaluate more up-to-date information to 
inform our analyses as we move forward with our respective actions. 

2.2.1 Research Projects Initiated by the Agencies  

EPA, NHTSA, and CARB have each initiated new research since the 2012 final rule to inform 
the MTE.  This research has been coordinated across the three agencies and, where possible, 
each agency has made the results of a variety of projects available to the public (e.g., through 
published papers, presentations at public forums and on agency web sites).E  This section 
summarizes each agency's research projects in more detail. 

EPA has research projects underway in a wide range of areas.  Through the National Vehicle 
and Fuel Emissions Laboratory (NVFEL) in Ann Arbor, Michigan, starting in 2013 EPA has 
been conducting a major research benchmarking program for advanced engine and transmission 
technologies.  To date, more than 20 currently available production vehicles have been tested to 

                                                 
E For EPA projects, see http://www3.epa.gov/otaq/climate/mte.htm; for NHTSA projects, see 

http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ld-cafe-midterm-evaluation-2022-25 and 
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/nhtsa-epa-carb-workshop-03012016. 

http://www3.epa.gov/otaq/climate/mte.htm
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ld-cafe-midterm-evaluation-2022-25
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assess their engine and/or transmission efficiencies.  These data provide inputs and validation for 
EPA's vehicle simulation model, the Advanced Light-Duty Powertrain and Hybrid Analysis 
(ALPHA) model (described further in Chapter 5.3).  Thus far, EPA has published more than 15 
papers for SAE International describing various aspects of the benchmarking program and 
ALPHA model validation work.1   

EPA has continued studies of the costs of fuel economy technologies through state-of-the art 
cost teardown studies with the engineering firm FEV.  EPA has built upon the cost teardown 
work supporting the FRM with new technologies, including mild hybrid systems, advanced 
boosted engines, naturally aspirated high compression ratio engines, and diesel engines.2  In 
addition, the previous teardown studies have been updated to reflect current costs.  In other 
research related to the costs of the program, EPA commissioned a literature review of the effects 
of manufacturer "learning by doing."3  

EPA has built upon previous studies of mass reduction feasibility and costs with the addition 
of a new study examining the mass reduction potential of full-size light-duty pickup trucks.  This 
study builds upon the mass reduction studies done previously by EPA and NHTSA, respectively, 
for a mid-size crossover vehicle and mid-size sedan. 

EPA has initiated research on consumer issues, including a project exploring automotive 
reviews of fuel economy technologies,4 an assessment of consumer satisfaction of new vehicle 
purchases, a review of literature on consumers' willingness to pay for vehicle attributes, and an 
updated assessment of vehicle affordability that examines potential impacts on low-income 
households, low-priced vehicle segments, and the automotive loan market.5 

In continuing to explore economic impacts of the standards, EPA has completed new research 
on the vehicle miles travelled (VMT) rebound effect6, and is currently conducting a literature 
review of the research on the light-duty vehicle VMT rebound effect. 

Finally, EPA has continued the development of modeling tools, including the ALPHA full 
vehicle simulation model,7 the Optimization Model for reducing Emissions of Greenhouse gases 
from Automobiles (OMEGA), and the Lumped Parameter Model (LPM) for assessing vehicle 
technology package efficiencies.  EPA also has continued to explore the potential use of 
consumer choice modeling by attempting to validate EPA's current working model with actual 
market impacts.8 

NHTSA has also sponsored new studies and research to inform the midterm evaluation:  

The National Academy of Sciences (NAS) has long had a role in helping to inform NHTSA 
on issues related to fuel economy.  Section 107 of EISA 2007 instructed NHTSA to contract with 
the NAS to “develop a report evaluating vehicle fuel economy standards, including an 
assessment of automotive technologies and costs to reflect developments since the [NAS]’s 2002 
report (NAS 2002) evaluating the corporate average fuel economy standards was conducted and 
an assessment of how such technologies may be used to meet the new fuel economy standards.” 
Section 107 also noted that the report should be updated at 5-year intervals through 2025.  
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In 2011, the first such report in response to this mandate was released, "Assessment of Fuel 
Economy Technologies for Light-Duty Vehicles" (NAS 2011).F  This is referred to as the Phase 
1 report, which examined categories of near-term technologies important for reducing fuel 
consumption, their costs, issues associated with estimating costs and price impacts of these 
technologies, and approaches for estimating the fuel consumption benefits from combinations of 
these technologies.  

In 2015, NAS issued the second report (NAS 2015) in this series titled "Cost, Effectiveness 
and Deployment of Fuel Economy Technologies for Light-Duty Vehicles."G  The Phase 2 report 
was purposely timed to inform the mid-term evaluation by considering technologies applicable in 
the 2020 to 2030 timeframe.  In particular, the committee was asked to include the following in 
its assessment: 

 Methodologies and programs used to develop standards for passenger cars and light 
trucks under current and proposed CAFE programs; 

 Potential for reducing mass by up to 20 percent, including materials substitution and 
downsizing of existing vehicle designs, systems or components; 

 Other vehicle technologies whose benefits may not be captured fully through the 
federal test procedure, including aerodynamic drag reduction and improved efficiency 
of accessories; 

 Electric powertrain technologies, including the capabilities of hybrids, plug-in 
hybrids, battery electric vehicles, and fuel cell vehicles; 

 Advanced gasoline and diesel engine technologies that will increase fuel economy; 
 Assumptions, concepts, and methods used in estimating the costs of fuel economy 

improvements, including the degree to which time-based cost learning for well-
developed existing technologies and/or volume-based cost learning for newer 
technologies should apply, and the differences between Retail Price Equivalent and 
Indirect Cost Multipliers; 

 Analysis of how fuel economy technologies may be practically integrated into 
automotive manufacturing processes and how such technologies are likely to be 
applied; 

 Costs and benefits in vehicle value that could accompany the introduction of 
advanced vehicle technologies; 

 Test procedures and calculations used to determine fuel economy values for purposes 
of determining compliance with CAFE standards; and,  

 Assessment of the consumer impacts of factors that may affect changes in vehicle 
use. 

The overall report estimates the cost, potential efficiency improvements, and barriers to 
commercial deployment of technologies that might be employed from 2020 to 2030.  The report 
describes these promising technologies and makes recommendations for their inclusion on the 
list of technologies applicable for the 2022-2025 CAFE standards. 

                                                 
F Available at http://www.nap.edu/catalog/12924/assessment-of-fuel-economy-technologies-for-light-duty-vehicles 

(last accessed Feb. 26, 2016). 
G Available at http://www.nap.edu/catalog/21744/cost-effectiveness-and-deployment-of-fuel-economy-technologies-

for-light-duty-vehicles (last accessed Feb. 26, 2016). 

http://www.nap.edu/catalog/12924/assessment-of-fuel-economy-technologies-for-light-duty-vehicles
http://www.nap.edu/catalog/21744/cost-effectiveness-and-deployment-of-fuel-economy-technologies-for-light-duty-vehicles
http://www.nap.edu/catalog/21744/cost-effectiveness-and-deployment-of-fuel-economy-technologies-for-light-duty-vehicles
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NHTSA has funded new work at Argonne National Laboratory (ANL) to conduct large-scale 
simulation using DOE's Autonomie vehicle simulation tool to estimate the effects of 
combinations of technologies on fuel economy.  Simulation of feasible technology combinations 
will yield databases that are flexible, account for all technology interactions, and can be fed 
directly into the CAFE model, which NHTSA uses for fleet-level analysis.  Numerous 
presentations and papers on the new work have been presented at conferences.9,10,11,12,13,14 

NHTSA conducted a mass reduction and feasibility cost study on a passenger car to determine 
the maximum feasible weight reduction while maintaining the same vehicle functionalities, such 
as performance, safety, crash rating etc., as the baseline vehicle.  Furthermore, another objective 
was to maintain retail price of the light-weighted vehicle(s) within +10 percent of the original 
vehicle.  The original report, cost, Computer-Aided Engineering (CAE) models, and peer review 
report are all publicly available on the NHTSA website.15,16,17  The mass reduction study is 
discussed in detail in Chapter 8. 

NHTSA has funded a similar mass reduction feasibility and cost study for a full-size pickup 
(MY 2014 Chevrolet Silverado) that is ongoing.  A related study is ongoing on the production 
costs of changing vehicle attributes (e.g., track width, wheelbase) and determining the effect of 
these changes on other vehicle characteristics that affect fuel economy. 

The FRM also relied on statistical analysis of historical crash data to assess the effects of 
vehicle mass reduction and size on safety.18  In addition, Volpe is working to update a 2012 
report on the relationship between vehicle mass (represented as curb weight) and societal fatality 
risk.19  The updated analysis incorporates data from multiple sources required to represent 
fatalities, baseline driving risk (i.e., induced exposure), and VMT across distributions of driver-, 
crash- and vehicle-specific factors.  The primary sources applied within the analysis are: the 
Fatality Analysis Reporting System (FARS), State crash records, R.L. Polk’s National Vehicle 
Population Profiles (NVPP) and odometer readings, and a range of sources of values for curb 
weight, footprint, track width, wheelbase and other vehicle attributes. 

Certain studies used to inform the 2012 final rule continue to inform the safety analysis for 
the Draft TAR: 

 Systems modeling to assess the effects of future lightweight vehicle designs on 
overall fleet safety.  The approach includes estimating the real-world level of safety in 
a vehicle for its own occupants (self-protection) and for the occupants in vehicles 
with which it collides (partner protection.20 

Fuel economy and GHG emissions standards benefit society by reducing fuel and emissions 
resulting from the operation of motor vehicles, so estimates of the extent to which vehicles will 
be driven annually are central to the agencies' evaluation of the benefits of new standards.  Based 
on an analysis of more than 70 million odometer readings reported by IHS Automotive (formerly 
R.L. Polk), NHTSA has developed updated estimates of annual mileage accumulation over 
vehicles' useful lives. We note that there are many factors that influence how much people drive 
aside from fuel efficiency.  

CARB has also undertaken research since the 2012 rule was finalized.  To meet fuel economy 
and greenhouse gas standards, it is expected that the vast majority of reductions will come from 
improvements to the vehicle powertrain—specifically, the engine and the transmission.  
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However, there are other improvements that can increase efficiency and the agencies did assume 
some reductions from these areas.  Notably, items like vehicle aerodynamics, low rolling 
resistance tires, and making vehicles lighter can have an appreciable contribution by making it 
easier for the vehicle to overcome resistance from wind and road friction, and thus go farther on 
the same amount of fuel.  To better understand some of the possibilities for these other 
technologies, CARB commissioned a study with Novation Analytics (formerly known as 
ControlTec).  The study analyzed all available vehicles in the 2014 model year, identified the 
better performers in class-specific road load characteristics, and then upgraded the entire vehicle 
fleet to nominally have best-in-class aerodynamics, tire rolling resistance, and mass efficiency. 
The road load reduction study is discussed in further detail in Appendix A. 

2.2.2 Input from Stakeholders 

In developing this Draft TAR, the agencies gathered input, data, and information from a wide 
range of stakeholders.  The agencies conducted outreach with numerous stakeholders, including 
auto manufacturers, automotive suppliers, environmental and other non-governmental 
organizations (NGOs), consumer groups, labor unions, automobile dealers, state and local 
governments, fuels and energy providers, and others.  Below we characterize the nature of the 
dialogs conducted with various stakeholders and the kinds of information shared with the 
agencies. 

2.2.2.1 Automobile Manufacturers 

The agencies met with nearly all automobile manufacturers individually as well as through 
their trade associations on numerous occasions.  We met with automakers including BMW, Fiat- 
Chrysler, Ford, General Motors, HondaH Jaguar Land Rover, Mazda, Mercedes-Benz, Nissan, 
Porsche, Subaru, Tesla, Toyota, Volkswagen, and Volvo.  Individually, each auto manufacturer 
generally provided the agencies with information on the company's overall strategy for meeting 
the 2022-2025 GHG/CAFE standards, the technologies and products they planned to bring to 
market and the sequence of that product plan, input on the effectiveness, costs, and 
implementation of those technologies, and challenges in meeting the standards.  Several 
companies also provided feedback on credit provisions contained in the existing GHG and CAFE 
programs, and offered ideas on additional flexibilities that the companies believed could ease 
implementation of the program.  By its nature, most of the information provided to the agencies 
was claimed to be confidential business information. 

The automobile manufacturer trade associations, the Alliance of Automobile Manufacturers 
and the Global Automakers, provided the agencies with information on several technical projects 
they initiated.  This work included an assessment of the penetration of GHG/fuel economy 
technologies in model year 2012-2014 vehicles, an assessment of technology effectiveness, and 
an assessment of vehicle footprint.    

2.2.2.2 Automotive Suppliers 

                                                 
H Per Honda's request, EPA has placed in the docket a public version of the company's presentation materials, from a 

meeting on October 7, 2015.  The presentation materials for other auto manufacturers were designated as 
confidential business information by the manufacturers.  
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The agencies met with numerous automotive suppliers on several occasions, including Aisin, 
Borg-Warner, Bosch, Continental, Dana, Delphi, Denso, Eaton, Getrag, Honeywell, Jatco, 
Mahle, Ricardo, Roechling Automotive, Schaeffler, Tennaco, Valeo, and many others.  
Automotive suppliers provided the agencies with detailed information on the effectiveness, costs, 
lead-time and implementation issues surrounding various GHG/fuel economy technologies 
including powertrain systems, engines, transmissions, accessories, tires, valve trains, axles, 
active aerodynamics, braking systems, and electrification (stop-start, mild hybrids, 48-volt 
systems).  Much of this information was used directly to inform the agencies' inputs for 
technology costs, effectiveness, and lead-time, which are described in detail in Chapter 5. 

In addition, the agencies met with many trade organizations of various materials used in 
automotive manufacturing, including the Aluminum Association, American Plastics Council, 
American Iron and Steel Institute, and others.  Much of this discussion related to the potential for 
various materials, such as high-strength steel, aluminum, and plastics, to contribute to vehicle 
mass reduction, which is described further in Chapter 5. 

2.2.2.3 Environmental Non-governmental Organizations (NGOs) and Consumer Groups 

The agencies met with a broad coalition of organizations representing both environmental and 
consumer advocacy, including the Union of Concerned Scientists, Natural Resources Defense 
Council, Environmental Defense Fund, Sierra Club, American Council for an Energy Efficient 
Economy, International Council on Clean Transportation, Environment America, Safe Climate 
Campaign, Blue Green Alliance, Ceres, Consumer Federation of America, Consumers Union, 
Pew Charitable Trusts, Better World Group, and Cater Communications.  The groups stressed 
the need to ensure that the environmental benefits expected when the National Program was 
finalized are actually realized, noting that the Paris international climate agreements will require 
continued substantial further reductions in GHG emissions across all sectors, including 
transportation.  The organizations pointed to the rapid pace of automotive technology 
advancements in the marketplace and the important role of the standards in setting long-term 
targets and stimulating innovation, and encouraged the agencies to ensure the Draft TAR 
analyses are based on the latest data and projections for technology developments out to the 2025 
timeframe.  Consumer groups relayed survey information showing that consumers continue to 
want fuel economy improvements, since they expect gas prices will rise.  Consumer groups also 
noted that gasoline costs are a significant portion of consumers' pocketbook spending, even more 
so for lower income families. Several NGOs noted research projects they're initiating to address 
issues relevant to the MTE.  The groups also stressed the need for additional GHG reductions 
beyond 2025, and encouraged the agencies to begin exploring a framework for post-2025 
standards.      

2.2.2.4 State and Local Governments  

The National Association of Clean Air Agencies (NACAA), including many of their state and 
local government members, met with the agencies to express their support for strong GHG and 
fuel economy standards.  NACAA members expressed their perspective that they are seeing 
many fuel saving technologies already in today's vehicles and at greater levels than expected 
when the standards were first set.  The state/local government agency representatives believe that 
the public is concerned about potential rising fuel prices and that, regardless of pump prices, 
consumers value the fuel savings that come from improved efficiency.  NACAA members urged 
the agencies to conduct a forward-leaning analysis, believing that technologies will develop even 
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faster than the agencies project.  The state/local governments want to ensure not only the 
significant GHG reductions from these standards, but also the co-pollutant benefits that come 
from reduced fuel consumption.  NACAA also encouraged the agencies to begin working toward 
strong standards for post-2025. 

2.2.3 Other Key Data Sources  

In addition to relying on research from the agencies' studies and gathering input from 
stakeholders, the agencies also reviewed relevant studies published by other organizations.  One 
key study informing the agencies' assessment is the National Research Council (NRC) of the 
National Academies of Sciences (NAS) report, "Cost, Effectiveness and Deployment of Fuel 
Economy Technologies for Light-Duty Vehicles" issued in June 2015, as discussed above.21  
Throughout this Draft TAR, the agencies discuss specific information provided in the NAS 
report, as well as address many of the report's recommendations. 

The agencies have relied on studies published by other federal government organizations, 
including the Department of Energy (DOE) studies in areas such as vehicle mass reduction, 
impacts of mass reduction on vehicle safety, and battery cost modeling.  The Energy Information 
Administration's (EIA) 2015 Annual Energy Outlook formed the basis for the agencies' 
assumptions about full production, future fuel prices, and the sizes of the future passenger car 
and light truck markets.  Market forecast information from IHS Automotive informed 
assumptions regarding brand and segment shares of the future light vehicle market. 

Beyond our partners in the U.S. government, the Canadian government, including 
Environment and Climate Change Canada (ECCC) and Transport Canada, has supported 
significant research in the areas of vehicle light-weighting, aerodynamics, tire efficiency, the 
effect of mass reduction on vehicle dynamics performance (e.g., braking and handling), and all-
wheel drive vehicle technology.  These reports are described in more detail in Chapter 5.  This 
work is part of a collaboration under the framework of the Canada-U.S. Air Quality Agreement 
which includes a commitment for ECCC and EPA to work together toward the alignment of 
vehicle and engine emission regulations and coordinated implementation.  The Canadian 
government has established light-duty GHG standards aligned with the U.S. standards through 
2025, and Canada plans to collaborate with the U.S. on a midterm evaluation of the model year 
2022-2025 standards. 

The agencies stayed abreast of technology and economic developments by reviewing 
published literature and attending technical/scientific conferences.22  For example, since late 
2012, there have been hundreds of papers published in the literature (e.g., SAE International) 
related to GHG/fuel economy technologies, as well as numerous publications presented in other 
forums.  Collectively the agencies' staff attended more than 60 technical conferences.  Data 
gathered from these papers and conferences directly informed the technology inputs described in 
detail in Chapter 5.  Agency staff also reviewed relevant literature on the host of other issues 
discussed throughout this Draft TAR, including climate science and energy security issues, 
economic issues (such as rebound, automotive employment, affordability, consumer willingness 
to pay for vehicle attributes), transportation issues (such as travel demand), and others.   
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2.3 Agencies' Approach to Independent GHG and CAFE Analyses 

NHTSA, CARB, and EPA have made significant updates to the assessment of CAFE and 
GHG technology readiness, technology effectiveness, and technology costs since the 2012 FRM, 
including investigating a number of technologies not considered in 2012.  These efforts are 
consistent with the recommendations of the 2015 NAS reportI and reflect the significant rate of 
technological progress that has been made in the automotive industry since the FRM.J  While all 
three agencies have been working collaboratively on an array of issues throughout this initial 
phase of the Midterm Evaluation, much of the EPA GHG and DOT CAFE assessments were 
done largely independently.  The independent analyses were done in some part to recognize 
differences in the agencies' statutory authorities and through independent decisions made in each 
agency.  The agencies all agree that independent and parallel analyses can provide 
complementary results, and in this Draft TAR the independent NHTSA CAFE assessment and 
EPA GHG assessment both show that the 2022-2025 standards can largely be achieved through 
the use of advanced gasoline vehicle technologies with modest penetration of lower cost 
electrification (like 12-volt start/stop and 48-volt mild hybrids) and low penetrations of higher 
cost electrification (like strong hybrids, plug-in hybrids, and all electric vehicles).  The CAFE 
and GHG assessments show just two of a number of potential pathways for meeting the 
MY2022-2025 standards. 

It is clear that the automotive industry is innovating and bringing new technology to market at 
a brisk pace and neither of the respective agency analyses reflect all of the latest and emerging 
technologies that may be available in the 2022-2025 time frame.  For example, the agencies were 
not able for this Draft TAR to evaluate the potential for technologies such as electric turbo-
charging, variable compression ratio, skip-fire cylinder deactivation, and P2-configuration mild-
hybridization.  These technologies may provide further cost effective reductions in fuel 
consumption and the agencies will continue to update their respective analyses throughout the 
MTE process as new information becomes available. 

Both agencies have made broad use of the application of full-vehicle simulation.  This is 
consistent with the NAS's conclusions in its 2015 report: “Full system simulation is 
acknowledged to be the most reliable method for estimating fuel consumption reductions for 
technologies before prototype or production hardware becomes available for testing.”  In 
addition, the NAS also concluded that: “For spark ignition engines, these simulations should be 
directed toward the most effective technologies that could be applied in 2025 MY to support the 
midterm review of the CAFE standards.”  There are many readily available options for full-
vehicle simulation software.  Many vehicle manufacturers use their own, internally developed 
simulation software to estimate the effectiveness of technologies.  In addition, full-vehicle 
simulation software packages are also available through engineering consulting firms, such as 
Southwest Research Institute, FEV, Ricardo, AVL, and through academia. 

For the 2012 FRM, both NHTSA and EPA relied on simulation results produced by Ricardo 
using Ricardo's proprietary Easy 5 model.  Both agencies agreed that greater transparency would 

                                                 
I See Chapter 2.2.1 for further discussion of the NAS report. 
J See for example Finding 2.4 from the 2015 NAS Study - "Other Technologies by 2025 Not Considered by 

EPA/NHTSA," in which the Committee recommends that NHTSA and EPA consider evaluating a number of 
gasoline engine technologies not evaluated in the 2012 Final Rule. 
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improve the robustness of the regulatory process and both agencies made independent decisions 
as to how best to meet this goal.  For this Draft TAR, NHTSA contracted with the Department of 
Energy's Argonne National Lab (ANL) to employ the use of the Autonomie model.  Autonomie 
was developed by ANL and has been largely informed by benchmarking work performed in 
ANL's Advanced Powertrain Research Facility and by engine technology analysis performed by 
IAV Automotive Engineering.  For light-duty, the EPA vehicle simulation model is referred to as 
ALPHA - Advanced Light-duty Powertrain and Hybrid Analysis tool.K  The supporting 
benchmarking and development of ALPHA has been completed by EPA's National Center for 
Advanced Technology (NCAT).  In addition, both agencies have applied information regarding 
technology effectiveness from sources other than full-vehicle simulation modeling.  These 
sources include, for example, stakeholder meetings, the 2015 NAS report, and information from 
the technical literature and publications from technical conferences. 

As in past greenhouse gas and fuel economy rulemakings, NHTSA and EPA have utilized 
unique program analysis models.  This difference in methodology ensures that the respective 
analyses produced by the agencies recognize their respective statutory authorities.  EPA has 
continued to use its Optimization Model for Reducing Emissions of Greenhouse Gases from 
Automobiles (OMEGA).  NHTSA has continued to use its Volpe CAFE Model.   

In addition to the decision to use two different full-vehicle simulation models, NHTSA and 
EPA have also made independent decisions regarding some modeling inputs.  Many of the 
modeling methodologies and inputs are common.L  Each of the individual inputs that are 
different is described in its respective section.  The primary differences include engine and 
transmission effectiveness, model year baseline fleet, and mass reduction inputs for both the 
baseline assessment and for the overall cost.    

The agencies believe that, for this first step of the Draft TAR, it is reasonable to show multiple 
pathways for potential compliance with the MY 2022-2025 standards, and to make use of 
different data sources and modeling tools.  We welcome public comment on the various sources 
of information and analytical approaches.  As stated previously, given the rapid pace of 
automotive industry innovation, the agencies may consider adding additional technologies as 
new information becomes available in the next step of the MTE, in addition to the comments we 
receive on this Draft TAR.  

                                                 
K See Chapter 5.3.2 for further discussion of EPA’s ALPHA model. 
L Where inputs to the analysis are consistent with the FRM, the input has been assessed with respect to the latest 

available information and found to be appropriate. 
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Chapter 3: Recent Trends in the Light-Duty Vehicle Fleet Since the 2012 
Final Rule 
3) Ch3 DO NOT DELETE 

In support of the GHG/fuel economy rules for MY2017-2025 light duty vehicles, EPA and 
NHTSAA performed an extensive analysis of the light-duty automobile marketplace and the 
projected impacts of the GHG/fuel economy rules.  Those analyses were performed in 2012 and 
were based on then-available historical data, market forecasts from commercial sources, and 
projections based on the work published in the U.S. Energy Information Administration's (EIA) 
Annual Energy Outlook 2011 (AEO 2011) and 2012 Early Release (AEO 2012ER) report.1,2   

Since the publication of the 2012 final rule, the agencies have continued to collect and 
evaluate an extensive amount of light-duty automobile data through the GHG, CAFE, and other 
regulatory programs.  In December 2015, EPA published two reports based on analysis of the 
data provided by manufacturers.  The first report is “Light-Duty Automotive Technology, 
Carbon Dioxide Emissions, and Fuel Economy Trends: 1975-2015”3 which analyzes the GHG 
emissions, fuel economy, and technology trends of new vehicles in the United States since 1975.  
The second report is “GHG Emission Standards for Light-Duty Vehicles: Manufacturer 
Performance Report for the 2014 Model Year.”4  This report, which is EPA's third annual report, 
documents the compliance status of every manufacturer under the GHG program for MY2012-
2014. Combined, these reports provide an extensive review of the current status of the 
automotive industry under the light-duty GHG program.  

NHTSA provides information about manufacturer compliance with CAFE on the CAFE 
Public Information Center (PIC) website.5  The PIC website was launched in July 2015 as a 
public interface for NHTSA's new CAFE database.  This database was developed to simplify 
data submissions between EPA and NHTSA, improve the quality of the agency’s data, expedite 
public reporting, improve audit verifications and testing, and enable more efficient tracking of 
manufacturers’ CAFE credits with greater transparency.  NHTSA provides the following CAFE 
related reporting exclusively available through its PIC: fleet and manufacturers' fuel economy 
performance reporting; reporting on manufacturers' CAFE credit balances; reporting on civil 
penalties collected; flexed-fuel vehicle reporting; pre and mid-model year early projections of 
CAFE data. 

This chapter is intended to give the reader an overarching summary of the changes in the 
light-duty market in the last four years.  The reports issued by EPA and NHTSA document the 
progress in the industry, and this section will rely heavily on those reports.  In addition to the 
updated EPA and NHTSA analysis, this section will compare industry trends and projections 
from the 2012 FRM to updated AEO 2015 projections.6  These data, and continuing updates to 
them, will ultimately influence much of the underlying analysis throughout the midterm 
evaluation.  Throughout the midterm evaluation process, the agencies will continue to rely on the 
most up-to-date data. 

 

                                                 
A EPA finalized GHG standards for model years 2017-2025 under the Clean Air Act. NHTSA finalized Corporate 

Average Fuel Economy (CAFE) standards for model years 2017-2021 and issued augural standards for model 
years 2022-2025 under the Energy Policy and Conservation Act. 
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3.1 Changes in the Automotive Market 

Since the promulgation of the 2017-2025 final rulemaking (FRM) in 2012, the automotive 
marketplace has undergone many changes.  New vehicle sales, fuel economy, and horsepower 
are all at record highs.  Many new technologies have been quickly gaining market share, gasoline 
prices have dropped by more than a third, and truck share has been increasing.  

3.1.1 Fuel Economy and GHG Emissions 

Average new vehicle fuel economy has increased in 8 of the last 10 years, and currently 
stands at a record high.  Over that span, average new vehicle fuel economy has increased 5 mpg 
(a 26 percent increase).  For MY2014, the average new vehicle fuel economyB is 30.7 miles per 
gallon (35.6 mpg for cars and 25.5 mpg for trucks) as tested on EPA’s 2-cycle city and highway 
tests.  This 2-cycle (or unadjusted) fuel economy is used as the basis for EPA and NHTSA's 
regulatory programs, as required by law, and is generally about 25 percent higher than fuel 
economy values that are published for new vehicle labels (also referred to as adjusted fuel 
economy). 

In MY2014, average new vehicle fuel economy was unchanged from MY2013, largely due to 
an increasing percentage of truck sales.  However, truck fuel economy in MY2014 increased by 
0.8 mpg over the previous year, which was the second largest increase in the last 30 years.  
Truck fuel economy has increased for 10 years in a row and is now at a record 25.5 mpg.  
Overall, in MY2014 the improved fuel economy in trucks offset the market shift towards trucks 
to result in no change to the overall average fuel economy of new vehicles. 

The trends for new vehicle GHG emissions have also been favorable, with new 2-cycle 
vehicle GHG emissions at a record low of 290 grams of CO2 per mile on average.  Overall GHG 
emissions for new light duty vehicles are down 21 percent in the ten years since MY2004.  EPA 
projected GHG emissions year-by-year in the 2012 FRM, and although EPA does not expect that 
actual emissions will match projections made in 2012, for MY2014 the actual vehicle GHG 
emissions of 290 g/mile did match the level projected in the 2012 FRM. For a detailed year-by-
year comparison of achieved GHG emissions compared to the FRM projections, see EPA's GHG 
Manufacturer Performance Report. 

Projected data for MY2015, provided to EPA by manufacturers as part of the vehicle labeling 
process, suggests that fuel economy and GHG emissions will improve once again.  Average new 
vehicle fuel economy is projected to increase to 31.2 miles per gallon, and GHG emissions are 
projected to decrease to 284 grams per mile.  However, gas prices dropped significantly at the 
beginning of MY2015, after these projections were provided to EPA by manufacturers, so these 
estimates could change.  Figure 3.1 shows the trends in fuel economy and GHG emissions from 
1975 to 2015. 

                                                 
B "Average vehicle fuel economy" is the production weighted average for all new light-duty vehicles produced for 

sale in the United States for a given model year. 
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Figure 3.1  Average New Vehicle CO2 and Fuel Economy for Model Years 1975-2015 (production weighted) 4 

 

3.1.2 Vehicle Sales 

Vehicle sales in the United States are currently at record levels.  The number of new light-
duty vehicles sold in the United States reached a new all-time high of 17.5 million vehicles in 
calendar year 20157 and sales through the first four months of calendar year 2016 are up by 
another 3.4 percent.8  The current state of the auto industry is an impressive turnaround from 
only a few years ago.  Vehicle sales dropped precipitously to 10.4 million vehicles in calendar 
year 2009 due to the Great Recession.  The domestic automakers underwent their own well 
documented financial turmoil with GM and Chrysler declaring bankruptcy, and the subsequent 
purchase of Chrysler by Fiat.  Manufacturers have increased sales to record highs and returned to 
profitability while meeting the first three years of the national program CAFE and GHG 
standards. 

EPA and NHTSA track vehicle production by model year,C as opposed to vehicles sales in a 
calendar year. These two metrics are slightly different, however they are highly correlated and 
trend similarly over time.  Figure 3.2 shows historic vehicle production per model year, as 
tracked by EPA and NHTSA.  It also includes AEO 2015 new vehicle sales projections, which 
provide a forecast to 2040.  In AEO 2015, EIA projects relatively flat, but slightly increasing 
number of vehicle sales per year.  Also included in Figure 3.2 are the projected model year 
production values that were used in the 2012 final rulemaking, based on AEO 2011.  Actual 
vehicle sales in 2015 exceeded the final rule's projected values for 2017, by about a million 
vehicles.  However the AEO 2015 projections predict a slower growth rate going into the future, 

                                                 
C Vehicle production data represent production volumes delivered for sale in the U.S. market, rather than actual 

sales data. They include vehicles built overseas imported for sale in the U.S., and exclude vehicles built in the 
U.S. for export. 
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which is slightly lower than the final rule's projected vehicle sales towards the end of the 2017-
2025 rule timeframe. 

 

Figure 3.2  Actual and Projected Vehicle Production  

 

3.1.3 Gasoline Prices 

One recent, unexpected, and significant development in the automotive market has been the 
volatility in gasoline prices.  In October 2012 when the 2017-2025 rule was finalized, U.S. 
average gasoline prices were at $3.87 per gallon.  The agencies, based on AEO 2011, projected 
in the 2012 FRM that gasoline prices would climb slowly over time.  Instead, gasoline prices 
dropped more than 40 percent in the United States, and ended 2015 at about $2.15 per gallon.9  

Historically, the price of gasoline has been volatile and difficult to predict accurately.  The 
price of gasoline, which generally reflects crude oil prices, fluctuates based on the world supply 
of and demand for oil.  Many factors, including growing demand from developing countries, 
natural disasters, economic conditions, geo-political events, and introduction of new technology, 
can all have large impacts on the supply and demand for crude oil.  In particular, U.S. production 
of crude oil increased more than 70 percent between 2010 and 201510 which undoubtedly 
affected domestic oil prices.  The combination of many unpredictable factors has led to 
sometimes unanticipated shocks in the short-term price of oil and a long-term trend of oscillation 
between high and low prices (as seen in Figure 3.3).  

In AEO 2015, the U.S. Energy Information Administration (EIA) provides three projections 
for gasoline prices out to the year 2040.  The use of reference, high, and low projections is meant 
to capture the broad band of uncertainty for key variables that affect gasoline prices to 2040.  In 
the reference case, AEO 2015 assumes a continuation of the long-term trend of rising gasoline 
prices and estimates gasoline prices to increase to $3.90 by 2040.  The primary factor influencing 
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the long term increase in price is increased world oil demand, especially by non-OECD 
(Organization for Economic Cooperation and Development) countries like China and India as 
they continue to experience strong economic growth, which offsets any decrease in oil and 
gasoline prices due to increased production.  In the high oil price scenario, AEO 2015 projects 
gasoline prices 62 percent greater than the reference case, due to higher global oil demand, again 
driven by non-OECD nations, as well as lower oil production by the Organization of the 
Petroleum Exporting Countries (OPEC), and higher costs of production and development from 
non-OPEC countries.  For the low oil price scenario, just the opposite is projected, and gasoline 
prices fall 33 percent below the reference case by 2040. 

The uncertainty in projecting gasoline prices is reflected in the wide range of gasoline prices 
projected in the high and low scenarios.  In the high scenario, gasoline prices reach $6.33 per 
gallon in 2040.  In the low scenario, gasoline prices fall through 2017, then increase 
incrementally to $2.60 in 2040. AEO 2015 high and low projections vary by a factor of 2.5, 
which reinforces the uncertainty of these projections. 

Historical gasoline prices11 and future AEO 2015 projections are shown in Figure 3.3.  
Gasoline prices were at an all-time high in 2012, although in terms of constant dollars were only 
slightly above gasoline prices in 1981.  The gasoline prices used in the 2012 final rulemaking are 
also included in Figure 3.3, and show that the prices used in the rule, which were based on AEO 
2011, are well above current gasoline prices.  The AEO 2015 reference projections predict lower 
gasoline prices than the rule projections through 2040; however, the rule projections for gasoline 
prices are well below the high AEO 2015 scenario.  The volatility in oil prices and the wide 
range of AEO projections serve to reinforce the problem of predicting future gasoline prices with 
any accuracy. 

 

Figure 3.3  Gasoline Prices in the United States 

 

3.1.4 Car and Truck Mix 
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The 2012 FRM finalized footprint-based standards designed to spur improvements in all types 
of vehicles and maintain consumer choice.  EPA and NHTSA used AEO 2011 car and truck fleet 
mix projections in the 2012 FRM to evaluate the overall impacts of the rule. Since the 2012 
FRM, the light duty vehicle market has moved more towards trucks than projected. 

The overall percentage of trucks sold in the United States increased in MY2014 but has been 
somewhat volatile in recent years. The percentage of trucks sold increased 4.8 percentage points 
to 40.7 percent of all sales in MY2014, the last year for which EPA has final data.  This is still 
well below the all-time record of 48 percent of all sales, set in MY2004.  Truck market share 
increased steadily in all but four years between MY1980 and MY2004, then quickly fell 15 
percentage points to 33 percent of all sales in MY2009.  Since MY2009, truck market share has 
bounced around between 33 percent and 42.2 percent of all sales.  Projected sales (based on 
preliminary automaker projections) for MY2015 predict a slight drop in the percentage of trucks 
sold; however, lower than expected gasoline prices may alter the final sales data. 

In MY2014, pickups captured 12.4 percent of new vehicle sales, while truck SUVs captured 
23.9 percent of sales.  Smaller 2WD SUVs and 2WD crossovers are generally considered cars 
under the regulations, and those car SUVs captured 10.1 percent of vehicle sales.  Sales of SUVs 
(including “crossover” vehicles) are continuing to grow and have increased from 20 percent of 
total sales in 2004 to 34 percent in MY2014.  The growth of SUVs looks to continue, especially 
as the market for small SUVs continues to develop.  Vehicles like the Jeep Renegade, Honda 
HR-V, and Chevy Trax represent a relatively new market segment of “subcompact SUVs.”  
These vehicles can be classified as either cars (for the 2WD versions) or as trucks (for 4WD 
versions meeting several requirements, such as ground clearance) and are further blurring the 
line between cars and trucks. 

Figure 3.4 shows the recent trend in truck production share by year, the projections from the 
2012 FRM, and AEO 2015 projections looking forward.  In MY2014, the 2012 FRM projected 
38 percent of new vehicles produced would be trucks.  The actual percentage of trucks produced 
was just under 41 percent, so truck were about 3 percent more of the market than projected.  EPA 
does not have final data for MY2015 or MY2016 data, but industry reports suggest a strong 
demand for trucks.  The AEO 2015 projections account for a significant increase in truck 
production share, but also project that truck share will peak in 2015 before slowly drifting back 
to lower levelsD.  Under the AEO 2015 high oil price scenario, truck production slowly falls to 
39 percent of production in MY2025 and in the low oil price scenario truck production is 53 
percent in MY2025.  Many factors could influence the future direction of car and truck sales, 
most notably the volatile gasoline prices of recent years. For additional analysis of light-duty 
vehicle sales by class, see EPA's Light Duty Automotive Technology, Carbon Dioxide 
Emissions and Fuel Economy Trends report (Figure 3.4). 

                                                 
D The historical data in AEO 2015 for 2011-2014 show a higher percentage of trucks than what actually occurred. 

The AEO historical data does not impact the analysis in this report, nor does it impact AEOs long term 
projections.  The data will be updated in AEO 2016.  
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Figure 3.4  Truck Production Share by Year 

 

3.1.5 Vehicle Power, Weight, and Footprint 

The automotive industry is continuously innovating and improving vehicles offered to 
consumers.  However, innovations in the automotive industry have not always been used for the 
same purposes.  For example, from the early 1980s to 2004, vehicles grew steadily larger and 
more powerful but fuel economy decreased (Chapter 4.1.4.3 discusses the role of innovation and 
how it has been applied in the automotive industry).  Vehicle weight, horsepower, and footprint 
are correlated to vehicle fuel economy and GHG emissions.  The relationship between fuel 
economy, weight, and horsepower is shown in Figure 3.5.  
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Figure 3.5  Average New Vehicle Fuel Economy, Weight, and Power (production weighted) 4 

 

The baseline analysis presented in the 2012 FRM was based on MY2008.  Since then, average 
new vehicle sales weighted horsepower has increased 14 horsepower to a projected record high 
233 horsepower in MY2015.  Horsepower did decrease in MY2009, but that was the first dip in 
horsepower in 28 years.  With the exception of MY2009 and MY2012, horsepower has increased 
every year since MY 1981.  Both cars and trucks are projected to reach record average 
horsepower numbers in MY2015.  Since MY2008, car horsepower is up 6 horsepower on 
average to 200 horsepower, and trucks are up 29 horsepower on average to 283 horsepower. 
Increases in horsepower have been a little more volatile the last few years than the very steady 
increases seen for more than 25 years, but clearly manufacturers have continued to increase 
average vehicle power in the past several years while also significantly reducing GHG emissions 
and increasing fuel economy. Examining horsepower by vehicle type clearly shows that pickup 
trucks have experienced the largest increase in horsepower, as shown in Figure 3.6.E 

                                                 
E The five vehicle type categories are those used by EPA in the report "Light-Duty Automotive Technology, Carbon 

Dioxide Emissions, and Fuel Economy Trends: 1975 to 2014." Cars are subdivided into Cars and Car SUVs, and 
trucks are subdivided into Pickups, Truck SUVs, and Vans. 

−40%

−20%

0%

20%

40%

60%

80%

100%

Pe
rc

en
tC

ha
ng

e
Si

nc
e

19
75

1975 1980 1985 1990 1995 2000 2005 2010 2015

Model Year

Unadjusted Fuel Economy

Horsepower

Weight

120%



Recent Trends in the Light-Duty Vehicle Fleet Since the 2012 Final Rule 

3-9 
 

 
Figure 3.6  Horsepower by Vehicle Class, MY2008-MY2015 

 

New vehicle weight has been relatively constant for the last decade, based on the sales-
weighted average of all new vehicles for each year.  New vehicles in MY2004 had the highest 
recorded average weight, at 4,111 lbs. The projected new vehicle average weight for vehicles in 
MY2015 is 4,076 lbs, which is less than a 1 percent difference from MY2004.   

Since MY2014, the weight of an average new car has held relatively constant (within 2.5 
percent), again based on the sales-weighted average of all new vehicles for each year.  Over that 
same time pickup trucks increased weight by about 10 percent, adding 546 lbs by MY2014 to 
reach an all-time high of 5,485 lbs.  Projected data for MY2015 shows a significant weight 
reduction for new pickup trucks of 222 lbs, compared to MY2014, which would be a 4 percent 
reduction if realized.  The weight of truck SUVs, or of those SUVs that are considered trucks for 
regulatory purposes, has been much more constant and is projected to be down about 147 lbs in 
MY2015 compared to MY2004.  Vehicle weight by class is shown in Figure 3.7. 
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Figure 3.7  Weight by Vehicle Class, MY2008-MY2015 

 

The GHG/fuel economy standards are based on vehicle footprint, where footprint is defined 
as the area where the centers of the four tires touch the ground.  EPA began tracking footprint in 
MY2008 and since that time, the average new vehicle footprint has increased to the highest level 
on record.  New vehicle production weighted footprint is projected to be at 49.9 square feet in 
MY2015, which is a small increase of one square foot, or about 2 percent, since MY2008.  The 
average new car footprint is up 0.8 square feet since MY2008, and the average new truck 
footprint is up 1.5 square feet.  The increase in truck footprint is driven largely by pickup trucks, 
which are up almost 3.2 square feet, or 5 percent, since MY2008.  In addition, the recent shift 
towards trucks is driving up the overall fleet-wide average footprint of new vehicles.  While 
pickup truck footprint has increased, other vehicle segments have been relatively constant since 
MY2008, as shown in Figure 3.8. 

 
Figure 3.8  Footprint by Vehicle Class, MY2008-MY2015 
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The average footprint for new cars and trucks is higher than the 2012 FRM projections.  For 
MY2014, cars are 1.5 square feet larger, and trucks are 1.1 square feet larger.  Overall, the 
average new vehicle in MY2014 had a footprint of 1.6 square feet more than projected, due to 
the increasing percentage of trucks sold.  The footprint trends for cars and trucks are shown in 
Figure 3.9. 

 
Figure 3.9  Car and Truck Footprint 

 

Overall, the general trend since the 2012 FRM continues towards slightly larger vehicles with 
more power, particularly for pickup trucks.  However, overall new vehicle weight has remained 
nearly constant even given the continuing trend towards larger vehicles, and overall fuel 
economy has improved.  For additional analysis of light-duty vehicle footprint, weight, and 
horsepower by vehicle class, see EPA's Light Duty Automotive Technology, Carbon Dioxide 
Emissions and Fuel Economy Trends report (Figure 3.5). 

3.1.6 Technology Penetration 

In the 2012 FRM, the agencies discussed many technologies that were available to the 
industry to improve fuel economy and to reduce GHG emissions.  These technologies largely 
included continual improvements to the gasoline internal combustion engine, such as more 
advanced engines and transmissions, vehicle light-weighting, aerodynamics, and more efficient 
accessories.  Many of these technologies were already available on vehicles for sale back in 
2012, and meeting future standards would require manufacturers to adopt the technologies on a 
more widespread basis across their fleets.  This is, in fact, exactly what is happening, as 
discussed below.   

Based on the technologies discussed in the 2012 FRM, EPA presented a feasible, least cost 
pathway to illustrate that manufacturers could comply with the standards.  The pathway reflected 
in the 2012 FRM was meant to illustrate one possible path that manufacturers could use to meet 
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the standards, based on the OMEGA model’s projection of the least-cost set of technologies to 
meet the 2025 standards.  EPA recognized that each manufacturer could chose a pathway based 
on many factors, but most manufacturers are beginning to widely use the technologies outlined 
in the 2012 FRM.  Several of the major technologies that were discussed in the FRM are tracked 
by EPA as part of the GHG compliance program, and are documented in the Fuel Economy 
Trends report.  For these technologies, EPA can compare the penetration rate of these 
technologies at the time of the 2012 FRM and for current models.  

Figure 3.10 shows the change in production for several emerging fuel economy related 
technologies between MY2008, which was the baseline in the 2012 FRM, and MY2015.  The 
MY2015 data are based on projected production volumes from the manufacturers and are the 
most current data available.  All of the technologies in Figure 3.10 are technologies that were 
discussed in the FRM as possible options for manufacturers to use to increase fuel economy, 
reduce GHG emissions, and comply with the standards.  The pathway presented in the 2012 
FRM included many of the technologies that are included in Figure 3.10.  Chapter 5 discusses 
these technologies in more depth. 

  

Figure 3.10  Light Duty Vehicle Technology Penetration Share since the 2012 Final Rule 

 

In particular, vehicles utilizing gasoline direct injection engines (GDI) have been entering the 
market at a very rapid pace.  In MY2008, GDI engines represented 2.3 percent of production.  
That number has grown to just over 45 percent of expected production in MY2015.  
Turbocharged engines have also seen a swift increase in market share.  These two technologies 
are often employed together as a downsized, turbocharged, GDI engine package that many 
manufacturers have released to improve fuel economy and reduce GHG emissions.  Stop-start 
systems (excluding hybrids) and cylinder deactivation have also increased market share 
significantly. 
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Transmission technology has also been changing rapidly.  Six-speed transmissions increased 
from 19 percent in MY2008 to a projected market share of 57 percent in MY2015.  Continuously 
variable transmissions (CVTs), which were not projected to increase market share in the 2012 
FRM, have increased from 8 percent in MY2008 to capture just over 20 percent of the market for 
MY2015.  An additional 16 percent of new vehicles expected to be produced in MY2015 will 
have transmissions with 7 or more speeds, up from 2 percent of all new vehicles in MY2008.  
Transmissions with 5 or less speeds, which made up over 70 percent of the market in MY2008, 
now account for only just over 5 percent of vehicle production. 

Hybrid electric vehicles (HEVs) were 2.5 percent of production for MY2008, and reached 
their peak market penetration in MY2010 at 3.8 percent of all new vehicles produced. Since then, 
they have fallen back slightly, to a projected 2.9 percent in MY2015.  There are several possible 
reasons that HEV sales have been flat.  First, non-hybrid vehicles continue to improve fuel 
economy at a faster rate than hybrids.  Between MY2004 and MY 2014, the difference in fuel 
economy between the average hybrid midsize car and the average non-hybrid midsize car has 
fallen from 24 mpg to about 13 mpg.  Second, some HEV buyers may also be looking to all 
electric vehicles (EVs) and plug-in hybrid electric vehicles (PHEVs) instead of HEVs. Third, 
recent low gas prices may make hybrids less appealing to consumers. 

Plug-in hybrids and electric vehicles continue to enter the market.  There are now 12 battery 
EVs and 13 PHEVs available, and more are scheduled to be released in the coming years.  There 
are also 2 fuel cell electric vehicles (FCEVs) available to consumers.  Overall, sales of these 
vehicles are still low, but appear to be slowly growing.  Sales of EVs increased 9 percent in 2015 
to about 69,000 vehicles, and EV sales in the first quarter of 2016 are up 22 percent from the first 
quarter of 2015. PHEV sales were down 24 percent in 2015 (largely due to limited supply of one 
vehicle early in the year), but are up over 80 percent in the first quarter of 2016 compared to the 
first quarter of 2015. Both EVs and PHEVs had first quarter sales in 2016 that were higher than 
any other year.12  While overall national sales are low, the 2012 FRM assumed only small 
numbers of EVs and PHEVs (2 percent of all vehicles) would be needed to meet the standards in 
MY2025.  Further, some regions of the nation (most notably California) already have EV and 
PHEV sales in excess of 2 percent of new car sales today. 

Many of the major technologies analyzed in the 2012 FRM appear to be on trend for reaching 
relatively high penetration levels, similar to what EPA projected for 2021 and 2025 in its 
analysis of least cost compliance pathways.  Figure 3.10 shows the technology penetration for 
several major technologies from MY2008 to MY2015.  The MY2021 and the MY2025 projected 
technology penetration levels for each of these technologies, from the 2012 FRM, is also 
included in Figure 3.11 for comparison.  Chapter 5 of this report examines these technologies in 
much more detail, and Chapter 12 evaluates and update the projected technology penetrations.   
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* Data through 2015 includes all turbocharged vehicles, not specifically turbo-downsized engines 

Figure 3.11  Technology Changes since MY2009 

 

3.2 Compliance with the GHG Program 

Three model years, MY2012–2014, have been completed under the new footprint based GHG 
regulations.  In all three model years, manufacturers have outperformed the standards by a wide 
margin even as the standards have become more stringent.  In MY2014, the industry compliance 
was 13 g/mile better than required by the standards.  In model years 2012 and 2013, industry 
compliance was 11 and 12 g/mile respectively, better than required.  This industry-wide 
performance means that, across the fleet, consumers continue to buy vehicles with lower GHG 
emissions than required by the EPA standards.  The standards decreased 12 g/mile from 
MY2012 to 2014, and manufacturers more than kept pace by reducing compliance values by 14 
g/mile.  A summary of industry compliance values versus the standards is shown in Figure 3.12. 
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Figure 3.12  Industry GHG Compliance Values versus Standards in 2012-2014 Model YearsF 

 

The majority of manufacturers, representing more than 99 percent of U.S. production, are in 
compliance with the standards for the 2012-2014 model years.  In fact, 20 of 24 manufacturersG 
are carrying a positive credit balance into the 2015 model year, meaning that these manufacturers 
have met the standards in all of the 2012-2014 model years (credits cannot be carried forward if 
a deficit exists in a prior model year).  The manufacturers currently with deficits in any or all of 
the 2012-2014 model years are allowed to carry those deficits forward for three model years, 
giving them time to generate or purchase credits to demonstrate compliance with the 2012-2014 
model year standards.  Thus, a manufacturer with a deficit remaining from the 2012 model year 
has until the end of the 2015 model year to offset that deficit.  The current status of 
manufacturers carrying a deficit into the 2015 model year is neither compliance nor non-
compliance, rather, they have not yet fully demonstrated compliance.  The makeup of these 
credit and deficit balances is tracked by model year. 

                                                 
F The "Compliance Standard" is the effective overall GHG g/mile standard for all light duty vehicles in a given 

model year, based on the production volumes and footprints of the vehicles produced. The "Compliance Value" is 
the effective overall GHG g/mile emission rate actually achieved by the industry in a given model year, based on 
the production volumes and footprints of the vehicles produced. 

G Volkswagen is excluded due to an ongoing investigation. 
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Table 3.1  Credit Balances at Conclusion of the 2014 Model Year (Mg)  

 

 

The 2012 FRM also introduced the options for manufacturers to trade credits between 
companies.  EPA included this provision because it will allow for greater GHG reductions, lower 
compliance costs, and greater consumer choice.  Manufacturers have been actively trading 
credits, with almost 10 million Megagrams of CO2 credits changing hands by the close of the 
2014 model year reporting period. 

The credit transactions reported by manufacturers through the 2014 model year are shown in 
Table 3.2.  Credit distributions are shown as negative values, in that a disbursement represents a 
deduction of credits of the specified model year for the selling manufacturer.  Credit acquisitions 
are indicated as positive values because acquiring credits represents an increase in credits for the 
purchasing manufacturer.  The model year represents the “vintage” of the credits that were sold, 
i.e., the model year from which the credits originated.  Note that each value in the table is simply 
an indication of the quantity of credits from a given model year that has been acquired or 
disbursed by a manufacturer, and thus may represent multiple transactions with multiple buyers 
or sellers.  The total credit balances shown in Table 3.1 include the credits transactions reported 
in Table 3.2. 

 

Credit Balances at Conclusion of the 2014 Model Year (Mg) 
(including credit transfers & trades) 

Manufacturer Credits Carried to 2015    Manufacturer Credits Carried to 2015  

Toyota 81,271,823   Suzuki* 428,242 
Honda 39,410,925   Mercedes† 228.172 
GM 30,380,022   Ferrari 107,613 
Ford 27,514,195   Volvo 74,291 
Hyundai 19,727,364   Fisker* 46,694 
Nissan 17,810,733   Coda* 7,251 
Fiat Chrysler 13,890,014   BYD Motors 4,824 
Subaru 10,236,711   Tesla 1,965 
Kia 9,819,076   Lotus† (2,841) 
Mazda 7,160,086   McLaren† (6,507) 
BMW  1,532,564   Aston Martin† (35,844) 
Mitsubishi  1,333,267   Jaguar Land Rover† (509,745) 

All Manufacturers    265,182,108 
Note: Volkswagen is not included in this table due to an ongoing investigation. Based on the original compliance data, 
Volkswagen has a credit balance of 4,751,213 Mg. 
†These companies are using a temporary program for limited-volume manufacturers that allows some vehicles to be subject 
to less stringent standards. See Section 3.B.  
*Although these companies produced no vehicles for the U.S. in the most recent model year, the credits generated in 
previous model years continue to exist.  
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Table 3.2  Reported Credits Sold and Purchased as of the 2014 Model Year (Mg) 

 
 

In the first three years of the GHG compliance program, the industry has outperformed the 
standards each year, all large manufacturers are carrying forward credits, and there has been 
active trading of credits between manufacturers.  The specific details of the compliance program, 
including tailpipe emissions, earned credits, credit trading, and comparisons to the 2012 FRM 
projections, are all detailed in the EPA report titled, "GHG Emission Standards for Light-Duty 
Vehicles:  Manufacturer Performance Report for the 2014 Model Year." 

3.3 Compliance with the CAFE Program 

An overview of how manufacturers complied with the CAFE program is provided for model 
years 2011 to 2014.H,I  On average, manufacturers showed significant strides complying with the 
CAFE program for model years 2011 and later in improving the total fleet fuel economy 
performance for passenger cars and trucks despite increasingly more stringent standards over the 
period.  Manufacturers were able to successfully execute compliance strategies for both the 
NHTSA and EPA programs that accommodated the differences in compliance flexibilities and 
credit balances between the programs.   

As directed by Congress, the total light duty vehicle fleet is divided into three compliance 
categories, domestic and import passenger cars and light trucks, for meeting CAFE standards and 
distinct statutory differences exist in the compliance flexibilities for each category.  Figure 3.13 
and Table 3.3 provide the total fleet standards and actual fleet fuel economy performance for 
each vehicle category.  As shown in the figure, for each model year from 2011 through 2014, 
manufacturers far exceeded standards for their combined domestic and import passenger cars but 
fell short in meeting standards for their combined light truck fleets for model years 2012 and 

                                                 
H Model year 2011 is an important year in the CAFE programs because it signifies the first year EISA amended 

EPCA mandating the first stage of combined footprint-based CAFE standards and established a credit trading 
program that supplemented previous existing credit flexibilities for all passenger cars and light trucks.   EISA and 
EPCA also required CAFE standards that would increase annually and set sufficiently high enough levels to 
ensure that the total fleet average of all new passenger cars and light trucks, combined, was not less than 35 miles 
per gallon by model year 2020. 

I Model year 2014 is the last year manufacturers, NHTSA and EPA have completed production, testing and 
reporting for all vehicles complying with CAFE standards. 

2010 2011 2012 2013 2014

Honda (3,609,383) - - - - (3,609,383)

Nissan (200,000) (1,000,000) (250,000) - - (1,450,000)

Tesla (35,580) (14,192) (177,941) (1,048,689) (1,019,602) (2,296,004)

Toyota (2,507,000) - - - - (2,507,000)

Ferrari 265,000     - - - - 265,000

Fiat Chrysler 5,651,383 500,000     - 1,048,689 1,019,602 8,219,674

Mercedes 435,580     514,192     427,941     - - 1,377,713
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2013.  Consumers will save an estimated 16.6 billion gallons of fuel over the lifetime of model 
year 2011 to 2014 vehicles due to the manufacturers exceeding the CAFE standards in those 
years.  

 
Figure 3.13  Industry CAFE Compliance Values versus Standards in Model Years 2011-2014 

 

Table 3.3  Industry CAFE Compliance Values versus Standards in Model Years 2011-2014 

 
 

The design of the CAFE program, as instructed by Congress, anticipates that not all 
manufacturers’ compliance fleets will meet CAFE standards for each model year.  Fleets not 
meeting CAFE standard represented 44 percent of all fleets on average but represented only 33 
percent of the total industry production volume for model years 2012 through 2014.  The 
majority of these manufacturers failed to meet the standard for their light truck fleets for these 
model years but have rebounded for the 2014 compliance period.   

Therefore, to compensate for shifts in production markets and to allow NHTSA to set CAFE 
standards at the maximum feasible levels, the CAFE program was designed to allow 
manufacturers to comply by exercising one or more program flexibilities to leverage compliance 
over multiple model years or by eliminating the deficiencies of under complying fleets using the 
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2014 36.3 34.0 5,563,657 36.9 34.6 3,641,470 26.5 26.3 6,306,647

2013 36.1 33.2 5,566,615 36.8 33.9 4,172,770 25.7 25.9 5,457,777

2012 34.8 32.7 5,260,200 36.0 33.4 3,396,020 25.0 25.3 4,788,574

2011 32.7 30.0 3,986,385 33.7 30.4 2,965,213 24.7 24.3 5,069,696
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benefits gained by over performing fleets.J  There are three basic flexibilities outlined by 
EPCA/EISA that manufacturers can currently use to achieve compliance with CAFE standards 
beyond applying fuel economy-improving technologies: (1) building dual- and alternative-fueled 
vehiclesK; (2) banking (carry-forward and carry-back), trading, and transferring credits earned 
for exceeding fuel economy standards; and (3) paying civil penalties.L    

Using program flexibilities, all manufacturers not beating the standard have either complied 
or will be able to comply with CAFE standards through model year 2014.  As the first 
compliance pathway, manufacturers are building advanced technology vehicles and eleven 
manufacturers are incentivizing the performance of their fleets by building flexible fueled 
vehicles.  Building flexible fueled vehicles is a major incentive established by Congress for the 
CAFE program.M  Figure 3.14 shows the increase in each compliance category for those 
manufacturers building flexible fuel vehicles for the applicable model years.  On average, these 
manufacturers raised the fleet performance of domestic passenger cars by 1.9 percent, import 
passenger cars less than 1 percent and light trucks by 3.4 percent over these model years.  

For the remaining compliance pathways, under-complying manufacturers have offset their 
compliance shortfall (credit shortfalls) by carrying forward, backward, transferring or trading 
credits.  While some manufacturers are also still paying civil penalty payments for 
noncompliance, the amount has significantly decreased mainly due to an active credit trading 
market.  An overview of the compliance credit flexibilities used by manufacturers from model 
year 2011 through 2014 is shown in Figure 3.15. 

NHTSA anticipates that credit trading will continue to be a major incentive for manufacturers 
in the upcoming model years as credit trading was the primary flexibility in model year 2014.  
NHTSA predicts that the CAFE credit market moving into model year 2015 for each compliance 
fleet is robust enough to allow manufacturers not meeting standards to continue to comply for 
the next several model years.  A summary of the CAFE credits carrying into model year 2015 is 
shown in Table 3.4.   

 

                                                 
J EPCA, as amended by EISA, is very prescriptive with regard to the number of flexibilities that are available to 

manufacturers to help them comply with the CAFE standards but intentionally placed some limits on certain 
flexibilities and incentives for the purpose of balancing energy-savings. 

K Incentives are allowed for building advanced technology vehicles such as hybrids and electric vehicles, 
compressed natural gas vehicles and building vehicles able to run on dual fuels such as E85 and gasoline. 

L We note that while these flexibility mechanisms will reduce compliance costs to some degree for most 
manufacturers, although 49 U.S.C. 32902(h) expressly prohibits NHTSA from considering the availability of 
statutorily-established credits (either for building dual- or alternative-fueled vehicles or from accumulated 
transfers or trades) in determining the level of the standards.  Thus, NHTSA may not raise CAFE standards 
because manufacturers have enough of those credits to meet higher standards. This is an important difference 
from EPA’s authority under the CAA, which does not contain such a restriction, and which would allow EPA to 
set more stringent standards as a result. 

M Congress established the Alternative Motor Fuels Act (AMFA) which allows manufacturers to increase fleet Fuel 
Economy Performance values by producing dual fueled vehicles. For model years 1993 through 2014, the 
maximum increase in CAFE performance for a manufacturer attributable to dual fueled vehicles is 1.2 miles per 
gallon for each model year and thereafter decreases by 0.2 miles per gallon each model year until ending in 2019 
(see 49 U.S.C. 32906).   
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Figure 3.14  Increase due to Flexible Fuel Vehicles on CAFE Fleet Performance in Model Years 2011-2014 

 

 
Figure 3.15  CAFE Credit Flexibilities Used and Civil Penalty Payments for Model Years 2010-2014 
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Table 3.4  CAFE Credit Balances at Conclusion of the 2014 Model Year  

 
 

 

DP IP LT
Aston Martin 1 0
BMW 6,030,713 235,952
BYD Motors 177,951
Coda 331,750
Daimler 0 0 0
Fiat Chrysler 99,987,234 284,321 -4,174,892
Ford 157,373,701 1,175,577 17,818,347
General Motors 65,229,249 10,617,792 38,007,715
Honda 133,012,923 35,237,193 32,427,500
Hyundai 2 127,023,114 7,060,784
Jaguar Land Rover 0 0
Kia 3 54,652,961 3,838,194
Lotus 0
Mazda 15,526 49,341,062 6,525,997
McLaren 4 0
Mitsubishi 6,067,098 2,574,682
Nissan 5 116,007,703 3,014,623 5,399,372
Pagani 6 0
Spyker 7 0
Subaru 2,256,442 4,528,333 50,901,342
Suzuki 2,016,752 244,384
Tesla 8 8,020,132
Toyota 167,007,230 342,032,536 29,446,815
Volkswagen 9 8,756,755 24,505,396 2,921,482
Volvo 37,435 -247,890 -315,044
All Manufacturers 757,704,330 666,789,282 192,912,630

Manufacturer

1 Aston Martin has submitted a petition for an alternative standard for MYs 2008 - 2014. This petition for an alternate standard is 
pending.
2 MY 2014 EPA report is pending
3 MY 2014 EPA report is pending
4 McLaren has submitted a petition for an alternative standard for MYs 2012 - 2014. This petition for an alternate standard is 
pending.

Credits Carried to 2015

5 Nissan IP and DP fleets were exempt from two-fleet rule for model years 2006 – 2010
6 Pagani has submitted a petition for an alternative standard for MY 2014.
7 Spyker has submitted a petition for an alternative standard for MYs 2008 - 2010. This petition for an alternate standard is 
pending.
8 Prior to MY 2012, per 40 CFR 600.001(b)(1), manufacturers that produced only electric vehicles were exempt from submitting 
CAFE information . EPA did not test vehicles and confirm compliance values of manufacturers who produce only electric vehicles 
from this time period.
9 Volkswagen is included in an ongoing investigation. Data provided is based on original compliance data.



Recent Trends in the Light-Duty Vehicle Fleet Since the 2012 Final Rule 

3-22 
 

3.4 Emerging Transportation Developments 

The automotive industry of today is rapidly evolving, and the pace of change is only 
increasing.  Major automotive CEOs are not just talking about horsepower, but about becoming 
"mobility" companies13 and "disrupting" the industry.14  Technology companies that have not 
previously been associated with the automotive industry are further challenging and changing the 
industry as connectivity, autonomous driving, and infotainment systems continue to become a 
more prominent part of automotive design. 

Autonomous vehicle developments are regularly in the headlines, with most manufacturers, 
many suppliers, and several technology companies actively developing and testing autonomous 
systems.  Semi-autonomous systems are already available in some luxury vehicles today, and 
many more are promised in the next several years.  The race to develop fully autonomous 
vehicles is clearly a high priority across the industry.  Emerging in parallel with vehicle 
automation is vehicle connectivity.  Vehicle connectivity, in conjunction with automated 
systems, has the potential benefit of allowing vehicles to communicate with each other and with 
infrastructure to optimize vehicle driving behavior to current conditions, and to interact with 
other vehicles and infrastructure to reduce congestion.  And of course, connectivity can also 
mean more access to high speed data, entertainment, and productivity applications. 

In addition to connected and automated vehicles, new companies based on the idea of the 
sharing economy are already upending how some people think about transportation and mobility 
in general.  Ride hailing services continue to grow quickly and are already disrupting rental car 
and taxi business models.  The largest ride hailing service is already valued more than several 
major OEMs after only a few years of existence.15,16  The rapidly expanding list of transportation 
related apps for everything from finding a parking spot more efficiently, sharing rides, or finding 
public transit options also point to an industry that is facing rapid change.  

Autonomous vehicles, shared mobility, parking apps, and other innovations were not 
considered by the agencies in the GHG rules, but their net impact on GHGs and fuel economy is 
yet unknown.  They could ultimately have a very profound impact on the efficiency of our future 
transportation system.  Preliminary research suggests that connected and automated vehicles 
could lead to dramatically reduced GHG emissions through more efficient driving, better traffic 
flow, shared mobility, and by enabling greater use of electrification.  However, the same research 
acknowledges that the technology could also lead to increased vehicle miles traveled, higher 
speeds, and more vehicle content which could result in a large increase in emissions instead.17,18, 
19,20  These emerging technologies and transportation changes will pose considerable future 
challenges and uncertainties.  At the present time and probably even over the next several years, 
there will continue to be much uncertainty around the impacts of these changes on the 
transportation system.  It is likely that many of these transformational changes will have impacts 
for the longer-term, and it will be difficult to assess any specific impacts in the 2022-2025 
timeframe.  While the agencies will continue to keep abreast of data and analyses surrounding 
transportation impacts of these transformations, it is likely that such uncertainty will remain 
throughout the timeframe of the midterm evaluation.  EPA, NHTSA, and CARB are beginning to 
explore research on the potential emissions and fuel economy impacts of emerging 
transformational technologies and transportation trends.  The agencies will continue to stay 
abreast of future research and partner with stakeholders to evaluate these emerging technologies 
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and transportation trends, which may help to inform any regulatory development beyond model 
year 2025.
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Chapter 4: Baseline and Reference Vehicle Fleets  
4) Ch4 DO NOT DELETE 

4.1 EPA's Baseline and Reference Vehicle Fleets  

The passenger cars and light trucks sold currently in the United States, and those that are 
anticipated to be sold in the MYs 2021-2025 timeframe, are highly varied and satisfy a wide 
range of consumer needs.  From two-seater miniature cars to 11-seater passenger vans to large 
extended cab pickup trucks, American consumers have a great number of vehicle options to 
accommodate their needs and preferences.  The recent decline in oil prices and the improved 
state of the economy have demonstrated that consumer demand and choice of vehicles within 
this wide range can be sensitive to these factors.  Although it is impossible to precisely predict 
the future, the agencies need to characterize and quantify the future fleet in order to assess the 
impacts of the 2022-2025 GHG standards that would affect that future fleet.  The EPA has 
examined various publicly-available sources (some require purchase), and then used inputs from 
those sources in a series of models to project the composition of baseline and reference fleets for 
purposes of this analysis.  This chapter describes this process, and the characteristics of the 
baseline and reference fleets. 

The EPA has made every effort to make this analysis transparent and duplicable.  Because 
both the input and output sheets from our modeling are public,1 stakeholders can verify and 
check EPA’s modeling results, and perform their own analyses with these.  

4.1.1 Why does the EPA Establish Baseline and Reference Vehicle Fleets? 

In order to calculate the impacts of the final 2022-2025 GHG standards, it is necessary to 
estimate the composition of the future vehicle fleet absent the 2022-2025 standards.  EPA has 
developed a baseline/reference fleet in two parts.  The first step was to develop a “baseline” fleet.  
The baseline fleet represents data from a single model year of actual vehicles sales.  The EPA 
creates a baseline fleet in order to track the volumes and types of fuel economy-improving and 
CO2-reducing technologies that are already present in the existing vehicle fleet.  Creating a 
baseline fleet prevents the OMEGA model from adding technologies to vehicles that already 
have these technologies, which would result in “double counting” of technologies’ costs and 
benefits.  The second step was to project the baseline fleet sales into MYs 2022-2025.  This is 
called the “reference” fleet volumes, and it represents the fleet volumes (but, until later steps, not 
additional levels of technology) that the EPA believes would exist in MYs 2022-2025 absent the 
application of the 2022-2025 GHG standards.  For this Draft TAR, the EPA also projected the 
fleet from MYs 2026-2030 though we are only showing the result out to 2025.  

After determining the reference fleet volumes, the third step is to account for technologies 
(and corresponding increases in cost and reductions in CO2 emissions) that could be added to the 
baseline technology vehicles in the future, taking into account previously-promulgated standards, 
and assuming MY2021 standards apply at the same levels through MY2025.  This step uses the 
OMEGA model to add technologies to vehicles in each of the baseline market forecasts such that 
each manufacturer’s car and truck average CO2 levels reflect MY2021 standards.  The models’ 
output, the “reference case,” is the light-duty fleet estimated to exist in MYs 2022-2025 without 
new GHG standards.  All of the EPA's estimates of emission reductions improvements, costs, 
and societal impacts for purposes of this Draft TAR are developed in relation to the EPA 
reference case.  This chapter describes the first two steps of the development of the baseline and 
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reference fleets volumes.  The third step of technology addition is developed as the outputs of the 
OMEGA model (see Chapter 12 for an explanation of how the models apply technologies to 
vehicles in order to evaluate potential paths to compliance). 

4.1.2 EPA’s 2014 MY Baseline Fleet 

EPA has chosen to use the final 2014 MY fleet GHG data as the basis for the baseline fleet 
used in its analysis.  The 2014 MY fleet GHG data is the most recent complete set of final U.S. 
vehicle data that has actual manufacturer volumes and CO2 values that is available to use in this 
Draft TAR.  The 2014 MY volumes and CO2 values comes from the EPA VerifyA database.  The 
data contained in the Verify system is quite robust since it under goes a complex number of 
quality checks done by the manufacturer, the Verify database software, and finally EPA's 
certification staff.  Figure 4.1 shows the quality steps that are completed before data is available 
for use in the Verify system.  The finalized 2014 GHG certification data is an accurate 
representation of vehicle and technology mix for the 2014 model year.  Estimated volumes are 
also available for the 2015 model year (CAFE midyear report data), however, EPA chose to use 
the final 2014 MY data in lieu of the 2015 MY midyear estimates because the final 2014 MY 
was the latest data set which had completed the entire Verify quality assurance process.  EPA's 
rationale for not using the 2015 MY data is explained in more detail at the end of this section.  

The information used by EPA to develop the 2014 MY baseline fleet includes final MY2014 
GHG certification data for MY2014 model volumes, some valve train information from Wards 
Automotive Group B,C, and some technology from a 2014 fleet file that was created for the 
California Air Review Board (CARB) by Novation Analytics2 (formerly known as Control Tec).     

EPA will update the baseline fleet for future assessments in the MTE process to the most 
recent MY for which final data is available for the U.S. fleet. 

A manufacturer 
must define all 
vehicle models

A manufacturer 
must define all 

engine test groups 
and link them to 

the vehicle models

Define all test 
vehicles that will 

be used for 
emissions testing.

Submit all test 
results

Label all vehicles for FE.  This ties a 
vehicle, an engine, transmission, 
and driveline with a test.   It also 

determines all sub configurations for 
that vehicle.

Submit final GHG/CAFÉ data.  This step is 
where actual volumes for each vehicle is 

submitted.  It is also the point where the GHG/
CAFE standard is calculated for each 

manufacturer.

Final verification is manually done 
to ensure the manufacturers’ 
calculations match the Verify 

databases calculation.

The Verify database does cross checks against all data submitted at each step.

 

Figure 4.1  The Verify Process for the Data EPA’s MY2014 Baseline Vehicle Fleet is Based 

                                                 
A The EPA Verify Database is the electronic system by which vehicle manufacturers provide their compliance data 

to the EPA.  There are several built-in quality assurance provisions. 
B WardsAuto.com:  Used as a source for engine specifications shown in Figure 4.2.   
C Note that WardsAuto.com, where this information was obtained, is a fee-based service, but all information is 

public to subscribers. 
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Similar to the 2008 baseline used in the 2017-2025 GHG FRM, most of the information about 
the vehicles that make up the 2014 fleet was gathered from EPA’s emission certification and fuel 
economy database, most of which is available to the public.  (Note that a 2010 baseline was 
created for the 2017-2025 GHG FRM, but it was only used for a sensitivity analysis and will not 
be used for analysis in this Draft TAR).3  The 2014 GHG certification data included, by 
individual vehicle model produced in MY2014, vehicle production volume, carbon dioxide 
emissions rating for GHG certification, fuel type, fuel injection type, EGR, number of engine 
cylinders, displacement, intake valves per cylinder, exhaust valves per cylinder, variable valve 
timing, variable valve lift, engine cycle, cylinder deactivation, transmission type, drive (rear-
wheel, all-wheel, etc.), hybrid type (if applicable), and aspiration (naturally-aspirated, 
turbocharged, etc.).  In addition, the EPA augmented the 2014 GHG certification and fuel 
economy database (the EPA "Verify" database) with publicly-available data which includes 
valve information from Ward’s Automotive Group, and data from Novation Analytics.  Novation 
Analytics did an analysis of the 2014 fleet for CARB.  In the process of doing their analysis they 
created a detailed fleet file from publicly available sources such as manufacturer's website.  
Novation Analytics'' source for knowing which vehicles existed in MY2014 is EPA's 
certification test car list.D 

The process for creating the 2014 baseline fleet Excel file was more complicated than in the 
2012 FRM analysis.  EPA created the baseline using 2014 GHG certification data from EPA’s 
Verify database.  In the past the data in Verify did not include vehicle footprint data.  Verify now 
includes a complete set of footprint data for each vehicle, however it is separate from the GHG 
information.  Manufacturers are required to report the number of each vehicle produced with a 
given footprint so the CO2 target for that vehicle can be calculated.  Separately, manufacturers 
are required to report the number of each unique combination of vehicle, engine, transmission, 
and driveline (2 wheel drive vs. 4 wheel drive) that is produced along with its measured GHG 
information.  The combination of the two sets of data are used to determine if a manufacturer is 
complying with the GHG standards.  These two data sets along with a data set from Wards 
Automotive, which contains engine cam information, the set from Novation Analytics, and 
volume projections from both EIA's Annual Energy Outlook (AEO) 2015  and IHS-Polk were 
used to create the 2014 baseline with the reference fleet volumes.  These different sets of data 
had to be mapped into a single data set.  Figure 4.2 shows the process for combining the six data 
sets with the result being the completed baseline with reference fleet projections. 

                                                 
D The test car list is available at http:://epa.gov/otaq/tcldata.htm. 
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2014 GHG 
Emission 

Certification Data

Wards Automotive 
Engine Data

Control Tec Data

2014 GHG Foot 
Print Certification 

Data

IHS-Polk Forecast

Completed
MY2014 Baseline with 
2022-2025 Reference 

Fleet Projections

2015 Unforced 
AEO

MY2014
Baseline Fleet 

Creation Process

2022-2025 
Reference Fleet 

Creation

  

Figure 4.2  Process Flow for Creating the Baseline and Reference Fleet. 

 

EPA contracted IHS-Polk to produce an updated long range forecast of volumes for the future 
fleet.  A detailed discussion of the method used to project the future fleet volumes is in 4.1.2.1.1 
of this chapter. 
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EPA used the previously mentioned data to populate input files for the OMEGA model.  The 
baseline Excel file is available in the docket.4  The Data Definitions tab of the Excel file has a list 
of the columns of data page with the units, definition, and source for each item that was 
compiled for the baseline data.  

Table 4.1 displays the engine technologies present in the MY2014 baseline fleet.  Most of the 
information came from certification data with Wards' data only being used for information 
regarding utilization of cam technology.   
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Table 4.1  MY2014 Engine Technology Penetration 
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All Both 15% 1% 6% 85% 8% 8% 74% 0% 16% 2% 11% 38% 

All Cars 18% 1% 5% 93% 1% 1% 78% 0% 18% 2% 2% 44% 

All Trucks 10% 1% 7% 75% 18% 18% 68% 0% 13% 1% 23% 30% 

Aston Martin Cars 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

Aston Martin Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

BMW Cars 93% 0% 2% 97% 0% 0% 1% 0% 91% 8% 0% 93% 

BMW Trucks 100% 0% 0% 100% 0% 0% 6% 0% 89% 5% 0% 100% 

FCA Cars 7% 0% 6% 84% 9% 9% 70% 0% 20% 1% 8% 2% 

FCA Trucks 2% 0% 0% 77% 23% 22% 73% 0% 3% 2% 23% 0% 

Ferrari Cars 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 100% 

Ferrari Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Ford Cars 29% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 54% 

Ford Trucks 34% 0% 7% 93% 0% 0% 100% 0% 0% 0% 0% 34% 

GM Cars 24% 0% 0% 96% 4% 3% 83% 0% 12% 2% 3% 64% 

GM Trucks 2% 0% 0% 30% 70% 69% 30% 0% 0% 1% 68% 88% 

Honda Trucks 0% 0% 57% 43% 0% 0% 0% 0% 100% 0% 55% 12% 

Honda Cars 0% 0% 43% 57% 0% 0% 0% 0% 100% 0% 11% 38% 

Hyundai/Kia Trucks 3% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 79% 

Hyundai/Kia Cars 6% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 81% 

JLR Cars 9% 85% 0% 100% 0% 0% 94% 0% 6% 0% 0% 100% 

JLR Trucks 17% 83% 0% 100% 0% 0% 42% 0% 58% 0% 0% 100% 

Lotus Cars 0% 67% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

Lotus Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mazda Cars 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 91% 

Mazda Trucks 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 61% 

McLaren Cars 100% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

McLaren Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mercedes Cars 46% 0% 0% 99% 0% 0% 97% 0% 0% 3% 0% 92% 

Mercedes Trucks 42% 0% 2% 98% 0% 0% 85% 0% 0% 15% 0% 98% 

Mitsubishi Cars 7% 0% 65% 35% 0% 0% 100% 0% 0% 0% 0% 0% 

Mitsubishi Trucks 0% 0% 100% 0% 0% 0% 38% 11% 51% 0% 0% 0% 

Nissan Cars 4% 0% 0% 99% 0% 0% 92% 0% 7% 1% 0% 0% 

Nissan Trucks 0% 2% 0% 100% 0% 0% 95% 0% 5% 0% 0% 4% 

Subaru Cars 11% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

Subaru Trucks 3% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 3% 

Tesla Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 

Tesla Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Toyota Cars 0% 0% 0% 100% 0% 0% 98% 0% 1% 0% 0% 3% 
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Toyota Trucks 0% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

Volkswagen Cars 73% 6% 9% 91% 0% 0% 47% 0% 25% 27% 1% 84% 

Volkswagen Trucks 54% 28% 0% 100% 0% 0% 34% 0% 49% 17% 0% 100% 

Volvo Cars 79% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

Volvo Trucks 45% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

 

The data in Table 4.1 indicate that manufacturers have added a significant amount of engine 
technology to the vehicles in the baseline (2014) fleet (as also discussed in Chapter 3.1.6).  For 
example, BMW stands out as having a significant number of gasoline turbocharged direct 
injection engines.  Most of the fleet's engines are using DOHC (dual overhead cam), and have 
discrete variable valve timing (VVT).  Over half of Honda's vehicles have engines with cylinder 
deactivation.   

The data in Table 4.2 shows the changes between the 2014 engine technology penetrations 
and the 2008 engine technology penetrations.  To increase fuel economy, manufacturers applied 
considerable technology between 2008 and 2014.  Manufacturers increased the use of direct 
injection 37 percent on cars and 28 percent on trucks.  Manufacturers also increased the use of 
turbo chargers 14 percent on cars and 9 percent on trucks. 
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Table 4.2  Change (2014-2008) in Engine Technology Penetration 
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All Both 12% 1% -14% 23% -9% 0% 54% -9% 13% -59% 4% 33% 

All Cars 14% 0% -12% 20% -8% -8% 58% -9% 14% -55% 0% 37% 

All Trucks 9% 1% -17% 28% -11% 12% 50% -9% 11% -64% 11% 28% 

Aston Martin Cars 0% 0% 0% 0% 0% 0% 24% 0% -24% 0% 0% 0% 

Aston Martin Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

BMW Cars 60% -1% -12% 11% 0% -2% -84% 0% 77% 8% 0% 60% 

BMW Trucks 95% 0% 0% 0% 0% 0% -94% 0% 89% 5% 0% 94% 

FCA Cars 6% 0% -15% 13% 2% 9% 28% 0% 20% -57% 3% 2% 

FCA Trucks 2% 0% -39% 73% -34% 22% 69% 0% 3% -94% 18% 0% 

Ferrari Cars 0% 0% 0% 0% 0% 0% 29% 0% -29% 0% 0% 100% 

Ferrari Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Ford Cars 29% -1% -15% 15% 0% -4% 100% 0% 0% -96% 0% 54% 

Ford Trucks 34% 0% -59% 62% -3% -28% 99% 0% 0% -71% 0% 34% 

GM Cars 23% 0% 0% 40% -40% -26% 52% 0% 12% -38% -1% 58% 

GM Trucks 2% 0% 0% -1% 1% 64% 13% 0% 0% -76% 28% 88% 

Honda Trucks -4% 0% -7% 7% 0% 0% 0% -96% 96% 0% 55% 8% 

Honda Cars 0% 0% -14% 14% 0% 0% 0% -73% 72% 0% 0% 38% 

Hyundai/Kia Trucks 3% 0% 0% 0% 0% 0% 100% 0% 0% -100% 0% 79% 

Hyundai/Kia Cars 6% 0% 0% 0% 0% 0% 100% 0% 0% -100% 0% 81% 

JLR Cars 9% 85% 0% 0% 0% 0% 18% 0% 6% -24% 0% 100% 

JLR Trucks 17% 63% 0% 0% 0% 0% 42% 0% 58% -100% 0% 100% 

Lotus Cars 0% -11% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Lotus Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mazda Cars -11% 0% 0% 1% 0% 0% 93% 0% 0% -93% 0% 80% 

Mazda Trucks -24% 0% -1% 1% 0% 0% 87% 0% 0% -87% 0% 38% 

McLaren Cars 100% 0% 0% 100% 0% 0% 100% 0% 0% 0% 0% 0% 

McLaren Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mercedes Cars 44% 0% -55% 53% 0% -72% 93% 0% 0% -21% 0% 91% 

Mercedes Trucks 26% -1% -35% 35% 0% -35% 67% 0% 0% -33% 0% 83% 

Mitsubishi Cars 1% 0% -35% 35% 0% -100% 100% 0% 0% 0% 0% 0% 

Mitsubishi Trucks 0% 0% 0% 0% 0% -38% 38% 11% 51% -62% 0% 0% 

Nissan Cars 4% 0% 0% -1% 0% 0% 88% 0% 7% -95% 0% 0% 

Nissan Trucks 0% 2% 0% 0% 0% 0% 95% 0% 5% -100% 0% 4% 

Subaru Cars -4% 0% -69% 69% 0% 0% 100% -1% 0% -99% 0% 0% 

Subaru Trucks 0% 0% -70% 70% 0% 0% 100% -5% -23% -73% 0% 3% 

Tesla Cars 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Tesla Trucks 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Toyota Cars 0% 0% 0% 0% 0% 0% 70% 0% 1% -71% 0% -5% 

Toyota Trucks 0% 0% 0% 0% 0% 0% 39% 0% 0% -39% 0% -6% 
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Volkswagen Cars 32% 6% -70% 70% 0% 0% -2% 0% 24% -22% 1% 0% 

Volkswagen Trucks 48% 28% 0% 0% 0% 0% 22% 0% -39% 17% 0% 0% 

Volvo Cars 31% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Volvo Trucks 45% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

 

Finally, the decision to not use the mid-year report data for 2015 MY was based on several 
factors.  For mid-year reports manufacturers must estimate volumes for every vehicle they can 
produce instead of accounting for the vehicles they actually produce.  These include powertrain 
and other options that may never ultimately be produced or may be produced at significantly 
different volumes than those the manufacturers initially estimated.  Manufacturers may certify 
these extra configurations (and estimate them as part of certification) in order to ensure they can 
continuously produce at plants no matter which components are available.  This practice 
provides the manufacturers with a high degree of manufacturing flexibility.  Table 4.3 shows the 
differences between the 2015 midyear estimates and the preliminary final submission (this data 
has been entered into the Verify database by Ford and marked final, but has not gone through the 
manual verification process) for Ford's vehicles.  The difference between estimated and actual 
penetration rates are significant enough to impact EPA's compliance pathway projections.  In 
addition to estimated vs. actual sales volume projections, mid-year estimates may also affect 
individual vehicle fuel economy and greenhouse gas emissions performance.  Label testing is 
done based on a manufacturer's high volume seller for a model.   Manufacturers often do 
additional emissions testing between the initial labeling for vehicles and when final data is 
submitted due to regulatory requirements for meeting CAFE and GHG standards.  Compliance 
solutions that are compromised by significant differences in sales volumes can be exacerbated by 
changes in individual vehicle emissions.  A different mix of vehicles will end up changing the 
reported GHG for a model since GHG is production weighted based on the vehicles within each 
model.  These differences make using the midyear data a soft basis for projecting the future verse 
the solid foundation of exact volumes and exact CO2 that final reported data gives. 

Table 4.3  MY2015 Ford Engine Technology Penetration 

 Penetration of Turbo's and Supercharged Engines 

 Mid-Year Data Final Data 

Trucks 49.6% 40.4% 

Cars 33.2% 28.7% 

All 43.1% 35.2% 

 

4.1.2.1 EPA’s MY2014 Based MY2022-2025 Reference Fleet 

This section provides further detail on the projection of the MY2014 baseline volumes into 
the MYs 2022-2025 reference fleet.  It also describes more of the data contained in the baseline 
spreadsheet. 

The reference fleet aims to reflect our latest projections about the market and fleet 
characteristics during the model years 2022 to 2025.  Fundamentally, constructing this fleet 
involved projecting the MY2014 baseline fleet volumes out to the MYs 2022-2025.  It also 
included the assumption that none of the vehicle models changed during this period.  As with the 
MY2008-based MY2022-2025 reference fleet used in the 2012 FRM, EPA relied on many 
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sources of reputable information to make these projections, yet any future fleet projections are 
inherently uncertain.   

4.1.2.1.1 On What Data Are EPA’s Reference Vehicle Fleet Volumes Based? 

EPA has based the projection of total car and light truck sales on the Energy Information 
Administration (EIA) Annual Energy Outlook (AEO) 2015, which was the most recent 
projection available by at the time our Draft TAR analysis was underway.  EIA’s AEO 2015 also 
projects future energy production, consumption and prices.5  EIA issued the AEO 2015 on April 
14, 2015.  Similar to the analyses supporting the MYs 2017-2025 rulemaking and for the 2008 
based fleet projection, the EPA used the EIA’s National Energy Modeling System (NEMS) to 
estimate the future relative market shares of passenger cars and light trucks.  However, in 
NEMS, EIA models the light-duty fleet to comply with CAFE and GHG standards from 2012 
through 2025 (along with the car/truck mix).  In order to create a reference fleet absent the 2022-
2025 standards, we only wanted NEMS to modify the fleet up to MY2021.  Therefore, for the 
current analysis, EPA and NHTSA developed a new projection of passenger car and light truck 
sales shares by using NEMS to run scenarios from AEO 2015 cases (reference, high, low), 
holding post-2021 CAFE and GHG standards constant at MY2021 levels.  The output of the 
NEMS model is consistent with AEO 2015 since it has the same inputs as AEO 2015.  As with 
the comparable exercise for the 2012 FRM baseline fleet, this case is referred to as the 
“Unforced Reference Case,” and the values are shown below in Table 4.4.  The "unforced 
reference case" will be referred to as "unforced AEO 2015" for the rest of Chapter 4.1.  Table 4.5 
shows the originally published AEO 2015 fleet projections. 

Table 4.4  AEO 2015 Unforced Reference Case Values used in the 2014 Market Fleet Projection 

Model Year Cars Trucks Total Vehicles 

2021  8,136,376   7,960,213      16,096,589  

2022  8,143,641   7,884,714      16,028,354  

2023  8,269,894   7,820,048      16,089,941  

2024  8,410,497   7,798,752      16,209,249  

2025 8,597,413  7,827,599      16,425,012  

 

Table 4.5  AEO 2015 Reference Case Values  

Model Year Cars Trucks Total 
Vehicles 

2021 8,132,575 7,964,258  16,096,833 

2022 8,140,457  7,889,725  16,030,182 

2023 8,224,600  7,864,634  16,089,233 

2024 8,323,431  7,886,273  16,209,704 

2025 8,517,159  7,911,763  16,428,922 

 

In 2021, car and light truck sales are projected to be 8.1 and 7.9 million units, respectively.  
While the total level of sales of 16 million units is similar to pre-2008 levels, the fraction of car 
sales in 2021 and beyond is projected to be lower than some of the previous AEO projections.   
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In addition, sales of segments within both the car and truck markets have also been changing 
and are expected to continue to change in the future.  In order to reflect these changes in fleet 
makeup, EPA used a custom long range forecast purchased from IHS-Polk Automotive (IHS 
bought CSM from whom we previously purchased a long range forecast).  IHS also purchased 
Polk automotive which has registration data for all the vehicles in the United States.  IHS-Polk is 
a well-known industry analysis source for forecasting casting and other data.  EPA decided to 
use the forecast from IHS-Polk for MY2014-based market forecast for several reasons.  First, 
IHS-Polk Automotive continues to use CSM's bottom-up approach (e.g., looking at the number 
of plants and capacity for specific engines, transmissions, vehicles, and now registration data 
from Polk) for their forecast, which we believe is a robust forecasting approach.  Second, IHS-
Polk agreed to allow EPA to publish their entire forecast in the public domain.  Third, the IHS-
Polk forecast covered the timeframe of greatest relevance to this analysis (2022-2025 model 
years).  Fourth, it provided projections of vehicle sales both by manufacturer and by market 
segment.  Fifth, it utilized market segments similar to those used in the EPA emission 
certification program and fuel economy guide, such that the EPA could include only the 
segments types covered by the light-duty vehicle standards.   

IHS-Polk created a custom forecast for EPA that covered model years 2012-2030.  Since the 
EPA is using this forecast to generate the reference fleet volumes for this Draft TAR (i.e., the 
fleet expected to be sold absent any increases in the stringency regulations after the 2021 model 
year), it is important for the forecast to be independent of increases during 2022-2025 in the 
stringency of CAFE/ GHG standards.  IHS-Polk does not normally use the CAFE or GHG 
standards as an input to their model, and EPA specified that they assume that the stringencies of 
the two programs would stay constant at 2021 levels in the 2022-2025 time frame for our 
forecast.  This was done to eliminate the effects of the current EPA standards on the 2022 to 
2025 MY fleet.  In addition, EPA specified that the IHS-Polk forecast use EIA's AEO 2015 fuel 
prices and economic indicators to create the forecast.  IHS-Polk uses many additional inputs in 
their model including GDP growth, interest rates, the unemployment Rate, and crude oil prices to 
determine overall demand.  They then use vehicle size, price, and function to forecast with 
enough resolution to predict brand and fleet segmentation.  Additional details regarding the IHS-
Polk forecast can be found in a methodology description provided by IHS-Polk to EPA is 
available in the docket EPA-HQ-OAR-2015-0827. 

The EPA combined the IHS-Polk forecast with data from other sources to create the 2014 
baseline reference fleet projections.  This process is discussed in sections that follow. 

4.1.2.1.2 How did the EPA develop the 2014 Baseline and 2022-2025 Reference Vehicle 
Fleet Volumes? 

The process of producing the MY2014 baseline 2022-2025 reference fleet volumes involved 
combining the baseline fleet with the projection data described above.  This was a complex 
multistep procedure, which is described in this section.  The procedure is new and some of the 
steps are different than those used with the MY2008 baseline fleet projection used in the FRM.  

4.1.2.1.3 How was the 2014 Baseline Data Merged with the IHS-Polk Data? 

EPA employed a method similar to the method used in the FRM for mapping certification 
vehicles to IHS-Polk vehicles.  Merging the 2014 baseline data with the 2022-2025 IHS-Polk 
data required a thorough mapping of certification vehicles to IHS-Polk vehicles by individual 
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make and model.  One challenge that the EPA faced when determining a reference case fleet was 
that the sales data projected by IHS-Polk has similar but different market segmentation than the 
data contained in EPA’s internal database.  In order to create a common segmentation between 
the two databases, the EPA performed a side-by-side comparison of each vehicle model in both 
datasets, and created an additional “IHS-Polk Class” modifier in the baseline spreadsheet to map 
the two datasets.  The reference fleet volumes based on the “IHS-Polk Class” was then projected. 

The baseline data and reference fleet volumes are available to the public.  The baseline Excel 
spreadsheet in the docket is the result of the merged files.6  The spreadsheet provides specific 
details on the sources and definitions for the data.  The Excel file contains several tabs.  They 
are: “Final Data,” “Data Tech Definitions, “Platforms,” “VehType,” “VehType(2),” “Lookups,” 
“Metrics,” “Machine,” “MarketFile2021,” and “MarketFile2025,”  “Final Data” is the tab with 
the raw data.  “Data Tech Definitions” is the tab where each column is defined and its data 
source named.   

In the combined EPA certification and IHS-Polk data, all 2014 vehicle models were assumed 
to continue out to 2025, though their volumes changed in proportion to IHS-Polk projections. 
This methodology is used to provide surrogate greenhouse gas performance data for new 
emerging models. As a result, new models expected to be introduced within the 2015-2025 
timeframe are mapped to existing models.  Remapping the volumes from these new vehicles to 
the existing models via manufacturer segments preserves the overall fleet volume.  All MYs 
2022-2025 vehicles are mapped from the existing vehicles to the manufacturer’s future segment 
volumes.  The mappings are discussed in the next section.  Further discussion of this limitation is 
discussed below in Section 4.1.2.1.4.  The statistics of this fleet will be presented below since 
further volume modifications were required. 

4.1.2.1.4 How were the IHS-Polk Forecast and the Unforced AEO 2015 Forecast Used to 
Project the Future Fleet Volumes? 

As with the comparable step in the MY2008 baseline 2022-2025 reference fleet process, the 
next step in the EPA's generation of the reference fleet is one of the more complicated steps to 
explain.  First, each vehicle in the 2014 data had an IHS-Polk segment mapped to it.  Second, the 
breakdown of segment volumes by manufacturer was compared between the IHS-Polk and 2014 
data set.  Third, a correction was applied for Class 2B vehicles in the IHS-Polk data.  Fourth, the 
individual manufacturer segment multipliers were created by year.  And finally, the absolute 
volumes of cars and trucks were normalized (set equal) to the total sales estimates of the 
unforced AEO 2015.  This final step is required to create a fleet forecast that reflects the official 
government forecast for future vehicle sales.  The unforced AEO 2015 forecast alone does not 
have the necessary resolution, down to the vehicle segment level, for EPA to perform its 
analysis.  Therefore EPA applies both a purchased forecast from IHS-Polk and the unforced 
AEO 2105 forecast to create a complete fleet forecast. 

The process started with mapping the IHS-Polk segments to each vehicle in the baseline data.  
The mapping required determination of the IHS-Polk segment by lookup at each of the 2,160 
baseline vehicles in the IHS-Polk forecast (which has only 617 vehicles since they do not 
forecast powertrain or footprint differences), and labeling it in the “IHS-Polk Class” column of 
the baseline data.  The IHS-Polk data has 52 segments.  Table 4.6 has the IHS-Polk segments for 
reference.  Table 4.7 shows some of the Honda vehicles in the CAFE data with their “IHS-Polk 
Segment” identified.   
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Table 4.6  List of IHS-Polk Segments 

IHS-Polk Segments 

Micro Non-premium Car Compact Non-premium Car Mid-Size Premium Van 

Micro Non-premium Sporty Compact Non-premium MPV Mid-Size Super Premium Car 

Mini Non-premium Car Compact Non-premium Sporty Mid-Size Super Premium Sporty 

Mini Non-premium MPV Compact Non-premium SUV Mid-Size Super Premium SUV 

Mini Non-premium Sporty Compact Non-premium Van Full-Size Non-premium Car 

Mini Non-premium SUV Compact Premium Car Full-Size Non-premium Pickup 

Mini Premium Car Compact Premium Sporty Full-Size Non-premium Sporty 

Mini Premium Sporty Compact Premium SUV Full-Size Non-premium SUV 

Subcompact Non-premium Car Compact Super Premium Sporty Full-Size Non-premium Van 

Subcompact Non-premium MPV Compact Super Premium SUV Full-Size Premium Car 

Subcompact Non-premium Pickup Mid-Size Non-premium Car Full-Size Premium Sporty 

Subcompact Non-premium Sporty Mid-Size Non-premium MPV Full-Size Premium SUV 

Subcompact Non-premium SUV Mid-Size Non-premium Pickup Full-Size Premium Van 

Subcompact Premium Car Mid-Size Non-premium Sporty Full-Size Super Premium Car 

Subcompact Premium MPV Mid-Size Non-premium SUV Full-Size Super Premium Sporty 

Subcompact Premium Sporty Mid-Size Premium Car Full-Size Super Premium SUV 

Subcompact Premium SUV Mid-Size Premium Sporty  

Subcompact Super Premium Sporty Mid-Size Premium SUV  
 

Table 4.7  Example of Honda Vehicles Being Mapped to Segments Based On the IHS-Polk Forecast 

Manufacturer Name Plate Model IHS-Polk Segment 

Honda Acura ILX Compact Premium Car 

Honda Acura MDX Mid-Size Premium SUV 

Honda Acura RDX Compact Premium SUV 

Honda Acura RLX Mid-Size Premium Car 

Honda Acura TSX Mid-Size Premium Car 

Honda Honda ACCORD Mid-Size Non-Premium Sporty 

Honda Honda ACCORD Mid-Size Non-Premium Car 

Honda Honda CIVIC Compact Non-Premium Car 

Honda Honda CIVIC Compact Non-Premium Sporty 

Honda Honda FCX Compact Non-Premium Car 

Honda Honda CR-V Compact Non-Premium SUV 

Honda Honda CR-Z Mini Non-Premium Sporty 

Honda Honda CROSSTOUR Mid-Size Non-Premium SUV 

Honda Honda FIT Subcompact Non-Premium Car 

Honda Honda INSIGHT Compact Non-Premium Car 

Honda Honda ODYSSEY Mid-Size Non-Premium MPV 

Honda Honda PILOT Mid-Size Non-Premium SUV 

Honda Honda RIDGELINE Mid-Size Non-Premium Pickup Truck 

 

In the next step, segment volume by manufacturer was compared between the baseline and 
IHS-Polk data sets.  This is necessary to determine if all of the segments a manufacturer will 
produce in the future are currently represented by the 2014 certification data.  The forecasts used 
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in past rulemakings predicted very few new segments for manufactures.  The new forecast from 
IHS-Polk projects that manufacturers will be entering more new segments (i.e., segments they 
currently do not participate in) than in previous forecasts.  This requires making sure a 
manufacturers volume in the new segment be added to the volume of a manufacturers closest 
existing segment.  The flow chart below (Figure 4.3) shows the process for determining this 
"closest class,”  This process worked well for the majority of manufacturers with the exception 
being Tesla and Aston Martin who will be entering the SUV segment in the future but in 
MY2014 were currently only in the car segment.  We believe that this process of establishing 
closest class surrogates provides the best estimate of the potential current performance of a given 
vehicle type and the technology that will be required to meet the 2025 standards. 
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Figure 4.3  Process Flow for Determining where Segment Volume Should Move 

 

 

Table 4.8 shows Honda's segments with their volumes for both the baseline data and IHS-
Polk.   Note that Compact Premium Sporty, Subcompact Non-Premium SUV, and Subcompact 
Premium SUV segments don't exist in the baseline data.  The closest classes to those are 
Compact Non-Premium Car, Compact Non-Premium SUV, and Compact Premium SUV. 
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It is also important to note the difference between Model Year (MY) and Calendar Year (CY) 
sales.  Model Year sales can be shorter or longer than a full calendar year due to product launch 
and change decisions made by a manufacturer.  As a result the Model Year (MYE) sales can be 
less than or greater than a respective Calendar Year sales.  In Table 4.8 below a manufacturer 
example is provided.  For 2014 MY, Honda produced 26,689 vehicles that fell into the Compact 
Non-Premium Car class.  The IHS data shows 276,287 vehicles in their CY forecast.  This is 
because the baseline data represents what was built for 2014 model year in both calendar years 
2013 and 2014; and, IHS-Polk data is showing the total volume for 2014 calendar year which has 
both 2014 and 2015 model year vehicles represented.  In this case Honda was introducing a new 
Civic.  It started 2014 calendar year building 2015 model year Civics instead of continuing to 
build 2014 model year Civics till June as is the usual practice.  As a result, the 2014 MY vehicles 
were most likely built in 2013 CY and the 2014 CY volumes reflect a large volume 2015 MY 
Civics.  In years that are close to the baseline year this can be a source of error, but as years 
progress, calendar year and model year volumes become the same in a forecast since models are 
not added or deleted in the forecast.  This allows EPA to use a calendar year forecast since we 
are concerned with vehicles being built far enough in the future that calendar year and model 
year volumes are approximately the same.    

Table 4.8  Example Honda 2014 Volumes by Segment from the IHS-Polk Forecast 

Honda-Baseline Data 
2014 
MY Honda-IHS-Polk Data 

2014 
CYF 2018 CY Action 

Compact Non-Premium Car 28,689 Compact Non-Premium Car 276,287 327,993   

Compact Non-Premium Sporty 239,044 Compact Non-Premium Sporty 49,696 30,053   

Compact Non-Premium SUV 383,890 Compact Non-Premium SUV 335,019 299,644   

Compact Premium Car 16,349 Compact Premium Car 17,854 15,379   

    Compact Premium Sporty 0 797 
Move Volume to Compact 
Non-Premium Sporty 

Compact Premium SUV 43,179 Compact Premium SUV 44,865 40,642   

Mid-Size Non-Premium Car 327,677 Mid-Size Non-Premium Car 353,508 338,848   

Mid-Size Non-Premium MPV 138,203 Mid-Size Non-Premium MPV 122,738 106,887   

Mid-Size Non-Premium Pickup 
Truck 13,790 Mid-Size Non-Premium Pickup 13,389 52,244   

Mid-Size Non-Premium Sporty 62,019 Mid-Size Non-Premium Sporty 34,866 0   

Mid-Size Non-Premium SUV 93,652 Mid-Size Non-Premium SUV 120,659 144,182   

Mid-Size Premium Car 27,055 Mid-Size Premium Car 39,447 44,876   

Mid-Size Premium SUV 68,547 Mid-Size Premium SUV 65,681 53,249   

Mini Non-Premium Sporty 3,473 Mini Non-Premium Sporty 3,562 10,915   

Subcompact Non-Premium Car 599 Subcompact Non-Premium Car 63,305 54,988 
Move Volume to Compact 
Non-Premium Car 

    Subcompact Non-Premium SUV 0 73,855 
Move Volume to Compact 
Non-Premium SUV 

    Subcompact Premium SUV 0 23,977 
Move Volume to Compact 
Premium 

                                                 
E Model Year sales may begin as early as January 1 of the previous calendar year (MY -1). 
F 2014 Calendar Year can include both 2014 and 2015 Model Year vehicle sales if both are built in the calendar 

year. 
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A step that is related to the comparison step is the filtering of Class 3 vehicles from the IHS-
Polk forecast.  IHS-Polk includes Class 2b and Class 3 vehicles (vans and large pickup trucks) in 
its light-duty forecast.  Class 2b vans are all appropriately classified as MDPVs (Medium Duty 
Passenger Vehicles) and must be included in the forecast since they are regulated under the light-
duty GHG program.  Class 2b large pickup trucks, however, are not regulated under the light-
duty GHG program (rather under the medium-duty and heavy-duty fuel efficiency and GHG 
programs, see 76 FR 57120), and must therefore be removed from the forecast.  Since, IHS-Polk 
labels the Class 2b/3 pickup trucks with an HD, it was readily apparent which Class 2b pickup 
trucks to filter from the forecast.  Vans in the IHS-Polk forecast on the other hand have both 
Class 2b and 3 and MDPVs in their totals and must have a correction factor applied.  This is 
accomplished by creating a multiplier for each manufacturer’s Full-Size Non-Premium Vans and 
applying it to each manufacturer’s Full-Size Non-Premium Van volume every model year in the 
IHS-Polk forecast; specifically, by taking a manufacturer’s 2014 model year Full-Size Non-
Premium Van baseline volume and dividing its 2014 calendar year Full-Size Non-Premium Van 
IHS-Polk volume.  Table 4.9 shows the volumes and the resulting multiplier for FCA, while  

Table 4.10 shows the 2025 IHS-Polk volume, the multiplier and the result of applying the 
multiplier to the original volume for FCA. 

Table 4.9  Example Values Used to Determine the MDPV Multiplier for FCA 

Manufacturer NEW SEGMENT IHS-Polk 
2014 

Volume 

2014 CAFE 
Volume 

MDPV 
Multiplier 

FCA Full-Size Non-Premium Van 24,840 10,485 0.42 
 

Table 4.10  Example Values Used to Determine FCA’s 2025 Van Volume 

Manufacturer NEW SEGMENT Original 
2025 

Volume 

MDPV 
Multiplier 

2025 
Volume 

after 
Multiplier 

FCA Full-Size Non-Premium Van 15,074 0.42 6,331 

 

EPA next created individual manufacturer segment multipliers to be used with the individual 
2014 vehicle volumes to create projections for the future fleet.  The individual manufacturer 
segment multipliers are created by dividing each year of the IHS-Polk forecast’s individual 
manufacturer segment volume by the manufacturer’s individual segment volume determined 
using 2014 data.  Table 4.11 has the 2014 Volume, the 2025 IHS-Polk Full-Size Non-Premium 
Van volume after Class 2b vehicles were removed, and the individual manufacturer volume for 
Full-Size Non-Premium Van.  The multiplier is the result of dividing the 2025 volume by the 
2014 volume. 
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Table 4.11  Example Values Used to Determine FCA 2025 Individual Full-Size Non-Premium Van Multiplier 

Manufacturer 
IHS-Polk 
Segment 

2014 Cafe Volume 
2025 Volume after 

Multiplier 

Fiat/Chrysler Individual Full-
Size Non-Premium Van  

Multiplier for 2025 

FCA 

Full-Size 
Non-

Premium 
Van 

10,485  6,331 60.4% 

 

Now that the individual manufacturer segment multipliers are calculated, they can be applied 
to each vehicle in the 2014 data.  The segment multipliers are applied by multiplying the 2014 
volume for a vehicle by the multiplier for its manufacturer and segment.  Table 4.12 shows the 
2014 volumes, the individual manufacturer segment multipliers, and the result of multiplying the 
multiplier and the volume for 2025 project volumes for many of FCA’s Full-Size Non-Premium 
Van 

Table 4.12  Example Applying the Individual Full-Size Non-Premium Van Multiplier for FCA 

 
Manufacturer 

Model IHS-Polk Segment 2014 CAFE 
Volume 

Fiat/Chrysler 
Individual Full-

Size Non-
Premium Van 
Multiplier for 

2025 

2025 Project 
Volume Before 

AEO 
Normalization 

FCA Cargo Van A Full-Size Non-Premium Van  10,428  60.4% 6,374 

FCA Cargo Van B Full-Size Non-Premium Van  57  60.4% 34 
 

Normalizing to unforced AEO 2015 forecast for cars and trucks must be done once the 
individual manufacturer segment multipliers have been applied to all vehicles across every year 
(2011-2025) of the IHS-Polk forecast.  In order to normalize a year, the number of trucks and the 
number of cars produced must be determined.  Then, the truck and car totals from the unforced 
AEO 2015 are used to determine a normalizing multiplier.  Table 4.13 has the 2025 car and truck 
totals before normalization, the unforced AEO 2015 car and truck totals in 2025, and the 
multipliers which are the result of dividing the unforced AEO 2015 totals by totals before 
normalization. 

Table 4.13  Example Unforced AEO 2015 Truck and Car Multipliers in MY2025 

Vehicle Type 2025 Total  Before 
Normalization 

2025 Total from AEO 2015 2025 
Normalizing 
Multiplier 

Cars  10,317,314   8,597,413  83% 

Trucks  6,588,526   7,827,599  119% 
 

The final step in creating the reference volumes is applying the unforced AEO multipliers.  
The AEO multipliers are applied C/T type.  Table 4.14 shows the normalized volume, the 
unforced AEO 2015 truck multiplier for MY2025, and the final resulting volume for a number of 
FCA Full-Size Non-Premium Vans. 
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Table 4.14  Example Applying the Unforced AEO Truck Multiplier to FCA Full-Size Non-Premium Vans 

Manufacturer Model C/T Type 2025 Project 
Volume Before 
Unforced AEO 

2015 
Normalization 

Unforced AEO 
2015  Truck 

Multiplier for 
2025 

2025 Project 
Volume with 

Unforced AEO 
2015 

Normalization 

FCA Cargo Van A Truck 6,374 119% 7,585 

FCA Cargo Van B Truck 34 119% 41 

 

4.1.2.2 What Are the Sales Volumes and Characteristics of the MY2014 Based Reference 
Fleet?  

Table 4.15 and Table 4.16 below contain the sales volumes that result from the process above 
for MY2014 and 2021-2025.   

Table 4.15  Vehicle Segment Volumes 

Segment Actual and Projected Sales Volume 

 2014 2021 2022 2023 2024 2025 

SubCmpctAuto  1,031,572   748,954   765,720   813,046   813,046   837,044  

CompactAuto  2,545,441   2,463,368   2,433,865   2,470,343   2,470,343   2,590,597  

MidSizeAuto  3,538,186   2,753,505   2,780,716   2,792,830   2,792,830   2,914,865  

LargeAuto  479,217   412,879   423,053   420,770   420,770   430,890  

             

SmallPickup  12,143   15,227   14,222   16,067   16,067   16,123  

LargePickup  1,917,061   2,110,946   2,061,737   2,048,645   2,048,645   2,089,897  

SmallSuv  2,012,400   2,607,502   2,566,936   2,562,497   2,562,497   2,602,465  

MidSizeSuv  1,547,977   2,018,262   2,005,227   2,032,018   2,032,018   2,027,569  

LargeSuv  1,053,497   1,447,471   1,416,403   1,404,005   1,404,005   1,394,281  

ExtraLargeSuv  664,625   769,029   786,535   736,815   736,815   717,962  

MiniVan  602,694   553,890   579,944   582,605   582,605   576,009  

CargoVan  68,613   80,731   80,598   86,960   86,960   92,852  

 

Table 4.16  Car and Truck Volumes 

Vehicle Type Actual and Projected Sales Volume 

2014 2021 2022 2023 2024 2025 

Cars 9,206,786  8,136,376   8,143,641   8,269,894   8,410,497   8,597,413  

Trucks  6,311,548   7,960,213   7,884,714   7,820,048   7,798,752   7,827,599  

Cars and Trucks 15,518,335 16,096,589  16,028,354  16,089,941  16,209,249  16,425,012  

 

Table 4.17 below contains the sales volumes by manufacturer and C/T type for MY2014 and 
MY2021-2025.   
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Table 4.17  Car and Truck Definition Manufacturer Volumes 

Manufacturers C/T 
Type 

2014 
Baseline 

Sales 

2021 
Projected 
Volume 

2022 
Projected 
Volume 

2023 
Projected 
Volume 

2024 
Projected 
Volume 

2025 
Projected 
Volume 

All Both  15,517,776   16,096,589   16,028,354   16,089,941   16,209,249   16,425,012  

All Cars  9,206,227   8,136,376   8,143,641   8,269,894   8,410,497   8,597,413  

All Trucks  6,311,548   7,960,213   7,884,714   7,820,048   7,798,752   7,827,599  

Aston Martin* Cars  1,272   1,324   1,252   1,238   1,213   1,345  

Aston Martin* Trucks  -     -     -     -     -     -    

BMW Cars  297,388   298,980   310,188   322,601   330,953   324,223  

BMW Trucks  81,938   110,369   106,188   103,272   101,755   101,636  

FCA Cars  648,377   607,666   622,729   610,278   607,979   622,911  

FCA Trucks  1,446,365   1,444,140   1,436,314   1,442,585   1,437,882   1,470,099  

Ferrari* Cars  2,301   2,255   2,234   2,361   2,605   2,735  

Ferrari* Trucks  -     -     -     -     -     -    

Ford Cars  1,258,732   935,011   923,142   899,877   884,594   929,684  

Ford Trucks  1,075,502   1,359,683   1,354,424   1,329,699   1,310,402   1,289,230  

GM Cars  1,556,701   1,211,835   1,210,542   1,271,586   1,275,810   1,287,730  

GM Trucks  1,164,610   1,324,550   1,336,118   1,279,587   1,272,362   1,280,168  

Honda Cars  868,337   794,566   805,183   817,840   851,073   844,715  

Honda Trucks  577,828   751,770   753,442   761,501   751,782   738,106  

Hyundai/Kia Cars  1,017,541   1,109,815   1,108,568   1,115,024   1,131,799   1,154,680  

Hyundai/Kia Trucks  67,198   159,409   151,953   153,506   154,656   157,166  

JLR Cars  12,323   24,161   25,231   26,015   25,855   25,245  

JLR Trucks  55,233   103,489   101,072   96,894   96,194   95,454  

Lotus* Cars  280   234   232   231   232   233  

Lotus* Trucks  -     -     -     -     -     -    

Mazda Cars  217,333   249,017   247,556   240,049   248,180   259,477  

Mazda Trucks  78,826   108,003   113,502   116,282   113,869   114,518  

McLaren* Cars  279   900   991   1,120   1,290   1,263  

McLaren* Trucks  -     -     -     -     -     -    

Mercedes Cars  278,126   226,604   230,007   240,403   243,482   245,341  

Mercedes Trucks  92,312   159,880   155,589   152,041   151,376   151,199  

Mitsubishi Cars  60,679   47,096   49,341   53,787   58,324   59,327  

Mitsubishi Trucks  29,828   29,325   28,931   30,024   29,533   33,126  

Nissan Cars  935,995   767,876   758,406   786,515   794,964   827,952  

Nissan Trucks  389,639   559,691   545,463   529,810   529,675   542,008  

Subaru Cars  109,078   134,897   141,558   138,204   139,851   144,187  

Subaru Trucks  356,818   473,112   452,946   482,833   483,575   499,218  

Tesla Cars  17,791   86,636   84,235   92,841   96,530   103,502  

Tesla Trucks  -     -     -     -     -     -    

Toyota Cars  1,420,641   1,132,086   1,123,827   1,132,703   1,183,829   1,207,430  

Toyota Trucks  772,809   1,026,564   1,008,534   1,011,496   1,018,822   997,624  

Volkswagen Cars  487,086   464,804   459,367   479,608   494,474   512,191  

Volkswagen Trucks  107,580   303,810   292,272   285,503   303,415   311,139  

Volvo Cars  16,526   40,612   39,052   37,614   37,462   43,244  

Volvo Trucks  15,063   46,418   47,964   45,013   43,454   46,908  
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*Note: These manufacturers are shown here for reference but are not in the analysis in Chapter 12 or considered in 
the ZEV sales that are part of the analysis fleet as discussed in Section 4.1.4. 

 

Table 4.18 also shows how the change in fleet make-up may affect the footprint distributions 
over time.  The resulting data indicate that footprint will not change significantly between 2014 
and 2025.   

Table 4.18  Production Weighted Foot Print Mean 

Model Year Average Footprint of all Vehicles Average Footprint Cars Average Footprint Trucks 

2014  49.7   46.0   55.0  

2017  50.0   46.0   54.0  

2018  50.1   46.1   54.0  

2019  50.1   46.1   54.1  

2020  50.0   46.1   54.0  

2021  50.0   46.1   54.1  

2022  50.0   46.1   54.1  

2023  49.9   46.0   54.0  

2024  49.9   46.0   54.0  

2025  49.8   46.1   54.0  

 

Table 4.19 below shows the changes in engine cylinders over the model years.  The current 
assumptions show that engines shrink slightly between 2014 and 2017 and then remain relatively 
constant over the 2018-2025 time frame with only a very slight shift to 4 cylinders in trucks 
(may be due to an increase in small SUVs).  

Table 4.19  Percentages of 4, 6, and 8 Cylinder Engines by Model Year 

 Trucks Cars 

Model 
Year 

4 
Cylinders 

6 
Cylinders 

8 
Cylinders 

4 
Cylinders 

6 
Cylinders 

8 
Cylinders 

2014 24.4% 50.4% 25.3% 78.1% 19.1% 2.8% 

2017 26.7% 51.4% 21.9% 78.8% 18.4% 2.7% 

2018 27.7% 50.2% 22.1% 78.3% 18.9% 2.8% 

2019 28.0% 49.9% 22.1% 78.4% 18.9% 2.7% 

2020 28.2% 49.9% 21.9% 78.6% 18.7% 2.7% 

2021 28.2% 50.1% 21.7% 78.6% 18.6% 2.8% 

2022 27.9% 50.7% 21.5% 78.3% 18.8% 2.9% 

2023 28.4% 50.4% 21.1% 78.4% 18.8% 2.8% 

2024 28.5% 50.3% 21.2% 78.6% 18.6% 2.8% 

2025 28.7% 49.9% 21.4% 78.7% 18.5% 2.8% 
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4.1.2.3 What Are the Differences in the Sales Volumes and Characteristics of the MY2008 
Based and the MY2014 Based Reference Fleets? 

This section compares some of the differences between the fleet based on MY2008 data and 
the fleet based on MY2014 data.  The 2008 fleet projection is based on MY2008 data, a long 
range forecast provided by CSM, and interim unforced AEO 2011.  The 2014 fleet projection is 
based on MY2014 data, a long range forecast provided by IHS-Polk Automotive, and the 
unforced AEO 2015. All tables in this section show the differences using the two fleets (2008 
and 2014). 

Table 4.20, Table 4.21, and Table 4.22 below contain the sales volume differences between 
the two fleets, calculated by subtracting the 2008 MY based fleet projection from the 2014 MY 
based fleet projection.  The sales in MY2014 were significantly higher (by 1,077,263 vehicles) 
than in MY2008.  This shows a recovery from the recession that is higher than was forecasted. 

For 2014, there is an increase in the number of compact and midsize autos, large trucks, and 
all SUVs except the largest.  For 2025, one of the biggest difference between the two forecasts is 
the number of cars, which in part seem to be replaced by small and midsize SUVs.  The shift 
from cars to trucks is due to application of the unforced AEO 2015 data while the shifts within 
segments are due to the data from the IHS-Polk forecast.  

Table 4.20  Vehicle Segment Volumes Differences 

Reference Class Segment Actual Sales 
Volume 

Difference in Projected Sales Volume 

2014-2008 2021 2022 2023 2024 2025 

SubCmpctAuto -265,541 -1,787,930 -1,830,082 -1,815,047 -1,888,930 -1,944,516 

CompactAuto 584,624 -39,361 -139,737 -143,393 -254,771 -232,670 

MidSizeAuto 446,370 -679,286 -757,981 -889,726 -948,257 -889,366 

LargeAuto -86,859 27,223 59,207 52,386 58,527 55,876 

             

SmallPickup -165,354 -134,896 -132,916 -135,248 -138,560 -138,714 

LargePickup 352,618 758,085 726,969 761,061 790,453 843,144 

SmallSuv 403,602 1,055,347 1,009,846 1,019,382 989,326 1,013,801 

MidSizeSuv 256,647 580,907 565,592 594,599 578,514 564,831 

LargeSuv 402,787 383,384 334,685 298,936 241,424 202,637 

ExtraLargeSuv -84,450 76,700 65,578 -11,772 2,028 -23,134 

MiniVan -116,835 -292,166 -269,726 -266,845 -248,133 -263,443 

CargoVan 35,229 -12,829 -11,526 -5,960 78 4,280 
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Table 4.21  2014 Projection - 2008 Projection Total Fleet Volumes Differences 

C/T Type Difference in Actual Sales Volume Difference in Projected Sales Volume 

 2014 - 2008 2021 2022 2023 2024 2025 

Cars 1,077,263 48,868 -2,251,770 -2,472,828 -2,576,436 -2,724,393 

Trucks 729,925 -2,251,770 2,300,638 2,204,913 2,156,799 2,147,390 

Cars and Trucks 1,807,188 48,868 -267,915 -419,637 -577,003 -674,315 

 

Table 4.22 below contains the differences in sales volumes by manufacturer and C/T type 
between the 2008 MY based fleet and the 2014 MY based fleet.  The manufacturers with the 
next largest increases in sales in 2014 MY (from 2008) are FCA, Ford, Hyundai/Kia, Nissan, 
Subaru, and Volkswagen.  The manufacturers with a net decrease in sales in 2014 (from 2008) 
are Aston Martin, Honda, GM, Mazda, Mitsubishi, Toyota, and Volvo.  The manufacturers with 
the next largest increases in sales in 2025 MY are FCA, Subaru, Tesla,  The manufacturers 
forecasted to have significant net decrease in sales in 2025 are BMW, Ferrari, GM, Honda, 
Hyundai/Kia, Mercedes, Mitsubishi, Nissan, Toyota, and Volvo.  Table 4.22 also shows the 
market down overall in MY2025 by 674,315 vehicles.  
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Table 4.22  2014 Projection - 2008 Projection Manufacturer Volumes Differences 

Manufacturers Segment Type 2014-2008 
Difference 

in Sales 

2021 
Difference 
in Volume 

2022 
Difference 
in Volume 

2023 
Difference 
in Volume 

2024 
Difference 
in Volume 

2025 
Difference 
in Volume 

All Both 1,807,188 48,868 -267,915 -419,637 -577,003 -674,315 

All Cars 1,077,263 -2,251,770 -2,472,828 -2,576,436 -2,724,393 -2,817,863 

All Trucks 729,925 2,300,638 2,204,913 2,156,799 2,147,390 2,143,548 

Aston Martin Cars -98 266 203 197 72 163 

Aston Martin Trucks 0 0 0 0 0 0 

BMW Cars 5,592 -60,118 -49,847 -37,960 -57,241 -81,033 

BMW Trucks 20,614 -18,355 -22,710 -24,248 -44,771 -43,772 

FCA Cars -54,781 186,653 198,556 186,395 181,963 186,432 

FCA Trucks 489,573 1,095,527 1,073,306 1,081,521 1,092,920 1,138,337 

Ferrari Cars 851 -4,803 -4,904 -4,866 -4,836 -4,924 

Ferrari Trucks 0 0 0 0 0 0 

Ford Cars 302,033 -466,606 -492,079 -574,919 -619,077 -610,426 

Ford Trucks 261,308 645,503 640,158 629,695 621,548 604,754 

GM Cars -30,690 -352,442 -368,014 -334,909 -360,995 -386,206 

GM Trucks -343,187 -205,470 -171,535 -217,232 -221,235 -243,840 

Honda Cars -138,302 -404,314 -432,321 -447,724 -456,778 -495,606 

Honda Trucks 72,688 215,854 214,207 224,604 214,788 180,409 

Hyundai/Kia Cars 457,692 165,141 141,503 137,970 122,208 114,647 

Hyundai/Kia Trucks -45,432 -92,489 -100,234 -103,371 -107,554 -108,623 

JLR Cars 2,727 -34,516 -34,118 -34,625 -37,873 -40,173 

JLR Trucks -351 45,336 42,482 38,029 38,213 38,648 

Lotus Cars 28 -44 -58 -68 -77 -83 

Lotus Trucks 0 0 0 0 0 0 

Mazda Cars -29,328 -25,723 -33,595 -56,861 -52,435 -47,327 

Mazda Trucks 22,941 48,775 53,195 54,315 51,899 53,150 

McLaren Cars 279 900 991 1,120 1,290 1,263 

McLaren Trucks 0 0 0 0 0 0 

Mercedes Cars 69,931 -73,775 -74,731 -72,104 -88,855 -95,378 

Mercedes Trucks 13,177 60,431 54,654 46,727 44,292 50,132 

Mitsubishi Cars -24,679 -18,755 -17,920 -13,893 -12,404 -13,978 

Mitsubishi Trucks 14,457 -5,984 -6,295 -5,445 -6,468 -3,260 

Nissan Cars 218,126 -144,753 -179,042 -167,825 -187,807 -186,824 

Nissan Trucks 84,093 151,662 133,579 112,689 107,458 115,554 

Subaru Cars -6,957 -95,883 -97,055 -103,408 -108,432 -112,784 

Subaru Trucks 274,272 400,339 380,210 409,812 409,433 424,496 

Tesla Cars 16,991 58,013 55,866 64,691 65,668 71,529 

Tesla Trucks 0 0 0 0 0 0 

Toyota Cars 163,060 -765,818 -856,205 -898,122 -890,407 -894,262 

Toyota Trucks -178,327 -188,975 -226,518 -213,484 -189,191 -212,392 

Volkswagen Cars 173,911 -163,081 -176,598 -160,301 -156,657 -165,029 

Volkswagen Trucks 61,784 143,834 134,137 120,206 135,067 145,636 

Volvo Cars -49,123 -52,114 -53,460 -59,225 -61,720 -57,863 
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Volvo Trucks -17,685 4,650 6,278 2,982 993 4,319 

 

Table 4.23 shows the difference in footprint distributions between the 2014 based fleet 
projection and the 2008 based fleet projection.  The differences between MYs 2014 and 2008 are 
small and are just the result of the manufacturers’ product mix in those model years.  MY2025 
shows an increase in both the average truck and average car footprints.  This is due to the 
significant decrease in subcompact cars forecast in the 2014 based fleet projection.  Because the 
total numbers of cars and trucks differs, production weighting can affect the average for the 
whole fleet as compared to the averages for cars and trucks.  This can cause a counterintuitive 
result when taking the difference of the averages. 

Table 4.23  2014 Projection - 2008 Projection Production Weighted Foot Print Mean Difference 

Model 
Year 

Difference in Average Footprint 
of all Vehicles 

Difference in Average 
Footprint Cars 

Difference in Average Footprint 
Trucks 

2014-2008 49.7- 48.9 = 0.8 46.0 – 45.4 = 0.6 55.0 - 54.0 = 1.0 

2017 50.0 - 48.3 = 1.7 46.0 - 44.9 = 1.1 54.0 - 53.8 = 0.2 

2018 50.1 - 48.1 = 2.0 46.1 - 44.9 = 1.2 54.0 - 53.7 = 0.3 

2019 50.1 - 48.0 = 2.1 46.1 - 44.9 = 1.2 54.1 - 53.6 = 0.5 

2020 50.0 - 48.0 = 2.0 46.1 - 44.9 = 1.2 54.0 - 53.7 = 0.3 

2021 50.0 - 48.0 = 2.0 46.1 - 44.9 = 1.2 54.1 - 53.6 = 0.5 

2022 50.0 - 47.9 = 2.1 46.1 - 44.9 = 1.2 54.1 - 53.6 = 0.5 

2023 49.9 - 47.9 = 2.0 46.0 - 44.9 = 1.1 54.0 - 53.5 = 0.5 

2024 49.9 - 47.7 = 2.2 46.0 - 44.9 = 1.1 54.0 - 53.4 = 0.6 

2025 49.8 - 47.7 = 2.1 46.1 - 44.9 = 1.2 54.0 - 53.3 = 0.7 

 

Table 4.24 shows the difference in engine cylinders distribution between the 2014 MY based 
fleet and the 2008 MY based fleet.  MY2014 has fewer vehicles with 6 and 8 cylinder engines 
than MY2008 did.  Fewer 6 and 8 cylinders in the baseline fleet along with vehicle mix changes 
results in more 4 cylinder engines in trucks and cars by 2025. 
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Table 4.24  Differences in Percentages of 4, 6 and 8 Cylinder Engines by Model Year 

 Trucks Cars 

Model 4 Cylinders 6 Cylinders 8 Cylinders 4 Cylinders 6 Cylinders 8 Cylinders 

Year 

2014-2008 13.8% -5.2% -8.7% 20.4% -17.8% -2.5% 

2017 15.6% -11.8% -3.8% 16.8% -14.5% -2.2% 

2018 16.9% -13.8% -3.1% 16.2% -14.0% -2.2% 

2019 17.4% -15.0% -2.4% 16.3% -14.0% -2.3% 

2020 17.7% -15.2% -2.6% 16.8% -14.5% -2.3% 

2021 17.7% -15.7% -2.0% 16.5% -14.3% -2.1% 

2022 17.5% -15.6% -1.9% 15.8% -13.8% -1.9% 

2023 18.0% -16.9% -1.2% 16.0% -14.0% -2.0% 

2024 17.9% -17.3% -0.6% 16.1% -14.1% -2.1% 

2025 18.0% -17.8% -0.2% 16.1% -14.0% -2.1% 

 

4.1.3 Relationship Between Fuel Economy and Other Vehicle Attributes 

The previous discussion has described the EPA baseline fleet of MY 2014 vehicles, and 
development from that baseline fleet to the reference fleet -- the projection of the vehicle fleet to 
MY 2022-2025 if the standards remained at the MY 2021 standard levels.  Also as discussed 
above, EPA's reference fleet assumes that, while relative production volumes will continue to 
evolve through 2025, all characteristics of individual vehicle models and configurations (except 
GHG emissions and fuel economy driven by the standards) will remain unchanged through 2025.  
In other words, for purposes of assessing the regulatory impacts analysis of the MY 2022-2025 
standards, and for properly accounting for the cost of the additional technology required to meet 
those standards, EPA is making the modeling assumption that added technology will be used to 
reduce greenhouse gas emission and not to improve vehicle performance and utility.  EPA used a 
similar approach in the 2012~2016 standards rule and the 2017~2025 standards setting rule.  
Manufacturers may choose to apply technology to improve vehicle performance in lieu of 
efficiency and that could result in higher costs than projected in this analysis. This section 
provides a discussion of that assumption. 

For the Draft TAR analysis, EPA is assuming that the MY 2022-2025 reference fleet will 
have GHG emissions performance equal to that necessary to meet the MY 2021 standards (in 
effect a "flat" reference fleet).  This is consistent with the assumption used in the MY 2017-2025 
rulemaking, where EPA presented a detailed rationale for assuming that there would be no 
decrease in fleetwide GHG emissions performance in the reference case fleet for MY 2017-2025 
beyond the GHG emissions performance necessary to meet the MY 2016 standards.7 Key 
elements of the rationale were: 1) projections that gasoline prices would be relatively stable out 
to 2025, 2) historical evidence that during periods of stable gasoline prices and fuel economy 
standards, the only companies that typically over-complied with fuel economy standards were 
those that produced primarily lighter vehicles that inherently over-complied with the older 
universal (one size fits all) fuel economy standards, 3) that under increasingly stringent footprint-
based GHG and fuel economy standards for the five years from MY 2012-2016, it was likely that 
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most major manufacturers would be constrained by the standards and unlikely to voluntarily 
over-comply, and 4) if there were individual manufacturer over-compliance in a reference case 
scenario, that manufacturer would likely generate credits that could be sold to other companies, 
and therefore not lead to fleetwide over-compliance. 

EPA believes that the case for a flat GHG reference case fleet is even stronger for the MY 
2022-2025 timeframe for the following reasons:  1) gasoline prices are about $1 per gallon lower 
today than in October 2012 when the MY 2017-2025 final rule was published,  2) AEO 2015 
projections for fuel prices in the MY 2022-2025 timeframe are relatively stable and 
approximately $1 per gallon lower than the AEO 2012 Early Release projections upon which we 
relied in the final rulemaking analysis,  3) another five years of increasingly stringent footprint-
based GHG and fuel economy standards under the National Program (i.e., the MY 2022-2025 
reference case fleet must meet the MY 2021 standards, five years later than the MY 2016 
standards that were the basis for the MY 2017-2025 reference case fleet) that will have led to 
significant commercialization of new technologies, and  4) due to the additional five years of 
increasingly stringent standards, credits generated in the MY 2022-2025 timeframe are likely to 
be even more valuable, and even more likely to be sold, than in the MY 2017-2021 timeframe.  
For all of these reasons, EPA believes that it is very unlikely that there would be any market-
driven decrease in fleetwide GHG emissions performance in a MY 2022-2025 reference case 
fleet. In addition, the National Research Council8 in its 2015 report states that assuming 
equivalent performance in the fleet “is equivalent to a reference case with no further technical 
change in the vehicle market from 2017 to 2025.”  This, it states, is inconsistent with past trends, 
where “the rate of technological progress in vehicle attributes and efficiency has been strong and 
continual over the past 30 years.”  From the 1980s to about 2005, as described in Chapter 3.1.5, 
horsepower and weight increased steadily, while fuel economy was either stable or declining.  
The NRC suggests developing a reference case that reflects technological progress over time, 
and its possible allocation to horsepower and weight, rather than assuming equivalent 
performance.  Specifically, the NRC recommends: 

"Recommendation 10.7: The agencies should consider how to develop a reference case for the 
analysis of societal costs and benefits that includes accounting for the potential opportunity costs 
of the standards in terms of alternative vehicle attributes forgone."9  

The analysis of the MY 2022-2025 standards would begin with that reference case, containing 
vehicles with new and different vehicle characteristics.  The cost and effectiveness analysis 
would involve adding technologies to those new vehicles, either holding those new vehicles' 
characteristics constant or explicitly acknowledging changes in those characteristics to achieve 
the standards. 

The technological innovation referred to by the NRC has been an ongoing process in the auto 
industry.  Several recent studies,10 discussed in Section 4.1.3.1 below, have sought to estimate 
the magnitude of innovation by calculating the relationship between power, fuel economy, and 
weight each year.  Over time, if it is possible to have more fuel economy for a constant amount 
of power and weight (or more power or weight for constant fuel economy), those studies define 
that increase as innovation.  Similarly to Chapter 3.1.5, these studies argue that most of that 
innovation has in the past gone into improvements in vehicle power.  The authors expect that the 
vehicle GHG and fuel economy standards are instead directing that innovation toward fuel 
economy.  As a result, because technological innovation has not been directed toward power, 
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vehicles in the reference case must be less powerful than they would be in the absence of the 
standards.  Thus, such studies would suggest that the reference case should be revised to project 
that power would have been higher; if vehicles subject to the standards do not achieve that new 
reference-case level of power, then the agencies should account for the opportunity cost of the 
forgone power. 

In contrast, a working paper from Cooke11 argues that the reference case should not include 
these increases in power or other attributes, because the agencies are not required to do more 
than preserve the baseline attributes.  Cooke argues that increases in power or other vehicle 
attributes are optional to manufacturers, and thus not the responsibility of the agencies.  If those 
technologies were instead applied to vehicle performance or other attributes rather than fuel 
economy, and it then becomes more expensive to meet the standards, Cooke argues that that 
increase in costs is not attributable to the standards.  

EPA expects that manufacturers will continue to consider ways to improve vehicle utility and 
performance, and the potential for tradeoffs between reducing GHG emissions and improving 
other vehicle attributes deserves consideration.  In principle, methods such as those used in the 
studies discussed in Section 4.1.3.1 could be used to develop a reference case that would include 
the potential for improvements over time in vehicle attributes or other attributes associated with 
improving fuel economy.G  In practice, though, estimating these effects and their magnitudes 
involve a number of complexities, including challenges in estimating the tradeoffs and the 
innovation likely to occur in the absence of the standards, the role of the standards in promoting 
innovation, and the potential for ancillary benefits associated with GHG-reducing technologies. 

The remainder of Chapter 4.1.3 describes these complexities in more detail. Chapter 4.1.3.1 
focuses on the estimation process mentioned above, for the tradeoffs between fuel economy, 
power, and weight, and for the measures of innovation.  The magnitudes of both the tradeoff 
estimates and the innovation estimates may not yet be known with confidence. The literature 
does point to an important aspect of the standards, though: they may increase the amount of 
innovation over the reference-case level.  Chapter 4.1.3.2 examines this question more closely.  
In particular, it draws on the literature on innovation to distinguish between "incremental," 
small-scale innovation, and "major" innovation.  It proposes a thesis that incremental technology 
is likely to be what would happen in the absence of the standards, while the standards may 
trigger major technology.  If so, both the benefits and the costs of major innovation are 
associated with the standards.  If incremental innovation can happen irrespective of the standards 
– that is, the benefits and costs of incremental innovation are unaffected by the standards – then 
the only tradeoffs important for the standards are those associated with major innovations.  
While Chapter 6.4.1.2 discusses recent EPA research exploring whether there are possible 
adverse effects of fuel-saving technologies, Chapter 4.1.3.3 points out that some of these 
technologies have ancillary benefits.  Finally, Chapter 4.1.3.4 discusses how EPA might evaluate 
the impact of the standards on other vehicle characteristics in the benefit-cost analysis. 

                                                 
G As discussed in the Guidelines for Preparing Economic Analyses (U.S. Environmental Protection Agency, 2014, 

https://yosemite.epa.gov/ee/epa/eed.nsf/webpages/Guidelines.html, Chapter 5), the baseline (referred to in this 
chapter as the reference case) "is defined as the best assessment of the world absent the proposed regulation or 
policy action." In other words, the analysis should take into account that change is likely to happen even without 
the regulation or action. 

https://yosemite.epa.gov/ee/epa/eed.nsf/webpages/Guidelines.html
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4.1.3.1 Recent Studies of the Engineering Tradeoffs between Power and Fuel Economy, and 
Increases in Innovation 

The recent studies12 that estimate both technological improvements over time in the auto 
industry, as well as the engineering tradeoffs among fuel economy, power, and weight (and 
sometimes other characteristics) have much in common with each other.  They all estimate an 
equation roughly of the form, 

ln(fuel economy) = β0 + β1*ln(horsepower) + β2*ln(weight) + β4*Other Characteristics + ε, 

where: 

 ln refers to the natural logarithm of the term in parentheses, 

βs are coefficients to be estimated in the statistical analysis (and measure elasticities of 
fuel economy with respect to its associated variable)  

ε is an error term 

They differ in the additional vehicle characteristics that they include in the regressions, and in 
their ways of measuring technological change.  Estimates of the elasticities of fuel economy with 
respect to horsepower – that is, the engineering tradeoffs between fuel economy and horsepower 
– include values from -0.16 (Klier and Linn) to -0.32 (Knittel 2012); the elasticities between fuel 
economy and weight include values from -0.336 (Klier and Linn 2016) to -0.521 (MacKenzie 
and Heywood 2015).H  

Regarding measures of technological change, Knittel (2011) and MacKenzie and Heywood 
(2015) use annual shifts in the tradeoff curves; Klier and Linn (2016) use engine redesign cycles 
for individual vehicles; and Wang (2016) uses a time trend and the level (stringency) of fuel 
economy standards.  The papers all find technological innovation, defined as an increase over 
time in fuel economy not explained by changes in horsepower, weight, or other characteristics, to 
be ongoing.  Knittel (2011) finds truck and car efficiency to have increased about 50 percent 
from 1980 to 2006, with innovation higher before 1990 than in subsequent years.  MacKenzie 
and Heywood find that efficiency measured using horsepower and weight increased about 50 
percent from 1975-2009, but nearly 60 percent using acceleration and weight; using acceleration, 
features, and functionality led to an estimate of 70 percent improvement. Klier and Linn (2016) 
find that technological innovation varies with the stringency of predicted standards and with the 
enactment of new standards but do not provide estimates of the magnitudes of baseline 
innovation.  Wang (2016) finds that cars innovated 1.19 percent per year, and trucks 0.66 percent 
per year; a 1 percent increase in CAFE standards led to an additional increase of 0.32 percent in 
innovation for cars, and 0.62 percent for trucks.  These last two studies argue that GHG and fuel 
economy standards increase technological innovation above levels without regulation. 

                                                 
H The papers include multiple specifications: they may include different regressions for different vehicle classes, a 

variety of additional covariates, or different functional forms. Some of the studies include torque or zero-to-60 
times instead of or in addition to horsepower. The values given here are from comparing preferred specifications 
specifically using horsepower and weight. The values in different specifications include values within and outside 
these ranges; the ranges cited here thus potentially understate the variation in point estimates. 
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MacKenzie and Heywood (2015) raise questions with the approach adopted by many of these 
studies (focusing on Knittel 2012).  In particular, they argue that horsepower and weight are not 
necessarily good proxies for characteristics that consumers want, and that estimates both of the 
tradeoffs of these characteristics with fuel economy and of technological change are sensitive to 
the additional vehicle characteristics considered in the regressions.  

If horsepower and weight are not themselves of primary interest to vehicle buyers, then, 
according to MacKenzie and Heywood, the measured tradeoffs of horsepower or weight for fuel 
economy do not measure changes in metrics important to consumers.  Horsepower, for instance, 
does not by itself measure the full range of performance-related attributes, which include other 
features such as low-end torque, handling, and acceleration.  MacKenzie and Heywood (2012)13 
find that acceleration performance in 2010 is 20 to 30 percent faster than comparable vehicles in 
the 1970s;I in other words, horsepower is not directly proportional to acceleration.  Because 
acceleration is likely to be of more importance to consumers than horsepower itself, the tradeoff 
for horsepower identified in these analyses may not accurately measure impacts important to 
consumers.  

Similarly, it is unlikely that consumers care directly about vehicle weight; rather, they are 
probably more interested in size, safety, cargo capacity, or other characteristics that are 
imperfectly correlated with weight.  In these studies, a large vehicle with significant mass 
reduction and improved fuel economy would show up in the data to have the same attributes as a 
small efficient car, though consumers would view them very differently.  

The use of weight and horsepower in these regressions may also bias the estimates of 
technological innovation.  In these studies, technological innovation is measured as a residual 
improvement in fuel economy after other factors that influence fuel economy are considered.  
Including a characteristic (including but not limited to horsepower and weight) in the regressions 
means that technological innovation will not affect that characteristic; its fuel economy elasticity 
is fixed.  MacKenzie and Heywood (2015) show this effect by using horsepower in their analysis 
in one regression, and acceleration (0-to-60 time) in other regressions.  When they use 
acceleration instead of horsepower, the amount of technological innovation due to the 
relationship between power and acceleration ends up included in their measure of innovation; 
that addition increases the estimated level of technological innovation.  They also point out that 
technological change to reduce weight will not show up as innovation in these other papers, 
because, as mentioned above, a large vehicle with mass reduction and improved fuel economy 
looks in the data like a small, efficient car rather than a vehicle with advanced technology.J  

The measures of technological change are also sensitive to the other characteristics used in the 
regressions.  For instance, Knittel (2011) and Klier and Linn (2016) both include powertrain 
types as additional characteristics.  By assumption, then, powertrain types are not innovations, or 
subject to innovation; a hybrid or diesel will not become more (or less) efficient relative to a 

                                                 
I They attribute this change to improvements in the transformation of engine power to acceleration. 
J In their paper, MacKenzie and Heywood separately apply an adjustment to account for innovations in weight 

reduction. 
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gasoline vehicle over time. K  MacKenzie and Heywood (2015) argue that an analysis should not 
include those factors because “shifts toward more inherently efficient powertrain technologies 
are themselves a part of the overall process of technology change, so it is desirable to capture 
their contributions to overall efficiency in the year fixed effects” that measure innovation (p. 
922). 

It is also possible that the estimates for the relationships between fuel economy and other 
attributes from these studies may not represent pure technology tradeoffs, and may therefore be 
biased.  Manufacturers do not produce vehicles with all possible combinations of horsepower, 
fuel economy, and weight; instead, the vehicles they produce include a mix of those 
characteristics that the companies believe consumers prefer.  MacKenzie and Heywood (2015) 
find that accounting for a vehicle’s specific power relative to the specific power of other vehicles 
in the fleet (the quintile of specific power) affects fuel economy, as well as the responsiveness of 
fuel economy to acceleration or weight.  If these tradeoff curves were purely about technological 
relationships, they would not be affected by whether a vehicle was relatively powerful, but only 
by its absolute power.  They suggest that “the relative sophistication of a vehicle’s engine 
(compared to others in the same model year) is correlated with weight and acceleration 
performance; new technologies are not applied uniformly across all vehicles” (p. 922).  As a 
result, the tradeoff estimates may not represent strictly technological tradeoffs, but also 
manufacturer choices that potentially bias tradeoff estimates. 

Based on MacKenzie and Heywood’s (2015) work, then, these other studies may not 
accurately measure tradeoffs involving characteristics of interest to vehicle owners.  Weight, for 
instance, is unlikely to matter to consumers, except if that weight comes from size or added 
features.  In other work (MacKenzie and Heywood 2012), in which they focus on the 
relationship between horsepower and acceleration, they question whether improvements in 
acceleration are going to continue indefinitely; they find that trends in 0-to-60 time are consistent 
with decay toward an asymptote, and that vehicles in 2010 were within 1 second of the 0-to-60 
time asymptotic level.L  It is not known if this slowdown in acceleration improvements is due to 
physical limits or limits in consumer interest.  

Although MacKenzie and Heywood’s analysis presents a more detailed discussion of these 
issues compared to the other studies examined here, it is not clear that it is suitable for 
quantitative development of a new reference case.  First, even 0-to-60 time as a measure of 
acceleration may be too narrow a criterion for evaluating performance.  Performance, as a 
consumer experiences it, is a complex combination of multiple characteristics including initial 
launch, ability to pass another vehicle at highway speeds, handling, and cornering.  Second, Klier 
and Linn (2016) and Wang (2016) suggest that the rate of technological innovation is affected by 
the level of the standards. MacKenzie and Heywood’s analysis does not examine this effect.  
Because of the possibility of a downward bias in innovation from those two studies, their 
estimates of innovation are not likely to be sufficient.  In addition, the standards for MY2012-

                                                 
K Interacting the characteristic with a measure of time allows for innovation specifically in that characteristic; for 

instance, Knittel interacts the manual transmission variable with a time trend, which allows the fuel consumption 
of a manual transmission relative to an automatic transmission to vary over time. These papers have few such 
interactions; this is the only one in Knittel (2011). 

L They present the analysis, not only for an average vehicle, but also for vehicles in the fifth and ninety-fifth 
percentiles for acceleration. They all show this flattening. 
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2025 are more significant in magnitude than any changes since the introduction of CAFE in the 
late 1970s; it is likely that innovation currently underway in the auto industry is of a different 
magnitude and kind than in the past.  As a result, estimates of innovation from any of these 
studies may not be applicable to what is currently happening in the auto industry. 

4.1.3.2 The Role of the Standards in Promoting Innovation 

As discussed above, some authors point to the role of standards in promoting innovation.  
This section discusses how innovation may be induced by the standards, and how this innovation 
should be viewed differently in accounting for opportunity costs than innovation that may have 
occurred in the absence of the standards. 

There is a wide body of literature concerning technological change in general.14  The process 
of technological change can be divided into three stages: invention, where a new product or 
process is first developed; innovation, where the product or process is first commercialized; and 
diffusion, where the product or process is widely adopted throughout an industry.  This can be a 
challenging process: most inventions never make it to the innovation stage;15 if they are 
introduced by a small number of initial adopters, many technologies never diffuse and thus 
ultimately fail.16   

It is generally agreed that innovation – the first commercialization of a new product – occurs 
on a continuum between two extremes: “major” innovation where product characteristics change, 
and “incremental” innovationM which exploits relatively minor changes to the existing product.17  
Although accurately and completely categorizing innovation may be more complex than 
applying a simple one-dimensional continuum (as Henderson and Clark (1990) claim), the one-
dimensional model does offer some insight into how industries implement innovation.  

A good example of a major innovation, and the role of environmental regulations in spurring 
technology diffusion, is gasoline direct injection (GDI).  Mercedes introduced a four-stroke GDI 
engine into production in 1955.18  Nonetheless, in 2008, prior to the establishment of the 
MY2012-2016 standards, only 2 percent of vehicles used gasoline direct injection.19  By 2014, 
this number had risen to 38 percent, with a rate of adoption in 2011 – 2014 of 7 to 8 percentage 
points per year.  This changeover shows a major innovation, based on previous inventions, 
moving from invention to innovation and eventually to diffusion only when stimulated by 
emissions standards. 

As in the GDI example, major innovation does not necessarily proceed immediately (or at all) 
to diffusion for all promising technologies.  In the absence of a forcing mechanism such as 
regulation, risk-averse manufacturers may prefer smaller, incremental innovations.20  There are 
multiple reasons why manufacturers may prefer incremental innovation to major innovation, 
particularly the risk and uncertainty associated with major innovations. 

When a company implements a major innovation, the development costs may be high and the 
market impacts uncertain.  This results in a first-mover disadvantage (see also Chapter 6.3), 
where a pioneer company fronts the bill to test out a new technology.  In doing so, it may briefly 
capture the market, but this allows all other companies to learn about the true demand for the 

                                                 
M Abernathy and Utterback use "major" and "incremental" Henderson and Clark, with a two-dimensional 

framework, use "radical" and "incremental."  
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technology without themselves facing any risk.21  Consumer response to the first mover may 
give the second mover valuable information about market acceptance.  There are, therefore, 
incentives to delay the development or adoption of a new technology until a competitor has 
already proven that the technology is profitable.  If all producers wait for another one to 
implement the innovation, the innovation will never enter the market at all. 

In addition, Popp et al.22 point out that there could be “dynamic increasing returns” to 
adopting some new technologies, wherein the value of a new technology may depend on how 
many other companies have adopted the technology.  This could be due to network effects or 
learning-by-doing.  In a network effects situation, the usefulness of the technology depends on 
adoption of complementary components – for instance, the value of switching to a new fuel 
depends on the infrastructure available for providing that fuel, and the value of the infrastructure 
depends on the number of vehicles using the new fuel.  Learning by doing (see also Chapter 
5.3.2) is the concept that the costs (benefits) of using a particular technology decrease (increase) 
with use.  Both of these incentivize firms to pursue a “wait and see” strategy when it comes to 
adopting new technologies. 

Finally, fixed costs and switchover disruptions23 delay technology adoption.  Firms often face 
major problems in integrating new technologies resulting from major innovations into their 
products; in some cases, they may temporarily reduce output.  

First-mover disadvantage, dynamic increasing returns, fixed costs, and switchover disruptions 
all create barriers to major innovation. Incremental innovations typically face less of these 
problems.  Thus, in the absence of a driving factor such as regulation, manufacturers are likely to 
choose incremental innovations over major innovation.N 

Both scientific research24  and popular press25 suggest that the current CAFE and light duty 
GHG standards drive innovation.  The mechanism by which the standards affect innovation is 
the reduction of the barriers to manufacturers for applying major innovation to new vehicles.O 

Since all manufacturers are required to comply with regulations on the same time schedule, 
and the technological pace required often outstrips that obtainable by incremental innovation 
alone, manufacturers are assured that their competition is likely to implement major 
technological innovations simultaneously.  Thus, instead of the first-mover disadvantage, there is 
a regulation-driven disincentive to “wait and see.”  It should be noted that companies differ both 
in the degree of effort that they face due to the standards, and in the strategies that they choose in 

                                                 
N This discussion is not intended to imply that major innovation will not happen in the absence of regulation. Many 

factors affect the likelihood of a technology proceeding from invention through to widespread dissemination, 
including some degree of luck in having the right invention at the right place at the right time with support from 
key stakeholders.  

O The U.S. Department of Energy’s Advanced Technology Vehicles Manufacturing (ATVM) Loan Program 
provides an example of another mechanism to reduce these barriers. The ATVM provides long-term, low-interest 
rate loans to support the domestic manufacturing of advanced technology vehicles and automotive components. It 
can finance a wide range of project costs, including the construction of new manufacturing facilities; retooling, 
reequipping, modernizing, or expanding an existing facility in the U.S; and the engineering integration costs 
necessary to manufacture eligible vehicles and components. It is designed to ensure that rising fuel economy 
standards do not disadvantage domestic manufacturing.  With more than $16 billion in remaining loan authority, 
the ATVM program can provide financing to support the manufacturing of fuel-efficient technologies and 
components. See http://www.energy.gov/lpo/atvm for more information. 

http://www.energy.gov/lpo/atvm
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response.  Nevertheless, the benefits of generating (or avoiding the need for) credits suggest that 
all companies have incentives to pursue major innovations.  In addition, there can be synergies 
from companies (including suppliers) working on the same technologies at the same time.26   

Because of the global nature of the auto industry, it is likely that innovations from U.S. 
regulations are likely to affect vehicles in other countries, and regulations from other countries 
are likely to affect U.S. vehicles.  Because technologies to reduce GHG emissions do not need to 
be reinvented for each country, the fixed costs of innovation can be spread over a global market.  
It is even likely that many of these technologies will be used in countries without GHG 
standards, due to the use of common manufacturing platforms across countries and to the 
ancillary benefits associated with many of these technologies. 

Developing a revised reference case could entail estimating incremental technological change, 
and projecting vehicle attributes resulting from that innovation, in the absence of the standards.  
Developing the control case – the case with the standards in place – could then entail estimating 
major technological change induced by the standards and projections of vehicle characteristics 
using that greater innovation.  The discussion above suggests that conducting such an analysis 
may involve inaccurate estimates of the amount of innovation both in the absence of and in the 
presence of the standards, and may provide inaccurate estimates of the consequences of this 
innovation for specific vehicle characteristics. 

Rather than assume a control case with “equivalent performance” to the baseline, one 
approach could involve assuming a control case with “equivalent performance” to the reference 
case. Since innovations in the reference case are incremental, such an approach could define, not 
the reference and control case performance specifically, but rather the difference between them. 

In the reference case, it could be assumed that manufacturers would improve vehicle 
attributes consistent with historical trends due to the implementation of incremental innovations.  
Some of these changes might affect additional implementation of GHG/fuel economy 
technologies; in other cases (for example, infotainment systems, automobile connectivity, or 
active safety systems), the standards have no technical interaction with those changes. 

In the control case, it could be assumed that the standards induce major technological 
improvement used to improve fuel economy.  Incremental technological improvement would still 
be used to improve other vehicle attributes at the same pace as exhibited in the reference case.  
Thus, the differences between the control and reference cases are both the existence of fuel 
economy targets and the availability of major technological innovations (in addition to 
incremental innovations). 

It should be noted that there is neither the requirement nor expectation that manufacturers 
allocate major innovations solely to fuel economy improvement and incremental innovations 
solely to other vehicle attributes.  The standards give manufacturers the flexibility to choose 
what technologies to apply to which vehicle, when to apply them, and the use of each individual 
technology.  If major innovations driven by the GHG/fuel economy standards were used to 
enhance these other attributes, though, it should be noted that these other attributes would not 
have been enhanced in the absence of the standards; those enhancements are ancillary benefits of 
the standards. 

4.1.3.3 Potential Ancillary Benefits of GHG-Reducing Technologies 
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Yet another complication associated with assessing an appropriate reference case is the 
potential existence of ancillary benefits of GHG-reducing technologies.  These can arise due to 
major innovation enabling new features and systems that can provide greater comfort, utility, or 
safety.P  The studies discussed above all assume that, other than through innovation, improving 
fuel economy reduces power or weight, and thus imposes opportunity costs; and innovation can 
be channeled only to fuel economy, weight, or some single-dimensional measure of 
performance, such as 0-60 acceleration.  When performance is characterized more broadly as a 
combination of multiple characteristics, it will often not be possible to strictly maintain 
performance along every dimension with the application of technological innovations.  For 
example, a new technology may have unequal effects on the various measures of acceleration 
performance, so that an attempt to maintain performance along one dimension by resizing the 
vehicle powertrain will result in an increase or decrease along other dimensions.  In addition, 
some technologies provide ancillary benefits that improve vehicle performance and utility along 
dimensions that are unrelated to acceleration and powertrain sizing.  In such cases, the 
technologies implemented to reduce GHG emissions enhance other vehicle characteristics, 
providing entirely new capabilities and desirable features or resulting in lower costs for these 
features than would be otherwise possible.  

Some examples of the potential ancillary benefits of GHG reducing technologies are listed 
here.  

 Mass reduction can provide benefits of improved braking and handling performance, 
and on towing vehicles can enable additional towing and hauling capability with same 
or similar engine sizing. 

 Mass reduction achieved through material substitution from non-ferrous metals 
provides greater corrosion resistance. 

 Accessory Load reductions achieved through the use of pulse-width modulation 
(PWM) on accessory motors for HVAC blower fan speeds provide the benefit of 
improved durability. 

 Air conditioning system improvements achieved through variable displacement 
compressors which adjust automatically rather than shutting off completely provide 
the benefit of smoother compressor transitions and less noise.  

 Advanced transmissions with wider overall gear ratios and lower 1st gear ratios 
provide the benefit of improved launch feel. 

 Electric power steering (EPS) systems enable automakers to implement customer 
features that utilize automatic steering such as automatic parking features, or trailer 
hitch connection assistance.   

 EPS systems also provide the capability for variable ratio steering systems which 
allow greater steering responsiveness close to center, and reduced effort at large 
steering angles, while also reducing the lock-to-lock turns.   

 Head-integrated exhaust manifolds and improved thermal management systems 
reduce warm-up time for the cabin and provide greater passenger comfort in cold 
climates. 

                                                 
P It is also possible that these new technologies may have undesirable adverse effects – hidden costs – associated 

with them, such as noise or vibration. EPA’s analysis to identify hidden costs through review of professional auto 
reviews, discussed in Chapter 6.4.1.2, did not find evidence of systematic hidden costs of the new technologies. 
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 PEVs which can be remotely activated or programmed to precondition the vehicle in 
a garage when plugged in provide greater passenger comfort and convenience.  In 
cold weather, the vehicle can be pre-warmed and defrosted, and in warm weather the 
vehicle can be pre-cooled.  

 PEV systems with an electric axle on AWD vehicles, or even each individual wheel 
with electric drive motors, can provide torque vectoring for improved driving 
dynamics as the increased torque on the outside wheel is able to steer the car into the 
corner.   

 LED headlights enable adaptive automotive headlight systems, in which lighting 
intensity and direction can be automatically controlled to road, ambient lighting, and 
weather conditions. 

Additional discussion of the effects of each technology considered in this Draft TAR is 
provided in Chapter 5. 

4.1.3.4 Estimating Potential Opportunity Costs and Ancillary Benefits 

As this discussion has shown, the standards could potentially lead to opportunity costs in 
terms of reduced power or other adversely affected vehicle attributes.  At the same time, the 
standards could induce major innovations that may be used in part to mitigate those opportunity 
costs, and that may in addition lead to ancillary benefits.  Because the standards may contribute 
both benefits and costs to other vehicle attributes, measuring the net effect on consumer impacts 
requires estimates of the values of these attributes to consumers. 

The most common sources of estimates of willingness to pay for these attributes are models 
developed to understand vehicle purchase decisions.  These studies quantitatively estimate the 
role of various vehicle characteristics, such as size, power, and fuel economy, in those purchase 
decisions.  The parameters estimated for these characteristics can usually be used to derive 
estimates of the value – the willingness to pay (WTP) -- of each attribute to consumers.  It is 
common in this literature, though, for the researchers themselves not to have done the WTP 
calculation. In a 1988 study, Greene and Liu27 reviewed the literature to that time; they found,  
“The dispersion of estimated attribute values both within and across models is striking,” varying 
by factors of 5 to 10 or more; for performance, they considered the variation “wild. . . from -$8 
to $4,081 per 0.01 cubic inches per pound.”  To our knowledge, there has not been a study since 
that time that has done a comprehensive review of consumers’ willingness to pay for vehicle 
attributes.Q 28 

EPA has commissioned a new review of the literature to understand what is known about 
consumer valuation of vehicle characteristics.  This review is looking at the metrics various 
studies have considered important for consumer vehicle purchase decisions, and is calculating 
the WTP values implied by the estimates in those studies.  The goal is to determine whether there 
are robust WTP values that could be used for monetizing at least some of the opportunity costs 
and ancillary benefits.  A draft of that report is expected in summer 2016. 

                                                 
Q Greene (2010) conducted a review of consumers’ willingness to pay for one attribute, fuel economy, and found 

wide ranges of values. 
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4.1.4 Incorporation of the California Zero Emissions Vehicle (ZEV) Program into the 
EPA Reference Fleet  

4.1.4.1 The ZEV Regulation in OMEGA 

In its analysis, EPA has considered sales of electrified vehicles as projected to be needed to 
meet State Zero Emission Vehicle (ZEV) requirements.  Because these ZEVs are already 
required by separate regulations in California and nine other states, these vehicles are built into 
the EPA reference fleet.  This approach reasonably avoids attributing costs to the federal GHG 
program which necessarily occur due to another existing requirement and assures that those costs 
are not double counted.  (Note that this reflects a change from the 2012 FRM where EPA did not 
account for compliance with the ZEV regulations in the reference case fleet for the 2017-2025 
standards.  However, this was because CARB was simultaneously substantially revising the ZEV 
regulation in early 2012 just prior to the release of the 2012 FRM and EPA had not yet acted 
upon California's waiver request for the ZEV program).       

This analysis is meant to be one example representation of how the ZEV program 
requirements could be fulfilled; it is in no way meant to reflect the exact way in which any given 
manufacturer would actually comply with the ZEV program.  Rather, it is meant as an 
illustration to reflect the potential number and penetration of ZEVs across the national fleet as 
part of the reference case.  To accomplish this, the baseline fleet with future sales projections had 
to be adjusted to account for the projected ZEV sales.  Those sales adjustments are described in 
detail below (see 4.1.4.2).  The analysis fleets used in OMEGA and in EPA's benefit cost 
analysis are shown in Tables 4.24 through Table 4.28. 

Note that, in Tables 4.24 through Table 4.28, EPA shows "Baseline" EV and PHEV sales and 
"Additional ZEV Program" EV and PHEV sales. The "baseline" sales are sales projected in 
EPA's MY2014-based baseline fleet. In other words, these vehicles are part of the future fleet 
described in Section 4.1.2.1. The "additional ZEV program" sales are EV and PHEV sales above 
and beyond those projected in Section 4.1.2.1. The "additional ZEV program" sales were taken 
from the ICE-only sales that were projected in Section 4.1.2.1. We have not increased the size of 
the fleet, but have "converted" some ICE-only vehicles to EVs and PHEVs to meet the projected 
sales required by the ZEV program in California and nine other states. We describe the process 
of doing this in the text following the tables. Importantly, the costs of "converting" the 
"additional ZEV program" sales are attributable to those programs adopting the ZEV program 
and, therefore, those costs are not considered in the EPA analysis. Similarly, any benefits from 
those vehicles are not considered explicitly in the EPA analysis. However, there is an implicit 
benefit that is considered. Since the ZEV program vehicles are part of the analysis fleet, they 
reduce slightly the compliance burden for any manufacturer required to meet the ZEV program 
because of their low tailpipe emissions when averaged with other vehicles in that manufacturer's 
fleet. We model the fleet in this way because this is how ZEV program vehicles will be treated in 
the National Program.   
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Table 4.25  OMEGA MY2021 Car Fleet using the AEO 2015 Reference Fuel Price Case 

Manufacturer ICE-only Car 
Sales 

Baseline EV 
Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program EV Sales 

Additional ZEV 
Program PHEV Sales 

Total Car 
Sales 

BMW 282,880 3,273 8,770 2,543 1,514 298,980 

FCA 586,667 6,909  2,429 11,660 607,666 

Ford 904,320 1,355 7,007 9,952 12,378 935,011 

GM 1,174,858 600 26,201 9,612 564 1,211,835 

Honda 768,430 11 719 10,093 15,312 794,566 

Hyundai/Kia 1,090,833 0 0 7,396 11,587 1,109,815 

JLR 21,101 0 0 1,192 1,868 24,161 

Mazda 243,393 0 0 2,191 3,433 249,017 

Mercedes-
Benz 214,942 3,944 0 888 6,829 226,604 

Mitsubishi 45,378 1,344 0 0 374 47,096 

Nissan 742,674 8,201 0 5,031 11,970 767,876 

Subaru 131,755 0 0 1,224 1,918 134,897 

Tesla  86,636 0 0 0 86,636 

Toyota 1,093,150 1,418 10,630 13,091 13,797 1,132,086 

Volkswagen 447,866 0 0 6,599 10,339 464,804 

Volvo 38,574 0 0 794 1,244 40,612 

Fleet 7,786,822 113,691 53,327 73,035 104,787 8,131,662 
Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
 

Table 4.26  OMEGA MY2021 Truck Fleet using the AEO 2015 Reference Fuel Price Case 

Manufacturer ICE-only 
Truck Sales 

Baseline EV 
Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program EV Sales 

Additional ZEV 
Program PHEV Sales 

Total 
Truck 
Sales 

BMW 110,369 0 0   110,369 

FCA 1,438,814 0 0 918 4,408 1,444,140 

Ford 1,358,371 0 0 585 727 1,359,683 

GM 1,323,614 0 0 884 52 1,324,550 

Honda 741,722 0 0 3,992 6,057 751,770 

Hyundai/Kia 157,915 0 0 582 912 159,409 

JLR 103,489 0 0   103,489 

Mazda 106,222 0 0 694 1,087 108,003 

Mercedes-
Benz 159,880 0 0 0 0 159,880 

Mitsubishi 29,109 0 0 0 216 29,325 

Nissan 555,586 0 0 1,215 2,890 559,691 

Subaru 462,747 0 0 4,038 6,327 473,112 

Tesla 0 0 0 0 0 0 

Toyota 1,019,912 0 0 3,238 3,413 1,026,564 

Volkswagen 303,810 0 0 0 0 303,810 

Volvo 46,418 0 0 0 0 46,418 

Fleet 7,917,977 0 0 16,147 26,088 7,960,213 
Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
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Table 4.27  OMEGA MY2025 Car Fleet using the AEO 2015 Reference Fuel Price Case 

Manufacturer ICE-only Car 
Sales 

Baseline EV 
Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program EV Sales 

Additional ZEV 
Program PHEV Sales 

Total Car 
Sales 

BMW 298,264 3,859 10,692 7,224 4,184 324,223 

FCA 587,738 6,678 0 10,454 18,041 622,911 

Ford 881,873 1,460 6,772 19,758 19,821 929,684 

GM 1,231,982 768 27,823 19,694 7,463 1,287,730 

Honda 797,320 11 786 21,696 24,901 844,715 

Hyundai/Kia 1,121,220 0 0 15,384 18,076 1,154,680 

JLR 20,341 0 0 2,255 2,649 25,245 

Mazda 249,487 0 0 4,593 5,397 259,477 

Mercedes-
Benz 225,277 5,065 0 4,488 10,511 245,341 

Mitsubishi 56,667 1,477 0 360 823 59,327 

Nissan 786,957 8,523 0 13,423 19,048 827,952 

Subaru 138,497 0 0 2,616 3,074 144,187 

Tesla  103,502 0 0 0 103,502 

Toyota 1,142,185 1,616 10,384 27,666 25,579 1,207,430 

Volkswagen 481,441 0 0 14,138 16,612 512,191 

Volvo 39,666 0 0 1,645 1,933 43,244 

Fleet 8,058,914 132,959 56,458 165,394 178,112 8,591,837 
Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 

 

Table 4.28  OMEGA MY2025 Truck Fleet using the AEO 2015 Reference Fuel Price Case 

Manufacturer ICE-only 
Truck Sales 

Baseline EV 
Sales 

Baseline 
PHEV Sales 

Additional ZEV 
Program EV Sales 

Additional ZEV 
Program PHEV Sales 

Total 
Truck 
Sales 

BMW 101,636 0 0 0 0 101,636 

FCA 1,459,761 0 0 3,793 6,545 1,470,099 

Ford 1,286,443 0 0 1,391 1,396 1,289,230 

GM 1,277,635 0 0 1,837 696 1,280,168 

Honda 722,752 0 0 7,149 8,205 738,106 

Hyundai/Kia 154,756 0 0 1,108 1,302 157,166 

JLR 95,454 0 0   95,454 

Mazda 111,360 0 0 1,452 1,706 114,518 

Mercedes-
Benz 151,199 0 0 0 0 151,199 

Mitsubishi 32,515 0 0 186 425 33,126 

Nissan 535,267 0 0 2,787 3,954 542,008 

Subaru 480,683 0 0 8,522 10,013 499,218 

Tesla 0 0 0 0 0 0 

Toyota 984,287 0 0 6,930 6,407 997,624 

Volkswagen 311,139 0 0 0 0 311,139 

Volvo 46,908 0 0 0 0 46,908 

Fleet 7,751,796 0 0 35,153 40,649 7,827,599 
Note: The analysis fleet differs from the baseline fleet by removing small volume manufacturers (Aston Martin, 
Ferrari, McLaren, and Lotus) and by adjusting sales to account for projected ZEV sales. 
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To generate the fleet inclusive of the ZEV program sales, we began with the fleet shown in 
the above tables exclusive of the additional ZEV program sales.  That fleet included some EVs 
and PHEVs consistent with the sales in the MY2014 baseline fleet as projected forward to MYs 
2021 and 2025.  Those sales are shown in the tables Table 4.25 through Table 4.28 above.  The 
additional ZEV program sales shown above, rather than being EVs and PHEVs, were internal 
combustion cars and trucks in the original fleet.  For example, Table 4.28 shows additional ZEV 
program truck fleet sales of 35,153 EVs and 40,649 PHEVs.  Those combined 75,802 vehicles 
were originally ICE vehicles meaning that the baseline ICE sales were the 7,751,796 shown in 
column 2 of the table above plus an additional 75,802, or 7,827,598 in total.  To "generate" the 
projected additional 75,802 ZEV program vehicles, each model within a manufacturer's fleet was 
mapped into a vehicle typeR matching its characteristics and capability.  For this analysis, it was 
assumed that only vehicle types classified as non-towing would be considered for conversion 
from an ICE to a ZEV to meet the ZEV program requirements.  The eight vehicle types 
considered for additional ZEV program sales include all of the passenger car vehicle types 
(vehicle types 1 through 6) along with the two small truck and small CUV/SUV vehicle types 
(vehicle types 7 and 13).  Table 4.29 lists the 19 possible vehicle types including the towing or 
non-towing designation and consideration as a “ZEV-source platform,”  Rather than selecting 
which individual vehicle models or platforms would be the most likely sources, all ICE vehicles 
within those eight vehicle types in a manufacturer's fleet were considered as a source for 
additional ZEV program sales.  Each manufacturer's additional ZEV program sales were then 
created by converting, on a platform-level sales weighted basis across all eligible vehicle types, 
the necessary number of ICE vehicles into the respective EV and PHEV sales.  The tables below 
are meant to provide clarity with a simple example of how this was done.S 

                                                 
R We discuss "vehicle types" in Appendix C. 
S The Excel spreadsheets used to generate the ZEV program fleet are in the docket and on our website at 

https://www3.epa.gov/otaq/climate/models.htm, the filenames include the keyword "FleetsABC." 

https://www3.epa.gov/otaq/climate/models.htm


Baseline and Reference Vehicle Fleets 

4-41 

Table 4.29  Vehicle Types Considered for Conversion to ZEVs 

Vehicle - Engine - Valve Type Vehicle Type Towing(T)/ Non-towing(N) ZEV Platform 

SubCompactAuto - I4 - DOHC 1 N Y 

Auto - I4 - DOHC 2 N Y 

Auto - V6 - DOHC 3 N Y 

Auto - V6 - SOHC 4 N Y 

Auto - V8 - DOHC 5 N Y 

Auto - V8 - OHV 6 N Y 

MPV - I4 - DOHC 7 N Y 

MPV - V6 - DOHC 8 T N 

MPV - V6 - SOHC 9 T N 

MPV - V6 - OHV 10 T N 

MPV - V8 - DOHC 11 T N 

MPV - V8 - OHV 12 T N 

Truck - I4 - DOHC 13 N Y 

Truck - V6 - DOHC 14 T N 

Truck - V6 - OHV 15 T N 

Truck - V8 - DOHC 16 T N 

Truck - V8 - SOHC 17 T N 

MPV - V8 - SOHC 18 T N 

Truck - V8 - OHV 19 T N 

 

First, consider a simple manufacturer fleet consisting of seven vehicle models built on five 
platforms which we have mapped into three vehicle types with total fleet sales of 600 vehicles, 
see Table 4.30. 

Table 4.30  Example Manufacturer Fleet from which ZEVs are to be Created 

Platform index Vehicle index Model Fuel VehType Baseline sales 

100 1 A G 1 100 

100 2 B G 1 100 

101 3 C G 2 75 

101 4 D G 2 75 

102 5 E G 1 100 

103 6 F G 2 50 

104 7 G G 17 100 

Total     600 

 

For this manufacturer, we will assume that the needed additional ZEV program sales are 50 
EVs and, for simplicity, no PHEVs.  As noted above, only vehicle types 1-7 and 13 are 
considered to be ZEV-source platforms.  Thus, the 50 ZEV program vehicles cannot come from 
platform 104 since that is vehicle type 17.  We determine the number of EVs to create from each 
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platform according to its sales weighting within ZEV-source platforms.T This is shown in Table 
4.31.  We also need to know how many vehicles within each vehicle model to convert to a ZEV 
program vehicle. This is shown in Table 4.32. 

Table 4.31  Number of Additional ZEV Program Sales from each Platform 

Platform index VehType 1 VehType 2 Total %in Platform # of ZEV program sales 

100 200  200 40% 20 

101  150 150 30% 15 

102 100  100 20% 10 

103  50 50 10% 5 

Total 300 200 500 100% 50 

 

Table 4.32  Percentage of Additional ZEV Program Sales from Each Vehicle Model 

Platform index Model A Model B Model C Model D Model E Model F Total 

100 50% 50%     100% 

101   50% 50%   100% 

102     100%  100% 

103      100% 100% 

 

With the details shown in Table 4.31 and Table 4.32, we can then convert ICE vehicles into 
ZEV program vehicles as shown in Table 4.33. 

Table 4.33  Example Manufacturer's OMEGA Fleet including ZEV Program Sales 

Platform 
index 

Vehicle index Model Fuel VehType Baseline Sales OMEGA fleet 
with ZEV 

program sales 

100 1 A G 1 100 90 

100 2 B G 1 100 90 

101 3 C G 2 75 68 

101 4 D G 2 75 68 

102 5 E G 1 100 90 

103 6 F G 2 50 45 

104 7 G G 17 100 100 

100 8 ZEV E 1 0 20 

101 9 ZEV E 1 0 15 

102 10 ZEV E 2 0 10 

103 11 ZEV E 2 0 5 

Total sales G     600 550 

Total sales E     0 50 

Total sales     600 600 

                                                 
T The ZEV-source platforms are those platforms “mapped” into the 8 "ZEV platform" vehicle types presented in 

Table 4.29. The point of Table 4.29 is to make clear that we are creating ZEV program vehicles in only those 
types of vehicles that we believe to make the most sense. Those types of vehicles being passenger cars and the 
smallest sport and cross-over utility vehicles that have 4-cylinder engines and therefore are not “towing” vehicles. 
The ZEV program vehicles are created only from within those vehicle types and, therefore, the creation of ZEV 
program vehicles is done using sales-weighting within those vehicle types rather than within all vehicles. 
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As noted above, we then created each manufacturer's ZEV program fleet by converting, on a 
platform-level sales weighted basis, the necessary number of ICE vehicles into the respective EV 
and PHEV sales.  Staff considered an alternate approach to look instead at which specific 
platforms, or even vehicle models, were the best candidates for conversion to EV/PHEV.  
However, that approach was rejected because a problem with that is, by what measure does one 
determine the best candidates for conversion?  The smallest cars?  The lightest cars?  Those that 
already have an EV or PHEV version?  We were concerned that any attempt at determining the 
"best" candidates for conversion might be seen as "cherry picking" in order to provide a certain 
result.  Some might see us as choosing all of the smallest vehicles thereby leaving all of the 
larger, perhaps dirtier vehicles as ICE vehicles needing costly improvements to comply with the 
future standards.  Others might see us as choosing all of the largest vehicles thereby leaving all 
of the smaller, perhaps cleaner vehicles as ICE vehicles needing less costly improvements to 
comply with future standards. Further, there is no clear trend as to which vehicles or platforms 
manufacturers are currently using for EV or PHEV platforms.  Current and publicly announced 
near term models span platforms from subcompact cars to large cars, large SUVs to minivans, 
and use of shared or dedicated platforms. Our final decision was to choose equally (by sales 
weighting) from each ZEV source platform such that there would be no net impact on the sales 
weighted footprint of remaining ICE vehicles needing technology to comply. 

4.1.4.2 The ZEV Program Requirements 

The preceding discussion describes how we determined which vehicles would be converted 
from ICE technology to EV/PHEV.  Here we discuss how many vehicles to actually convert or, 
in other words, what the additional ZEV program sales are projected to be. 

4.1.4.2.1 Overview 

California requires the largest vehicle manufacturers to manufacture ZEV credit producing 
vehicles to comply with the increasing number of ZEV credits required through 2025.U  The 
ZEV credits can be generated by producing battery electric vehicles, fuel cell electric vehicles, 
and plug-in hybrid vehicles.  In addition to the requirements applying in California (CA), several 
other statesV have used section 177 (S177) of the federal Clean Air Act to adopt the California 
ZEV requirements (referred to as S177 ZEV States).  These states, when combined with CA, 
account for nearly 30 percent of all new light-duty vehicles sold in the United States.   

Under the ZEV regulation, manufacturers are required to generate ZEV credits to fulfill an 
annual obligation based on their cumulative vehicle sales as summarized in Table 4.34.  
Requirements are satisfied by producing vehicles that generate credit which, for MY2018 and 
beyond, means a combination of plug-in hybrid electric vehicles (PHEV), battery electric 
vehicles (BEV), and fuel cell electric vehicles (FCEV).  Each PHEV, BEV, and FCEV earns 
between 0.4 and 4 credits per vehicle depending on its electric range over a test cycle.  For 
example, a PHEV with a 10 mile electric range earns 0.4 credits and a BEV or FCEV with a 350 
mile test range earns 4.0 credits.      

                                                 
U Title 13, California Code of Regulations, section 1962.2 “Zero-Emission Vehicle Standards for 2018 and 

Subsequent Model Year Passenger Cars, Light-Duty Trucks, and Medium-Duty Vehicles.” 
V Section 177 ZEV states: Connecticut, Maine, Maryland, Massachusetts, New York, New Jersey, Oregon, Rhode 

Island, and Vermont.   
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To incorporate the ZEVs into the OMEGA fleet, the ZEV regulation credit requirements were 
converted to a vehicle sales requirement as follows:  

1) Determine how many total ZEV credits each manufacturer will need in CA and the S177 
ZEV states for the two years being modeled in OMEGA (MY2021 and MY2025). 

2) Develop a nominal BEV electric range (described in Table 4.33) and a nominal PHEV set 
of electric range characteristics (described in Table 4.34) that are projected to be representative 
of BEV and PHEV capability in the MY2021-2025 time frame.  The range and characteristics 
are then used to determine how many ZEV credits each vehicle will generate. 

3) Calculate the incremental ZEV credits needed beyond those generated by any ZEVs 
already included in the OMEGA reference fleet projections and expected to be sold in CA and 
the S177 ZEV states.   

4) Determine how many incremental BEVs and PHEVs each manufacturer will need to sell to 
satisfy their ZEV credit obligations for MY2021 and MY2025. 

4.1.4.2.2 ZEV Credit Requirement 

Each manufacturer’s ZEV credit obligation is calculated by multiplying its projected total 
light duty vehicle sales in CA and S177 ZEV states by the ZEV credit percentage required (see 
Table 4.34 below).  The total projected CA and S177 ZEV states sales volume for each 
manufacturer was calculated by multiplying the manufacturer-specific reference fleet national 
sales volumes in OMEGA by the current (MY 2014) CA and S177 ZEV states sales volume 
ratio.  For example, if manufacturer “A” is projected to sell 250,000 vehicles nationally in MY 
2021, and it’s MY 2014 CA and S177 ZEV state sales are 40 percent of its national sales, its 
projected MY 2021 CA and S177 ZEV state sales would be 100,000 (250,000*40%).   Although 
the regulation has flexibilities in the technologies a manufacturer may use to generate credits, 
there is a cap on the portion of the credits that can be satisfied with PHEVs as identified in Table 
4.34.  For example, if manufacturer “A” sells 100,000 vehicles in CA and the S177 ZEV states in 
2021, it is required to generate 12,000 ZEV credits (100,000*12%) in 2021 and, of those 12,000 
ZEV credits, only 4,000 (100,000*4%) can come from PHEVs.  For the purpose of this analysis, 
manufacturers are projected to comply with the ZEV requirements by maximizing their ZEV 
credits earned using PHEVs and using BEVs to generate the remaining credits.   

Table 4.34  ZEV Regulation Credit Requirements 

 ZEV Credit Requirements 

 2018 2019 2020 2021 2022 2023 2024 2025 

Total ZEV 
Credit 

Required 
4.50% 7.00% 9.50% 12.00% 14.50% 17.00% 19.50% 22.00% 

Max. 
Credits 
From 
PHEVs 

2.50% 3.00% 3.50% 4.00% 4.50% 5.00% 5.50% 6.00% 
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4.1.4.2.3 Projected Representative of PHEV and BEV Characteristics for MY2021-2025 

The first step to calculate the number of ZEVs needed in the projected fleet to meet the 
manufacturer’s credit obligation is to determine the type of vehicles that will be used to comply 
with the regulation.  The primary characteristic for determining ZEV credits per vehicle is the 
urban dynamometer driving schedule (UDDS) test cycle range for BEVs and the UDDS test 
cycle “equivalent all electric range” for PHEVs.W  Given that these would be future vehicles for 
which actual specifications are not yet known, assumptions were made regarding what future 
range(s) might be in the MY 2021 and MY 2025 timeframe.  Further simplifications of such 
projections were also necessary to fit within the existing model framework of OMEGA including 
baseline vehicles and technology packages.  These simplifications include the use of a single 
nominal BEV range and a single nominal PHEV range for all manufacturers and all vehicle 
classes with characteristics projected to be representative of BEVs and PHEVs in the MY2021 to 
2025 timeframe.  Given these constraints, this projection reflects a scenario for minimum 
compliance with the ZEV regulation using a representative nominal BEV and PHEV but not a 
‘likely’ scenario that might reflect a wide variety of different ranges of PHEV and BEV offerings 
across manufacturers, vehicle classes, and model years or the inclusion of FCEVs that have 
already begun to enter the market. 

To develop the nominal BEV and PHEV electric range, staff first looked at the relative impact 
of battery pack costs for a variety of battery costs (dollars per kilowatt-hour (kWh)).  For this 
simplified analysis, vehicle energy consumption was assumed to be constant for all vehicle 
types; therefore all-electric vehicle range and battery pack size increase proportionally.  The 
relative costs to achieve longer range were then compared to the number of ZEV credits earned 
for the increased range.  The qualitative results are shown in Figure 4.4.  As the figure shows, 
building individual BEVs with a longer range directionally results in a lower cost per ZEV credit 
earned (i.e., satisfying the ZEV credit obligation with fewer long range BEVs is directionally 
more cost-effective than using a larger volume of shorter range BEVs).  And, as Figure 4.4 
illustrates, the relative impact is even larger at lower battery costs.  Accordingly, the nominal 
BEV and PHEV packages targeted longer range variants of both types of ZEVs rather than 
multiple variants of shorter and longer range vehicles.  Note that the range of battery costs used 
in the figure (from $150/kWh to $300/kWh in the 2021-2025 time frame) is consistent with the 
projections of the EPA battery costing analysis for PHEVs and BEVs as shown in Tables 5-84 
through 5-88.  The reasonableness of EPA's projected costs used in both the 2012 FRM and this 
Draft TAR is supported elsewhere, particularly in Section 5.2.4.4.9 where we evaluate the 2012 
FRM battery cost projections, and in Section 5.3.4.3.7.6 where we discuss Draft TAR battery 
cost projections. 

                                                 
W As defined in "California Exhaust Emission Standards and Test Procedures for 2018 and Subsequent Model Zero-

Emission Vehicles and Hybrid Electric Vehicles, in the Passenger Car, Light-Duty Truck and Medium-Duty 
Vehicle Classes," adopted March 22, 2012, last amended May 30, 2014. 
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Figure 4.4  Relative Cost of ZEV Credits for Different Ranges and Battery Costs 

The projected range for the nominal BEV and PHEV in the MY2021 to 2025 timeframe was 
developed assuming a constant improvement from the current sales-weighted average range.  
The MY2014 BEV sales-weighted label range is ~156 miles, as shown in Table 4.33 below; for 
MY2014 PHEVs, the sales-weighted label electric range is ~26 miles as shown in Table 4.36. 
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Table 4.35  Range Characteristics of BEVs for MY2014 

Brand Model EPA Label All-electric 
Range (miles) 

BMW i3 81 

Chevrolet Spark EV 82 

Fiat 500e 87 

Ford Focus Electric 76 

Honda Fit EV 70 

Mercedes-Benz Smart fortwo Convertible 68 

Mercedes-Benz Smart fortwo Coupe 68 

Mitsubishi i-MiEV 50 

Nissan Leaf 84 

Tesla Model S 60 200 

Tesla Model S 85 270 

Tesla Model S AWD (P85D) 270 

Toyota RAV4 EV 80 

Sales-Weighted Average Range (Label Miles) 155.5 

 

Table 4.36  Range Characteristics of PHEVs for MY2014 

Brand Model EPA Label All-electric 
Range (miles) 

Ford C-Max Energi 21 

Ford Fusion Energi 21 

Cadillac ELR  37 

Chevrolet Volt 38 

Honda Accord Plug-In 13 

Toyota Prius Plug-In 11 

Sales-Weighted Average Range (Label Miles) 26.2 

 

For this analysis, the range for future vehicles was estimated to increase at a rate of 5 percent 
per year until the sales-weighted range reaches 245 miles which correlates to the maximum 
number of ZEV credits earned by any one vehicle.  While manufacturers are not expected to 
actually redesign vehicles to increase the range every year or to cap the range when they reach 
the 245 mile range, this rate of annual improvement is consistent with the improvements 
manufacturers have been making over more discrete intervals such as redesigns, refreshes, or 
other updates.  For example, new or updated model introductions and announcements for the 
Ford Focus EV, VW e-Golf, Nissan Leaf, Tesla Model S, Tesla Model 3, GM Bolt EV, GM 
Volt, and BMW i3 have all included increased range compared to their predecessors.  The 5 
percent rate of growth is an estimated average of both longer and shorter range vehicles.  It is not 
expected that BEVs with 200+ miles of range, such as some Teslas, will increase their range as 
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quickly as shorter range vehicles such as the BMW i3.  This is supported by the 2.5 percent per 
year increase observed in the Model S (85 to 90 kW-h) compared to the 9 percent per year 
increase seen by the GM Volt and the BMW i3.  Additionally, while some OEMs may continue 
offering BEVs with lower ranges, these may be offset by longer range offerings such as 
hydrogen fuel cell electric vehicles (FCEV) like those announced by Toyota and Honda with 
ranges that well exceed 200 miles.   

Given that the time period of interest for the midterm evaluation is MY2021-2025 and that the 
ZEV requirements increase annually, a nominal range for the single BEV variant to be used for 
all model years was determined by calculating the sales-weighted average for the years being 
evaluated.  Table 4.37 combines the results from Table 4.33 for average electric range with the 
projected BEV sales for MY 2021-2025 to calculate a sales-weighted average BEV for MYs 
2021-2025.  The sales-weighted average was calculated as 237 miles.  Although this projection 
results in an estimated 237 mile range, a final range of 200 miles was chosen to account for a 
potential slower-than-historical increase in range and to be consistent with an existing 
technology package in OMEGA.  A 200 mile label range is reasonable given recent 
announcements in this magnitude for the Tesla Model 3, GM Bolt EV, and an announced future 
Ford BEV which will all be available prior to MY2021.  ZEV credits are generated based on 
UDDS range, not label range, and a review of current certified BEVs indicates a UDDS range to 
label range correction factor of between 0.65 and 0.76.  For this analysis, a value of 0.7 was used 
for the nominal BEV.  As a result, for the model years being evaluated, all BEV200s are 
assumed to have a label range of 200 miles and a UDDS range of 286 miles which generates 
3.36 ZEV credits per vehicle. 

Table 4.37  Projected Sales Weighted BEV Range for MY2021-2025 

Model year EV real-world range BEV sales 
(% of whole fleet) 

BEV sales  
(% of 2021-2025 

cumulative sales) 

2021 218.1 2% 14% 

2022 229.0 3% 17% 

2023 240.5 3% 20% 

2024 245.0 4% 23% 

2025 245.0 4% 26% 

  Range Based on Sales 
Weighting MY2021-2025 

237.5 

 

The projected ranges for PHEVs in the MY2021-2025 time frame were calculated in a similar 
manner to the BEV ranges with one minor difference.  PHEVs generate credits based not only on 
electric range on the UDDS cycle but also on the ability to drive all electrically for at least 10 
miles of the US06 supplemental FTP test cycle.  PHEVs that can meet this US06 criterion earn 
an additional 0.2 credits per vehicle.  While the reality is that motor, inverter, and battery pack 
sizing along with the powertrain architecture all play a role in determining whether a PHEV can 
meet this criterion, for this analysis, the ability to meet it was assumed to increase linearly for 
vehicles with electric range from 20 to 40 miles (i.e., 0 percent of PHEVs with 20 mile range, 50 
percent of PHEVs with a 30 mile range, and 100 percent of PHEVs with 40 mile range can meet 
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the US06 criterion).  The analysis summarized in Table 4.38 shows that, for MY2021-2025, the 
sales-weighted average PHEV is projected to have a range of about 41 miles which was rounded 
down to a final range of 40 miles to be consistent with an existing PHEV40 technology package 
in OMEGA.  A PHEV40 is assumed to be 100 percent US06 capable so it generates 1.07 credits 
per vehicle after adjusting from a 40 mile label range to an equivalent UDDS range and 
including the additional credits for US06 capability.  For perspective, the newly revised MY2016 
GM Volt already exceeds this capability and other manufacturers are expected to further increase 
their range and capability over the next 5-9 years. 

Table 4.38  Projected Sales Weighted PHEV Range and US06 Capability for MY2021-2025 

Model year 
EV real-world 

range 
PHEV sales 

(% of whole fleet) 

PHEV sales  
(% of 2021-2025 

cumulative sales) 

2021 36.8 4% 17% 

2022 38.6 4% 19% 

2023 40.6 5% 20% 

2024 42.6 5% 21% 

2025 44.7 5% 23% 

  
Range Based on Sales 
Weighting MY2021-

2025 
40.9 

 

4.1.4.2.4 Calculation of Incremental ZEVs Needed for ZEV Program Compliance 

Next, the number of ZEV credits that would be generated from vehicles already included in 
the projected reference fleet was subtracted from the total credit obligation.  Given the projected 
reference fleet only included national sales numbers for ZEVs, those numbers were first scaled to 
CA and S177 ZEV state sales using the current (MY2014) manufacturer-specific percentage of 
national ZEV sales in CA and the S177 ZEV states.  For this analysis, all manufacturers are 
projected to generate ZEV credits using the same nominal sales-weighted BEV and PHEV all 
electric ranges and each manufacturer is projected to fulfill their credit requirements without 
exercising any of the various additional flexibilities included in the ZEV regulation.  These 
earned credits were then subtracted from each manufacturer’s credit obligation to calculate the 
remaining incremental credits needed.  For example, if a manufacturer’s ZEV credit obligation 
for MY2021 is 12,000 credits and the original baseline projected 1000 BEV sales in CA and the 
S177 ZEV states, its incremental obligation is 8,640 ZEV credits (12,000 credits -1000 
vehicles*3.36 credits/vehicle). 

Finally, the incremental credits needed were translated to the number of additional PHEV and 
BEV sales for each manufacturer.  For this analysis, it was assumed that each manufacturer 
would satisfy the maximum amount of ZEV credits allowed with PHEVs and the remaining 
portion with BEVs so both the ZEVs in the original reference fleet and those incrementally 
added take this PHEV limitation into account.  No ZEV credit trading and banking was included 
in this analysis; each manufacturer was assumed to meet its ZEV obligation in MY2021 and 
MY2025 with vehicles produced for those model years.  An example analysis can be found in 
Table 4.39 and Table 4.40.  For the projected sales volumes used in this draft TAR, the overall 
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effect of the ZEV regulation is an addition of approximately 220,000 and 420,000 ZEVs in the 
reference fleet for model years 2021 and 2025, respectively.  This increases the percent of ZEVs 
in the OMEGA reference fleet from 1.0 percent of national sales to 1.7 percent in MY2021, and 
1.2 percent to 3.0 percent in MY2025. 
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Table 4.39  Incremental PHEV40s and BEV200s needed in MY2021 

  Reference Fleet Characteristics Total ZEVs Needed Incremental ZEVs Needed 

Row Labels 

Sum of 
Annual 
Sales - 
Cycle 1 

National 
BEV200 

sales 

National 
PHEV40 

sales 

%CA+S177  
BEV and 
PHEV40  

% Total 
Sales in 

CA+S177 

CA+S177 
BEV200 

sales 

CA+S177  
PHEV40 

sales 

TOTAL 
BEV200 

Sales 
Needed 
CA+S177 

TOTAL 
PHEV sales 
CA+S177 

Incremental 
BEV 

Incremental 
PHEV40s 
needed 

BMW 409349 3273 8898 66% 48.0% 2144 5828 4687 7342 2543 1514 

FCA 2051806 6909 0 100% 21.0% 6909 0 10256 16068 3347 16068 

Ford 2294695 1355 7239 67% 20.9% 901 4814 11438 17919 10537 13105 

GM 2536385 600 26470 62% 18.0% 372 16411 10868 17027 10496 616 

Honda 1546336 11 744 96% 38.3% 10 714 14095 22083 14085 21369 

Hyundai/Kia 1269224 0 0 81% 26.4% 0 0 7978 12499 7978 12499 

JLR 127650 0 0 0% 39.2% 0 0 1192 1868 1192 1868 

Mazda 357020 0 0 0% 33.9% 0 0 2885 4520 2885 4520 

Mercedes-
Benz 386483 3944 0 88% 47.3% 3471 0 4359 6829 888 6829 

Mitsubishi 76422 1344 0 35% 24.1% 471 0 439 688 0 590 

Nissan 1327567 8201 0 40% 30.0% 3239 0 9485 14860 6246 14860 

Subaru 608009 0 0 0% 36.3% 0 0 5263 8245 5263 8245 

Tesla 86636 86636 0 56% 56.8% 48083 0 1172 1836 0 0 

Toyota 2158650 1418 10898 97% 34.4% 1368 10516 17697 27726 16329 17210 

Volkswagen 768613 0 0 98% 36.0% 0 0 6599 10339 6599 10339 

Volvo 87030 0 0 0% 38.3% 0 0 794 1244 794 1244 

Grand Total 16091875                     
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Table 4.40  Incremental PHEV40s and BEV200s needed in MY2025 

  Reference Fleet Characteristics Total ZEVs Needed Incremental ZEVs Needed 

Row Labels 

Sum of 
Annual 
Sales - 
Cycle 1 

National 
BEV200 

sales 

National 
PHEV40 

sales 

%CA+S177  
BEV and 
PHEV40  

% Total 
Sales in 

CA+S177 

CA+S177 
BEV200 

sales 

CA+S177  
PHEV40 

sales 

TOTAL 
BEV200 

Sales 
Needed 
CA+S177 

TOTAL 
PHEV sales 
CA+S177 

Incremental 
BEV 

Incremental 
PHEV40s 
needed 

BMW 425859 3859 11104 66% 48.0% 2527 7273 9751 11458 7224 4184 

FCA 2093010 6678 0 100% 21.0% 6678 0 20925 24586 14247 24586 

Ford 2218913 1460 7180 67% 20.9% 971 4775 22120 25991 21149 21217 

GM 2567898 768 28546 62% 18.0% 476 17698 22007 25858 21530 8159 

Honda 1582821 11 834 96% 38.3% 11 800 28856 33906 28845 33106 

Hyundai/Kia 1311846 0 0 81% 26.4% 0 0 16492 19378 16492 19378 

JLR 120699 0 0 0% 39.2% 0 0 2255 2649 2255 2649 

Mazda 373995 0 0 0% 33.9% 0 0 6045 7103 6045 7103 

Mercedes-
Benz 396540 5065 0 88% 47.3% 4457 0 8945 10511 4488 10511 

Mitsubishi 92453 1477 0 35% 24.1% 517 0 1063 1249 546 1249 

Nissan 1369960 8523 0 40% 30.0% 3367 0 19576 23002 16210 23002 

Subaru 643404 0 0 0% 36.3% 0 0 11138 13087 11138 13087 

Tesla 103502 103502 0 56% 56.8% 57444 0 2800 3291 0 0 

Toyota 2205054 1616 10878 97% 34.4% 1559 10497 36156 42483 34596 31986 

Volkswagen 823330 0 0 98% 36.0% 0 0 14138 16612 14138 16612 

Volvo 90151 0 0 0% 38.3% 0 0 1645 1933 1645 1933 

Grand Total 16419435                     
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4.2  Development of the CAFE Light Duty Analysis Fleet 

4.2.1 Why did NHTSA Develop the Analysis Fleet? 

In considering potential new CAFE standards, NHTSA considers manufacturers’ potential 
responses to those standards.  To do so, NHTSA uses a modeling system—often referred to as 
“the CAFE model” or “the Volpe model”—developed by DOT’s Volpe National Transportation 
Systems Center (Volpe Center).  NHTSA’s CAFE model relies on many inputs, including an 
analysis fleet.  The analysis fleet is a forecast of the future vehicle market—defined in terms of 
specific manufacturers, vehicle models, and vehicle model configurations—during the model 
years to be covered in the analysis.  As such, the analysis fleet provides a starting point for 
NHTSA’s analysis. 

The fleet used for today’s analysis is the set of vehicles offered for sale in 2015MY, with 
individual vehicle models described by attributes like vehicle specifications, technology features, 
and sales volumes.  The analysis fleet also covers fleet mix and fuel consumption.  Once the 
analysis fleet is defined, NHTSA estimates how each manufacturer could potentially deploy (not 
“should,” “must,” or “will” deploy) additional fuel-saving technology in response to a given 
series of attribute-based standards.  With a representative analysis fleet, NHTSA tracks the 
application of technology that may benefit fuel economy and CO2 emissions in the current fleet.  
When NHTSA accounts for how manufacturers may improve fleet fuel economy with additional 
technology, a representative analysis fleet prevents the CAFE model from “double counting” the 
benefits of a technology.  The model does not allow technology to be added to a vehicle already 
equipped with that technology.  Beyond the current fleet, the model also uses projections of 
future sales from MYs 2016-2030.  Details appear in the input file.  The analysis fleet grounds 
assumptions about vehicle sales and technology proliferation and helps NHTSA understand 
potential pathways to compliance for attribute-based standards.  

The structure of the analysis fleet file includes vehicle models sold that year, listed by row.  
For each vehicle row, the columns list observable and assignable attributes, including technology 
used, sales volumes, vehicle platform, and other inputs for the CAFE model.  As discussed 
below, the basic data for vehicle configurations are provided by each manufacturer.  In many 
cases, manufacturers provided details about technologies, platforms, engines, transmissions, and 
other vehicle information.  In some cases, the model required information that was not 
volunteered by manufacturers.  In these instances, NHTSA/Volpe supplemented the analysis 
fleet file with information available from commercial and public sources.   

4.2.2 How the MY2015 Analysis Fleet Was Developed 

4.2.2.1 Background 

In CAFE rulemakings since 2001, NHTSA has used either confidential, forward-estimating 
product plans from manufacturers or publicly available data on vehicles already sold.  These two 
sources present a tradeoff: confidential product plans provide a comprehensive representation of 
what vehicles a manufacturer expects to produce in coming years, accounting for plans to 
introduce new vehicles and fuel-saving technologies and, for example, plans to discontinue other 
vehicles and even brands.  However, for competitive reasons, most of this information is 
provided on a confidential basis and must be redacted prior to publication with rulemaking 
documentation.  Since 2010, NHTSA has based its analysis fleets almost exclusively on 
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information from commercial and public sources.  Therefore, unlike an analysis fleet based 
primarily on confidential business information (CBI), an analysis fleet based primarily on public 
sources can be released to the public, allowing any interested parties to reproduce NHTSA’s 
analysis.  However, being “anchored” in an earlier model year, such an analysis fleet holds 
vehicle characteristics unchanged over time and may not reflect manufacturers’ actual plans to 
apply fuel-saving technologies (e.g., a manufacturer may apply turbocharging to improve not just 
fuel economy, but also to improve vehicle performance), or manufacturers’ plans to change 
product offerings by introducing some vehicles and brands and discontinuing other vehicles and 
brands.  For example, in the 2012-2016 Final Rule the 2008 Model Year fleet was used, while 
for the 2017-2025 Final Rule both the 2008 and 2010 Model Year fleets were used.  In addition 
to reflecting the near dissolution of Chrysler due to market turmoil in that year, the 2008-based 
fleet included a significant proportion of models and brands discontinued between 2008 and 
2010. 

4.2.3 NHTSA Decision to use 2015 Foundation for Analysis Fleet 

NHTSA chose to use the 2015 model year as the foundation for today’s analysis fleet because 
the data include the most recent possible mix of commercially available technologies and vehicle 
configurations, and the data may be made available to the public.  If NHTSA began with 
information from an earlier model year, the information could be disclosed, but the analysis fleet 
would neither include new vehicles recently introduced (e.g., the Ford F-150 that was redesigned 
for 2015), nor would the data include the most recent estimated sales mix.  If NHTSA used 2016 
model year data, the agency would have needed to use product planning information that could 
not be made available to the public. 

Although model year 2015 vehicles were still in production when DOT staff compiled 
available information regarding the 2015 fleet, such that final production and fuel economy 
values may be slightly different for specific model year 2015 vehicle models and configurations 
than are indicated in today's analysis, other vehicle characteristics (e.g., footprint, curb weight, 
technology content) important to DOT's analysis should ultimately be the same or virtually the 
same as indicated here.  Although final CAFE compliance data is available for earlier model 
years, even that data can be subject to later revision (e.g., if errors in fuel economy tests are 
discovered).  In any event, considering also the range of important changes in model year 2015 
(discussed below) to product offerings, DOT's judgment is that using available data regarding the 
2015 model year provides the most realistic characterization of the 2015 market.  Insofar as 
future product offerings are likely to be more similar to vehicles produced in 2015 than to 
vehicles produced in earlier model years, DOT's judgment is further that using available data 
regarding the 2015 model year provides the most realistic publicly releasable foundation for 
constructing a forecast of the future vehicle market. 

NHTSA will consider options regarding the set of vehicles upon which to base development 
of the analysis fleet to be used for subsequent modeling to evaluate potential new CAFE 
standards.  For example, one option will be to rely primarily on model year 2015 data, making 
updates to reflect final production volumes giving the actual sales of each model and any other 
new information about characteristics of specific vehicles.  Another option will be to develop an 
updated analysis fleet based on any information that can be obtained regarding, for example, 
vehicles produced in the 2016 model year.  NHTSA seeks comment on these and any other 
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options, and on the tradeoffs between, on one hand, fidelity with manufacturers’ actual plans 
and, on the other, the ability to make detailed analysis inputs and outputs publicly available. 

4.2.4 Developments in 2015 

Many new, technologically advanced models were introduced in 2015 Model Year.  For 
instance, Ford released an aluminum-bodied F150.  Acura, BMW, Hyundai, Kia, Lexus, Porsche, 
and Volkswagen released new hybrid, plug-in hybrid, and alternative fuel vehicles.  
Additionally, manufacturers redesigned many high-volume vehicles for the 2015 model year.   

The following list includes new vehicles, significantly refreshed vehicles, and discontinued 
vehicles for 2015: 

Table 4.41  Summary of Portfolio Revisions by Manufacturer. 

Manufacturer New Model Entrants (2015) Significant Redesigns (2015) Retired Models 

BMW 

2-Series  3-Series 

  

235i X3 

4-Series, M4 X6 

i3   

i8   

X4   

Daimler Mercedes GLA Mercedes C-Class   

FCA 

Alfa Romeo 4C Dodge Charger Chrysler 200 

Ram Promaster  Dodge Challenger Dodge Avenger 

Jeep Renegade     

Ford 

Lincoln MKC Ford F-150 Ford E-150 

Ford Transit Wagon  Ford Expedition Ford E-250 

  Ford Mustang, 2.3L Ford E-350 

  Lincoln Navigator   

General Motors 

Cadillac ATS, coupe Cadillac Escalade 

  
Chevrolet City Express Chevrolet Tahoe 

Chevrolet Colorado Chevrolet Suburban 

Chevrolet Impala, CNG GMC Yukon 

 Chevrolet Trax    

 GMC Canyon    

Honda 

Acura RLX, hybrid 

Honda CRV 

Acura ILX, hybrid 

Acura TLX Acura TL 

Honda Fit Acura TSX 

  Honda Insight 

  Honda Accord, PHEV 

  Honda Fit, EV 

  Honda FCX Clarity 
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  Honda Ridgeline 

Hyundai Kia 

Hyundai Tucson, Fuel Cell 

    Kia K900 

Kia Soul, EV 

JLR   Land Rover LR2   

Mazda       

Mitsubishi     Mitsubishi i-MiEV 

Nissan Infiniti Q40 
Nissan Murano Nissan Cube 

Infiniti QX70 Nissan Maxima 

SUBARU Subaru WRX 
Subaru Legacy 

Subaru Tribeca 
Subaru Outback 

Tesla   Tesla Model S, AWD   

TOYOTA 

Lexus NX 

  

Scion xD 

Lexus RC Toyota FJ 

  Toyota Rav4, EV 

Volvo       

VWA 

Audi A3, Diesel 

Volkswagen Golf Volkswagen Routan 
Volkswagen e-Golf 

Porsche 918 Spyder 

Porsche Cayenne, HEV 

 

4.2.5 Manufacturer-Provided Information for 2015 

In 2015, NHTSA/Volpe Center staff worked with the Alliance of Automobile Manufacturers 
and the Association of Global Automakers to invite individual manufacturers to provide 
information on the 2015 model year fleet, including a range of vehicle characteristics, as well as 
mid-model year estimates of 2015 production volumes.  In April 2015, NHTSA/Volpe Center 
staff provided a template of the input file for the CAFE model, indicating relevant characteristics 
of vehicles, engines and transmissions.  By fall 2015, virtually all manufacturers provided 
extensive included fuel type, combined fuel economy, regulatory class, body style, footprint, 
curb weight, powertrain specifications and features, and sales volumes.  Many manufacturers 
provided substantially more information about their vehicles, including drag coefficient, peak 
power and torque, and other specific technologies applied.  NHTSA/Volpe Center staff contacted 
manufacturers to clarify and correct some information, and integrated the information into a 
single input file for use in the CAFE model. 

NHTSA seeks information that could be used to refine its representation of the 2015 fleet, or 
to develop a similarly-detailed representation of a more recent fleet. 
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4.2.6 Other Data 

4.2.6.1 Redesign/Refresh Schedules 

Redesign schedules play an important role in the application of new technologies.  Many 
technologies that may improve fuel economy or reduce CO2 emissions may be difficult to 
include without a major product redesign.  Therefore, the CAFE model includes redesign 
schedules as an input, and the model limits the introduction of most technologies on a vehicle to 
major redesign years or refresh years.  In addition to nameplate refresh and redesign schedules, 
the CAFE model also accounts for platform refresh and redesign schedules. 

NHTSA did not request future product plans from manufacturers.  NHTSA used information 
from Ward’s Automotive and other sources to project redesign cycles through 2022.  For years 
2023-2030, NHTSA extended redesign schedules based on Ward’s projections, segment, and 
platform history, and anticipated competitive pressures.  For some products with a history of 
extended production runs, NHTSA/Volpe Center staff estimated that the duration between future 
major redesigns could be shortened by a year or two. 

In some cases, NHTSA judged the Ward’s data to be incomplete, or misleading.  For instance, 
Ward’s identified some newly imported vehicles as new platforms, but the international platform 
was midway through the product lifecycle.  While new to the U.S. market, treating these vehicles 
as new entrants would have resulted in artificially short redesign cycles if carried forward, in 
some cases.  Similarly, Ward’s labeled some product refreshes as redesigns, and vice versa.  In 
these limited cases, NHTSA revised the Ward’s forecast to reflect more realistic redesign and 
refresh schedules, for the purpose of the CAFE model. 

Table 4.42  Estimated Average Production Life For Freshly Redesigned Vehicle, By Manufacturer, By 
Segment. 

  
Small Car 

Medium 
Car 

Small 
SUV 

Medium 
SUV 

Pickup 

BMW 5.8 6.5 6.0 5.6   

Daimler 7.1 6.2 5.6 5.4  

FCA 5.5 6.7 7.0 6.8 8.1 

Ford 7.9 6.5 8.6 7.5 5.9 

General Motors 5.5 6.1 5.1 7.2 4.4 

Honda 4.9 4.7 4.5 5.9   

Hyundai Kia 5.0 4.9 5.3 6.3   

JLR 7.3 7.6 6.6 6.3 6.3 

Mazda 6.5 4.2 5.0 6.3   

Mitsubishi 5.7   9.6     

Nissan 6.0 7.1 7.7 6.1 9.7 

SUBARU 5.0 5.3 5.1     

Tesla           

TOYOTA 5.6 6.4 5.8 6.3 9.5 

Volvo   8.3 8.3 8.3   

VWA 7.8 7.0 6.7 6.9   
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NHTSA Seeks Information that could be used to refine its Representation of the Future 
Schedules for Freshening and Redesigning Specific Vehicles. 

4.2.6.2 Technologies 

Manufacturers can add technology to a vehicle to improve fuel economy.  Each technology 
may be more or less effective in reducing fuel consumption, depending on complementary 
equipment and vehicle attributes.  As discussed below, Argonne National Laboratory supported 
NHTSA’s analysis by using Autonomie—Argonne’s full vehicle simulation tool—to estimate 
the impact of a wide range of potential combinations of different technology, producing a 
database of results informing inputs to the CAFE model.  The CAFE model uses these inputs to 
estimate the potential benefits of applying specific combinations of technologies to specific 
vehicles in the analysis fleet.   

The analysis fleet includes many technologies, including vehicle technologies, engine 
technologies, and transmission types.  For instance, vehicle technologies include mass reduction, 
aerodynamic drag reduction, low rolling resistance tires, and others.  Engine technologies cover 
core powertrain technologies.  Internal combustion engines have attributes for fuel type, engine 
aspiration, valvetrain configuration, compression ratio, number of cylinders, size of 
displacement, and others.  Hybrid and electric powertrains are also described in tiers.  
Transmission technologies include arrangements like manual, 6-speed automatic, 8-speed 
automatic, continuously variable transmission, and dual-clutch transmissions.  With a portfolio 
of descriptive technologies, NHTSA can summarize the analysis fleet, and project how vehicles 
in that fleet may improve over time via the application of advanced technology. 

In many cases, technology is clearly observable, but in some cases technology levels less 
discrete in nature.  For the latter, like tiers of mass reduction, NHTSA conducted careful analysis 
to describe the level of technology already used in a given vehicle.  Similarly, NHTSA uses 
engineering judgement to determine if higher mass reduction tiers may be used practicably and 
safely in a given vehicle. 

Most manufacturers provided a summary of observable technology used in each of their 
vehicles.  In some cases, NHTSA/Volpe supplemented supplied information with data available 
to the public, typically from manufacturer media sites.  In limited cases, manufacturers did not 
supply adequate information, and NHTSA/Volpe Center staff used information from commercial 
and publicly available information. 

4.2.6.3 Engine Utilization 

Manufacturers submitted many details about engines and transmissions to NHTSA.  NHTSA 
used submissions to understand the current level of technology in the fleet and to estimate 
powertrain families. 

NHTSA catalogued engine and transmission specifications as part of the CAFE model input.  
For engines, NHTSA recorded number of cylinders, displacement, valvetrain configuration, 
aspiration, fuel type, compression ratio, power output, and others.  For transmissions, NHTSA 
recorded number of forward gears, automatic or manual, driveline configuration (front-wheel 
drive, rear-wheel drive, all-wheel drive), and others.  With an index of current equipment in the 
fleet, the CAFE model can project pathways for manufacturers to adapt and to adopt 
technologies and comply with regulations. 
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Similar to vehicle platforms, the CAFE model considers engine platforms.  Manufacturer 
submissions varied widely in the degree to which engines were identified as unique, shared, or 
sharing common components.  In some cases, manufacturers designated each engine in each 
application as a unique powertrain.  For instance, a manufacturer may have listed two engines for 
a pair that share designs for the engine block, the crank shaft, and the head because the accessory 
drive components, oil pans, and engine calibrations differ between the two.  In practice, many 
engines share parts, tooling, and assembly resources, and manufacturers often coordinate design 
updates between two similar engines.  For the all engine portfolios, NHTSA/Volpe Center staff 
tabulated engine families.  By grouping engines together, the CAFE model explores future 
product portfolios with reasonable powertrain complexity.    

NHTSA assigned engines to families based on data driven criteria.  If engines share a 
common cylinder count and configuration, valvetrain, and fuel type NHTSA considered 
grouping engines together.  Additionally, if the compression ratio, horsepower, and displacement 
differed by no more than 15 percent, the engines were considered to be the same for the purposes 
of redesign and sharing.  Similarly, in some cases NHTSA consolidated the number of 
transmission designs for a manufacturer.  As a result, for manufacturers that submitted highly 
atomized engine and transmission portfolios, there is a practical cap on powertrain complexity 
and the ability of the manufacturer to optimize (a.k.a. “right size”) engines perfectly for each 
vehicle configuration.    

4.2.7 Estimated Technology Prevalence in the MY2015 Fleet 

The following tables show the estimated prevalence of major technologies, by sales volume 
weighting, in the MY2015 Light Duty analysis fleet.  Numbers provided may differ from actual 
penetration rates based on projected sales and technology take rates.  Separate tables cover 
conventional engine technologies, electrification technologies, and transmission technologies.   



Baseline and Reference Vehicle Fleets 

4-60 

Table 4.43  Engine Technologies by Manufacturer. 

Manufacturer Diesel DOHC VVT VVL SGDI Cylinder 
Deactivation 

Turbo- or Super- 
Charging 

BMW 4 100 96 95 95 0 100 

Daimler 5 99 79 0 93 0 69 

FCA 3 68 96 18 0 14 6 

Ford 0 100 100 0 61 0 43 

General Motors 0 64 91 7 87 38 11 

Honda 0 51 51 100 48 32 0 

Hyundai Kia 0 100 100 0 85 1 1 

Jaguar / Land Rover 0 100 100 0 100 0 100 

Mazda 0 100 100 92 86 0 0 

Mitsubishi 0 89 98 11 0 0 3 

Nissan 0 100 100 6 3 0 2 

Subaru 0 100 100 0 4 0 4 

Tesla - - - - - - - 

Toyota 0 100 99 1 5 0 1 

Volvo 0 100 100 0 37 0 92 

VWA 14 100 81 30 81 2 87 

Light Duty Fleet 1 85 92 19 45 12 17 

 

Few manufacturers rely on diesel engines for a large portion of sales.  All manufacturers have 
deployed DOHC and VVT across the majority of the light duty fleet.  Adoption of VVL, SGDI, 
cylinder deactivation, and air intake charging vary widely across the fleet and across 
manufacturers. 
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Table 4.44  Electrification Technologies by Manufacturer. 

Manufacturer SS12V BISG / CISG SHEV PHEV EV 

BMW 93 0 0 0.1 0.1 

Daimler 85 0 0 0 0.8 

FCA 0 0 0 0 0.5 

Ford 0 0 2 0.7 0.1 

General Motors 7 0.1 0 0.5 0.1 

Honda 0 0 1 0 0 

Hyundai Kia 0 0 2 0 0.1 

Jaguar / Land Rover 92 0 0 0 0 

Mazda 0 0.5 0 0 0 

Mitsubishi 0 0 0 0 0 

Nissan 0 0 0 0 1.2 

Subaru 0 0 2 0 0 

Tesla - - - - 100 

Toyota 0 0 9 0.2 0 

Volvo 0 0 0 0 0 

VWA 0 0 0 0.3 0.5 

Light Duty Fleet 6 0 2 0.2 0.4 

 

Many manufacturers have offered some type of alternative, electric powertrain to the market; 
however, electrification technologies currently have very modest market share.  A few 
manufacturers have reported use of 12V start-stop systems, but very few report use of BISG or 
CISG systems.  Many manufacturers offer some combination of strong hybrids and plug-in 
hybrids, but only Toyota has sales in these categories approaching 10 percent of total sales 
volume.  Most manufacturers have dabbled with commercializing electric vehicles, but only 
Tesla remains fully committed to pure battery electric vehicle technology.  Vehicles with 
electrification technologies continue to form a small fraction of the total light duty fleet.   
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Table 4.45  Transmission Technology by Manufacturer. 

Manufacturer Manual CVT AMT or DCT Auto, 6+ speeds 

BMW 4 0 3 93 

Daimler 0 0 0 100 

FCA 3 1 1 94 

Ford 6 2 6 86 

General Motors 1 1 0 98 

Honda 3 63 1 33 

Hyundai Kia 2 0 2 96 

Jaguar / Land Rover 0 0 0 100 

Mazda 9 0 0 91 

Mitsubishi 8 90 0 3 

Nissan 2 83 0 15 

Subaru 7 93 0 0 

Tesla     

Toyota 1 16 0 83 

Volvo 0 0 0 100 

VWA 7 2 91 0 

Light Duty Fleet 3 20 4 73 

 

The biggest trend for transmissions is that manufacturers are offering more speeds in 
automatics.  Many six, seven, eight, and nine-speed automatic transmissions have entered the 
fleet, and manufacturers have announced publicly that ten-speed automatics will be widely 
available soon.  Manufacturers who have limited deployment of six speed or higher automatic 
transmissions have committed to continuously variable transmissions.  Despite the promise of 
high efficiency, early launches of dual-clutch transmissions have been plagued with drivability 
complaints, and the technology has seen limited application.  Manual transmissions remain a 
niche technology for specialty performance vehicles and entry level vehicle packages.  
Conventional transmissions with six or more speeds makeup approximately 73 percent of the 
2015 analysis fleet. 

4.2.8 Engine and Platform Sharing 

Over the past several decades, manufacturers have expanded product offerings to consumers 
at a rapid rate.  Manufacturers share and standardize components, systems, tooling, and assembly 
processes within their products (and occasionally with the products of another manufacturer) to 
cost effectively maintain vibrant portfolios.  A “platform” refers to engineered underpinnings 
shared on several differentiated products. 

4.2.8.1 Platform Sharing  

The concept of platform sharing has evolved with time.  Years ago, manufacturers rebadged 
vehicles and offered more exotic options on premium nameplates.  Today, manufacturers share 
parts across highly differentiated vehicles.  Engineers design chassis platforms with the ability to 
vary wheelbase, ride height, and even driveline configuration.  Assembly lines can produce 
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hatchbacks and sedans with large overlaps in manufacturing capacity.  Engines made on the 
same line may power small cars or mid-size sport utility vehicles.  Many manufacturers, 
including Ford, General Motors and Toyota have publicized strategies to reduce complexity with 
expanded use of common platforms.  Now, vehicles with different looks and different 
capabilities may share the same platform.  

Although NHTSA’s analysis, like past CAFE analyses, considers vehicles produced for sale 
in the U.S., the agency notes that these platforms are not constrained to vehicle models built for 
sale in the United States; many manufacturers have developed, and use, global platforms.  And 
the number of global platforms is shrinking across the industry.  Several automakers (for 
example, General Motors and Ford) either plan to, or already have, reduced their number of 
platforms to fewer than ten and account for the overwhelming majority of their production 
volumes on that small number of platforms. 

The CAFE model accounts for platform sharing and complexity management within the 
context of production for sale in the U.S.  The model restricts significant advances in some 
technologies, like major mass reduction, to major redesign years.  If one vehicle on the platform 
receives a treatment of technology, other vehicles on the platform also receive the technology as 
part of their next major redesign or refresh.  

4.2.8.2 Engine Sharing & Inheritance 

Similar to vehicle platforms, manufacturers create engines that share parts.  For instance, 
common engine block castings may be bored out with marginally different diameters to create 
engines with an array of displacements.  Head assemblies for different displacement engines may 
share many components across the engine family.  Crankshafts may be finished with the same 
tools, to similar tolerances.  One engine family may appear on many vehicles on a platform, and 
changes to that engine may or may not carry through to all the vehicles.  Some engines are 
applied across a range of vehicle platforms. 

The CAFE model currently accounts for sharing of engines by “truing up” technology among 
vehicles that share the same engine.  If such vehicles have different design schedules, and a 
subset of vehicles using a given engine add engine technologies in the course of a redesign or 
freshening that occurs in an early model year (e.g., 2018), other vehicles using the same engine 
“inherit” these technologies at the soonest ensuing freshening or redesign.  This is consistent 
with a view that, over time, most manufacturers are likely to find it more practicable to shift 
production to a new version of an engine than to indefinitely continue production of a “legacy” 
engine. 

The CAFE model does not currently attempt to simulate the potential that, having no further 
regulatory need to improve fuel economy, a manufacturer might shift the application of 
technologies that improve technical efficiency to favor performance rather than fuel economy.  
Therefore, the model’s representation of the “inheritance” of technology can lead to estimates 
that a manufacturer might eventually exceed fuel economy standards as technology continues to 
propagate across shared platforms and engines.  Historical CAFE compliance data shows 
examples of extended periods during which some manufacturers exceeded one or both standards.  
On the other hand, notwithstanding the potential that doing so would reintroduce complexity that 
would come at some cost (e.g., to replace a naturally aspirated engine with a smaller 
turbocharged engine, and subsequently split the newer engine into versions with multiple 
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displacements), NHTSA recognizes that buyers could continue to place enough value on vehicle 
performance and utility that a manufacturer would, having achieved compliance, take advantage 
of opportunities to cost-effectively shift technical capability in those directions.  Still, the 
prospect of “splintering” engines and platforms may limit the extent to which manufacturers 
attempt to finely balancing fuel economy and performance for each vehicle configuration. 

NHTSA will consider options to further refine its representation of sharing and inheritance of 
technology, possibly including model revisions to account for tradeoffs between fuel economy 
and performance when applying technology.  The agency seeks comments on the sharing- and 
inheritance-related aspects of its analysis fleet and the CAFE model, and information that would 
support refinement of the current approach or development and implementation of alternative 
approaches.    

4.2.9 Class Types and Assignment 

The CAFE model makes use of four distinct class assignments: Regulatory Class, Safety 
Class, Technology Class, and Technology Cost Class. 

4.2.9.1 Regulatory Class 

Regulatory Class is a straightforward classification by Passenger Car or Light Truck (PC or 
LT).  Assignment to PC or LT is defined by the criteria set forth in the corporate average fuel 
economy rules. 

4.2.9.2 Safety Class 

Each vehicle in the input fleet receives a Safety Class designation based on vehicle body style 
and vehicle weight.  NHTSA uses safety class to conduct safety analysis, discussed separately. 

4.2.9.3 Technology Class 

Technology Class maps vehicle models in the analysis fleet to a set of Argonne simulation 
results that provide effectiveness values for each technology.  Argonne currently supports five 
Technology Classes: (1) small car, (2) small SUV, (3) medium car, (4) medium SUV and (5) 
pickup.  NHTSA assigns technology classes in the following way: 

 All vehicles with Body Style = Pickup are classified as a Pickup.  All body-on-frame 
vehicles are classified as Pickups, so some Vans and SUVs appear in the Pickup 
technology class. 

 Big SUVs with unibody construction are medium SUVs.  Medium SUVs also include 
vehicles with van body styles and vehicles with minivan body styles.  Generally, SUVs 
with a larger than average footprint are designated medium SUVs.  

 The small SUV technology class includes all vehicles with a wagon body style.  In 
addition, SUVs that have a smaller than average footprint also earn a small SUV 
technology class assignment. 

 Passenger cars with a greater than mean footprint are medium cars.  The medium car 
technology class includes convertibles, coupes, hatchbacks, and sedans. 

 Passenger cars with a less than mean footprint are small cars.  The small car technology 
class includes convertibles, coupes, hatchbacks, and sedans. 
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4.2.9.4 Technology Cost Class 

Technology Cost Class accounts for costs that vary by engine configuration (e.g. SGDI, 
VVT), and therefore provides a code for the number of cylinders, banks, and whether or not a 
vehicle uses an OHV valve train configuration.  For example, 4C1B indicates an inline 4-
cylinder engine with a conventional valvetrain, while 8C2B_ohv indicates a V8 engine with an 
OHV valvetrain configuration. 

NHTSA seeks comment on this approach to grouping specific vehicles for these different 
analytical requirements, recommendations regarding any alternative approaches, and information 
that could be used to refine the assignment of specific vehicles to specific categories. 

4.2.10 Mass Reduction and Aero Application 

Unlike other technologies like valvetrain configurations or transmission arrangements, the 
degree of mass reduction already applied to a vehicle is not always straightforward to assign as a 
generic “level,” Vehicles with lower mass and less aerodynamic drag often have higher 
performance.  More so than other technologies, vehicle mass and aerodynamics are the product 
of hundreds of engineering decisions, material choices, design strategies and manufacturing 
approaches that together makeup a vehicle.  The utility a vehicle provides a customer affects a 
vehicle’s mass and aerodynamic characteristics: the general shape, number of openings, surface 
features of the car, and optional equipment factor into mass and aerodynamic performance. 

NHTSA recognizes that in many cases manufacturers have already implemented mass savings 
technologies and drag reductions on many of their 2015MY products.  As a result, not all 
vehicles in the analysis fleet have the same opportunities to further reduce mass and improve 
aerodynamic drag in future years.  To account for the diverse progress on mass reduction and 
aerodynamics among the analysis fleet, NHTSA assigned each vehicle a level of mass reduction 
and aerodynamic treatment relative to a baseline case.  NHTSA has adopted a relative 
performance approach to assess the application of mass reduction and aerodynamic technologies.             

4.2.10.1 Mass Reduction 

NHTSA developed cost curves for glider weight savings on baseline sedans and pick-ups.  In 
order for NHTSA’s cost curves to be used effectively in the NHTSA/Volpe model, vehicles in 
the analysis fleet must start at a position on the estimated cost curve that reflects the level of 
mass reduction technology currently used on the platform.  This section describes the assignment 
process and summarizes the mass reduction assignment results.    

NHTSA/Volpe Center staff developed regression models to estimate curb weights based on 
other observable attributes.  With regression outputs in hand, Volpe evaluated the distribution of 
vehicles in the analysis fleet.  Additionally, NHTSA/Volpe evaluated vehicle platforms based on 
the sales-weighted residual of actual vehicle curb weights vs. predicted vehicle curb weights.  
Based on the actual curb weights relative to predicted curb weights, NHTSA/Volpe assigned 
platforms (and the subsequent vehicles) a 2015MY mass reduction level. 

For the curb weight regressions, NHTSA/Volpe Center staff grouped vehicles in the analysis 
fleet into three separate body design categories for analysis: 3-Box, 2-Box, and Pick-up. 
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Table 4.46  Mass Reduction Body Style Sets 

3-Box 2-Box Pick-up 

Coupe 
Sedan 
Convertible 

Hatchback 
Wagon 
Sport Utility 
Minivan 
Van (LT) 

Pick-up (LT) 

 

NHTSA/Volpe Center staff leveraged many documented variables in the analysis fleet as 
independent variables in the regressions.  Continuous independent variables included footprint 
(wheelbase x track width), and powertrain peak power.  Binary independent variables included 
strong HEV (yes or no), PHEV (yes or no), BEV or FCV (yes or no), all-wheel drive (yes or no), 
rear-wheel drive (yes or no), and convertible (yes or no).  Additionally, for PHEV and BEV / 
FCV vehicles the capacity of the battery pack was included in the regression as a continuous 
independent variable.  In some of the body design categories, the analysis fleet did not cover the 
full spectrum of independent variables.  For instance, in the pickup body style regression, there 
were no front-wheel drive vehicles in the analysis fleet, so the regression defaulted to all-wheel 
drive and left an independent variable for rear-wheel drive. 
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Table 4.47  Regression Statistics for Curb Weight (lbs.) 
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Intercept -1581.63 98.5 -16.06 0.0000 -1775.0 -1388.3 -1930.09 142.5 -13.54 0.0000 -2210.0 -1650.2 1857.77 194.3 9.56 0.0000 1475.9 2239.7

Footprint (sqft) 100.50 2.2 44.79 0.0000 96.1 104.9 104.72 3.6 28.69 0.0000 97.5 111.9 41.67 3.2 12.92 0.0000 35.3 48.0

Power (hp) 1.22 0.1 14.85 0.0000 1.1 1.4 3.09 0.2 13.42 0.0000 2.6 3.5 1.57 0.3 5.11 0.0000 1.0 2.2

Strong HEV (1,0) 200.36 46.3 4.33 0.0000 109.5 291.2 358.97 80.3 4.47 0.0000 201.3 516.6 - - - - - -

PHEV (1,0) 259.28 96.8 2.68 0.0075 69.3 449.2 462.90 169.7 2.73 0.0066 129.5 796.3 - - - - - -

BEV or FCV (1,0) 602.33 215.0 2.80 0.0052 180.3 1024.3 374.24 152.1 2.46 0.0142 75.5 673.0 - - - - - -

Battery pack size (KwH) -2.48 4.1 -0.60 0.5461 -10.6 5.6 -1.32 3.7 -0.36 0.7187 -8.5 5.9 - - - - - -

AWD (1,0) 294.51 24.5 12.03 0.0000 246.4 342.6 353.91 33.4 10.59 0.0000 288.3 419.5 - - - - - -

RWD (1,0) 117.20 23.7 4.94 0.0000 70.6 163.8 208.02 54.1 3.84 0.0001 101.7 314.3 -240.32 30.2 -7.96 - -299.7 -181.0

Convertible (1,0) 273.65 25.3 10.84 0.0000 224.1 323.2 - - - - - - - - - - - -

318.1

0.461

453

Pick-up

228.7

0.865

822

3-Box 2-Box

332.8

0.883

584
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The regression for pickup body style did not include independent variables for strong HEV, 
PHEV, BEV or FCV, battery pack size, or convertible.  No vehicles in the analysis fleet matched 
these criteria for the pick-up body style.  Additionally, with the inclusion of the 2015MY Ford F-
150, a large portion of the pickup sample set is known to have adopted a significant amount of 
weight savings technology.   

Each of the three regressions produced outputs that were effective for identifying vehicles 
with significant amount of mass reduction technology in the 2015MY analysis fleet.  Many of 
the coefficients for independent variables provided clear insight into the average weight penalty 
for the utility feature.  In some cases, like battery size, the relatively small sub-sample size and 
high collinearity with other variables confounded the coefficients.  This was especially true for 
advanced PHEV’s and BEV’s, which are often vehicles that include high levels of weight saving 
technology on the vehicle glider.  By design, no independent variable directly accounted for the 
degree of weight savings technology applied to the vehicle.  The residuals of the regression 
captured weight reduction efforts and noise from other sources.  

 
Figure 4.5 shows a plot of results from each of the three regressions on a predicted curb 

weight vs. actual curb weight.  Points above the thick dashed “regression” line represent vehicles 
heavier than predicted; points below the thick dashed “regression” line represent vehicles lighter 
than predicted.  For points with actual curb weight below the predicted curb weight, 
NHTSA/Volpe Center staff used the residual as a percent of predicted weight to get a sense for 
the level current mass reduction technology used in the vehicle, as described in inputs to the 
CAFE model (MR0, MR1, MR2, MR3, MR4, and MR5). 

Generally, the residuals of the regressions as a percent of predicted weight appropriately 
stratified vehicles by mass reduction level.  Most vehicles showed positive residuals or had 
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actual curb weights very close to the predicted curb weight.  Very few vehicles in the analysis 
fleet were identified with the highest levels of mass reduction.  Most vehicles with the largest 
negative residuals have adopted advanced weight savings technologies at the most expensive end 
of the cost curve. 

 

Figure 4.5  Mass Reduction Regression Residual Plot by Body Style 

 

The CAFE model trues up levels of applied mass reduction within a platform, so vehicles that 
share the same platform receive a common starting point for mass reduction.  This approach for 
assigning platforms levels of mass reduction reflects the observation that many weight savings 
opportunities, for instance in body and chassis structure, are shared across the platform.  The 
platform approach also dampens the impact of potential weight variation by trim level on the 
analysis.  To determine the starting level of mass reduction for each platform NHTSA/Volpe 
staff computed a sales-weighted average residual of all the vehicle variants for each platform.  
Based on the MY2015 platform average residual, NHTSA/Volpe staff assigned an initial level of 
mass reduction to the platform and corresponding vehicles.     

Table 4.48  Mass Reduction Levels by Residual Error 
       

  

Mass Reduction 
Technology 
Assignment 

Residual as a Percent 
of Predicted Curb 
Weight   

  MR0 Predicted   

  MR1 -3.75%   
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  MR2 -5.625%   

  MR3 -7.5%   

  MR4 -11.25%   

  MR5 -15.0%   

 

With an ‘MR’ assignment, the CAFE model factors in that vehicles approach additional 
weight savings opportunities from different starting points, and vehicles may face incrementally 
higher or lower costs to shed additional weight. 

 
Figure 4.6  Mass Reduction Assignments by Platform 

 

The following examples illustrate the result of this approach to assigning initial levels of mass 
reduction to the 2015MY fleet. 
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Table 4.49  Vehicle Platforms with Highest Estimated Levels of Mass Reduction Technology 

CAFE MR Group NHTSA/Volpe Platform Code Example Nameplate MR Residual% 

MR5 

VWA Veneno Lamborghini Veneno Roadster -27.6% 

VWA Porshe_918 Porsche 918 Spyder PHEV -26.5% 

GM Sigma Cadillac CTS-V Wagon -25.7% 

BMW i3 BMW i3 PHEV -16.9% 

FCA 4 Alfa Romeo 4C -15.9% 

BMW i8 BMW i8 PHEV -15.3% 

MR4 
VWA Aventador Lamborghini Aventador  -15.0% 

GM Y Chevrolet Corvette -11.4% 

MR3 

Toyota_B Toyota Prius C -11.2% 

Nissan FF-1 Nissan Versa -10.8% 

Daimler Daimler_R197 Mercedes SLS AMG GT Roadster -10.5% 

Hyundai Kia HK_J5 Hyundai Elantra -9.6% 

General Motors MST GMC Canyon -9.3% 

Hyundai Kia HK_UB Kia Rio -9.1% 

Mazda SkyActive_BM Mazda 3 -9.1% 

Mazda NC Mazda MX-5 -8.8% 

Ford Ford_F Ford F-150 -8.2% 

Toyota FR_S Toyota FR-S -8.1% 

VWA VW_MSS Audi R8 -8.1% 

Hyundai Kia HK_Sedona Kia Sedona -7.8% 

Hyundai Kia HK_PS Kia Soul -7.5% 

MR2 

Mazda SkyActive_GJ Mazda 6 -7.2% 

Daimler Daimler_MRA Mercedes C 300 -6.8% 

Honda HONDA_PILOT Honda Odyssey -6.8% 

VWA Veyron Bugatti Veyron -6.6% 

JLR XJ Jaguar XJ -6.1% 

Daimler Daimler_W246 Mercedes CLA 250 -6.0% 

Nissan FF-3 Nissan Altima -5.9% 

 

MR5 vehicles included the BMW i3, BMW i8, and some exotics.  The Chevrolet Corvette 
received an MR4.  The newly redesigned Ford F-150 and the recently redesigned GMC Canyon 
received MR3.  The Mazda6 was binned as MR2.  The Honda Civic was assigned MR1, with a 
platform residual very near the boundary for MR2.  The 2011MY Honda Accord and the 
2014MY Chevy Silverado served as benchmark vehicles as NHTSA developed cost curves for 
weight savings.  The actual vs. predicted weight for each benchmark vehicle falls very near the 
predicted curb weight based on their independent variable vehicle attributes, and each vehicle 
would be assigned MR0.  Both the MY2015 Honda Accord and MY2015 Chevy Silverado are 
MR0 vehicles.  The table below summarizes the initial levels of mass reduction assigned for each 
manufacturer's MY2015 light-duty fleet. 
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Table 4.50  2015MY Mass Reduction Level by Manufacturer as a Percent of Vehicle Sales 

Manufacturer MR0 MR1 MR2 MR3 MR4 MR5 

VWA 99.68% 0.00% 0.01% 0.23% 0.05% 0.04% 

General Motors 95.71% 0.00% 0.00% 3.21% 1.06% 0.02% 

BMW 99.69% 0.00% 0.00% 0.00% 0.00% 0.31% 

FCA 91.33% 8.64% 0.00% 0.00% 0.00% 0.02% 

TOYOTA 97.58% 0.00% 0.00% 2.42% 0.00% 0.00% 

Nissan 17.33% 32.64% 40.61% 9.42% 0.00% 0.00% 

Daimler 59.35% 0.00% 40.61% 0.03% 0.00% 0.00% 

Hyundai Kia 32.13% 26.47% 0.00% 41.40% 0.00% 0.00% 

Mazda 9.76% 32.77% 19.33% 38.15% 0.00% 0.00% 

Ford 76.44% 0.00% 0.00% 23.56% 0.00% 0.00% 

Honda 52.84% 29.86% 17.30% 0.00% 0.00% 0.00% 

JLR 93.95% 0.00% 6.05% 0.00% 0.00% 0.00% 

Tesla 0.00% 100.00% 0.00% 0.00% 0.00% 0.00% 

Mitsubishi 100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 

Volvo 100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 

SUBARU 100.00% 0.00% 0.00% 0.00% 0.00% 0.00% 

 

NHTSA seeks comment on this approach to assigning initial levels of mass reduction, and 
recommendations regarding any alternative approaches, taking into account the agency’s 
representation of costs and fuel consumption impacts of additional mass reduction.  The agency 
seeks any additional information that could be used to refine the agency’s approach or develop 
and implement alternative approaches. 

As part of the mass reduction regression analysis, NHTSA/Volpe staff evaluated trends in 
residuals.  Based on prior work in the industry and observations from this analysis, a more 
detailed summary of residuals with respect to vehicle footprint, luxury content, and company 
heritage is included below.  
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Figure 4.7  Mass Reduction Residual Histogram for All MY2015 Platforms 

 

4.2.10.1.1 Mass Reduction Residual Analysis for Footprint 

NHTSA/Volpe staff identified a meaningful trend in the regression residuals for vehicle 
footprint: vehicles under 41 square foot footprint tended to have large residuals as a percentage 
of predicted weight.  The two smallest vehicles were estimated to be the most overweight based 
on content modeled in the regression.   
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Table 4.51  Mass Reduction Platform Residuals for Platforms with the Smallest Footprint 

Sales 
Weighted 
Platform 
Average 
Footprint 
(sq.ft.) 

Platform% 
Residual 

Rank of 
Smallness of 
Platform 
Footprint 
(out of 128) 

Rank of 
Heaviness on 
a Residual% 
Basis  
(out of 128) 

Example Vehicle from Platform 
Assigned 
MR Value 

26.8 33.1% 1 1 Smart ForTwo MR0 

34.8 32.3% 2 2 Fiat 500 MR0 

36.1 11.2% 3 7 Chevrolet Spark MR0 

37.4 -8.8% 4 112 Mazda MX-5 MR3 

38.7 1.1% 5 48 Mini Cooper Coupe MR0 

39.9 6.2% 6 15 Porsche 911 Carrera MR0 

40.0 -3.8% 7 91 Honda CR-Z MR1 

40.1 -11.2% 8 119 Toyota Prius C MR3 

40.2 -0.6% 9 69 Ford Fiesta MR0 

40.5 -1.1% 10 72 Mini Cooper Hardtop, 4-door MR0 

40.8 -1.3% 11 76 Porsche Boxster MR0 

40.9 0.0% 12 60 Chevrolet Sonic MR0 

41.1 -15.9% 13 123 Alfa Romeo 4C MR5 

41.2 3.9% 14 24 BMW Z4 MR0 

41.5 -10.8% 15 118 Nissan Versa MR3 

42.1 -3.6% 16 90 Mitsubishi Lancer MR0 

 

The NHTSA/Volpe staff proposes that this trend is a result of limited crush space in the 
smallest vehicles, so on a relative basis the smallest vehicles may include more mass in structure 
for a given set of content than their larger counterparts.  As shown in the table above, and the 
figure below, this trend subsides after the platform exceeds a sales weighted average footprint of 
about 41 square feet. 
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Figure 4.8  Mass Reduction Platform Residuals vs. Footprint 

Chapter 8 discusses the agencies updated assessment of the effects of vehicle mass and size 
on overall societal safety.  The complex relationship between a vehicle’s mass, size, and fatality 
risk varies in different types of crashes, and NHTSA and others have been examining this 
relationship for over a decade.  The principal findings and conclusions of NHTSA’s updated 
mass-size safety analysis are that mass reduction in heavier light-duty trucks, while holding 
footprint constant, reduces societal fatality risk, whereas mass reduction in lighter passenger cars 
increases overall societal fatality risk.  The agencies investigated the amount of mass reduction 
that is projected to maintain overall fleet safety.  For the Draft TAR analyses, the agencies have 
limited the amount of mass reduction applied to passenger cars to achieve a safety neutral 
outcome.  Therefore technology pathways shown by the agencies’ analyses have a neutral effect 
on overall fleet safety.  Based on such results, additional application of mass reduction 
technology is restricted, according to three criteria shown in Table 4.52.   

Table 4.52  Criteria for Limiting Additional Application of Mass Reduction Technology in the CAFE 
Analysis 

Platforms with a sales weighted average of less than 2800 lbs. may not apply more mass reduction technology. 

SmallCar vehicles may not add new MR technology to proceed past MR2. 

MediumCar vehicles may not add new MR technology to proceed past MR2. 

 

As a result of these criteria, the model will not apply excessive mass reduction technologies to 
small vehicles. 
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4.2.10.1.2 Mass Reduction Residual Analysis for Low and High Price Platforms 

In 2015, the California Air Resources Board published a study, “Technical Analysis of 
Vehicle Load Reduction Potential for Advanced Clean Cars”29 that evaluated the distribution of 
applied mass reduction technology in the fleet.  The study used similar modeling techniques as 
used for today’s CAFE analysis.  As part of that study, skewed residuals of 1.6 percent were 
observed for luxury sedans, and this was reasonably explained optional luxury content.  With the 
result of those findings in mind, the NHTSA/Volpe evaluated the residuals for platforms with 
low base prices and with high base prices to investigate if some form of additional content 
should be accounted for in the regression.  

Table 4.53  Mass Reduction Average Residual by Average Platform Base Price 

 Average Residual Platform Count 

All Vehicle Platforms -0.6% 128 

Platform MSRP Average 
Base Price 

$30k or Less -0.5% 52 

$30k - $50k -0.5% 37 

$50k or Greater -0.8% 39 

 

While option content may add weight on a vehicle basis, the CAFE analysis assigns levels of 
mass reduction at a platform level.  Trends in the residuals do not provide strong evidence that 
some variable for premium content is needed to correct for a predicted weight bias among high 
priced vehicles. 

 

Figure 4.9  Mass Reduction Residual Distribution of Platforms with Base Price of $30k or Less 
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Figure 4.10  Mass Reduction Residual Distribution of Platforms with Base Price between $30k-$50k 

 

Many of the largest residuals represent high priced platforms, and many of the smallest 
residuals also represent high priced platforms.  Lower priced platforms tended to have actual 
weights clustered closer to the predicted weight and hence residuals with lower variance. 

 

Figure 4.11  Mass Reduction Residual Distribution of Platforms with Base Price of $50k and Above 
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4.2.10.1.3 Mass Reduction Residual Trends for Company Heritage 

The NHTSA/Volpe did observe a notable skew based on company heritage.  Many vehicle 
platforms with Asian parent companies demonstrate a residual skew towards lightweight designs, 
or negative residuals when compared with vehicles of other heritage.  For the purposes of this 
analysis, FCA platforms were binned as “North American” heritage.   

Table 4.54  Mass Reduction Average Residual by Parent Company Heritage 

 Average Residual Platform Count 

All Vehicle Platforms -0.6% 128 

Platform Parent 
Company Heritage 

North America 0.1% 42 

Europe 0.7% 47 

Asia -2.9% 39 

 

Figure 4.12  Mass Reduction Residuals for Platforms with North American Heritage 
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Figure 4.13  Mass Reduction Residuals for Platforms with European Heritage 

 

Platforms with European heritage exhibit large variance and a modest skew towards positive 
residuals. 

 

Figure 4.14  Mass Reduction Residuals for Platforms with Asian Heritage 
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4.2.10.2 Aerodynamic Application 

Similar to mass reduction, NHTSA/Volpe Center staff used a relative performance approach 
to assign the current aerodynamic technology level to a vehicle.  Different body styles offer 
different utility and have varying levels of baseline form drag.  Additionally, frontal area is a 
major factor in aerodynamic forces, and the frontal area varies by vehicle.  NHTSA/Volpe 
considered both frontal area and body style as utility factors that affect aerodynamic forces.  
NHTSA/Volpe computed an average coefficient of drag (Cd) for each body style segment in the 
2015MY analysis fleet from drag coefficients published by manufacturers.  By comparing 
coefficients of drag among vehicles that share body styles, the NHTSA/Volpe was able to 
estimate the level of aerodynamic improvement already present on specific vehicles.  

NHTSA/Volpe Center staff assigned levels of aerodynamic technology to the 2015 fleet on a 
relative basis, based on the average aerodynamic drag coefficient (Cd) by body style and 
manufacturer reported drag coefficients.  NHTSA calculated the average Cd for each body style 
by grouping vehicles by body style and then averaging the manufacturer reported or publicly 
available drag coefficients for each group. 

In order for a vehicle to achieve AERO10, the aerodynamic drag coefficient needs to be at 
least 10 percent below the calculated average drag coefficient for the body style.  In order to 
achieve AERO20, the Cd needs to be at least 20 percent better than the body style average.  No 
aerodynamic application was assumed for vehicles with no manufacturer reported Cd. 

The table below summarizes the best, worst, and average recorded Cd for each body style.  
The table also lists the thresholds for AERO10 and AERO20 that were used to assign an 
aerodynamic tech level for each vehicle.   

Table 4.55  Aerodynamic Drag Coefficients by Body Style 

Body style Sample Size 
Body style 
Average Cd 

Body style 
Lowest Cd 

Body style 
Highest Cd AERO10 AERO20 

Sedan 437 0.302 0.240 0.370 0.271 0.241 

Coupe 175 0.319 0.240 0.440 0.287 0.255 

Minivan 23 0.326 0.290 0.360 0.293 0.261 

Hatchback 88 0.333 0.250 0.370 0.300 0.266 

Convertible 92 0.334 0.290 0.410 0.301 0.267 

Wagon 32 0.342 0.290 0.380 0.308 0.274 

Sport Utility 346 0.363 0.300 0.540 0.327 0.290 

Van 21 0.389 0.337 0.415 0.350 0.311 

Pickup 361 0.395 0.360 0.420 0.355 0.316 
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Figure 4.15  Distribution of Aerodynamic Drag Coefficients by Vehicle Body Style 

 

Based on the results of the CAFE input assignment process, most manufacturers have the 
opportunity to further improve aerodynamic performance for a large portion of the fleet. 

Table 4.56  Aerodynamic Application by Manufacturer as a Percent of MY2015 Sales 

Manufacturer AERO 0 AERO 10 AERO 20 

BMW 86.7% 13.3% 0.0% 

Daimler 41.7% 23.0% 35.3% 

FCA 99.4% 0.6% 0.0% 

Ford 100.0% 0.0% 0.0% 

General Motors 99.8% 0.2% 0.0% 

Honda 90.5% 9.5% 0.0% 

Hyundai Kia 97.9% 2.1% 0.0% 

JLR 100.0% 0.0% 0.0% 

Mazda 100.0% 0.0% 0.0% 

Mitsubishi 72.9% 27.1% 0.0% 

Nissan 93.4% 6.6% 0.0% 

SUBARU 100.0% 0.0% 0.0% 

Tesla 0.0% 0.0% 100.0% 

TOYOTA 74.4% 19.5% 6.2% 

Volvo 88.8% 11.2% 0.0% 

VWA 99.2% 0.8% 0.0% 
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NHTSA seeks comment on this approach to assigning initial levels of aerodynamic 
performance, and recommendations regarding any alternative approaches, taking into account the 
agency’s representation of costs and fuel consumption impacts of additional aerodynamic 
improvements.  The agency seeks any additional information that could be used to refine the 
agency’s approach or develop and implement alternative approaches. 

4.2.11 Projecting Future Volumes for the Analysis Fleet 

In order to analyze the impact of alternative fuel economy standards in future model years, it 
was necessary to estimate vehicle production volumes for each manufacturer (and the models 
they offer for sale) in those years.  Because the standards are based on the harmonic average of a 
manufacturer’s fuel economy targets, which are themselves a function of vehicle footprint, the 
specific mix of vehicle footprints and regulatory classes that a manufacturer produces in each 
model year determines the standard for each manufacturer in that year. 

The CAFE model operates at the level of specific model variants offered by each 
manufacturer (insofar as they vary by either footprint, fuel economy, or both), so any projection 
of future vehicle volumes must have a comparable resolution.  For example, the MY2015 
analysis fleet contains several variants of the Ford Fusion, where model variants are 
distinguished by drive type (FWD or AWD), engine type (cylinders, displacement), and degree 
of hybridization.  So it was critical that our projection of future volumes produced estimated 
volumes for each variant of the Ford Fusion, rather than simply “the Fusion” or, even more 
coarsely, Ford’s total volume within a market segment (of which “the Fusion” is a part).  

To generate sales volumes for future model years, we combined three distinct sources of 
information about volumes.  The first, and most fundamental, of these is the Mid-Model Year 
reports and attribute data that manufacturers supplied to NHTSA.  These data informed decisions 
about the granularity of the model variants (how many different types of the Ford Fusion, for 
example, need to appear in the analysis fleet for modeling) and the relative sales of variants 
within a model and market segment for each manufacturer. 

The second source of information used to project volumes is a proprietary production volume 
forecast that NHTSA purchased from IHS/Polk that covers the years from 2013 to 2032.  This 
forecast contains volume projections for each vehicle model that is currently offered for sale in 
the United States (below 14,000 lbs GVW), as well as some legacy models that were phased out 
over the last two model years, and future models that have not yet been introduced in the U.S. 
market.  Despite the high degree of resolution in the Polk forecast, modifications were required 
in order to match the level of resolution in the MY2015 analysis fleet.  In particular, the model-
level volume projections in the IHS/Polk forecast were insufficient to account for instances 
where one variant of a single model is regulated as a passenger car and another (typically a 4WD 
version) as a light truck. In those cases, we manually split the volume forecasts into a passenger 
car and a light truck variant based on the shares present in the Mid-Model Year submissions 
from manufacturers.  We also treated the latest years of the forecast (2029 – 2032) as being 
static.  While the Polk forecast shows changes in manufacturer market shares in those years, 
some of them abrupt, the discontinuities created by those changes are undesirable for a sequence 
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of years that should primarily be driven by trend at that pointX.  However, the majority of the 
information in the Polk forecast was used, unaltered, to inform the volume projections for the 
analysis fleet. 

The third source of volumes comes from a special set of runs of the National Energy 
Modeling System, NEMS, which forms the basis of the Energy Information Administration’s 
Annual Energy Outlook 2015 (AEO 2015). These runs, rather than simulating fuel economy 
responses to the augural standards for 2022 – 2025 that NHTSA proposed in 2012, freeze the 
fuel economy standards at their 2021 level for the remainder of the model run, which continues 
to 2040.  From these runs, we used the total volumes of passenger cars and light trucks 
(separately), synthesizing the three sources to approximately preserve these volumes for all 
future model years.  

The three data sources were combined sequentially, and the process is depicted graphically in 
Figure 4.16, which shows the three data sources in blue and constructed elements in green. 

 
Figure 4.16  Data Sources and Construction of the Production Forecast 

 

We constructed the manufacturer shares in each market segment by combining the AEO total 
volumes of passenger cars and light trucks for each (calendar) year with the IHS/Polk volumes 
for each manufacturer and body style within each of the passenger car/light truck categories.  We 
distributed those volumes to each manufacturer’s collection of unique model variants in each 
body style category based on each model’s relative share in the data submitted by the 
manufacturers.  It was necessary to ensure that the multiple categorizations of vehicle models 

                                                 
X In order to provide a forecast that covers all the years of concern for the Draft TAR, Polk combined information 

from a short-term forecasting model, and a long-term forecasting model. The years that would logically be driven 
by results from the long-term forecasting model were deemed insufficiently volatile for use in the primary 
forecast. 
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across the three sources were synchronized – so regulatory class, body style, and luxury brand 
(explained below) were added manually to either the IHS/Polk forecast, the manufacturer 
submissions, or both.  We attempted to preserve the inherent market preferences represented by 
the relative market shares of different vehicle segments in the IHS/Polk forecast.  However, there 
are many possible characterizations of these segments, most of them essentially arbitrary.  With 
that in mind, we chose to use vehicle body style as a proxy for market segment in both the 
IHS/Polk forecast and the manufacturer data, ensuring that vehicle models were consistently 
categorized across the two sources. Since vehicle body style is a strong indicator of buyer usage 
and needs, it seemed a reasonable proxy for the market segments in which these vehicles exist.  

In addition to offering a variety of body styles, many manufacturers have developed luxury 
brands that produce higher-end versions of models available in their other brands.  Ford and 
Lincoln, for example, produce the Expedition and the Navigator, respectively, which share 
engines, transmissions and a common platform, but differ in styling and price.  To the extent that 
the IHS/Polk forecast shows migration either to, or away from, luxury versions of comparable 
models between 2015 and 2032, we felt that distinction worth capturing in the synthesized 
forecast.  It is less detailed than accounting for volumes within all of a manufacturer’s brands 
(General Motors produces Buick, Chevrolet, GMC and Cadillac, for example), but superior to 
allocating luxury-brand volumes to non-luxury models (or vice versa).  

We calculated the percentage of passenger car and light truck volumes, respectively, in the 
IHS/Polk forecast at the level of manufacturer, body style, and luxury brand (or not).  Then we 
used the total number of passenger cars and light trucks from the AEO runs to calculate the total 
sales of each manufacturer’s body style offerings, stratified by luxury (or not) and regulatory 
class.  Those volumes were then allocated to the model variants in the market data file, based on 
the share of volumes for each model variant in the manufacturer, body style, luxury (or  not) 
stratum.  This process was applied such that the total volumes of passenger cars and light trucks 
estimated to be produced for the U.S. market aligns with corresponding volumes from AEO2015. 

This process resulted in a market forecast that is broadly consistent with all three sources, 
without identically preserving the volumes, or shares, of any one.  A consequence of the 
remixing described above is that, in some instances, we show manufacturers exiting the market 
(completely) for some body styles in future model years.  The IHS/Polk forecast shows models 
entering and leaving the fleet, but we do not explicitly account for either in the synthesized 
forecast. In the case of new model entrants, the volumes associated with those were allocated to 
the remaining models in the manufacturer submissions that already exist within that body style, 
luxury, and regulatory class group based on their relative shares.  In the case of models exiting 
the market segment, those volumes were also re-allocated to the models in that segment as of 
model year 2015.  This implies that a manufacturer will always offer all of the current model 
variants in a given segment (as defined above) in future years, as long as the forecast shows them 
offering at least one model in that segment.  If the Polk forecast shows a manufacturer exiting a 
market segment (as we’ve defined them) completely in some future year, then those volumes are 
not re-allocated to any models and are essentially lost to the manufacturer.  While this was a rare 
occurrence, there are a few instances where this occurs in the synthesized forecast – particularly 
for later years.  
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The forecast used in NHTSA’s Draft TAR analysis can be seen in full detail by downloading 
the CAFE Model’s market data file.  However, high level summaries of market shares by 
manufacturer appear in Figure 4.17 and Figure 4.18 for model years 2015 and 2025, respectively. 

 
Figure 4.17  MY2015 Market Shares by Manufacturer 

While some manufacturers are forecast to gain (or lose) market share between MY2015 and 
MY2025 (VW, for example, is forecast to gain small shares in both passenger car and light truck 
markets over the next decade), the changes are not dramatically different for any manufacturer 
relative to their current market shares. 

 
Figure 4.18  MY2025 Market Shares by Manufacturer 
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NHTSA seeks comment on the information and methods used to develop these estimates of 
future production volumes for specific vehicles, and recommendations and additional 
information that could be used to refine this approach or develop and implement alternative 
approaches. 
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Chapter 5: Technology Costs, Effectiveness, and Lead-Time Assessment 
5) Ch5 DO NOT DELETE 

5.1 Overview 

The light-duty vehicle 2017-2025 final rule analysis was based on the agencies' assessment of 
technologies as of the 2012 calendar year timeframe.  This included technologies that were 
currently in production at the time, or pending near term release, as well as consideration of 
further developments in technologies where reliable evidence was available.  As described in 
Chapter 3, the penetration of these technologies into the fleet has proceeded steadily since then.  
The focus of this chapter is on the current state of technology and the likely future developments 
through MY2025, an explanation of all of the underlying new technical work that has been done 
to support the agencies' analyses, and a summary of the technology assumptions and inputs used. 
The agencies' modeling results are presented in Chapters 12 and 13 for the GHG and CAFE 
standards, respectively. 

Throughout this initial phase of the Midterm Evaluation, EPA, NHTSA, and CARB have 
evaluated the state of technologies based on many sources including new vehicle certifications, 
internal full vehicle simulation modeling, technical literature reviews and technical conference 
information, vehicle manufacturer and supplier meetings, and the 2015 NAS report. This 
collaborative effort to collect information has produced a list of technologies for this report that 
builds upon that of the GHG and CAFE 2012 final rule assessments. At the same time, the CAFE 
and GHG assessments were done largely independently, due in part to differences in the 
agencies' statutory authorities and through independent decisions made in each agency. The 
agencies all agree that independent and parallel analyses can provide complementary results (as 
shown by the differing and mutually supporting analyses in sections III and IV, respectively, of 
both the MY 2012-2016 standard rulemaking preamble, and the 2017-2025 standards preamble). 
It is clear that the automotive industry is innovating and bringing new technology to market at a 
brisk pace and neither the GHG nor the CAFE analysis reflect all of the latest and emerging 
technology since the FRM.   

 While the cost, effectiveness,A and implementation feasibility of individual technologies are 
generally consistent with the compliance pathways projected in the FRM, some developments 
were not foreseen by the agencies. Several new technologies or unforeseen application of 
technologies are now under active development and some have emerged into the light-duty 
vehicle market since the LD 2017-2025 Final Rule was completed. These technologies include 
the application of direct injection Atkinson Cycle engines in non-hybrids, greater penetration of 
continuously variable transmissions (CVT) and greater market penetration of diesel engines. In 
addition, the development of several technologies has proceeded differently than was assumed in 
the FRM, including development of downsized turbo-charged engines, cylinder deactivation and 
vehicle electrification.    

In general, the agencies have initially found the estimates of technology effectiveness used in 
the FRM to have been robust and accurate. Through analysis of current vehicle certification, 
benchmarking, literature reviews and modeling, the agencies have, in many cases, confirmed in 

                                                 
A The term 'effectiveness' is used throughout this Chapter to refer both to a reduction in tailpipe CO2 emissions and a 

reduction in fuel consumption. In cases where the two are not equivalent (e.g., when changing fuel type), separate 
values are presented.  
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this initial analysis that the values used in the FRM are an appropriate estimate of technology 
effectiveness. This is not to imply that every manufacturer that has added technology has 
achieved the effectiveness estimated in the FRM. Some manufacturers have chosen to adopt 
technology and use it to improve other vehicle attributes, other than solely improving vehicle 
efficiency. These other attributes include 0 to 60 mph acceleration, increased cargo capacity, 
increased towing capability, and/or increased vehicle size and mass. Some applications of 
technology are in their first or second design iteration and we expect that each successive 
iteration will improve its effectiveness. One example of this is the emerging use of integrated and 
cooled exhaust manifolds and the resulting improved effectiveness from turbo-charged 
downsized engines. Vehicle manufacturers have adopted many examples of technologies that 
perform very well, such as the Mazda SKYACTIV-G engine and the ZF 8-speed transmission, 
and when these technologies are combined with the sole intent of improving vehicle efficiency, 
our analysis shows that significant improvements from the baseline fleets are broadly achievable 
using conventional powertrains. 

The agencies continue to assess technology as it becomes available and as it develops in the 
market and will revisit all of the technology effectiveness estimates for later steps of the midterm 
evaluation process, including the EPA's Proposed Determination and NHTSA's Notice of 
Proposed Rulemaking (NPRM). For several technologies, such as CVT's and Miller cycle 
engines, some ongoing projects were not completed at the time of publishing this Draft TAR; 
detailed benchmarking and simulation work will continue to be performed, and will be 
considered by the agencies as it becomes available. Further, there are longer-term research 
efforts underway that may be valuable in informing future technology developments, even 
beyond the timeframe of the 2025 standards.  One such research program is the Department of 
Energy's Co-Optimization of Fuels and Engines initiative, which is working to accelerate the 
introduction of high-efficiency, low emissions engines and sustainable biofuels.B In addition to 
these and other examples of ongoing research on advancing technologies, the agencies will be 
considering new vehicle certifications, new work with regard to technology that is done in the 
public domain, and information that is shared by stakeholders in later steps of the midterm 
evaluation process and CAFE rulemaking. The agencies are therefore requesting public 
comments on vehicle technologies, including data on costs and effectiveness of technologies 
discussed here or additional information on technologies which could be in production in the 
2022-2025 timeframe or are already in production today that may have been omitted from this 
Draft TAR.     

This Chapter is organized to provide a complete description of the cost, effectiveness, and 
application of the technologies considered by the agencies in this technical assessment. We have 
included a brief review of the technology assessment used in the FRM as well as a summary of 
all the research that has been performed since the FRM to inform the Draft TAR. Finally, we 
discuss how we synthesized all of the various inputs to inform the final cost, effectiveness, and 
application conclusions.  

Section 5.2 presents the agencies' joint assessment of the current state of technologies and the 
advancements that have occurred since the FRM. The agencies have reexamined every 
technology considered in the FRM, as well as assessing some technologies that are currently 

                                                 
B For more information see http://energy.gov/eere/bioenergy/co-optimization-fuels-engines. 
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commercially available but did not play a significant role in the FRM analysis, as well as 
emerging technology for which enough information is known that it may be included in this 
Draft TAR. The categories of technologies discussed in Section 5.2 include: engines, 
transmissions, electrification, aerodynamics, tires, mass reduction, and other vehicle 
technologies, such as improved accessories and low drag brakes. In addition, Section 5.2.9 
provides an overview of the air conditioning efficiency and leakage credits, updates on test 
evaluations for the Idle Test and the AC17 air conditioning performance test, and a summary of 
the situation regarding low global warming potential (GWP) refrigerant. Section 0 concludes 
with a summary of the off-cycle credit program and an overview of how off-cycle credits have 
been used by manufacturers in their current compliance with the GHG program. This section 
also details how off-cycle credits have been considered in the Draft TAR analysis.  

The final two sections of this chapter are devoted to presenting the details of the approaches, 
assumptions, and technology inputs used in the agencies’ independent assessments; beginning in 
Section 5.3 with the technology assessment  that forms the basis of the analysis of the GHG 
standards, followed by the technology assessment for the CAFE program in Section 5.4. 

The particular details of the technology assessment for the GHG analysis begin in Section 
5.3.1 with a description of the fundamental assumptions for fuels, performance neutrality, and 
cost and effectiveness measurement that underpin the technical analysis.  

Section 5.3.2 focuses on the overall costing methodologies used in the GHG analysis which 
include the determination of both direct and indirect costs, as well as the application of learning 
and maintenance and repair costs. The methodologies used to develop technology costs remain 
largely unchanged from the FRM. However, all of the technology cost inputs have been 
reevaluated based on any new information available since the FRM.  In some cases, the costs 
used in the FRM were determined to remain the most appropriate; in other cases, cost values 
have been updated, including transmissions due to updates to the teardown results used in the 
FRM, and battery costs due to updates to the model upon which the FRM's battery costs were 
based. Further, we have updated the costs for 24-bar turbocharged packages to include additional 
costs associated with variable geometry turbochargers, as well as updating mass reduction costs 
based on teardown studies completed since the FRM. Importantly, we have also added new 
technologies that were not considered in the FRM, notably a direct injection Atkinson Cycle 
engine and a 48 Volt mild-hybrid.  

Section 5.3.3 describes the approach used for determining technology effectiveness in the 
GHG analysis. Vehicle benchmarking is at the foundation of the EPA’s analysis for technology 
effectiveness and a description of the benchmarking testing conducted by the EPA can be found 
in Section 5.3.3.1. The benchmarking data have been used largely to inform EPA's full vehicle 
simulation model, ALPHA, and information regarding vehicle modeling is provided in Section 
5.3.3.2. EPA has also estimated the effects of adding technology to existing powertrains using 
Gamma Technology's GT Power model and the results of this investigation can be found in 
Section 5.4.1. Finally, EPA continues to apply the Lumped Parameter Model (LPM) to 
efficiently estimate the overall effectiveness of technology packages, and the updates to the LPM 
and its application in the Draft TAR is described in Section 5.3.3.4.  

In Section 5.3.4, EPA describes the specific data and assumptions for individual technologies 
that are used in the GHG analysis in this Draft TAR. Informed by all of the information on the 
state of technologies described in Section 5.2, these inputs and assumptions for cost, 
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effectiveness, and technology application are used in the OMEGA model determination of the 
cost-minimizing compliance pathway presented in Chapter 12.  

Section 5.4 presents the approaches, methodologies, and inputs used in the technology 
assessment for the CAFE analysis.  

Section 5.4.1 describes the methodologies for estimating technology costs in the CAFE 
analysis, and particular cost assumptions for individual technologies.  

Section 5.4.2 provides detail on NHTSA's evaluation of technology effectiveness based on 
vehicle benchmarking, engine simulation using the GT Power model and full vehicle simulation 
modeling using Argonne National Laboratory's Autonomie model. 

   Some of the technologies considered for this Draft TAR for which there are notable updates 
from the FRM analysis are summarized below. The full discussion of these updates is provided 
throughout the remaining sections of this chapter. 

 Direct Injection Atkinson Cycle Engine 
 In the FRM, the use of Atkinson Cycle engines was primarily considered in HEV 

applications. In the last few years, a new generation of naturally-aspirated SI 
Atkinson Cycle engines applicable outside of HEVs have been introduced into 
light-duty vehicle applications. The most prominent application of this technology 
is the Mazda SKYACTIV-G system. It combines direct injection, an ability to 
operate over an Atkinson Cycle with increased expansion ratio, wide-authority 
intake camshaft timing, and an optimized combustion process.  This type of 
engine operation is not limited to naturally aspirated engines and when applied to 
boosted engines is referred to as "Miller Cycle," as described below. 
 

 Turbocharged, Downsized Engines 
 In the FRM, turbocharged, downsized engines were anticipated to be a prominent 

technology applied by vehicle manufacturers to improve vehicle powertrain 
efficiency. 

 The penetration rate of turbo-downsized engines into the light-duty fleet has 
increased from 3 percent in 2008 to 16 percent in 2014.1 

 Turbocharged, downsized engines are beginning to adopt head-integrated exhaust 
manifolds or separate, water-cooled exhaust manifolds. These systems also use 
separate coolant loops for the head/manifold and for the engine block. The 
changes allow faster warmup, improved temperature control of critical engine 
components, further engine downspeeding, and reduce the necessity for 
commanded enrichment for component protection. The net result is improved 
efficiency over the regulatory cycles and during real world driving. Engine 
downspeeding also has synergies with recently developed, high-gear-ratio spread 
transmissions that may result in further drive cycle efficiency improvements. 
 

 Direct Injection Miller Cycle Engine 
 This new generation of turbocharged GDI engine combines direct injection, the 

ability to operate over a Miller Cycle (boosted Atkinson Cycle) with increased 
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expansion ratio, wide-authority intake camshaft timing, and an optimized 
combustion process.  
 

 Turbocharger Improvements 
 Newer turbochargers have been developed that reduce both turbine and 

compressor inertia allowing faster turbocharger spool-up. 
 Improvements have been made to broaden the range of compressor operation 

before encountering surge and to improve compressor efficiency at high pressure 
ratios.  

 The introduction of head-integrated exhaust manifolds or separate, water-cooled 
exhaust manifolds reduces exhaust turbine inlet temperatures under high-load 
conditions and improves exhaust temperature control. This allows the use of less 
expensive, lower temperature materials for the turbine housing and exhaust 
turbine. Reduced turbine inlet temperatures also allow the introduction of 
turbochargers with variable nozzle turbines into SI engine applications, similar to 
those used in light-duty diesel applications. 

 Twin-scroll turbochargers are finding broad application in turbocharged, 
downsized GDI engines. Twin-scroll turbochargers improve turbocharger spool-
up and improve torque output at lower engine speeds, allowing further engine 
downspeeding. 

 Turbochargers with variable nozzle turbines (VNT) are now common in light-
duty diesel applications and are under development for gasoline spark ignition 
engines, particularly those that use cooled EGR and head-integrated exhaust 
manifolds. 
 

 Cylinder Deactivation 
 Cylinder deactivation applied to engines with less than six cylinders was not 

analyzed as part of the FRM. Further developments in NVH (noise, vibration, and 
harshness) abatement, including the use of dual-mass dampening systems, has 
resulted in the recent introduction of a 4-cylinder/2-cylinder engine into the 
European light-duty vehicle market. 

 The development of rolling or dynamic cylinder deactivation systems allows a 
further degree of cylinder deactivation for odd-cylinder (e.g., 3-cylinder, 5-
cylinder) inline engines than was possible with previous cylinder deactivation 
system designs. 

 Both 3-cylinder/2-cylinder and 3-cylinder/1.5-cylinder (rolling deactivation) 
designs are at advanced stages of engine development 
 

 Variable Geometry Valvetrain Systems 
 In the FRM, variable geometry valvetrain systems, including those that vary valve 

timing and/or valve lift, were anticipated in the FRM to be a major technology for 
reducing engine pumping losses.  
 

 Continuously Variable Transmissions (CVT) 
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 A new generation of CVTs has been introduced into the LD market by several 
major OEMs. These new CVTs have significant improvements in the areas of 
efficiency, integration, and customer acceptance over the previous generation. 

 Early CVTs had various customer acceptance issues mainly due to lack of 
positive shift feel typical in a conventional automatic transmission. Recent 
changes to transmission control strategies include an index shift, providing the 
consumer with an experience that more closely resembles a conventional 
automatic transmission. These changes in shift strategies may or may not result in 
a small decrease in overall powertrain efficiency; however, the bulk of the 
customer acceptance issues have been addressed and CVTs have become very 
popular.  
 

 Dual Clutch Transmissions (DCT) 
 Initial implementation of DCTs, mostly in non-performance vehicles, were 

accepted in Europe but were not widely accepted in the North American market. 
Launch and shift characteristics differed from conventional automatic 
transmission performance affecting some consumer acceptance in the United 
States. However, strategies have been developed to improve overall DCT 
operational characteristics. 

 Damp Dual Clutch Transmission (DCT) 
 The Damp Clutch DCT combines the improved durability and drivability of 

the Wet Clutch DCT with the efficiency of a Dry Clutch DCT.  
 Torque Converter Dual Clutch Transmission 

 The addition of a torque converter as a launch device greatly improves 
operational characteristics and eliminates the need for complex crankshaft 
dampers and other NVH technologies. The elimination of these NVH 
technologies approximately offsets the additional cost of the torque converter. 

 HEV or Mild Hybrid 
 Integrating a DCT into either HEV or low-voltage, 48V P2 drive systems 

provides improved launch assist, low-speed creep capability, and torque 
between shifts comparable to the driving characteristics of a torque-
converter/planetary gear-set automatic transmission. 

 
 Vehicle Electrification 

 The sales of hybrid products have been negatively impacted by lower fuel prices 
and improvements in the efficiency of conventional vehicles that are, in many 
cases, closing the fuel economy gap between hybrid and conventional vehicles. 

 While stop-start has been in production for a considerable amount of time in 
Europe (a predominantly manual transmission market), some of the initial product 
offerings had consumer feedback concerns. Recent vehicles introduced with stop-
start that were specifically designed for the U.S. market, such as the Chevrolet 
Malibu, have been met with very good reviews. Indications from suppliers are 
that further improvements, including the use of continuously engaged starters, are 
under development. 

 Low Voltage Mild Hybrid 
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 A new generation of Mild Hybrid technologies has been introduced into the 
LD market using a nominal 48 volt electrical system that features the 
elimination of costly high voltage safety requirements and leverages the use of 
lower cost battery technologies. An effectiveness close to that of higher-
voltage mild hybrids can be achieved by significantly reducing battery pack 
weight, and by eliminating active battery pack cooling hardware and heavy 3-
phase AC cables. 

5.2 State of Technology and Advancements Since the 2012 Final Rule 

Since the 2017-2025MY GHG standards were established in 2012, efficiency technologies 
have been developed further and steadily implemented by manufacturers over a broad range of 
vehicles.  Many of these are key technologies that factored prominently in the FRM analysis, 
such as direct injection, turbocharging and downsizing, and higher gear count transmissions.  
The goal of improving cost-effectiveness is a consistent driver of innovation, and the resulting 
advancement that is occurring for even previously established technologies necessitates a re-
evaluation of cost, effectiveness, and implementation for this analysis.  For example, the light-
weight materials, aerodynamic features, and dual-clutch transmissions applied initially to high-
performance and luxury vehicles are requiring more cost-effective implementations and different 
consumer considerations for their successful adoption in mass-market vehicles.  

Other technologies that were known, but not included previously, have continued to evolve 
and are now being applied in ways that were not expected or considered at the time of the FRM 
analysis.  Direct injection Atkinson Cycle engines have been applied to non-hybrids successfully, 
and continuously variable transmissions are contributing to high powertrain efficiencies in 
applications that have been well-received by consumers and expert reviewers.  

Still other technologies have emerged since the FRM analysis which were previously thought 
to be beyond the 2017-2025MY timeframe, but now appear promising or even likely due to 
further innovation and development.  Mild hybrid electric vehicles with 48 volt electrical 
systems are one example that have undergone substantial testing and development by multiple 
suppliers, and have demonstrated significant efficiency benefits with lower complexity and 
system cost compared to strong hybrid systems or higher voltage mild hybrid systems.   

5.2.1 Individual Technologies and Key Developments 

The technologies considered for this Draft TAR are briefly described below.  They fit 
generally into four broad categories:  engine, transmission, vehicle, and electrification 
technologies.  A more detailed description of each technology, and the technology’s costs and 
effectiveness, is described in greater detail later in this section.  These technologies were also 
considered in the FRM unless otherwise noted. 

Types of engine technologies applied in this Draft TAR analysis to improve fuel economy and 
reduce CO2 emissions include the following: 

 Low-friction lubricants – low viscosity and advanced low friction lubricants oils are 
now available with improved performance and better lubrication. 

 Reduction of engine friction losses – can be achieved through low-tension piston 
rings, roller cam followers, improved material coatings, more optimal thermal 
management, piston surface treatments, cylinder wall treatments and other 
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improvements in the design of engine components and subsystems that improve 
engine operation. 

 Second level of low-friction lubricants and engine friction reduction – As 
technologies advance between now and the rulemaking timeframe, there will be 
further developments enabling lower viscosity and lower friction lubricants and more 
engine friction reduction technologies available, including the use of roller bearings 
for balance shaft systems and further improvements to surface treatment coatings. 

 Cylinder deactivation – deactivates the intake and exhaust valves and prevents fuel 
injection into some cylinders during light-load operation.  The engine runs 
temporarily as though it were a smaller displacement engine with fewer cylinders 
which substantially reduces pumping losses.  

 Variable valve timing – alters the timing or phase of the intake valve, exhaust valve, 
or both, primarily to reduce pumping losses, increase specific power, and control 
residual gases. 

 Discrete variable valve lift – increases efficiency by optimizing air flow over a 
broader range of engine operation which reduces pumping losses.  Accomplished by 
controlled switching between two or more cam profiles. 

 Continuous variable valve lift – an electromechanically controlled system in which 
cam period and phasing is changed as lift height is controlled.  This yields a wide 
range of performance optimization and volumetric efficiency, including enabling the 
engine to be valve throttled. 

 Stoichiometric gasoline direct-injection technology – injects fuel at high pressure 
directly into the combustion chamber to improve cooling of the air/fuel charge within 
the cylinder, which allows for higher compression ratios and increased 
thermodynamic efficiency.   

 Turbocharging and downsizing – increases the available airflow and specific power 
level, allowing a reduced engine size while maintaining performance.  This reduces 
pumping losses at lighter loads in comparison to a larger engine. In this Draft TAR, 
the agencies considered two levels of boosting, 18 bar brake mean effective pressure 
(BMEP) and 24 bar, as well as four levels of downsizing, from I4 to smaller I4 or I3, 
from V6 to I4 and from V8 to V6 and I4. 18 bar BMEP is applied with 33 percent 
downsizing and 24 bar BMEP is applied with 50 percent.  To achieve the same level 
of torque when downsizing the displacement of an engine by 50 percent, 
approximately double the manifold absolute pressure (2 bar) is required.  Engine 
downsizing to 27 bar BMEP used in the 2017-2025 FRM was not considered in this 
Draft TAR. 

 Atkinson Cycle Engines - combine a substantial increase in geometric compression 
ratioC (in the range of 12.5 - 14:1) and alters intake valve event timing to provide 

                                                 
C Geometric compression ratio is a ratio of the piston clearance volume + displacement swept volume to the 

displacement swept volume in a reciprocating piston engine.  The actual effective compression ratio and 
expansion ratio must also take into account valve events governing the actual flows involved in the combustion 
process.  Effective compression ratio and expansion ratios for typical Otto-cycle engines are nearly equivalent 
and governed by the chosen geometric compression ratio.  Atkinson and Miller Cycle engines lower the trapped 
air or air-fuel charge volume during intake via either late intake valve closing or early intake valve closing to 
reduce effective compression ratio while simultaneously increasing effective expansion ratio.  This is done by 
reducing the piston clearance volume and thus increasing the geometric compression ratio. 
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much later intake valve closing (LIVC).  This lowers the trapped air charge, 
effectively lowering actual compression ratio to reduce knock limited operation while 
maintaining the expansion ratio for improved efficiency.  Although producing lower 
torque at low engine speeds for a given displacement, this engine has specific high 
efficiency operating points and is capable of significant CO2 reductions when 
properly matched to a strong hybrid system.  Electric motor/generators produce high 
torque at low speeds are thus are capable offsetting low engine speed torque 
deficiencies with Atkinson Cycle engines.  

 Direct Injection Atkinson Cycle Engines - combine direct injection, a substantial 
increase in geometric compression ratio (in the range of 13 - 14:1), wide authority 
intake camshaft timing, variable exhaust camshaft timing and an optimized 
combustion process enabling significant reductions in CO2 as compared to a standard 
direct injected engine.  This engine is capable of changing the effective compression 
ratio (i.e., varying the degree of Atkinson operation) by varying intake valve events.  
The ability to reduce pumping losses over a large area of operation may allow 
avoidance of the additional cost of higher gear count transmissions.  The Mazda 
SKYACTIV-G engine is one example of this technology.  This technology was not 
considered in the FRM. 

 Miller Cycle Engines - combine direct injection, a substantial increase in geometric 
compression ratio relative to other boosted engines, wide authority intake camshaft 
timing, and variable exhaust camshaft timing, and an optimized combustion process 
enabling significant reductions in CO2 as compared to a standard direct injected 
engine.  This is essentially Atkinson Cycle with the addition of a turbocharger 
boosting system.  The addition of a turbocharger improves volumetric efficiency and 
broadens the areas of high-efficiency operation.  The ability to reduce pumping losses 
over a large area of operation may allow avoidance of the additional cost of higher 
gear count transmissions.  This technology was not considered in the FRM.  

 Exhaust-gas recirculation with boost – increases the exhaust-gas recirculation used in 
the combustion process to increase thermal efficiency and reduce pumping losses.  
Peak levels of exhaust gas recirculation approach 25 percent by volume in these 
highly boosted engines (this, in turn raises the boost requirement by approximately 25 
percent).  This technology is only applied to 24 bar BMEP and Miller cycle engines 
in this Draft TAR.  The 27 bar BMEP engine used in the FRM was not considered for 
this Draft TAR.  

 Diesel Engines – have several characteristics that give superior fuel efficiency, 
including reduced pumping losses due to lack of (or greatly reduced) throttling, and a 
combustion cycle that operates at higher compression ratio and expansion ratios, with 
a very lean air/fuel mixture, than an equivalent-performance gasoline engine.  This 
technology requires additional enablers, such as use of NOx adsorption exhaust 
catalyst (NAC), selective catalytic reduction (SCR) of NOx, or a combination of both 
NAC and SCR NOx catalytic after-treatment. 

Transmission technologies considered in this Draft TAR include: 

 Improved automatic transmission controls – optimizes shift schedule to maximize 
fuel efficiency under wide ranging conditions, and minimizes losses associated with 
torque converter slip through lock-up or modulation. 
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 Six, seven, and eight-speed automatic transmissions – the gear ratio spacing and 
transmission ratio are optimized to enable the engine to operate in a more efficient 
operating range over a broader range of vehicle operating conditions. 

 Dual clutch transmission (DCT) - are similar to a manual transmission, but the 
vehicle controls shifting and launch functions.  A dual-clutch automated shift manual 
transmission uses separate clutches for even-numbered and odd-numbered gears, so 
the next expected gear is pre-selected, which allows for faster, smoother shifting. 

 Continuously Variable Transmission (CVT) – uses a belt between two variable ratio 
pulleys allowing an infinite set of gear ratios to enable the engine to operate in a more 
efficient operating range over a broad range of vehicle operating conditions.  

 Shift Optimization – targets engine operation at the most efficient point for a given 
power demand.  The shift controller emulates a traditional Continuously Variable 
Transmission by selecting the best gear ratio for fuel economy at a given required 
vehicle power level to take full advantage of high BMEP engines.  The shift 
controller also incorporates boundary conditions to prevent undesirable operation 
such as shift busyness and NVH issues. 

 Manual 6-speed transmission – offers an additional gear ratio, often with a higher 
overdrive gear ratio, than a 5-speed manual transmission.  

 High Efficiency Gearbox (automatic, DCT, CVT, CVT, or manual) – continuous 
improvement in seals, bearings and clutches, super finishing of gearbox parts, and 
development in the area of lubrication, all aimed at reducing frictional and other 
parasitic load in the system for an automatic, DCT or manual type transmission. 

 

Types of vehicle technologies applied in this Draft TAR analysis include: 

 Low-rolling-resistance tires – have characteristics that reduce frictional losses 
associated with the energy dissipated in the deformation of the tires under load, 
thereby reducing the energy needed to move the vehicle.  There are two levels of 
rolling resistance reduction considered in this Draft TAR analysis targeting at 10 
percent and 20 percent rolling resistance reduction respectively. 

 Low-drag and zero drag brakes – reduce the sliding friction of disc brake pads on 
rotors when the brakes are not engaged because the brake pads are pulled away from 
the rotors. 

 Secondary axle disconnect for four-wheel drive systems – provides a torque 
distribution disconnect between front and rear axles when torque is not required for 
the non-driving axle.  This results in the reduction of associated parasitic energy 
losses. 

 Aerodynamic drag reduction – is achieved by changing vehicle shapes, reducing 
frontal area, sealing gaps in body panels, or adding additional components including 
side trim, air dams, underbody covers, and more aerodynamic side view mirrors.  
There are two levels of aerodynamic drag reduction considered in this Draft TAR 
analysis targeting 10 percent and 20 percent aerodynamic drag reduction respectively. 

 Mass reduction – encompasses a variety of techniques ranging from improved design 
and better component integration to application of lighter and higher-strength 
materials.  Mass reduction can lead to collateral fuel economy and GHG benefits due 
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to downsized engines and/or ancillary systems (transmission, steering, brakes, 
suspension, etc.).   

 

Types of electrification/accessory and hybrid technologies considered in this Draft TAR 
include: 

 Electric power steering (EPS) - An electrically-assisted steering system that has 
advantages over traditional hydraulic power steering because it replaces a 
continuously operated hydraulic pump, thereby reducing parasitic losses from the 
accessory drive. 

 Improved accessories (IACC) – There are two levels of IACC applied in this Draft 
TAR analysis.  The first level may include high efficiency alternators, electrically 
driven (i.e., on-demand) water pumps and cooling systems.  This excludes other 
electrical accessories such as electric oil pumps and electrically driven air conditioner 
compressors.  The second level of IACC includes alternator regenerative braking on 
top of what are included in the first level of IACC. 

 Air Conditioner Systems – These technologies include improved hoses, connectors 
and seals for leakage control.  They also include improved compressors, expansion 
valves, heat exchangers and the control of these components for the purposes of 
improving tailpipe CO2 emissions and fuel economy when the A/C is operating. 

 Non-hybrid 12-volt Stop-Start – Also known as idle-stop or 12V micro hybrid and is 
the most basic system that facilitates idle-stop capability.  This system typically 
includes an enhanced performance starter and battery. 

 Mild Hybrid – Provides idle-stop capability and launch assistance and uses a higher 
voltage battery with increased energy capacity over typical automotive batteries.  The 
higher system voltage allows the use of a smaller, more powerful electric motor and 
reduces the weight of the motor, inverter, and battery wiring harnesses.  This system 
replaces a standard alternator with an enhanced power, higher voltage, higher 
efficiency belt-driven starter-alternator which can recover braking energy while the 
vehicle slows down (regenerative braking).  An example of a 100 volt system is the 
GM Chevrolet Malibu eAssist system.  Next generation mild hybrid systems 
scheduled for production starting in 2017 include versions running at 48 volts that 
significantly reduce cost by using lower cost batteries, lower cost electrical 
components, and eliminating high voltage safety systems.  

 P2 Hybrid – P2 hybrid is a hybrid technology that uses a transmission integrated 
electric motor placed between the engine and a gearbox or CVT, with a wet or dry 
separation clutch which is used to decouple the motor/transmission from the engine.  
In addition, a P2 Hybrid would typically be equipped with a larger electric machine 
than a mild hybrid system but smaller than a power-split hybrid architecture.  
Disengaging the clutch allows all-electric operation and more efficient brake-energy 
recovery.  Engaging the clutch allows efficient coupling of the engine and electric 
motor and based on simulation, when combined with a DCT transmission, provides 
similar efficiency to other strong hybrid systems.   

 Power-split Hybrid (PSHEV) –A hybrid electric drive system that replaces the 
traditional transmission with a single planetary gear-set and two motor/generators.  
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The smaller motor/generator uses the engine to either charge the battery or supply 
additional power to the drive motor.  The second, more powerful motor/generator is 
permanently connected to the vehicle’s final drive and always turns with the wheels, 
as well as providing regenerative braking capability.  The planetary gear-set splits 
engine power between the first motor/generator and the output shaft to either charge 
the battery or supply power to the wheels.  The Power-split hybrid provides similar 
efficiency to other strong hybrid systems.   

 Plug-in hybrid electric vehicles (PHEV) – Are hybrid electric vehicles with the means 
to charge their battery packs from an outside source of electricity (usually the electric 
grid).  These vehicles have larger battery packs than non-plug-in hybrid electric 
vehicles with more energy storage and a greater capability to be discharged.  They 
also use a control system that allows the battery pack to be substantially depleted 
under electric-only or blended mechanical/electric operation, allowing for reduced 
fuel use during “charge depleting” operation.  

 Battery electric vehicles (BEV) – Are vehicles with all-electric drive and with vehicle 
systems powered by energy-optimized batteries charged from an outside source of 
electricity (usually the electric grid). BEVs with 75 mile, 100 mile and 200 mile 
ranges have been included as potential technologies. 

 

5.2.2 Engines: State of Technology 

Internal combustion engine improvements continue to be a major focus in improving the 
overall efficiency of light-duty vehicles.  While the primary type of light-duty vehicle engine in 
the United States is a gasoline fueled, spark ignition (SI), port-fuel-injection (PFI) design, it is 
undergoing a significant evolution as manufacturers work to improve engine brake thermal 
efficiency (BTE) from what has historically been approximately 25 percent to BTE of 37 percent 
and above.  This focus on improving gasoline SI engines has resulted in the adoption of 
technologies such as gasoline direct injection (GDI), turbo-charging and downsizing, Atkinson 
Cycle, Miller Cycle, increased valve control authority through variable valve timing and variable 
valve lift, integrated exhaust manifolds, reduced friction, and cooled EGR.  Vehicle 
manufacturers have more choices of technology for internal combustion engines than at any 
previous time in automotive history and more control over engine operation and combustion.  In 
addition, manufacturers have access to improved design tools that allow them to investigate and 
simulate a wide range of technology combinations to allow them to make the best decisions 
regarding the application of technology into individual vehicles.  Despite the access to improved 
tools and simulation, EPA believes that manufacturers have not yet explored the entire design 
space of modern powertrain architectures and that innovation will continue resulting in 
improvements in efficiency that are beyond what is currently being demonstrated in the new car 
fleet.   

As discussed in Chapter 3, the use of many of the major powertrain technologies analyzed in 
the 2012 FRM, including engine technologies such as VVT, direct injection, turbocharging, and 
cylinder deactivation have increased since the publication of the FRM and appear to be trending 
towards EPA projections of technology penetration levels from the 2017-2025 FRM analysis 
(see Chapter 3).  Engines equipped with GDI are projected to achieve a 46 percent market share 
in MY2015. Approximately 18 percent of new vehicles are projected to be equipped with 
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turbochargers for MY2015.  Use of cylinder deactivation has grown to capture a projected 13 
percent of light-duty vehicle production for MY2015. Light duty diesel vehicles are projected to 
increase to a projected 1.5 percent of new vehicle production for MY2015, which is the highest 
level since MY1984.  Recently introduced light-duty diesels in the U.S. include several new 
pickup truck (2015 Ram 1500, 2016 Chevrolet Colorado, 2016 GMC Canyon) and SUV (2015 
Jeep Grand Cherokee, 2016 Land Rover Range Rover, Mercedes GLE300 and GLE350) models. 

 

Figure 5.1  Light-duty Vehicle Engine Technology Penetration since the 2012 Final Rule 

 

5.2.2.1 Overview of Engine Technologies 

Since the FRM, the agencies have continued to meet with automobile manufacturers, major 
Tier 1 automotive suppliers and major automotive engineering services firms to review both 
public and confidential data on the development of advanced internal combustion engines for 
MY2022 and later.  A considerable amount of new work has been completed both within the 
agencies and within industry and academia that is available for consideration for the Draft TAR.  
The agencies have completed several engine benchmarking programs that have produced 
detailed engine maps.  These engine maps represent some of the best performing engines 
available today and have been used in the ALPHA and Autonomie models to directly estimate 
the effectiveness of modern powertrain technology being applied to a wide spectrum of vehicle 
applications.  In addition, industry and academia regularly publishes similar levels of detail with 
regard to engine operation in the public domain, and the agencies have also used this information 
to either directly inform or to compare effectiveness estimations.     

In addition to creating detailed engine maps for full vehicle simulation, the agencies 
conducted proof-of-concept, applied research to investigate the potential for further engine 
improvements.  This includes the use of both computer-aided engineering tools and the 
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development and analysis of advanced engine technologies via engine dynamometer testing.  
Further details are provided in Section 5.4. 

In meetings with automobile manufacturers and Tier 1 suppliers, we learned about both 
convergent and divergent engine technologies trends.  In many cases, it was difficult to obtain 
information on specific engine technologies beyond MY2022.  Through MY2022, with few 
exceptions, gasoline direct injection and VVT will be applied to most engines.  Significant 
attention will be placed on reducing engine friction and accessory parasitic loads. In passenger 
car and smaller light-duty truck segments, there will be considerable diversity of engine 
technologies, including turbocharged GDI engines with up to 25-bar BMEP, both turbocharged 
and naturally aspirated GDI engines with external cooled EGR, and engines that combine GDI 
with operation over the Atkinson Cycle and use of Atkinson Cycle outside of HEV applications.  
With respect to larger, heavier vehicles, including full-size SUVs and pickup trucks with 
significant towing utility, some manufacturers will be relying on naturally aspirated GDI engines 
with cylinder deactivation, some will be relying more on turbocharged-downsized engines, and 
others will be using a variety of engine technologies, including light-duty diesels.  Vehicle 
manufacturers are at advanced stages of research with respect to:  

 Stratified-charge, lean-burn combustion 
 Multi-mode combustion approaches 

 homogenous charge, compression ignition, lean-burn operation at light loads 
 stratified-charge, lean-burn spark ignition at moderate loads 
 stoichiometric homogenous charge, spark ignition at high loads 

 Variable-compression ratio (VCR) engines 
 Engines exceeding 24-bar BMEP 

 

While the introduction of variable compression ratio engines and highly boosted GDI engines 
above 24-bar BMEP is expected within the 2022-2025 timeframe, these technologies will most 
likely be introduced into relatively low-volume, high performance applications.  Manufacturers 
and suppliers are finding that turbocharged engines can achieve lower CO2 emissions over the 
regulatory drive cycles and improved real-world fuel economy at more moderate (24 bar and 
below) BMEP levels.  While there are both performance and efficiency advantages to VCR at 
high BMEP levels, both Atkinson Cycle and Miller Cycle with VVT are technologies that 
compete with VCR and that have a comparable ability to vary effective compression ratio but 
with reduced cost and complexity.   

We also learned from manufacturers and suppliers that specific engine technologies have 
synergies with other CO2-reduction technologies.  For example, measures to reduce engine 
friction, particularly friction at startup, help reduce the motor torque necessary for restart in 12V 
start/stop systems.  GDI and electric cam phasing systems can be used for combustion assistance 
of engine restart.  There are also synergies between Miller Cycle, IEM, cooled-EGR, and the use 
of VNT turbochargers which are described in more detail in Section 5.2.2.7. 

Despite recent EPA and California ARB compliance actions with respect to light-duty diesel 
NOx emissions, diesel engines remain a technology for the reduction of GHG emissions from 
light-duty vehicles.  Advances in NOx and PM emissions control technology are bringing light-
duty diesels fully into compliance with Federal Tier 3 and California LEV III emissions 
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standards at a cost that is competitive with the cost-effectiveness other high efficiency, advanced 
engine technologies.  In the FRM, diesel powertrains were not expected to be a significant 
technology for improving vehicle efficiency, however, since then many new light-duty vehicles 
have been introduced to the U.S. market with diesel engines, including the Ram 1500 full-size 
pickup truck, the Chevrolet Colorado mid-size pickup truck, the Jeep Grand Cherokee SUV, and 
the Chevrolet Cruze.  In addition, diesel engines are continuing to evolve using technologies 
similar to those being introduced in new light-duty gasoline engines and heavy-duty diesel truck 
engines, including the use of advanced friction reduction measures, increased turbocharger 
boosting and engine downsizing, engine "downspeeding,” the use of advanced cooled EGR 
systems, improved integration of charge air cooling into the air intake system, and improved 
integration of exhaust emissions control systems for criteria pollutant control.  The best BTE of 
advanced diesel engines under development for light duty applications is now 46 percent and 
thus is approaching that of heavy-duty diesel truck engines.2 

In  addition to a reevaluation all the cost and effectiveness values of the technologies that 
were considered in the FRM, this assessment includes evaluations of technologies where 
substantial new information has emerged since the FRM, including Atkinson and Miller cycle 
engines, and application of cylinder deactivation operation to 3-cylinder, 4-cylinder, and 
turbocharged engines. 

5.2.2.2 Sources of Engine Effectiveness Data 

In addition to the sources of engine CO2 effectiveness data used in the 2017-2025 LD GHG 
FRM, the agencies also used engine data from a wide range of sources to update engine 
effectiveness for this assessment:  

 Newly available, public data (e.g., peer-reviewed journals, peer-reviewed technical 
papers, conference proceedings) 

 Data directly acquired by EPA via engine dynamometer testing at EPA-NVFEL or at 
contract laboratories 

 Benchmarking and simulation modeling of current and future engine configurations  
 Confidential data from OEMs, Tier 1 suppliers, and major automotive engineering 

services firms 
 Data from the U.S. Department of Energy Vehicle Technologies Program 

A considerable amount of brake-specific fuel consumption (BSFC), brake-thermal efficiency 
(BTE) and chassis-dynamometer drive cycle fuel consumption data for advanced powertrains has 
been published in journals, technical papers and conference proceedings since the publication of 
the 2012 FRM.  In some cases, published data includes detailed engine maps of BSFC and/or 
BTE over a wide area of engine operation.  In addition, these publications provide a great deal of 
information regarding the specific design changes made to an engine which allow the engine to 
operate at an improved BSFC and vehicles to operate with improved fuel consumption.  These 
design details often include changes to engine friction, changes to valvetrain and valve control, 
combustion chamber design and combustion control, boosting components and boosting control, 
and exhaust system modifications.  This information provides the agency an indication of which 
technologies to investigate in more detail and offer the opportunity to correlate testing and 
simulation results against currently available and future designs.  
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Since 2012, many examples of advanced engine technologies have gone into production for 
the U.S., European and Japanese markets.  EPA has acquired many vehicles for chassis 
dynamometer testing and has developed a methodology for conducting detailed engine 
dynamometer testing of engines and engine/transmission combinations.  Engine dynamometer 
testing was conducted both at the EPA-NVFEL facility in Ann Arbor, MI and at other test 
facilities under contract with EPA.  Engine dynamometer testing of production engines outside 
of the vehicle chassis required the use of a vehicle-to-engine (or vehicle-to-engine/transmission) 
wiring tether and simulated vehicle feedback signals in order to allow use of the vehicle 
manufacturer’s engine management system and calibrated control parameters.  NHTSA 
conducted engine dynamometer testing of light-duty truck engines at Southwest Research 
Institute.  In addition to fuel consumption and regulated emissions, many of the engines were 
also instrumented with piezo-electric cylinder pressure transducers and crankshaft position 
sensors to allow calculation of the apparent rate of heat release and combustion phasing.  
Engines with camshaft-phasing were also equipped with camshaft position sensors to allow 
monitoring of the timing of valve events.  Engine dynamometer testing also incorporated 
hardware-in-the-loop simulation of drive cycles so that vehicle packages with varying 
transmission configurations and road-loads could be evaluated. 

While the confidential data provided by vehicle manufacturers, suppliers and engineering 
firms cannot be published in the Draft TAR, these sources of data were important as they 
allowed the EPA to perform quality and rationality checks against the data that we are making 
publically available.  In each case where a specific technology was benchmarked, EPA met with 
the vehicle manufacturer.  In cases where expected combinations of future engine technologies 
were not available for testing from current production vehicles, a combination of proof-of-
concept engine dynamometer testing and engine and vehicle CAE simulations were used to 
determine drive cycle effectiveness.  For example, use of cooled EGR and an increased 
geometric compression ratio was modeled using Gamma Technologies GT-Power simulations of 
combustion and gas dynamics with subsequent engine dynamometer validation conducted using 
a prototype engine management system, a developmental external low-pressure cooled EGR 
system, and a developmental dual-coil offset ignition system.  Finally, several of these 
benchmarking activities were the subject of technical papers published by SAE and included a 
peer review of the results as part of the publication process. 

5.2.2.3 Low Friction Lubricants (LUB) 

One of the most basic methods of reducing fuel consumption in gasoline engines is the use of 
lower viscosity engine lubricants.  More advanced multi-viscosity engine oils are available today 
with improved performance in a wider temperature band and with better lubricating properties.  
This can be accomplished by changes to the oil base stock (e.g., switching engine lubricants from 
a Group I base oils to lower-friction, lower viscosity Group III synthetic) and through changes to 
lubricant additive packages (e.g., friction modifiers and viscosity improvers).  The use of 5W-30 
motor oil is now widespread and auto manufacturers are introducing the use of even lower 
viscosity oils, such as 5W-20 and 0W-20, to improve cold-flow properties and reduce cold start 
friction.  However, in some cases, changes to the crankshaft, rod and main bearings and changes 
to the mechanical tolerances of engine components may be required.  In all cases, durability 
testing is required to ensure that durability is not compromised.  The shift to lower viscosity and 
lower friction lubricants also improve the effectiveness of valvetrain technologies such as 
cylinder deactivation, which rely on a minimum oil temperature (viscosity) for operation.  
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5.2.2.4 Engine Friction Reduction (EFR1, EFR2) 

In addition to low friction lubricants, manufacturers can also reduce friction and improve fuel 
consumption by improving the design of engine components and subsystems.  Approximately 10 
percent of the energy consumed by a vehicle is lost to friction, and just over half is due to 
frictional losses within the engine.   Examples include improvements in low-tension piston rings, 
piston skirt design, roller cam followers, improved crankshaft design and bearings, material 
coatings, material substitution, more optimal thermal management, and piston and cylinder 
surface treatments.  Additionally, as computer-aided modeling software continues to improve, 
more opportunities for evolutionary friction reductions may become available. 

All reciprocating and rotating components in the engine are potential candidates for friction 
reduction, and minute improvements in several components can add up to a measurable fuel 
economy improvement.   

5.2.2.5 Cylinder Deactivation (DEAC) 

In conventional spark-ignited engines throttling the airflow controls engine torque output.  At 
partial loads, efficiency can be improved by using cylinder deactivation instead of throttling.  
Cylinder deactivation (DEAC) can improve engine efficiency by disabling or deactivating 
cylinders when the load is significantly less than the engine’s total torque capability – the valves 
are kept closed, and no fuel is injected – as a result, the trapped air within the deactivated 
cylinders is simply compressed and expanded as an air spring, with reduced friction and heat 
losses.  The active cylinders combust at additional loads to compensate for the deactivated 
cylinders.  Pumping losses are significantly reduced as long as the engine is operated in this 
“part-cylinder” mode. 

Cylinder deactivation control strategy relies on setting maximum manifold absolute pressures 
or predicted torque within which it can deactivate the cylinders.  Noise and vibration issues 
reduce the operating range to which cylinder deactivation is allowed, although manufacturers 
continue exploring vehicle changes that enable increasing the amount of time that cylinder 
deactivation might be suitable.  Some manufacturers have adopted active engine mounts and/or 
active noise cancellations systems to address NVH concerns and to allow a greater operating 
range of activation.   

5.2.2.6 Variable Valve Timing (VVT) Systems 

Variable valve timing (VVT) is a family of valve-train designs that alter the timing of the 
intake valve, exhaust valve, or both, primarily to reduce pumping losses, increase specific power, 
and control the level of residual gases in the cylinder.  VVT reduces pumping losses when the 
engine is lightly loaded by controlling valve timing closer to an optimum needed to sustain 
horsepower and torque.  VVT can also improve volumetric efficiency at higher engine speeds 
and loads.  Additionally, VVT can be used to alter (and optimize) the effective compression ratio 
where it is advantageous for certain engine operating modes (e.g., in the Atkinson Cycle). 

VVT has now become a widely adopted technology.  In MY2015, more than 98 percent of 
light-duty vehicles sold in the U.S. are projected to use some form of VVT.  The three major 
types of VVT are listed in the sub-sections below. 
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Each of the three implementations of VVT uses a cam phaser to adjust the camshaft angular 
position relative to the crankshaft position, referred to as “camshaft phasing.”  The phase 
adjustment results in changes to the pumping work required by the engine to accomplish the gas 
exchange process.  The majority of current cam phaser applications use hydraulically-actuated 
units, powered by engine oil pressure and managed by a solenoid that controls the oil pressure 
supplied to the phaser.  Electric cam phasing allows a wider range of camshaft phasing, faster 
time-to-position, and allows adjustment of camshaft phasing under conditions that can be 
challenging for hydraulic systems, for example, during and immediately after engine startup. 

5.2.2.6.1 Intake Cam Phasing (ICP) 

Valvetrains with ICP can modify the timing of the inlet valves by phasing the intake camshaft 
while the exhaust valve timing remains fixed.  This requires the addition of a cam phaser on each 
bank of intake valves on the engine.  An in-line 4-cylinder engine has one bank of intake valves, 
while V-configured engines have two banks of intake valves. 

5.2.2.6.2 Coupled Cam Phasing (CCP) 

Valvetrains with coupled (or coordinated) cam phasing can modify the timing of both the inlet 
valves and the exhaust valves an equal amount by phasing the camshaft of a single overhead cam 
(SOHC) engine or a cam-in-block, overhead valve (OHV) engine.  For overhead cam engines, 
this requires the addition of a cam phaser on each bank of the engine.  Thus, an in-line 4-cylinder 
engine has one cam phaser, while SOHC V-engines have two cam phasers.  For overhead valve 
(OHV) engines, which have only one camshaft to actuate both inlet and exhaust valves, CCP is 
the only VVT implementation option available and requires only one cam phaser. 

5.2.2.6.3 Dual Cam Phasing (DCP) 

The most flexible VVT design is dual (independent) cam phasing, where the intake and 
exhaust valve opening and closing events are controlled independently. This option allows the 
option of controlling valve overlap, which can be used as an internal EGR strategy.  At low 
engine loads, DCP creates a reduction in pumping losses, resulting in improved fuel 
consumption/reduced CO2 emissions.  Increased internal EGR also results in lower engine-out 
NOx emissions.  The amount by which fuel consumption is improved and CO2 emissions are 
reduced depends on the residual tolerance of the combustion system and on the combustion 
phasing achieved.  Additional improvements are observed at idle, where low valve overlap could 
result in improved combustion stability, potentially reducing idle fuel consumption. 

5.2.2.6.4 Variable Valve Lift (VVL)  

Controlling the lift of the valves provides a potential for further efficiency improvements.  By 
optimizing the valve-lift profile for specific engine operating regions, the pumping losses can be 
reduced by reducing the amount of throttling required to produce the desired engine power 
output.  By moving the throttling losses further downstream of the throttle valve, the heat 
transfer losses that occur from the throttling process are directed into the fresh charge-air mixture 
just prior to compression, delaying the onset of knock-limited combustion.  Variable valve lift 
control can also be used to induce in-cylinder mixture motion, which improves fuel-air mixing 
and can result in improved thermodynamic efficiency.  Variable valve lift control can also 
potentially reduce overall valvetrain friction.  At the same time, such systems may incur 
increased parasitic losses associated with their actuation mechanisms.  A number of 
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manufacturers have already implemented VVL into all (BMW) or portions of their fleets 
(Toyota, Honda, and GM), but overall this technology is still available for application to most 
vehicles.  There are two major classifications of variable valve lift, discrete variable valve lift 
(DVVL) and continuous variable valve lift (CVVL). 

DVVL systems allow the selection between two or three discrete cam profiles by means of a 
hydraulically-actuated mechanical system.  By optimizing the cam profile for specific engine 
operating regions, the pumping losses can be reduced by reducing the amount of throttling 
required to produce the desired engine power output.  This increases the efficiency of the engine.  
These cam profiles may consist of a low and a high-lift lobe or other combinations of cam 
profiles, and may also include an inert or blank lobe to incorporate cylinder deactivation (in the 
case of a 3-step DVVL system).  DVVL is normally applied together with VVT control.  DVVL 
is also known as Cam Profile Switching (CPS).  DVVL is a mature technology with low 
technical risk.   

In CVVL systems, valve lift is varied by means of a mechanical linkage, driven by an actuator 
controlled by the engine control unit.  The valve opening and phasing vary as the lift is changed 
and the relation depends on the geometry of the mechanical system.  BMW has considerable 
production experience with CVVL systems and has versions of its “Valvetronic” CVVL system 
since 2001.  CVVL allows the airflow into the engine to be regulated by means of intake valve 
opening reduction, which improves engine efficiency by reducing pumping losses from throttling 
the intake system further upstream as with a conventionally throttled engine. CVVL provides 
greater effectiveness than DVVL, since it can be fully optimized for all engine speeds and loads, 
and is not limited to a two or three step compromise.  There may also be a small reduction in 
valvetrain friction when operating at low valve lift, resulting in improved low load fuel 
consumption for cam phase control with variable valve lift as compared to cam phase control 
only.  Most of the fuel economy effectiveness is achieved with variable valve lift on the intake 
valves only.  CVVL is only applicable to double overhead cam (DOHC) engines.   

5.2.2.7 GDI, Turbocharging, Downsizing and Cylinder Deactivation 

Between 2010 and 2015, automotive manufacturers have been adopting advanced powertrain 
technologies in response to GHG and CAFE standards (see 3.2 Technology Penetrations).  Just 
over 45 percent of MY2015 light-duty vehicles in U.S. were equipped with gasoline direct 
injection (GDI) and approximately 18 percent of MY2015 light-duty vehicles were turbocharged.  
Nearly all vehicles using turbocharged spark-ignition engines also used GDI to improve 
suppression of knocking combustion.  GDI provides direct cooling of the in-cylinder charge via 
in-cylinder fuel vaporization.3  Use of GDI allows an increase of compression ratio of 
approximately 0.5 to 1.5 points relative to naturally aspirated or turbocharged engines using port-
fuel-injection (e.g., an increase from 9.9:1 for the 5.3L PFI GM Vortec 5300 to 11:1 for the 5.3L 
GDI GM Ecotec3 with similar 87 AKI gasoline octane requirements).   

Figure 5.2 shows a comparison of brake thermal efficiency (BTE) versus engine speed and 
load between a high-volume, MY2008 2.4L I4 engine equipped with PFI and a MY2013 GM 
EcotecTM 2.5L I4 equipped with GDI.  The GDI engine has a significantly higher compression 
ratio, (11.3:1 vs 9.6:1), higher efficiency throughout its range of operation, and achieves higher 
BMEP levels (approximately 12.5 bar vs 11.3 bar), allowing a significant increase in power per 
displacement.  The incremental effectiveness at approximately 2-bar BMEP and 2000 rpm was 
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17 percent but varied from approximately 3 percent to approximately 11 percent at other speed 
and load points of importance for the regulatory drive cycles. 

 

Figure 5.2  Comparison of BTE for A Representative MY2008 2.4L I4 NA DOHC PFI 4-valve/cyl. Engine 
with Intake Cam Phasing (Left)D and a GM Ecotec 2.5L NA GDI Engine with Dual Camshaft Phasing 

(Right).E  

Area of Operation > 34% BTE is Shown in Light Green. Area of Operation >35% BTE is Shown in Dark Green. 
 

Toyota's D-4S system combines GDI and PFI systems, with two injectors per cylinder (one 
directly in-cylinder and one immediately upstream of the intake port).4,5,6  As of 2015, all Toyota 
vehicles in the U.S. with GDI appear to be using a variation of the D-4S dual GDI/PFI fuel 
injection system. This system increases peak BMEP, provides additional flexibility with respect 
to calibration of the EMS for improved cold-start emissions and offers an efficiency 
improvement over GDI alone. Based on certification data and EPA confirmatory test data, 
Toyota vehicles using engines equipped with the D4S system have relatively low PM emissions 
over the FTP75 cycle that are roughly comparable to PFI-equipped vehicles (<0.60 mg/mi).7  A 
comparison of the Toyota 2GR-FSE engine is shown compared to a 3.5L PFI engine in Figure 
5.3.  The 2GR-FSE achieves a very high BMEP for a naturally aspirated engine (13.7 bar). 
Although both engines have comparable displacement, they are not directly comparable because 
the higher BMEP attained by the 2GR-FSE would allow further engine downsizing for a similar 
application, with potential for further improvement in BTE at light load relative to the 3.5L PFI 
engine.  The area greater than 34 percent BTE is significantly larger for the Toyota 2GR-FSE 
due to a combination of factors, including a higher compression ratio enabled by GDI and 
reduced pumping losses through use of a dual camshaft phasing system that enables internal 
EGR at light loads.    

                                                 
D Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
E Based on EPA engine dynamometer test data. 
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Figure 5.3  Comparison of BTE for A Representative MY2010 3.5L V6 NA PFI 4-valve/cyl. EngineF (Left) 
and a Toyota 2GR-FSE GDI/PFI Engine with Dual Camshaft PhasingG (Right).  

Note:  Area of Operation > 34% BTE is Shown in Light Green. 

The recently redesigned Ford turbocharged 3.5L "EcoBoostTM" engine in the 2017 Ford F150 
also uses a dual GDI/PFI injection system to increase power, reduce emissions, and improve 
efficiency,8 but other engines in Ford's EcoBoost lineup use GDI.  In MY2015, Ford offered a 
version of the EcoBoost turbocharged GDI engines as standard or optional engines in nearly all 
of models of light-duty cars and trucks.  Ford's world-wide production of EcoBoost engines 
exceeded 200,000 units per month during CY2015.9  

Approximately 13 percent of MY2015 light-duty vehicles used cylinder deactivation, 
primarily in light-duty truck applications.  In MY2015, General Motors introduced their 
“Ecotec3” line of OHV V6 and V8 engines across their entire lineup of light-duty pickups and 
truck-based SUVs.  These engines are equipped with GDI, coupled-cam-phasing, and cylinder 
deactivation.  Both the V6 and V8 EcoTec3 engines are capable of operation on 4-cylinders 
under light-load conditions. Application of GDI has synergies with cylinder deactivation.  The 
higher BMEP achievable with GDI also increases the BMEP achievable once cylinders have 
been deactivated, thus increasing the range of operation where cylinder deactivation is enabled.   

Cylinder deactivation operates the remaining, firing cylinders at higher BMEP under light 
load conditions.  This moves operation of the remaining cylinders to an area of engine operation 
with less throttling and thus lower pumping losses (Figure 5.4) and reduced BSFC. 

                                                 
F Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
G Based on EPA engine dynamometer test data. 
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Figure 5.4  Graphical Representation Showing How Cylinder Deactivation Moves Engine Operation to 
Regions of Operation with Improved Fuel Consumption over the UDDS Regulatory Drive Cycle (shaded 

area). 

 

In the 2017-2025 LD GHG FRM, EPA limited its analysis of cylinder deactivation to engines 
with six or more cylinders.  At the time, there were concerns that application of cylinder 
deactivation to 3 or 4-cylinder engines would result in unacceptable NVH.  Since 2012, 
improvements in crankshaft dampening systems have extended the application of cylinder 
deactivation to four cylinder engines.  Volkswagen introduced their 1.4L TSI EA 211 
turbocharged GDI engine with “active cylinder management” in Europe for MY2013.10 This 
engine is the first production application of cylinder deactivation to an I4 engine and can 
deactivate 2 cylinders via cam-shifting under light load conditions.  VW recently introduced a 
Miller Cycle variant of the same EA211 engine family with cylinder deactivation.11 Schaeffler 
has developed a dynamic cylinder deactivation system for I3 and I5 engines that alternates or 
"rolls" the deactivated cylinders.  This system allows all cylinders to be deactivated after every 
ignition cycle and reactivated during the next cycle. Cylinder deactivation thus alternates within 
a single deactivation phase and not each time a new deactivation mode is introduced.  The net 
result is that engines with an odd number of cylinders can operate, on average, with half their 
cylinder displacement (i.e., I3 can drop to 1.5 cylinders on average or an I5 can drop to 2.5 
cylinders on average).  Ford and Schaeffler investigated both rolling cylinder deactivation and a 
system to deactivate one cylinder with Ford’s EcoBoost 1.0L I3 engine and found that, with 
appropriate vibrational dampening, either strategy could be implemented with no NVH 
deterioration and with 3 percent or greater improvement in both real-world and EU drive cycle 
fuel economy.12  Tula Technology has demonstrated a system with the capability of deactivating 
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any cylinder that they refer to as "Dynamic Skip Fire.”13 Tula found a combined-cycle fuel 
economy improvement of approximately 14 percent for an unspecified vehicle equipped with a 
6.2L PFI V8 and approximately 6 percent for an application equipped with the GM Active Fuel 
Management 4/8 cylinder deactivation system.  It should be noted that engines with more 
opportunity for pumping loss reduction over the regulatory drive cycles (e.g., larger 
displacement, naturally aspirated, PFI) generally have higher CO2 effectiveness when equipped 
with cylinder deactivation. 

Many automotive manufacturers have launched a third or fourth generation of GDI engines 
since their initial introduction in the U.S. in 2007.  Turbocharged, GDI engines are in now in 
volume production at between 21-bar and 25-bar BMEP.  Most recent turbocharged engine 
designs now use head-integrated, water-cooled exhaust manifolds and coolant loops that separate 
the cooling circuits between the engine block and the head/exhaust manifold(s).  Head-integrated 
exhaust manifolds (IEM) are described further in the section on thermal management in 5.2.2.11.  
The use of IEM was assumed within the EPA analysis of 27-bar BMEP turbocharged GDI 
engines for the FRM.  The benefits, including increased ability to downspeed the engine without 
pre-ignition and the potential for cost savings in the design of the turbocharger turbine housing 
appear to extend to lower BMEP-level turbocharged GDI engines and will likely be incorporated 
into many future turbocharged light-duty vehicle applications.  The application of IEM's does 
effect cooling system design and manufacturers will be required to provide sufficient cooling 
system capacity if they adopt this technology. 

The 2.7L Ford Ecoboost engine was introduced in the MY2015 Ford F150.  This engines uses 
one turbocharger per bank, IEM and dual camshaft phasing. Peak BMEP is approximately 24-bar 
and the maximum towing capacity of the F150 equipped with this engine is 13,300 lbs. when 
used with a 3.73:1 final drive ratio in the 2016 Ford F150.  Figure 5.5 shows a comparison of 
BMEP and torque vs. engine speed and BTE between a conventional MY2010 5.4L OHC V8 
light-duty pickup truck engine and the MY 2015 2.7L Ford Ecoboost engine. This comparison 
thus represents 50 percent engine downsizing using turbocharging and GDI. The 2.7L Ecoboost 
engine has bother higher peak torque and power, higher peak BTE, and approximately double the 
area above 34 percent BTE.  
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Figure 5.5  Comparison of BTE for A Representative MY2010 5.4L V8 NA PFI 3-valve/cyl. EngineH (Left) 
and a Ford 2.7L V6 Ecoboost Turbocharged, GDI Engine With Dual Camshaft PhasingI (Right).  

Note:  Area of Operation > 35% BTE is Shown in Green. 

Figure 5.6 shows maps of BMEP and torque vs. engine speed and BTE for a representative 
MY2010 2.4L PFI engine with intake camshaft phasing and a MY2012 1.0L Ford EcoBoost 
turbocharged, GDI, engine with an integrated exhaust manifold (IEM) and dual camshaft 
phasing.14  The 1.0L EcoBoost engine features turbocharging to a peak BMEP of 25-bar, GDI 
with center-mounted, spray-guided injection, a cylinder-head integrated exhaust manifold, and 
dual camshaft phasing.  While not a direct comparison for purposes of engine downsizing (the 
1.0L EcoBoost is more comparable to a 1.8 – 2.0L NA PFI engine based on torque 
characteristics and rated power), this comparison of BTE does demonstrate the manner that 
turbocharging and downsizing can be used to expand regions of high thermal efficiency to cover 
a larger portion of engine operation.  For example, the EcoBoost engine exceeds 30 percent BTE 
above 6-bar BMEP/50 N-m torque over most of the engine’s range of engine speeds while the 
area above 30 percent BTE for the NA PFI engine is considerably smaller.   

                                                 
H Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
I Based on EPA engine dynamometer test data. 

1000          2000         3000          4000         5000
Engine Speed (rpm)

2

0

4

6

8

4

10

12

14

16

18

20

B
M

EP
 (B

ar
)

22

24

50

0

100

150

250

300

To
rq

ue
 (N

·m
)

200

350

400

450

500

15kW
30 kW

60 kW

90 kW

120 kW

150 kW

180 kW

210 kW

240 kW

270 kW

2015 Ford F150 2.7L “EcoBoost”
Current Production Engine, 24-bar BMEP, turbochared, GDI

0

2

4

6

8

10

12
B

M
EP

 (B
ar

)

1000          2000         3000          4000         5000
Engine Speed (rpm)

50

0

100

150

250

300

200

350

400

450

500
To

rq
ue

 (N
·m

)

15kW
30 kW

60 kW

90 kW

120 kW

150 kW

180 kW

210 kW

240 kW

2010 5.4L NA PFI SOHC V8
Previous Production Engine, 11.5-bar BMEP, NA, PFI



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-25 

 

 

Figure 5.6  Comparison of BTE for A Representative MY2010 2.4L NA PFI EngineJ (Left) and A Modern, 
1.0L Turbocharged, Downsized GDI EngineK (Right).  

Note:  Area of Operation > 34% BTE is Shown in Light Green. 

A comparison of the same 2.4L PFI engine with a more recent, MY2017 Honda 1.5L 
Turbocharged GDI engine with IEM is shown in Figure 5.7.15,16  The torque characteristics of the 
Honda engine are a closer match to the 2.4L PFI engine and the Honda engine represents 
approximately 37 percent downsizing relative to the 2.4L PFI engine due to turbocharging and 
includes other improvements (friction reduction, dual cam phasing, higher rates of internal 
EGR).  The Honda 1.5L turbocharged GDI engine has significantly improved efficiency when 
comparing BTE across 20 speed and load points of significance for the regulatory drive cycles 
(1500 -2500 rpm and 2-bar to 8-bar BMEP as referenced to the 2.4l ENGINE).  The BTE of the 
Honda 1.5L turbocharged engine showed an incremental effectiveness of 6 percent to 30 percent 
across this entire range of operation.  The difference was more pronounced at lighter loads.  
Incremental effectiveness was 16 percent to 30 percent below 6-bar BMEP relative to the 2.4L 
engine (~112 N-m of torque).   

                                                 
J Based on engine dynamometer test data provided to EPA as part of "Light Duty Vehicle Complex Systems 

Simulation," EPA Contract No. EP-W-07-064, work assignment 2-2, with PQA and Ricardo. 
K Adapted from Ernst et al. 2011.14 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-26 

 

Figure 5.7  Comparison of BTE for A Representative MY2010 2.4L NA PFI EngineJ (Left) and A Modern, 
1.5L Turbocharged, Downsized GDI EngineL (Right).  

Note:  Area of Operation > 34% BTE is Shown in Light Green. Area of Operation >35% BTE is Shown in Dark 
Green.  BTE Was Also Compared Across 20 Operational Points of Significance for Regulatory Drive Cycles 
between 1500 and 2500 RPM. 

Recent turbocharger improvements have included use of lower-mass, lower inertia 
components and lower friction ball bearings to reduce turbocharger lag and enable higher peak 
rotational speeds.  Improvements have also been made to turbocharger compressor designs to 
improve compressor efficiency and to expand the limits of compressor operation by improving 
surge characteristics (see Figure 5.8).   

                                                 
L Adapted from Wada et al. 2016 and Nakano et al 2016.15,16 
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Figure 5.8  Typical Turbocharger Compressor Map Showing How Pressure And Flow Characteristics Can 
Be Matched Over a Broader Range of Engine Operation Via Surge Improvement and Higher Operational 

Speed. 

Turbochargers with variable nozzle turbines (VNT) use moveable vanes within the 
turbocharger to allow adjustment of the effective exhaust turbine aspect ratio, allowing the 
operation of the turbocharger to be better matched across the entire speed and load range of an 
engine.  VNT turbochargers are commonly used in modern light-duty and heavy-duty diesel 
engines.  The use of head-integrated exhaust manifolds (IEM) and split-coolant loops within the 
engine and the use of cooled EGR (Sections 5.2.2.8 and 5.2.2.11) can reduce peak exhaust 
temperatures sufficiently to allow lower cost implementation of VNT turbochargers in spark 
ignition engines.  There are also synergies between the application of VNT and Miller cycle 
(increased low-speed torque, improved torque response).11 

 

Figure 5.9  Cross Sectional View of a Honeywell VNT Turbocharger.  The Moveable Turbine Vanes And 
Servo Linkage Are Highlighted In Light Red. 
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5.2.2.8 EGR 

Exhaust gas recirculation (EGR) is a broad term used for systems that control and vary the 
amount of inert, residual exhaust gases left in cylinder during combustion.  EGR can improve 
efficiency at part-load by reducing pumping losses due to engine throttling.  EGR also reduces 
combustion temperatures and thus reduces NOx formation.  The use of cEGR can reduce 
knocking combustion, thus allowing compression ratio and/or turbocharger boost pressure to be 
increased or spark timing to be advanced.  EGR also slows the rate of combustion, so its use is 
often accompanied by other changes to the engine (e.g., inducing charge motion and turbulent 
combustion) to shorten combustion duration and allow improved combustion phasing.  Internal 
EGR uses changes in independent cam-phasing to vary the overlap between intake and exhaust 
valve timing events, thus changing the amount of residual gases trapped in cylinder after cylinder 
scavenging.  External EGR recirculates exhaust gases downstream of the exhaust valve back into 
the air induction system.  With turbocharged engines, there are variants of external EGR that use 
a low pressure loop, a high pressure loop or combinations of the two system types (see Figure 
5.10).  External EGR systems can also incorporate a heat-exchanger to lower the temperature of 
the recirculated exhaust gases (e.g., cooled EGR or cEGR), improving both volumetric efficiency 
and enabling higher rates of EGR.  Nearly all light-duty diesel engines are equipped with cEGR 
as part of their NOx emission control system.  Some diesel applications also use relatively large 
amounts (>25 percent) of cEGR at light- to part-load conditions to enable dilute low-temperature 
combustion (see Section 5.2.2.11 for a more detailed description of light-duty diesel 
technologies).  Research is also underway to apply similar forms of low-temperature combustion 
using high EGR rates to gasoline engine applications.  This includes lean-homogenous 
compression auto ignition (see Section 5.2.2.14) and other homogenous charge compression 
ignition concepts (see Section 5.2.2.11). 

The use of cEGR was analyzed as part of EPA’s technology packages for post-2017 light-
duty vehicles with engines at 24-bar BMEP, primarily as a means to prevent pre-ignition at the 
high turbocharger boost levels needed at 24-bar BMEP and above.  The analysis did take into 
account efficiency benefits from the use of cEGR with turbocharged engines due primarily to 
part-load reductions in pumping losses and the reduction or elimination of commanded fuel 
enrichment under high-load conditions. 

Prior to 2012, there were no examples of production vehicles equipped with turbocharged 
GDI engines using cEGR.  The PSA 1.2L EB PureTech Turbo engine was recently launched in 
the MY2014 Peugeot 308 in Europe as the first high-volume production application of cEGR on 
a turbocharged GDI engine.  This engine has over 24-bar BMEP and also operates using Miller 
Cycle (see Section 5.2.2.10 for a more detailed description of Miller-Cycle). The MY2016 
Mazda CX-9 2.5L SKYACTIV Turbo engine similarly combines the use of Miller Cycle with 
cEGR.     
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Figure 5.10  A Functional Schematic Example of a Turbocharged Engine Using Two Variants of External 
EGR.   

Note:  The Schematic On The Left Shows The Details Of A Low Pressure Loop (Post-Turbine To Pre-Compressor) 
Cegr System.  The Schematic Inset on the Right Shows High Pressure Loop (Pre-Turbine to Post-Compressor) EGR.17 
In The FRM Analysis, Some TDS24 Packages And All TDS27 Packages Used Dual-Loop (Both High And Low 
Pressure) EGR. 

 

5.2.2.9 Atkinson Cycle 

Typical 4-cycle internal combustion engines have an effective compression ratio and effective 
expansion ratio that are approximately equivalent.  Current and past production Atkinson Cycle 
engines use changes in valve timing (e.g., late-intake-valve-closing or LIVC) to reduce the 
effective compression ratio while maintaining the expansion ratio (see Figure 5.11 and Figure 
5.12).  This approach allows a reduction in top-dead-center (TDC) clearance ratio (e.g., increase 
in “mechanical” or “physical” compression ratio) to increase the effective expansion ratio 
without increasing the effective compression ratio to a point that knock-limited operation is 
encountered.  Increasing the expansion ratio in this manner improves thermal efficiency but also 
lowers peak brake-mean-effective-pressure (BMEP), particularly at lower engine speeds.M  
Depending on how it is implemented, some Atkinson Cycle engines may also have sufficient 
cam-phasing authority to widely vary effective compression ratio and can use this variation as a 

                                                 
M BMEP is defined as torque normalized by cylinder displacement.  It allows for emissions and efficiency 

comparisons between engines of different displacement. 
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means of load control without use of the standard throttle, resulting in additional pumping loss 
reductions. 

 

Figure 5.11  Comparison of the Timing of Valve Events for Otto-Cycle (black and orange lines) and LIVC 
Implementations of Atkinson- Or Miller-Cycle (black and green lines). 
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Figure 5.12  Diagrams Of Cylinder Pressure Vs. Cylinder Volume For A Conventional Otto-Cycle SI Engine 
(orange line) Compared To A LIVC Implementation of Atkinson Cycle (green line) Highlighting the 

Reduction in Pumping Losses. 

 

Prior to 2012, the use of naturally-aspirated Atkinson Cycle engines has been limited to HEV 
and PHEV applications where the electric machine could be used to boost torque output, 
particularly at low engine speeds.  Because of this, EPA’s analyses for the FRM did not include 
the use of Atkinson Cycle outside of HEV and PHEV applications.  Nearly all HEV/PHEV 
applications in the U.S. use Atkinson Cycle, including the Honda Insight, Toyota Prius, Toyota 
Camry Hybrid, Lexus 400h, Hyundai Sonata Hybrid and Chevrolet Volt.  The Toyota 2ZR-FXE 
used in the third-generation Toyota Prius and Lexus 200h uses a combination of LIVC Atkinson 
Cycle, cooled EGR, and port-fuel-injection (PFI) to achieve a peak BTE of 38.5 percent, the 
highest BTE achieved to date for a production spark-ignition engine.  Further refinements to this 
engine, including increased tumble to increase both the speed of combustion and EGR tolerance, 
have resulted in peak BTE of 40 percent.18 

Since 2012, Atkinson Cycle engines have been introduced into non-hybrid applications.  
These applications use camshaft-phasing with a high degree of authority together with either 
GDI (e.g., Mazda SKYACTIV-G 1.5L, 2.0L and 2.5L engines, Toyota 2GR-FKS engine), PFI 
(MY2017 Hyundai Elantra "Nu" 2.0-liter PFI Atkinson) or a combination of PFI with cooled 
EGR (Toyota 1NR-FKE and 2NR-FKE engines).  As of MY2017, all of Mazda's engines for the 
U.S. market are either Atkinson Cycle or Miller Cycle (boosted Atkinson).  Toyota's 2GR-FKS 
engine became an optional engine offered in the Toyota Tacoma pickup truck beginning in 
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MY2016.  The Tacoma is currently the mid-size pickup truck segment sales leader in the U.S.   
The Toyota Tacoma equipped with the 2GR-FKS Atkinson Cycle engine has an SAE J2807 tow 
rating of 6,800 pounds.  The Hyundai "Nu" 2.0-liter PFI Atkinson Cycle engine is the base 
engine offering in the Hyundai Elantra.  The Hyundai Elantra is currently within the top 5 in 
sales within the compact car segment in the U.S.   

The effective compression ratio of Atkinson Cycle engines can be varied using camshaft 
phasing to increase BMEP and the use of GDI (Mazda) or cEGR (Toyota) are used, in part, for 
knock mitigation.  These engines from Mazda and Toyota also incorporate other improvements, 
such as friction reduction from valvetrain and piston design enhancements.  The Toyota 1NR-
FKE 1.3L I3 and 2NR-FKE 1.5L I4 engines achieve a peak BTE of 38 percent, very close to the 
BTE achieved with the 2ZR-FXE engine used in the Toyota Prius.18,19  EPA testing of 2.0L and 
2.5L variants of the Mazda SKYACTIV-G engine achieved peak BTE of 37 percent while using 
either 88AKI (91 RON) or 92 AKI (96 RON) fuel.  More important from a standpoint of drive-
cycle fuel economy and CO2 emissions was the very large “island” of more than 32 percent BTE 
(Figure 5.13) which, depending on the transmission and road load, would cover most operation 
over the UDDS and HwFET regulatory drive cycles depending on the specific vehicle 
application (e.g., road loads, final drive, gear-ratio spread).  In the case of the Mazda 
SKYACTIV-G engines, the use of GDI and cam-phasing resulted in increased BMEP and rated 
power relative to the previous PFI, non-Atkinson versions of this engine and allowed a small 
degree of engine downsizing (e.g., replacement of the previous 2.5L PFI engine with the 2.0 
SKYACTIV-G) on some Mazda platforms with equal or improved performance.  In the case of 
the Toyota 1NR-FKE, the use of cEGR and cam-phasing allowed BMEP to be maintained 
relative to peak BMEP of the Non-Atkinson Cycle engine it replaced and allowed the use of a 
lower cost PFI fuel system.  Both the Mazda and Toyota Atkinson Cycle engines use electro-
mechanical systems for camshaft phasing on the intake camshaft. 

 

Figure 5.13  Comparison of BTE for a Representative MY2010 2.4L NA PFI EngineN (left) and a 2.5L NA 
GDI LIVC Atkinson Cycle Engine (right) tested by EPA.O,20  

                                                 
N Based upon engine dynamometer data provided to EPA under a contract with PQA and Ricardo, "Light Duty 

Vehicle Complex Systems Simulation" EPA Contract No. EP-W-07-064, work assignment 2-2.  
O Derived from EPA engine dynamometer data first presented by Lee et al. 2016. 20  

Note: Engine maps scaled equivalent torque to allow direct comparisons at 20 operational points
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A recent benchmarking analysis by EPA of a 2014 Mazda SKYACTIV-G naturally aspirated 
(NA) gasoline direct injection (GDI) engine showed a peak BTE of approximately 37 percent, 
relatively high for SI engines.O,21  This was in part due to an ability to use late-intake-valve-
closing (LIVC) Atkinson-cycle operation to decouple the knock-limited effective CR from the 
expansion ratio available from a very high 13:1 geometric CR.  The Mazda SKYACTIV-G is 
one of the first implementations of a naturally-aspirated, LIVC Atkinson-cycle engine in U.S. 
automotive applications outside of hybrid electric vehicles (HEV) and also appears to be the first 
Atkinson-cycle engine to use GDI. Port-fuel-injected (PFI) Atkinson-cycle engines have been 
used in hybrid electric vehicle applications in the U.S. for over a decade.  PFI/Atkinson-cycle 
engines have demonstrated peak BTE of approximately 39 percent in the 2015 Honda Accord 
HEV and 40 percent in the 2016 Toyota Prius HEV.  While NA/Atkinson-cycle engines can 
achieve comparable or better peak BTE in comparison with downsized, highly boosted, 
turbocharged GDI engines like the Ricardo EGRB configuration, modern turbocharged GDI 
engines often have relatively high BTE across a broader range of engine speed and torque as well 
as improved BTE and fuel consumption at light loads, as shown in Figure 5.14.  Based on EPA’s 
initial engineering analysis of the Mazda SKYACTIV-G engine, it appeared that another 
reasonable, alternative technological path to both high peak BTE and a broad range of operation 
with high BTE might be possible through the application of cooled-EGR (cEGR), a higher 
compression ratio, and cylinder deactivation to a naturally-aspirated GDI/Atkinson-cycle engine 
like the SKYACTIV-G.  

 

Figure 5.14  A Comparison of BSFC Maps Measured For The 2.0L 13:1CR SKYACTIV-G EngineO (left) and 
Modeled For A 1.0L Ricardo “EGRB Configuration”N (right). 

 

5.2.2.10 Miller Cycle 

Like Atkinson Cycle, Miller Cycle engines use changes in valve timing to reduce the effective 
compression ratio while maintaining the expansion ratio.  Automakers have investigated both 
early intake valve closing (EIVC) and LIVC variants.  There is some disagreement over the 
application of the terms Atkinson or Miller Cycle to EIVC and LIVC valve event timing and 
sometimes the terms are used interchangeably.  For the purpose of EPA’s analyses, Miller Cycle 
is a variant of Atkinson cycle with intake manifold pressure boosted by a either a turbocharger 
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and/or a mechanically or electrically driven supercharger.  It is simply an extension of Atkinson 
Cycle to boosted engines.  The first production vehicle offered using Miller Cycle was the 
MY1995 Mazda Millenia S, which used the KJ-ZEM 2.3L PFI engine with a crankshaft-driven 
Lysholm compressor for supercharging.  Until recently, no Miller Cycle gasoline SI engines 
were in mass production after 2003, and Miller Cycle was not evaluated as a potential gasoline 
engine technology as part of the 2017-2025 GHG FRM.   

As with Atkinson Cycle engines, the use of GDI and camshaft-phasing with a high degree of 
authority have significant synergies with Miller Cycle.  Modern turbocharger and after cooler 
systems allow Miller Cycle engines to attain BMEP levels approaching those of other modern, 
downsized, turbocharged GDI engines.  The 1.2L I3 PSA “EB PureTech Turbo” Miller engine 
recently launched in Europe, N. Africa and S. America in the MY2014 Peugeot 30822.  In 
addition to Miller Cycle, the engine also uses cEGR.  This engine has a maximum BMEP of 24-
bar and is similar in many respects to the Ford 1.0L I3 EcoBoost but achieves 35 percent BTE 
over a slightly broader area of operation vs. 34 percent BTE for the EcoBoost (see Figure 5.15).   

 

Figure 5.15  Comparison of BTE for Downsized, Turbocharged GDI Engines.   

Note:  Ford 1.0L EcoBoost Engine Is On The Left And A 1.2L Miller Cycle PSA EB Puretech Engine Is On The 
Right.  A More Detailed BTE Map Is Not Yet Available For The PSA Engine. 

In MY2016, VW will be launching a Miller Cycle variant of the 2.0L EA888 turbocharged 
GDI engine in the U.S.  The VW implementation of Miller Cycle has a second Miller Cycle cam 
profile and uses camshaft lobe switching on the intake cam to go into and out of an EIVC version 
of Miller Cycle.23,24   The peak BTE of 37 percent is higher than that of the PSA Miller cycle 
engine, in part due to a higher expansion ratio (11.7:1 for the VW engine vs. 10.5:1 for the PSA 
engine).  Like the PSA engine, the VW uses high-pressure cEGR.  Peak BTE is comparable to 
the Mazda SKYACTIV-G engines but is available over a broader range of speed and load 
conditions.  Both Atkinson and Miller Cycle engines show broad areas of operation at greater 
than 32 percent BTE.  Figure 5.16 shows a comparison between a MY2010 3.5L NA PFI DOHC 
V6 and the VW 2.0L EA888 Miller Cycle engine with comparable torque delivery.  The area of 
operation at greater than 32 percent BTE is approximately double for the Miller Cycle engine 
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relative to the DOHC PFI engine.  BTE is improved by approximately 40 percent at light load for 
the Miller Cycle engine and peak BTE is improved approximately 6 percent.  

 

 

Figure 5.16  Comparison of BTE for A Representative MY2010 3.5L NA PFI V6 EngineP (Left) And A 
Downsized 2.0L I4 Miller Cycle EngineQ (Right).  

Note:  The Light Green Area Shows Regions of >34% BTE. The Dark Green Area Shows a Region >35% BTE. 

Since VW has published detailed data for both Miller Cycle and a turbocharged GDI (non-
Miller) variants of the EA888 series of engines, a more direct comparison between turbocharged, 
downsized GDI and Miller Cycle engines is possible.  Figure 5.17 shows BTE for both variants 
of the 2.0L I4 VW EA888 engine.  When comparing BTE at comparable BMEP, there is a 6-10 
percent incremental improvement for the Miller Cycle engine relative to the turbocharged GDI 
engine over a broad area of operation from 1500-2500 rpm and from 2-bar to 12-bar BMEP (i.e., 
below 55 - 60 percent of peak BMEP - areas of importance for the regulatory drive cycles).R 
Comparing BTE of the 2.0 Miller cycle variant to the smaller displacement, 1.8L version of the 
same engine family (similar 22-bar BMEP to the 2.0L turbocharged GDI, but equivalent torque 
to the 2.0L Miller Cycle engine) lowers the incremental effectiveness for Miller Cycle to 
approximately 4-7 percent relative to a turbocharged GDI engine and comparable partial load 
operation from 1500-2500 rpm.  Confidential business information from a Tier 1 automotive 
supplier provided an estimate of approximately 5 percent CO2 combined-cycle incremental 
benefit for Miller Cycle relative to a 24-bar BMEP turbocharged, downsized engine and a loss of 
approximately 8-12 percent peak BMEP due to reduced volumetric efficiency for Miller Cycle.  
This is consistent relative to the data published by VW. 

                                                 
P Based upon engine dynamometer data provided to EPA under a contract with PQA and Ricardo, "Light Duty 

Vehicle Complex Systems Simulation" EPA Contract No. EP-W-07-064, work assignment 2-2. 
Q Adapted from Wurms et al. 2015.538 
R Note that VW did not significantly change the turbocharging system when applying Miller Cycle to this engine 

family, so the Miller Cycle variant has a peak BMEP of 20-bar instead of 22-bar due to the reduced induction 
from LIVC.  Turbocharger improvements (e.g., higher pressure ratio and different flow characteristics) would be 
necessary to maintain the 2.0L Miller Cycle engine at 22-bar BMEP, thus comparisons in this case are limited to 
20-bar BMEP and below.   

50

0

100

150

200

250

300

350

To
rq

ue
 (N

·m
)

0

2

4

6

8

10

12

B
M

EP
 (B

ar
)

2017 VW Passat/Audi A4 2.0L EA888-3B Engine
Current Production Engine, 20-bar BMEP, HP cEGR, Turbocharged GDI with DCP

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500

2

0

4

6

8

4

10

12

14

16

18

20

B
M

EP
 (B

ar
)

22

50

0

100

150

200

250

300

To
rq

ue
 (N

·m
)

10 kW
20 kW

40 kW

60 kW

80 kW

100 kW

120 kW

140 kW

160 kW

180 kW

200 kW

Engine Speed (rpm)
1000          2000          3000          4000         5000          6000

Engine Speed (rpm)

2010 Chrysler 300 3.5L NA PFI SOHC V6
Previous Production Engine, 12-bar BMEP, NA, PFI

32%

23%

27%

30%

31%

33%

34%

33%

23%

27%

30%

32%

33%

34%

33%

23%

27%

30%

32%

33%

37%

31%

34%

35%

36%

37%

37%

37%

31%

34%

35%

36%

37%

37%

36%

31%

34%

35%

35%

36%



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-36 

 

Figure 5.17  Comparison of BTE for 2015 Turbocharged, Downsized GDI (left) and 2017 Miller Cycle (right) 
variants of the same engine family, the 2.0L VW EA888.Q   

Note:  Green area shows region of high (35%) BTE. 

5.2.2.11 Light-duty Diesel Engines 

Diesel engines have characteristics that differ from gasoline spark ignition (SI) engines and 
allow improved fuel efficiency, particularly at part-load conditions.  These include reduced 
pumping losses due to lack of (or greatly reduced) throttling, and a combustion cycle that 
operates at a higher compression ratio and at very lean air/fuel ratio when compared with an 
equivalent-performance gasoline engine.  Operating with a lean-of-stoichiometric air/fuel ratio 
poses challenges with respect to NOx control, requiring either a NOx adsorption catalyst (NAC), 
urea or ammonia-based selective catalytic reduction (SCR) or some combination of NAC and 
SCR in order to meet Federal Tier 3 and California LEV III NOx emissions standards.  
Beginning with Federal Tier 2 emission standards, it has also been necessary to equip light-duty 
diesels with catalyzed diesel particulate filters (CDPFs) in order to comply with light duty PM 
emission standards. 

Detailed analysis of the vehicle simulation results used within the FRM uncovered some 
shortcomings within the MSC EASY5 vehicle simulations used as light-duty diesel vehicle GHG 
effectiveness inputs into the Ricardo Surface Response Model.  The modeled light-duty diesel 
technology packages did not operate in the most efficient regions of engine operation.  This may 
have been in part due to inconsistencies in the application of the optimized shift strategy and in 
part due to an oversight that resulted in the apparent oversizing of light-duty diesel engine 
displacements.  For example, plotting the average engine speed and load operating points over 
the regulatory drive cycles for the MSC EASY5 diesel simulations on top of the diesel engine 
maps showed that there was significant potential for improvement in the choice of selected gear.  
As a result, additional analyses using the ALPHA vehicle simulation model have been conducted 
for light-duty diesel engine technology packages in order to update GHG effectiveness from 
these packages.   

Light-duty diesel engines have also evolved considerably over the last five years, particularly 
in Europe.  Modern light-duty diesel engine designs appear to be following similar trends to 
those of turbocharged GDI engines and, in some cases, heavy-duty diesel engine designs, 
including: 
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1) Engine downsizing (increased peak BMEP) 
2) Engine down-speeding 
3) Advanced friction reduction measures 
4) Reduced parasitics 
5) Improved thermal management 
6) Use of a combination of both low- and high-pressure-loop cooled EGR 
7) Advanced turbocharging, including the use of VNT and sequential turbocharging 
8) Incorporation of highly-integrated exhaust catalyst systems with high NOx and PM 

removal efficiencies 
9) Adoption high-pressure common rail fuel injection systems with higher injection 

pressures and increased capability (i.e., multiple injections per firing cycle)  

 

The highest BMEP engines currently in mass-production for high-volume light-duty vehicle 
applications are all diesel engines.  MY2016-2017 light-duty diesel engines are available from 
Honda, BMW and Mercedes Benz in the EU with approximately 26-bar to 29-bar BMEP and 
peak cylinder pressures at or above 200-bar. 25,26,27  The light-duty diesel technology packages 
used in the FRM analyses relied on engine data with peak BMEP in the range of 18 - 20 bar.  
These were engine configurations using single-stage turbocharging with electronic wastegate 
control, high-pressure or low-pressure (single-loop) cooled EGR, and common-rail fuel injection 
with a 1800 bar peak pressure.  The cost analysis in the FRM for advanced light-duty diesel 
vehicles assumed use of using a DOC+DPF+SCR system for meeting emissions standards for 
criteria pollutants. 

In response to EPA Heavy Duty GHG emissions standards, large Class 8 heavy-duty truck 
engine designs have exceeded 50 percent BTE.28,29  Despite their inherent differences, there now 
appears to be a significant transfer of technology from heavy-duty diesel engines to much 
smaller bore, higher speed light-duty diesel engines underway, particularly for engines with high 
BMEP. Use of CAE tools to design complex, stepped-geometry steel piston crowns and the use 
of carefully designed piston oil-cooling galleries result in remarkably similar approaches when 
comparing recent approaches to heavy-duty truck piston designs to recent light-duty diesel 
engine piston designs such as that of the Mercedes-Benz OM654.28,30  The Mercedes-Benz 
OM654 engine incorporates other design elements that are similar to current heavy-duty diesel 
engine designs, including driving the camshaft and some auxiliaries off of the rear of the engine, 
the use of a high pressure common rail (HPCR) fuel injection systems with 2050 bar peak 
pressure and the use of a VNT turbocharger.  BMW's B57 light-duty diesel engine used in the 
MY2017 BMW 730d and 740d uses an HPCR fuel injection system currently with 2500 bar peak 
pressure and with capability to expand peak pressures to 3000-bar.  Driving injection pressures 
higher allows more flexibility for use of multiple injections and allows better optimization of 
combustion phasing.  Modern, high BMEP light-duty diesel engines using conventional 
diffusional combustion are capable of peak BTE of approximately 42 percent (see Figure 5.18).31   



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-38 

 

  

Figure 5.18  Comparison Of BTE For A Downsized SI 2.0L I4 Miller Cycle Engine (Left)S  And A 1.7L I4 
Turbocharged Diesel Engine With HPCR, Low And High Pressure Loop Cegr, And VNT Turbocharger 

(Right)T.   

Note:  Green area shows region of high (35%) BTE. 

Advanced turbocharging and cooled EGR systems allow higher rates of EGR to be driven 
and, when combined with more capable, higher pressure (2000-3000 bar) HPCR systems can 
allow a degree of operation at light loads using pre-mixed charge compression ignition (PCCI) or 
other low-temperature modes of combustion with inherently low NOx and PM emissions and 
reduced thermal losses over a broader area of engine operation.  Cummins "Light-duty Efficient, 
Clean Combustion" engine development program for the U.S. DOE used mixed-mode, part-load 
PCCI/high-load diffusional combustion approach and achieved a 20 percent improvement in 
uncorrected city-cycle fuel economy (e.g., from 20.3 mpg to 24.5 mpg) when compared to a 
more conventional diesel in a 5000 lb. inertial test weight SUV at Tier 2, Bin 5 emissions levels.   
Peak BTE for the PCCI combustion mode was approximately 46 percent compared with 42 
percent peak BTE for conventional diffusional diesel combustion.  Cummins developed a similar 
dual-mode combustion approach as part of the Advanced Technology Powertrains for Light-
Duty (ATP-LD) and the Advanced Technology Light Automotive Systems (ATLAS) engine 
development programs for the U.S. DOE.32,33  The engines developed as part of this program 
combined dual-mode PCCI/diffusional combustion together with further improvements to the 
turbocharger and charge air cooler systems, improved integration of the catalytic CDPF and 
urea-SCR systems and addition of a NAC system for storage of cold-start NOx emissions.  
Developmental engines and emissions control systems were integrated into Nissan Titan full-size 
2-wheel-drive pickup trucks and achieved emissions consistent with Tier 3 Bin 30 compliance 
and 21.8/34.3/26.0 City/Highway/Combined (uncorrected) fuel economy at a 5500 lb. inertial 
test weight.  A similar engine used in the mid-size Nissan Frontier 4-wheel drive pickup at 
reduced peak BMEP (21.3 bar vs. 23.4 bar in the Titan demonstration) achieved a 35 percent 

                                                 
S Adapted from Wurms et al. 2015.538 
T Adapted From Busch Et Al. 2015.31   
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combined cycle fuel economy improvement relative to the MY2015 4.0L PFI V6 Nissan 
Frontier.34 

5.2.2.12 Thermal Management 

Most recent turbocharged engine designs now use head-integrated, water-cooled exhaust 
manifolds and coolant loops that separate the cooling circuits between the engine block and the 
head/exhaust manifold(s) (Figure 5.19).  Examples include the head-integrated exhaust 
manifolds (IEM) and split-coolant loops used with the Ford 1.0L I3, 1.5L I4, 2.0L I4 and 2.7L 
V6 EcoBoost engines, the 2.0L VW EA888 engine, the GM EcoTec SGE 1.0L 3-cylinder and 
1.4L 4 cylinder engines, and the PSA 1.2L EB PureTech Turbo.  The use of IEM and split-
coolant-loops is now also migrating to some naturally aspirated GDI and PFI engines, including 
the GM 3.6L V6 LFX and EcoTec 1.5L engines and the 1.0L 3-cylinder Toyota 1KR-FE 
ESTEC.  These types of thermal management systems were included in the FRM analysis of 
turbocharged GDI engines at BMEP levels of 24-bar and above but were not considered for 
turbocharged engines at lower BMEP levels or for naturally aspirated engines.  Benefits include: 

 Improved under-hood thermal management (reduced radiant heat-load) 
 Reduced thermal gradients across the cylinder head 
 Reduction in combustion chamber hot spots that can serve as pre-ignition sources  
 Improved knock limited operation 
 Reduce or eliminate enrichment required for component protection, particularly at 

low-speed/high-load conditions 
 Enable additional engine “down-speeding” without encountering enrichment 

 Improved control of turbine inlet temperature (turbocharged engines only) 
 Enable use of lower-cost materials turbine and turbine housing materials 
 Enable use of variable-geometry turbines similar to light-duty diesel applications 

 Improved catalyst durability 
 Shorter time to catalyst light-off after cold-start 
 Improved coolant warmup after cold start 
 Reduced noise 
 Lower cost and parts count 

 Improved durability (fewer gaskets to fail) 
 Reduced weight  (savings of approximately 1 kg/cylinder) 
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Figure 5.19  Exhaust Manifold Integrated Into a Single Casting with the Cylinder Head 

 

5.2.2.13 Reduction of Friction and Other Mechanical Losses 

In urban driving, approximately 60 percent of engine losses are due to mechanical losses, 
including engine friction.35 Piston and cylinder friction from the piston rings and piston skirts 
account for 35 percent or more of engine friction in modern light-duty gasoline engines and 
approximately 50 percent of engine friction in modern light-duty diesels engines.35,36,37  The 
remaining frictional losses are primarily due to crankshaft, connecting rod, valvetrain and 
balance shaft friction.  Piston skirt friction accounts for approximately 30 percent of piston 
friction.  Molybdenum disulfide (MoS2) and Diamond-like carbon (DLC) piston skirt coatings 
have demonstrated part-load engine friction reductions of approximately 16 percent and 20 
percent, respectively.36  Improvements in cylinder bore surface treatments such as plasma 
coatings26,27,38 and laser roughening39 have also been introduced in recent engine designs to 
reduce engine friction and improve cylinder bore wear characteristics.   

Offsetting the crankshaft from the bore centerline, sometimes referred to as a désaxé cylinder 
arrangement, can be used to reduce side forces on the piston and piston rings during the power 
stroke, reducing friction piston/liner friction and reducing component wear.40  For example, the 
2ZR-FXE engine used in the 2009-2015 Toyota Prius and the 2ZR-FE engine in the 2009-2016 
Toyota Corolla have the crankshaft centerline shifted 8 mm towards the intake side of the engine 
to reduce friction.41 

Schaeffler has developed roller bearings that can be applied to the first and last crankshaft 
main bearings without the added complexity of using built crankshafts or split main bearings to 
reduce crankshaft friction and increase front journal load bearing capability when used with 
higher power P0 mild hybrid systems.  Roller bearing balance shafts for 3- and 4-cylinder 
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engines have also been developed by Schaeffler, BMW and others that can reduce balance shaft 
friction by approximately 50 percent.  

In addition to reducing engine mechanical losses, engine friction reduction also improves 
engine restart when combined with stop/start systems.  Reducing engine friction can also allow 
additional engine downspeeding while maintaining idle and off-idle engine NVH characteristics. 

Hyundai and Delphi used a MY2011 2.4L 4-cylinder GDI engine to demonstrate a combined-
cycle fuel economy improvement of 4 percent by using a combination of a MoS2 piston skirt 
coating, CrN physical vapor-deposition coated piston rings, low tension oil control rings and 
engine downspeeding.42  They also achieved a further 2.9 percent combined-cycle fuel economy 
improvement through use of a 2-stage variable displacement oil pump. 

5.2.2.14 Potential Longer-Term Engine Technologies 

In addition to the engine technologies considered for this Draft TAR, and discussed above, 
there are many other engine technology development efforts underway that may be fruitful in the 
longer-term.  While introduction of engines using these combustion concepts may occur prior to 
2025, EPA and NHTSA do not expect significant penetration of these technologies into the light-
duty vehicle fleet in the 2022-2025 timeframe.   

Homogenous charge compression ignition (HCCI), gasoline compression ignition and other 
dilute, low-temperature compression ignition gasoline combustion concepts are topics of 
considerable automotive research and development due to the potential for additional pumping 
loss improvements at light and partial load conditions and reduced thermal losses.  Challenges 
remain with respect to combustion control, combustion timing, and, in some cases, compliance 
with Federal Tier 3 and California LEV3 NMOG+NOX standards.   

Engines using variable compression ratio (VCR) appear to be at a production-intent stage of 
development, but also appear to be targeted primarily towards limited production, high 
performance and very high BMEP (27-30 bar) applications.  At lower BMEP levels, other 
concepts (e.g., Atkinson Cycle for NA applications, Miller Cycle for boosted applications) 
provide a similar means to vary effective compression ratio for knock mitigation with reduced 
cost and complexity with some tradeoffs with respect to volumetric efficiency.   

One vehicle manufacturer recently entered production with a water injection system for knock 
mitigation.  Injection of water and water/methanol or water/ethanol mixtures into the intake 
systems of turbocharged and/or mechanically supercharged engines for knock mitigation is not a 
new concept.  Aircraft engines predating World War II and some of the first turbocharged 
automobile applications for the U.S. market in the 1960's used such systems for knock 
mitigation.  Water injection systems compete with other means of knock mitigation (EGR, 
Atkinson Cycle, Miller Cycle, and IEM/split-cooling) that do not require fluid replenishment.  
Current and near term applications appear to be limited to low-volume production, high 
performance vehicles. 

The DOE Co-Optimization of Fuels and Engines (Co-Optima) initiative aims to improve 
near-term efficiency of spark-ignition (SI) and compression ignition engines through the 
identification of fuel properties and design parameters of existing base engines that maximize 
performance. 
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According to DOE, Co-Optima is a  first-of-its-kind effort brings together multiple DOE 
offices, national laboratories, and industry stakeholders to simultaneously conduct tandem fuel 
and engine R&D and deployment assessment in order to maximize energy savings and on-road 
vehicle performance, while also reducing long-term transportation-related petroleum 
consumption and GHG emissions. Two parallel research tracks focus on: 1) improving near-term 
efficiency of spark-ignition (SI) engines through the identification of fuel properties and design 
parameters of existing base engines that maximize performance.  The efficiency target represents 
a 15% fuel economy improvement over state-of-the-art, future light-duty SI engines with a 
market introduction target of 2025; and 2) simultaneous testing of new fuels with existing CI 
engines (as well as advanced compression ignition [ACI] combustion technologies as they are 
developed) to enable a longer-term, higher-impact series of synergistic solutions.  The fuel 
economy target represents a 20% improvement over state-of-the-art, future light-duty SI engines 
with a market introduction target of 2030.  By using low-carbon fuels, such as biofuels, GHGs 
and petroleum consumption can be further reduced. EPA and NHTSA will continue to closely 
follow the Co-Optima program and provide input to DOE, including through EPA’s technical 
representative on the Co-Optima External Advisory Board, as this program has the potential to 
provide meaningful data and ideas for GHG and fuel consumption reductions in the light-duty 
vehicle fleet for 2026 and beyond.  

5.2.3 Transmissions: State of Technology 

5.2.3.1 Background 

The function of a transmission system is to reduce the relatively high engine speed and 
increase the torque, so that the power output of the engine can be coupled to the wheels.  The 
complete drivetrain includes a differential (integral to the transmission on front-wheel-drive 
vehicles; separate on rear-wheel-drive vehicles) which provides further speed reduction, and 
often a hydraulic torque converter which provides significant torque multiplication at low speed 
conditions.  The complete drivetrain – torque converter, transmission, and differential – is 
designed as a set to best match the power available from the engine to that required to propel the 
vehicle. 
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Figure 5.20  Transmission Technology Production Share, 1980 – 201443  

Different transmission architectures are available for use in light duty vehicles.  Conventional 
automatic transmissions (ATs) are the most popular type, and still dominate the light-duty fleet, 
as seen in Figure 5.20.  Manual transmissions (MTs), although less popular than in the past, are 
also still part of the fleet.  Both ATs and MTs have, among other improvements, seen an increase 
in the number of gears employed. Figure 5.20 shows the recent gains in six, seven, and eight-
speed transmissions in both the car and light truck segment.  Two other transmission types have 
also seen an increase in market share.  These are dual-clutch transmissions (DCTs), which have 
significantly lower parasitic losses than ATs, and continuously variable transmissions (CVTs), 
which can vary their ratio to target any place within their overall spread.  Each of these four 
types of transmissions is discussed in more detail in the sections below. 

5.2.3.2 Transmissions: Summary of State of Technology and Changes since the FRM 

In the analysis conducted for the 2017-2025MY FRM, the agencies estimated that DCT 
transmissions would be very effective in reducing fuel consumption and CO2 emissions, less 
expensive than current automatic transmissions, and thus a highly likely pathway used by 
manufacturers to comply with the regulation.  However, DCTs thus far, have been used in only a 
small portion of the fleet as some OEMs have reported in meetings with the agencies have 
indicated and some vehicle owners have cited drivability concerns for DCT.44  On the other 
hand, the 2017-2025MY FRM analysis also predicted a low effectiveness associated with CVTs 
(due to the high internal losses and small ratio spans of CVTs in the fleet at that time), and thus 
CVTs were not included in the FRM fleet modeling.  However, internal losses in current CVTs 
have been much reduced and ratio spans have increased from their predecessors, leading to 
increased effectiveness and further adoption rates in the fleet, particularly in the smaller car 
segments.  The new CVT's also tend to give the best effectiveness for their cost. 

Again in the 2017-2025MY FRM, the agencies estimated that step transmissions with higher 
numbers of gears (e.g., AT8s) would be slowly phased into the fleet.  However, AT8s have been 

Car Truck 
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"pulled ahead," appearing in substantial numbers even before 2015MY.  In addition, 
manufacturers have introduced (and/or have plans to introduce) transmissions with even higher 
numbers of gears (e.g., AT9s and AT10s), a technology that was not considered in the 2017-
2025MY FRM. 

Thus, as highlights of transmission technology analysis in this Draft TAR, (a) the technology 
packages and vehicle classes where DCTs are applicable have been re-evaluated to reflect 
manufacturer's current choices, (b) the effectiveness of CVTs has been re-examined and 
increased to reflect current vintage CVTs and their use in the fleet, and (c) nine and ten-speed 
transmissions were considered (since they are or will be in the fleet) when determining the 
effectiveness of future transmissions in the fleet.  

5.2.3.3 Sources of Transmission Effectiveness Data 

In addition to the sources of transmission effectiveness data cited in the 2017-2025 LD FRM, 
the agencies also used data from a wider range of available sources to update and refine 
transmission effectiveness for this analysis.  These sources included: 

1) Peer-reviewed journals, peer-reviewed technical papers, and conference proceedings 
presenting research and development findings 

2) Data obtained from transmission and vehicle testing programs, carried out at EPA-
NVFEL, ANL, and other contract laboratories  

3) Modeling results from simulation of current and future transmission configurations  
4) Confidential data obtained from OEMs and suppliers on transmission efficiency 

 

For transmission testing programs, EPA contracted with FEV Engine Technologies to test 
specific transmissions in a transmission component test stand.  The testing program was 
primarily designed to determine transmission efficiency and torque loss over a range of input 
speeds, input loads, and temperatures.  In addition, other driveline parameters, such as 
transmission rotational inertia and torque converter K-factor were characterized.  Two automatic 
transmissions have been characterized in this test program, which is still on-going.  Torque loss 
maps were generated for both a six-speed 6T40 GM automatic transmission and an eight-speed 
845RE FCA automatic transmission (see Figure 5.21). 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-45 

     

 

Figure 5.21  Average Torque Losses (Left) And Efficiency (Right) In Each Gear For An Eight-Speed 845RE 
Transmission From A Ram, Tested At 100 °C And With Line Pressures Matching Those Measured In-Use In 
The Vehicle. Torque Losses Were Averaged Over 1000 Rpm - 2500 Rpm. This Transmission Is A Clone of the 

ZF 8HP45. 

In addition to contracting to test specific transmission, EPA has obtained torque loss maps 
and/or operational strategies for current generation transmissions from manufacturers and 
suppliers.  These maps are CBI, but have been used to inform EPA on the effectiveness of 
transmissions currently on the market. Maps obtained from manufacturers and suppliers include 
examples of both CVTs and DCTs. 

To characterize transmission and torque converter operation strategies, EPA has also 
performed multiple chassis dynamometer tests of current-generation vehicles equipped with a 
range of transmission technologies.  The transmission gear and torque converter state (as well as 
other vehicle parameters) were recorded over the FTP, HWFET, and US06 cycles.  The recorded 
data were used to determine the drive strategy for the engine-transmission pair in the vehicle. 

The transmission losses and shifting strategy were used as modeling inputs to EPA's full-
vehicle ALPHA model.45  The shifting strategy was parameterized to allow sufficient flexibility 
to maintain reasonable shift strategies while changing other vehicle attributes.46  

EPA also performed a study using chassis dynamometer testing to determine effectiveness of 
transmissions. In particular, two Dodge Chargers, one with a five-speed transmission and one 
with an eight-speed transmission, were tested on the dynamometer.  Other than the transmission, 
these vehicles had identical powertrains, and so provided an ideal opportunity to test the effect of 
different transmissions in the vehicle.47  Multiple repetitions of the FTP and HWFET, cycles 
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were run, with the result that the Charger equipped with the eight-speed transmission exhibited 
on average a 6.5 percent reduction in fuel consumption over the five-speed Charger on the 
combined FTP/HWFET cycle.  The eight-speed Charger also exhibited an increase in 
acceleration performance, according to tests by Car and Driver, with, for example, a 0.5 second 
improvement in 0-60 time.48,49 

NHTSA has leveraged work performed over the past 15 years by Argonne National 
Laboratory with Autonomie under funding from the U.S. Department of Energy.  Leveraging 
vehicle test data for a large number of vehicles measured at Argonne's Advanced Powertrain 
Research Facility (APRF), shifting algorithms were developed and validated for multiple 
transmission technologies (i.e., automatic, CVT, DCT) and gear number (i.e., 6 vs 8 speeds).50  
Detailed instrumentation was also critical in developing component models and controls for 
advanced transmissions such as Dual Clutch.51  While specific transmission gear ratios and 
shifting algorithms were used during the validation process, a different approach was used to 
design the transmission gear ratios to properly quantify the effectiveness of the technology. 
Argonne used an algorithm published by Naunheimer along with a range of constraints to design 
their transmission gear ratios.52  A set of efficiencies for each gear was selected to represent 
today’s leading technologies across all transmission types to ensure proper comparison. 
Calibration of the shifting algorithms was performed within a set of constraints to ensure proper 
driving quality. The constraints were defined based on vehicle test data. 

5.2.3.4 Sources of GHG Emission Improvements: Reduction in Parasitic Losses, Engine 
Operation, and Powertrain System Design 

The design of the transmission system can affect vehicle GHG emissions in two ways.  First, 
reducing the energy losses within the transmission (and/or torque converter) reduces the energy 
required from the engine, which also reduces GHG emissions.  Reducing transmission losses can 
be accomplished by increasing gearing efficiency, reducing parasitic losses, altering the torque 
converter lockup strategy, or other means.  A more in-depth discussion of internal energy loss 
reduction is included in the "Transmission Parasitic Losses" and "Torque Converter Losses and 
Lockup Strategy" sections below. 

Another method to decrease GHG emissions is to design the entire powertrain system - the 
engine and transmission - to keep the engine operating at the highest available efficiency for as 
much time as possible.  Transmissions with more available gears (or, at the extreme, 
continuously variable transmissions) can maintain engine operation within a tighter window, and 
thus maintain operation nearer the highest efficiency areas of the engine map.  Likewise, 
transmissions with a wider ratio spread can maintain engine operation nearer the highest 
efficiency areas of the engine map for a wider range of vehicle speeds, in particular lowering the 
engine speed at highway cruise for reduced GHG emissions. 

In addition, the highest engine efficiencies for a given power output tend to be at lower 
speeds, so transmission control strategies that allow very low engine speeds (i.e., 
"downspeeding") also reduce GHG emissions.  Shifting strategies are discussed in the 
"Transmission Shift Strategies" section below. 

As a practical matter, transmissions with an increased number of gears tend also to have a 
wider ratio.  For example, the ZF 8HP eight-speed RWD transmission has a spread of 7.07,53 the 
Aisin eight-speed FWD transmission has a spread of 7.58,54 the Mercedes 9G-TRONIC nine-
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speed transmission has a ratio spread of 9.15,55 and the ZF 9HP48 nine-speed FWD transmission 
has a spread of 9.8.56 

The effects of additional gears and a wider ratio can be seen in Figure 5.23, which compares 
engine operation of the same engine when coupled with a six-speed transmission and with an 
eight-speed transmission.  Compared to the six-speed transmission, the eight-speed transmission 
allows the engine to operate over a narrower speed range and at lower speeds, both of which tend 
to reduce GHG emissions. 

 

 

(a) Six-speed       (b) Eight-speed 

Figure 5.22  Engine Operating Conditions for Six-Speed (Left) and Eight-Speed (Right) Automatic 
Transmissions on the FTP-75 Drive Cycle57  

The dominant trends in transmissions have been toward a larger number of gears and a wider 
ratio spread. However, it is recognized, including by the 2015 NAS Report, that above certain 
values, additional gearing and ratio spread provide minimal additional fuel economy benefits.58 
59 60  Thus, increasing the number of gears (except when going to effectively infinite the case of 
CVT transmissions) and ratio spread beyond that exhibited by the current market leaders is 
unlikely to result in significant fuel consumption benefits, although other vehicle attributes such 
as acceleration performance and shift smoothness may benefit. 

In fact, it is well-understood that typical implementations of high-gear transmissions provide 
both fuel consumption and acceleration performance benefits.  Performance benefits come from 
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two factors: first, the gear ratio spread of transmissions with higher number of gears will 
typically "straddle" the ratio spread of the lower number of gear transmission they replace (i.e., 
first gear is a numerically higher ratio and the final gear is a numerically lower ratio).  This 
provides more launch torque and quicker acceleration from stop.  Second, the gear ratios of 
sequential gears tend to be closer together in transmissions with a higher number of gears.  This 
not only narrows the on-cycle operation range of the engine for improved fuel economy (as in 
Figure 5.23), but also maintains engine performance nearer the maximum power point in high 
power demand situations for better acceleration performance at higher vehicle speeds. 

To determine the relative cost-effectiveness of different technologies, it is important to 
account for all technology benefits where possible.  As the NAS point out, "objective 
comparisons of the cost-effectiveness of different technologies for reducing FC can be made 
only when vehicle performance remains equivalent."61  This is particularly relevant for advanced 
transmissions, which do affect performance when coupled with the same engine as transmissions 
with a lower number of gears.  In evaluating information on measured or modeled fuel 
consumption effects of advanced transmissions, it is important to consider both reported fuel 
consumption benefits and any simultaneous acceleration performance benefits, so that 
transmission effectiveness can be objectively and fairly estimated. 

Transmission design parameters that substantially affect engine operation - gearing ratios, 
ratio spread, and shift control strategy - are all used to optimize the engine operation point, and 
thus the effectiveness of these transmission parameters depend in large part on the engine it is 
coupled with.  Advanced engines incorporate new technologies, such as variable valve timing 
and lift, direct injection, and turbocharging and downsizing, which improve overall fuel 
consumption and broaden the area of high-efficiency operation.  With these more advanced 
engines, the benefits of increasing the number of transmission gears (or using a continually 
variable transmission) diminish as the efficiency remains relatively constant over a wider area of 
engine operation.  For example, the NAS estimated that the benefit of an eight-speed 
transmission over a six-speed transmission is reduced by approximately 15 percent when added 
to a modestly turbocharged, downsized engine instead of a naturally aspirated engine.62  Thus, 
the effectiveness of transmission speeds, ratio, and shifting strategy should not be considered as 
an independent technology, but rather as part of a complete powertrain.  

Additionally, because the engine and transmission are paired in the powertrain, the most 
effective design for the engine-transmission pair is where the entire powertrain is running at the 
highest combined efficiency.  This most effective point may not be at the highest engine 
efficiency, because a slightly different operation point may have higher transmission efficiency, 
leading to the best combined efficiency of the entire powertrain. 

5.2.3.5 Automatic Transmissions (ATs) 

Conventional planetary automatic transmissions remain the most numerous type of 
transmission in the light duty fleet.  These transmissions will typically contain at least three or 
four planetary gear sets, which are connected to provide the various gear ratios.  Gear ratios are 
selected by activating solenoids which engage or release multiple clutches and brakes.  A 
cutaway of a modern RWD transmission (in this case the ZF 8HP70) is shown in Figure 5.23. 
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Figure 5.23  ZF 8HP70 Automatic Transmission63 

Automatic transmissions are packaged with torque converters which provide a fluid coupling 
between the engine and the driveline, and provide a significant increase in launch torque.  When 
transmitting torque through this fluid coupling, energy is lost due to the churning fluid.  These 
losses can be eliminated by engaging ("locking up") the torque convertor clutch to directly 
connect the engine and transmission.  A discussion of torque converter lockup is continued in the 
"Torque Converter Losses and Lockup Strategy" section below. 

In general, ATs with a greater number of forward gears (and the complementary larger ratio 
spread) offer more potential for CO2 emission reduction, but at the expense of higher control 
complexity.  Transmissions with a higher number of gears offer a wider speed ratio and more 
opportunity to operate the engine near its most efficient point (as shown in the previous section).   

In the past few years, manufacturers have taken advantage of this fact.  Four- and five-speed 
automatic transmissions, which dominated the market in 2005, have substantially declined in 
number, being replaced by six-speed and higher transmissions (see Figure 5.20 above).  In fact, 
the average number of AT gears in the fleet has rapidly increased, and in 2014 was above six for 
both cars and trucks (see Figure 5.24 below). 
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Figure 5.24  Average Number of Transmission Gears for New Vehicles (excluding CVTs)64 

As six-speed ATs have supplanted the four-and five-speeds, seven- and eight-speed 
transmissions have also appeared on the market.  In the FRM, eight speed ATs were not expected 
to be available in any significant number until approximately 2020. However, even as of 2014 
seven- and eight-speed transmissions occupy a significant and increasing portion of the market.  

Seven-speed transmissions currently available include the RWD 7G-Tronic from Mercedes 
and the JATCO JR710E available in Nissan products. RWD eight-speed transmissions available 
include offerings from General Motors and Hyundai, as well as transmission suppliers Aisin and 
ZF. The ZF 8HP, introduced in 2009, has been incorporated into offerings from a range of 
manufacturers, including Fiat/Chrysler, Jaguar/Land Rover, and Volkswagen. ZF has begun 
production of a second generation of 8HP transmissions (the 8HP50), which features a higher 
ratio spread, lower drag torque, and improved torsional vibration absorption compared to the first 
generation.65 Aisin also offers a FWD eight-speed used by multiple manufacturers.  This 
includes use in the compact 2016 Mini Cooper Clubman,66 a vehicle smaller than those assumed 
eligible for eight-speed transmissions in the FRM. 

In the FRM, the agencies limited their consideration of the effect of additional gears to eight-
speed transmissions. However, some ATs with more than eight gears are already in production, 
and more examples are in development.  At this time, nine-speed transmissions are being 
manufactured by ZF67 (which produces a FWD nine-speed incorporated into Fiat/Chrysler, 
Honda, and Jaguar/Land Rover vehicles68) and Mercedes69 (which produces a RWD nine-speed). 
In addition, Ford and General Motors have announced plans to jointly design and build nine-
speed FWD transmissions and ten-speed RWD transmissions (2017 F150 and 2017 Camaro 
ZL1), and Honda is developing a ten-speed FWD transmission.70  

Manufacturers have claimed substantial fuel consumption benefits associated with newer 
transmissions. ZF claims its first generation 8HP can reduce fuel consumption by 6 percent on 
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the NEDC compared to a circa 2005 ZF 6HP, using the same engine, along with improving 
vehicle acceleration performance.71  ZF also outlined a series of potential improvements to the 
first generation 8HP that could provide an additional 5 to 6 percent fuel consumption reduction 
on the U.S. combined cycle.72  The second generation ZF eight-speed73 is expected to achieve up 
to 3 percent efficiency gain on the NEDC due to the improvements noted above; ZF also outlined 
additional potential savings associated with a third generation eight-speed transmission.74 
Likewise, Mercedes clamed a 6.5 percent fuel consumption improvement on the NEDC with its 
nine-speed transmission compared to the previous seven-speed.75 It should also be noted that the 
percent fuel consumption reported on the NEDC drive cycle will be different from the U.S. 
combined cycles. 

In FWD vehicles, ZF claims its nine-speed FWD transmission reduces fuel consumption by 
10 percent - 16 percent compared to an early- 2000s six-speed transmission.76  Aisin claims its 
new FWD eight-speed transmission decreases fuel consumption 16.5 percent compared to an 
early generation six-speed, and nearly 10 percent compared to the previous generation six-
speed.77  In addition, the new eight-speed improves acceleration performance.   BMW, using the 
Aisin FWD transmission, reports a 14 percent fuel consumption reduction on the NEDC over the 
previous six-speed transmission.78 

These efficiency improvements are due to a range of design changes in the transmissions.  In 
addition to improving the engine operation efficiency through changing the number of gears, 
overall ratio, and shift points, these transmissions also reduce parasitic losses, change torque 
converter behavior, and/or shift to neutral during idle.  Mercedes claims a total of 6.5 percent 
fuel economy improvement on the NEDC by using its nine-speed 9G-TRONIC in place of the 
earlier generation seven-speed.79  Of this, 2 percent is due to the change in the number of gears, 
ratio spread, and shift strategy, with the remainder due to transmission efficiency improvements. 

With the positive consumer acceptance, higher effectiveness, and increasing production of 
transmissions with up to ten forward gears, it may be possible that transmissions with even more 
gears will be designed and built before 2025.  Researchers from General Motors have authored a 
study showing that there is some benefit to be gained from transmissions containing up to 10 
speeds. 80   However this appears to be near the limit for improved fuel consumption, and studies 
have shown that there is no added potential for reduction in CO2 emissions beyond nine or ten 
gears.81 82  In fact, ZF CEO Stefan Sommer has stated that ZF would not design transmissions 
with more than nine gears: "We came to a limit where we couldn't gain any higher ratios.  So the 
increase in fuel efficiency is very limited and almost eaten up by adding some weight and 
friction and even size of the transmission."83  Although manufacturers may continue to add gears 
in response to consumer preference for other performance attributes, it is unlikely that further 
increases will provide CO2 emissions benefits beyond that of optimized eight, nine or ten-speeds. 

5.2.3.6 Manual Transmissions (MTs) 

In a manual transmission, gear pairs along an output shaft and parallel layshaft are always 
engaged.  Gears are selected via a shift lever, operated by the driver.  The lever operates 
synchronizers, which speed match the output shaft and the selected gear before engaging the gear 
with the shaft.  During shifting operations (and during idle) a clutch between the engine and 
transmission is disengaged to decouple engine output from the transmission. 
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Manual transmissions are in general lighter, cheaper to manufacture, and have lower parasitic 
losses than automatic transmissions.  The 2015 NAS report found the overall energy loss in a 
manual transmission to be only about 4 percent, as compared to a 13 percent loss in automatic 
transmissions.84 

As with ATs, the average number of gears in MTs has increased (Figure 5.24), albeit at a 
reduced rate compared to ATs. As in ATs, the higher number of gears and associated increase in 
ratio spread increases potential fuel savings. 

However, manual transmissions have only a small market share, estimated at only 3.7 percent 
in 2014.85 Automatic transmissions (ATs, CVTs, and DCTs) are more popular at least in part 
because customers prefer not to manually select gears. 

5.2.3.7 Dual Clutch Transmissions (DCTs) 

Dual clutch transmissions are similar in their basic construction to manual transmissions, but 
use two coaxial input shafts with two clutches to shift between the two shafts.  By 
simultaneously opening one clutch and closing the other, the DCT “hands off” power from one 
shaft to the other, and thus to sequential gears.  Unlike the MT, the DCT selects the appropriate 
gear automatically (as in an AT). DCTs offer an efficiency advantage over a typical automatic 
because their parasitic losses are significantly lower. In addition, DCTs in general do not require 
a torque converter, as gradually engaging the clutch (much like with a manual transmission) 
provides the application of launch torque. 

 

Figure 5.25  Generic Dual Clutch Transmission86 

Multiple DCTs have been introduced into the marketplace, primarily in six- and seven-speed 
versions. Volkswagen has used multiple generations of DCTs in their products.  Ford has used 
six-speed DCTs jointly developed with Getrag.  Fiat has another version of a six-speed DCT, 
while both Honda and Hyundai have developed seven-speed versions. Honda introduced an 
eight-speed DCT with a torque converter on the 2015 Acura TLX.87  
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However, DCTs have encountered issues with customer acceptance, and, as the NAS stated in 
its 2015 report, "are not likely to reach the high penetration rates predicted by EPA/NHTSA ... 
primarily due to customer acceptance issues."88  As noted by the NAS in their 2015 report, “This 
difference in drivability and consumer acceptance [between wet and dry clutch DCTs] can be 
seen in the comparison of two of Volkswagen's MY2015 vehicles, the VW Golf and the VW 
Polo.  The Golf, with a wet-clutch DCT, has received many positive reviews and awards, while 
the Polo, with a dry-clutch DCT, has received poor reviews for transmission-related 
drivability."89 

Getrag announced the 7DCT300 which has a wet clutch with lubrication on demand (we refer 
to these as damp clutch DCTs), equaling the efficiency of a dry DCT.  The "damp" clutch is also 
smaller and has a higher tolerance for engine irregularities.90  Wet/damp clutch DCTs tend to 
have better consumer acceptance than dry clutch DCTs.  The 7DCT300 is available in Europe on 
the 2015 Renault Espace. 

As in ATs, it is expected that additional gears above the current maximum will not 
significantly decrease fuel consumption and resulting GHG emissions.  A 2012 study by DCT 
manufacturer Getrag indicated that additional gears above seven and additional ratio spread 
above 8.5 provided minimal additional fuel economy benefits.91   

5.2.3.8 Continuously Variable Transmissions (CVTs) 

Conventional continuously variable transmissions consist of two cone-shaped pulleys, 
connected with a belt or chain.  Moving the pulley halves allows the belt to ride inward or 
outward radially on each pulley, effectively changing the speed ratio between the pulleys.  This 
ratio change is smooth and continuous, unlike the step changes of other transmission varieties. 
CVTs were not chosen in the fleet modeling for the 2017-2025MY FRM analysis because of the 
predicted a low effectiveness associated with CVTs (due to the high internal losses and narrow 
ratio spans of CVTs in the fleet at that time).  However, improvements in CVTs in the current 
fleet have increased their effectiveness, leading to rapid adoption rates in the fleet.  In their 2015 
report, the NAS recommended CVTs be added to the list of considered technologies, and the 
agencies are re-evaluating the cost and effectiveness numbers for this technology. 
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(a)          (b) 

Figure 5.26  (a) Toyota CVT92 (b) Generic CVT sketch93 

One advantage of CVT's is that CVT's continue to transmit torque during ratio changes.  
During a ratio change or shift the energy from the engine is wasted on ATs and some DCTs.  
ATs and some DCT have a hesitation during shifts caused by the torque disruption during gear 
changes.  This shift feeling is well known to consumers and in some cases comforting to drivers 
(they miss it when driving a vehicle with a CVT).  As mentioned in the AT section ATs 
efficiency peaks with 9 to 10 gears, while going to a CVT (with an effectively "infinite" number 
of gear steps) adds a new level of efficiency to the overall system.  This is in part due to the fact 
that CVTs do not need to stop transmitting torque to change ratios. 

Another advantage of a CVT is that, within its ratio range, it can maintain engine operation 
close to the maximum efficiency for the required power.  However, CVTs were not considered in 
the FRM because at the time CVTs had a ratio range of near 4.0, limiting the range where the 
engine operation could be optimized.  In addition, the CVTs were less than 80 percent efficient 

94, and thus required more total output energy from the engine. These limitations overwhelmed 
the CVT’s inherent advantage compared to conventional ATs.   

However, in the recent past, manufacturers and suppliers have intensified development of 
CVTs, reducing the parasitic losses and increasing the ratio spread.  The current generation of 
CVT are now nearly 85 percent efficient, with ongoing work by suppliers to push that number to 
90 percent.95  Ratio spreads for new CVTs from Honda, Toyota, and JATCO now range between 
6.0 and 7.0. 96 97 98  JATCO has introduced a very small CVT what has a two speed output with 
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take a CVT with a small ratio spread and doubles it for an overall ratio spread of 7.399 in the base 
version and 8.7 in the "wide range" version.100  As in ATs and DCTs, it is expected that 
additional increase in ratio range above the current maximum will not significantly decrease fuel 
consumption and resulting GHG emissions. 101 

Reducing losses in CVTs has been a particular focus of manufacturers. The JATCO CVT8 
featured a 40 percent reduction in mechanical losses compared to their earlier generation CVT.102  
The losses were reduced by decreasing the size of the oil pump, implementing a new, higher 
efficiency belt, and reducing the fluid churning losses.  Honda's new compact car CVT increased 
efficiency 1.0 percent to 1.5 percent at higher vehicle speeds compared to their previous 
generation CVT.103  The increased efficiency was primarily due to a reduction in oil pump losses 
and bearing friction. Honda's new midsize CVT increased efficiency up to 5 percent compared to 
the earlier generation CVT, primarily by reducing the required hydraulic pressure (by up to 38 
percent).104  Toyota's new K114 CVT reduced torque losses by 22 percent, compared to the 
earlier generation of CVTs, primarily by reducing the losses associated with the oil pump, and 
reducing the size of the bearings. 105 

The decreased transmission losses (5 - 10 percent) and increased ratio spread (from 4 to 
between 6 and 8.7) of CVTs has made them more effective in CO2 reduction than estimated in 
the FRM, and thus CVTs are anticipated to be used in an increasing share of the fleet (see Figure 
5.20).  The supplier JATCO supplies CVTs to Nissan, Chrysler, GM, Mitsubishi, and Suzuki 106  
In addition, other manufacturers' ‒ Audi, Honda, Hyundai, Subaru, and Toyota ‒ all make their 
own CVTs. 

The JATCO CVT8 demonstrated a 10 percent improvement in fuel economy for both the 
highway and city cycles compared to earlier generation CVTs. 107  Honda's new compact car 
CVT increased fuel economy approximately 7 percent compared to the earlier generation CVT 
over both the U.S. test cycle and the Japanese JC08 test cycle. 108  Honda's new midsize CVT 
increased fuel economy 10 percent over the earlier generation 5AT on the U.S. cycle, and 5 
percent compared to the earlier generation CVT on the Japanese JC08 test cycle. 109  Toyota's 
new K114 CVT increased fuel economy by 17 percent on the Japanese JC08 test cycle compared 
to the earlier generation CVT. 110 

Initial introductions of CVTs suffered from consumer acceptance issues, where customers 
complained of the “rubber band” feel of the transmission, due to the indirect connection between 
the driver’s throttle input and the vehicle’s acceleration response.  To combat this perception, 
vehicle manufacturers have added a shift feel calibration to the CVT control strategy, which 
mimics the feel of a conventional AT.111  This calibration, although having a slight effect on fuel 
economy, has improved consumer acceptance.112 

In this document, only conventional belt or chain CVTs are considered.  At least two other 
technologies – toroidal CVTs and Dana’s VariGlide® technology113 – are under development and 
may be available in the 2020-2025 timeframe.  The Dana VariGlide is considered a CVP 
(Continuously Variable Planetary) with the major design difference being it using balls to 
transmit torque and vary the ratio.  Dana has stated that it is currently in development with an 
OEM.  Targeted production could be as early as 2020.  These technologies hold promise for 
increased efficiency compared to current design belt or chain CVTs. 
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5.2.3.9 Transmission Parasitic Losses 

Reducing parasitic loses in the transmission improves drivetrain efficiency and lowers the 
required energy output from the engine.  In general, parasitic losses can come from (a) the oil 
supply, (b) electricity requirements, (c) drag torque, (d) gearing efficiency, and (e) creep (idle) 
torque.114 

5.2.3.9.1 Losses in ATs 

A study by ZF suggests that the largest sources of losses over the combined city/highway 
cycle in conventional automatic transmissions are the oil supply and the drag torque.115  This is 
followed by the creep torque (on the city cycle), with the electrical requirements and gearing 
efficiency being relatively minor. 

For conventional ATs, power required to supply oil to the transmission is one of the largest 
sources of parasitic loss. An oil pump is required for lubrication and for hydraulic pressure for 
clamping the clutches.  A baseline transmission would typically use a gerotor-type pump driven 
off the torque converter. Replacing or resizing the oil pump can result in a substantial decrease in 
torque losses.  For example, Aisin claims a 33 percent reduction in torque loss in its new 
generation transmission from optimizing the oil pump,116 and Mercedes claims a 2.7 percent 
increase in fuel economy on the NEDC by changing the pumping system.117  Pump-related losses 
can be reduced by substituting a more efficient vane pump for the gerotor.  Losses can be further 
reduced with a variable-displacement vane pump, and by reducing the pressure of the system.  
Losses can be further decreased by using an on-demand electric pump: Mercedes claims an 
additional 0.8 percent increase in fuel economy on the NEDC by implementing a lubrication on 
demand system.118  Another way to reduce losses from the pump is by reducing leakage in the 
system.  Reducing leakage reduces parasitic losses by reducing the amount of fluid that needs to 
be pumped through the system to maintain the needed pressure. 

A second large source of parasitic loss in ATs is the drag torque in the transmission from the 
clutches, brakes, bearings, and seals.  These components have the potential to be redesigned for 
lower frictional losses.  New clutch designs offer potential reductions in clutch drag, promising 
up to a 90 percent reduction in drag.119  Replacing bearings can reduce the associated friction by 
50 to 75 percent.  New low-friction seals for can reduce friction by 50 percent to provide an 
overall reduction in bearing friction loss of approximately 10 percent.120  

Optimizing shift elements improved fuel economy on the Mercedes 9G-TRONIC by 1 percent 
over the NEDC.121 

Drag torque can be further reduced by decreasing the viscosity of the automatic transmission 
fluid used to lubricate the transmission.  A study of transmission losses indicate that about a 2 
percent fuel consumption reduction was obtained on the FTP 75 cycle by switching to the lowest 
viscosity oil.122  However, reduction of transmission fluid viscosity may have an adverse effect 
on long-term reliability. 

Transmission efficiency may also be improved through superfinishing the gear teeth to 
improve meshing efficiency. 

 

5.2.3.9.2 Losses in DCTs 
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Advanced DCTs typically have lower losses than ATs, largely due to having an on-demand 
pump, splash lubrication, and fewer open clutches.  The primary losses in DCTs are load-
independent drag and splash losses. Unlike ATs, DCTs typically depend on splash lubrication for 
their internal components rather than forced lubrication.  This eliminates the losses associated 
with oil supply pumps, but adds churning losses due to rotating components moving through the 
oil.  Churning losses can be minimized by keeping oil levels low and warming up the lubrication 
oil. 

A primary consideration in DCT losses is the use of wet or dry clutches.123  Dry clutches do 
not require oil cooling flow, and therefore do not contribute to oil churning losses that are 
incurred with wet clutch systems; this has traditionally meant that dry clutch reduced GHG 
emissions by an additional 0.5 to 1 percent over wet clutch DCTs.  However, dry clutches have a 
limited maximum torque capacity, and have suffered from customer acceptance issues.  In 
response, so-called "damp" clutches have been introduced, where on-demand cooling flow has 
substantially reduced the parasitic losses associated with wet clutches. 

DCTs also may benefit from the same improvements in bearing and seal drag and gear 
finishing that are outlined in the AT section above. 

5.2.3.9.3 Losses in CVTs 

CVTs tend to have higher losses than either ATs or DCTs, in large part due to the high oil 
pressures required to keep the belt and pulleys securely clamped.  These losses increase 
significantly at high input torques, as even higher pressures are required to maintain the 
clamping force.124  

A study by JATCO suggests that losses in the CVT are dominated by oil pump torque and 
losses in the belt-pulley system, with fluid churning losses as the next largest player.125  By 
reducing leakage in the oil system and reducing line pressure when possible, JATCO's CVT8 
was able to run with a reduced size oil pump and considerable reduction in oil pump torque loss.  
JATCO also redesigned the belt for lower loss, and reduced the oil level and viscosity to reduce 
churning losses.  The overall result was a 40 percent reduction in mechanical losses compared to 
the earlier generation CVT. 

Honda developed a new CVT using a comparable strategy.126  They decreased the required 
pulley thrust by refining the control strategy and by using a fluid with increased coefficient of 
friction, which combined for a transmission efficiency increase of 2.8 percent.  They also altered 
the belt trajectory around the pulley for an added 0.4 percent efficiency increase. 

Another opportunity for reduced losses in CVT's is Dana's VariGlide System.  Dana’s VariGlide 
system can provide more favorable system losses than traditional belt or chain technologies.  The 
VariGlide system eliminates the requirement for a high pressure pump, using instead a fully 
passive mechanical clamping mechanism.  The unique coaxial configuration, similar to a 
planetary gearset coupled with high power density, allows for simple integration into traditional 
transmission architectures and makes it uniquely suited for RWD applications. 

 

5.2.3.9.4 Neutral Idle Decoupling 
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An additional technology that has been implemented in some transmissions, which was not 
considered in the FRM, is the application of a "neutral idle."  In this strategy, a neutral clutch is 
opened when the vehicle is at a stop, which effectively reduces the creep torque required from 
the engine.127,128  BMW demonstrated a reduction in fuel consumption of 2 - 3 percent on the 
NEDC for an optimized neutral idle decoupling system on an eight-speed transmission.129  
Similarly, ZF calculated that implementing a neutral idle decoupling system on its eight-speed 
transmission would reduce fuel consumption by 0.5 percent to 1.4 percent on the U.S. combined 
cycle, depending on the K-factor of the torque converter.130  It should be noted, of course, that 
the neutral idle decoupling simply reduces idling losses, and implementing stop-start system 
would eliminate the effectiveness of this technology. 

5.2.3.10 Transmission Shift Strategies  

The transmission shift schedule can strongly influence the fuel consumption over a drive 
cycle.  A more aggressive shift schedule will downshift the transmission earlier and upshift later 
(i.e., at lower engine speeds).  This moves engine operation, for a particular required power, to 
lower speeds and higher torques where engine efficiency tends to be higher.  Along with this, 
reducing time between shifts (i.e., allowing more shifts), reducing the minimum gear where fuel 
cutoff is used, and altering torque converter slip (covered in the next section) will also decrease 
fuel consumption.  Applying an aggressive shift strategy can reduce fuel consumption by about 5 
percent in a generic six-speed transmission or 1-3 percent in a generic nine-speed 
transmission.131  Similarly, BMW showed about a 2 percent reduction in CO2 from 
downspeeding the engine, comparing their current generation six-speed transmission to an earlier 
generation.132 

However, the application of the strategy is limited by NVH and drivability concerns, as lower 
engine speeds produce more significant driveline pulses and allowing more shifts may increase a 
shift busyness perception.  Manufacturers reduce the NVH impact by using allowing partial 
lockup, adding a torque convertor dampener, and/or adding a pendulum dampener.  These 
changes along with decreasing the ratio between gears has made higher gear numbers and 
increased shifting more acceptable.  Reducing the ratio between gears allows shifting to be less 
perceptible due to the smaller change in engine speed. 

5.2.3.11 Torque Converter Losses and Lockup Strategy 

Torque converters are typically associated with conventional ATs and CVTs, although they 
have appeared on Honda's newest eight-speed DCT.  Torque converters provide increased torque 
to the wheels at launch, and serve as a torsional vibration damper at low engine speeds. 
However, this comes at the cost of energy loss in the torque converter fluid, and modern torque 
converters typically have a lockup clutch that mechanically locks the impeller and turbine 
together, bypassing the fluid coupling. 
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Figure 5.27  ZF Torque Converter Cutaway133 

Although in the past torque converters remained unlocked up to high vehicle speeds, recent 
trends are to lock up at much lower speeds. Improvements in torsional vibration dampers, and 
the ability to utilize micro-slip across the lockup clutch has enabled lower lockup speeds.  
Mazda, for example, claims torque converter lockup as low as 5 mph for its SKYACTIV-Drive 
AT.134  Although not as aggressive, BMW claims a 1 percent reduction in CO2 from an early 
torque converter lockup.135 

5.2.4 Electrification: State of Technology 

Electrification includes a large set of technologies that share the common element of using 
electrical power for certain vehicle functions that were traditionally powered mechanically by 
engine power.  Electrification can thus range from electrification of specific accessories (for 
example, electric power steering) to electrification of the entire powertrain (as in the case of a 
battery electric vehicle).  Powering accessories electrically can reduce their energy use by 
allowing them to operate on demand rather than being continuously driven by the crankshaft 
belt.  Some electrical components may also operate more efficiently when powered electrically 
than when driven at the variable speed of a crankshaft belt.  Electrified vehicles that use 
electrical energy from the grid also provide a means for low-GHG renewable energy to act as a 
transportation energy source where it is present in the utility mix. 

In the Technical Support Document (TSD)136 accompanying the 2012 FRM, electric power 
steering and other improved accessories were discussed along with electrified vehicles under the 
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topic of electrification.  In this Draft TAR, electric power steering and improved accessories are 
now discussed separately in Section 5.2.8 in order to focus the current discussion on electrified 
vehicles and 12V stop-start systems, which share many common themes.  As in the TSD, air 
conditioning is not explicitly examined as an electrified accessory technology but is discussed 
separately in Section 5.2.9 with respect to leakage, efficiency, and off-cycle credit provisions, 
oriented primarily toward conventional vehicles.  Where applicable, electrified air conditioning 
is discussed in the context of electric vehicles, where it can have a strong impact on onboard 
energy consumption and driving range. 

Electrified vehicles (or xEVs) are considered for this analysis to mean vehicles with a fully or 
partly electrified powertrain.  This includes several electrified vehicle categories, including: 
battery electric vehicles (BEVs), which have an all-electric powertrain and use only batteries for 
propulsion energy; plug -in hybrid electric vehicles (PHEVs), which have a primarily electric 
powertrain and use a combination of batteries and an engine for propulsion energy; and hybrid 
electric vehicles (HEVs), which use electrical components and a battery to manage power flows 
and assist the engine for improved efficiency and/or performance.  HEVs are further divided into 
strong hybrids (including P2 and power-split hybrids) that provide strong electrical assist and in 
many cases can support a limited amount of all-electric propulsion, and mild hybrids (such as 
belt integrated starter generator (BISG) hybrids, crankshaft integrated starter generator (CISG) 
hybrids, and 48V mild hybrids) that typically provide only engine on/off with minimum 
electrical assist.  

BEVs and PHEVs are often referred to collectively as plug-in electric vehicles, or PEVs. 
Although the FRM referred to battery electric vehicles as EVs, this Draft TAR adopts the term 
BEV which is now more commonly used in the technical literature. 

Fuel cell electric vehicles (FCEVs) are another form of electrified vehicle having a fully 
electric powertrain, and are distinguished by the use of a fuel cell system rather than grid power 
as the primary energy source.  Although EPA has not included FCEVs in its Draft TAR fleet 
compliance modeling analysis, NHTSA did simulate the vehicles for its analysis. Technology 
developments relating to FCEVs are reviewed in Section 5.2.4.5. 

As with the other technologies presented in this chapter, the agencies are reviewing, and 
revising where necessary, the assumptions for effectiveness and cost of electrification 
technologies for this Draft TAR.  The agencies have carried out this effort along several paths. 
The agencies gathered information from many sources, including public sources such as journals, 
press reports, and technical conferences, as well as manufacturer certification data and 
information gathered through stakeholder meetings with OEMs and suppliers.  EPA has also 
benchmarked selected vehicles by means of dynamometer testing at the EPA National Vehicle 
and Fuel Emissions Laboratory (NVFEL).  The agencies have also been leveraging instrumented 
vehicle test data from the Argonne National Laboratory (ANL) Advanced Powertrain Research 
Facility (APRF).  Among other purposes, EPA has used this data to inform development of the 
ALPHA model, and NHTSA has used this data to ensure that current powertrain technologies 
and controls used in Autonomie are representing state-of-the-art as well as include additional 
powertrains (i.e., the Voltec system).  The agencies have also leveraged electric machine 
component performance data collected by Oak Ridge National Laboratory (ORNL) under U.S. 
DOE funding, and similar component and vehicle test data provided by other laboratories such as 
Idaho National Laboratory (INL).  EPA also worked closely with ANL to improve and update 
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the battery costing model, known as BatPaC,137 which the agencies have used to update the 
projected costs of electrified vehicle battery packs.  All of these sources have contributed to our 
assessment of the progress of electrification technology since the FRM. 

Overview of Section 

This Section 5.2.4 is intended to briefly review the assumptions for cost and effectiveness of 
the electrification technologies described in the FRM, and to review industry developments since 
the FRM that could inform the question of revising those assumptions for this Draft TAR 
analysis.  The information described in this section thus forms the basis for revised cost and 
effectiveness assumptions described in Section 5.3.4.3, which become inputs to this Draft TAR 
analysis. Source data for most charts in Sections 5.2.4 and 5.3.4.3 are available in the Docket.138 

Section 5.2.4 is organized in the following way: 

 Subsection 5.2.4.1 provides a high-level overview of the major developments in 
electrification technologies since the FRM.  This section is intended only as an 
executive summary to help place the topic of electrification into context. 

 Subsection 5.2.4.2 provides a background in non-battery electrical components that 
are common to many of the electrification technologies, and briefly reviews the major 
directions of their development since the FRM.  An understanding of these 
components is helpful to understanding developments in cost and effectiveness of 
each of the electrified vehicle categories.  Developments in the cost or performance of 
specific classes of components are discussed in the context of the electrified vehicles 
in which they have been implemented.  

 Subsection 5.2.4.3 includes subsections detailing each of the major electrified vehicle 
categories (stop-start, HEVs, PHEVs and BEVs).  These sections serve to: (a) briefly 
review the significance of each electrified vehicle category as a means of reducing 
GHG emissions; (b) briefly review the major assumptions made about the electrified 
vehicle category in the FRM; and (c) review industry developments relating to how 
the category has evolved and been taken up in the fleet since the FRM. 

 Subsection 5.2.4.4 focuses on developments in battery technology.  Batteries are 
discussed separately and after discussion of the vehicle categories for several reasons.  
First, the battery performance requirements for each of the xEV categories is best 
understood after the categories have been fully defined and discussed. Second, a 
greater level of technical detail is required to adequately assess some battery 
developments that have a strong influence on effectiveness or cost of xEV 
technologies.  Finally and perhaps most importantly, battery cost estimation is a 
particularly influential input to the cost assumptions for xEVs, and the battery cost 
estimates for different xEV categories rely on many detailed assumptions that are best 
understood and contrasted in the context of a battery discussion after trends in xEVs 
have been reviewed.  The bulk of battery-related assumptions affecting xEVs are 
therefore covered in the battery section rather than the xEV sections. 

Finally, Subsection 5.2.4.5 focuses on developments in FCEVs. 
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5.2.4.1 Overview of Electrification Technologies 

The 2012 TSD and the FRM analysis identified electrified vehicles as offering a strong 
potential for reducing greenhouse-gas emissions. In the analysis conducted for the 2017-
2025MY FRM, the cost-minimizing compliance pathway showed electrified vehicles playing an 
important supporting role in a fleet composed primarily of non-electrified powertrain 
configurations.  The pathway presented by EPA showed OEM compliance with 2025MY 
standards with overall fleet penetrations of 2, 5, and 26 percent for BEVs, strong hybrids, and 
mild hybrids, respectively.139  

Since the FRM, there has been significant growth in the number of HEV, PHEV, and BEV 
models available to consumers.  HEVs are now part of the product line of almost every major 
OEM. In 2014, U.S. HEV sales were in excess of 450,000 units but declined to about 385,000 
units in 2015.140  Plug-in vehicles (BEVs and PHEVs) are also being offered in increasing 
numbers. In MY2015, 28 models of plug-in vehicles were available, an increase from 23 models 
in MY2014, and only a handful in 2012.  In each of 2014 and 2015, U.S. plug-in vehicle sales 
were in excess of 115,000 units.140  

Some aspects of BEV implementation and penetration have developed differently than 
predicted in the FRM.  The FRM conceived that the BEVs most likely to play a significant part 
in OEM compliance would offer a real-world range of between 75 miles at the low end and up to 
150 miles at the high end.  Since then, the BEV market appears to have formed two segments, a 
consumer segment offering a driving range of around 100 miles at a relatively affordable price, 
and a luxury segment offering a much higher range (well in excess of 200 miles) at a higher 
price.  Tesla Motors has had notable success at producing and marketing BEVs in the luxury 
segment, causing significant numbers of BEVs to enter the fleet that may not have been 
predicted by OMEGA on a pure cost-effectiveness basis.  

Going forward, both BEV segments appear to be aggressively pursuing range increases in 
their second and third generation models.  Both of the leading manufacturers in the consumer 
segment, Nissan and GM, have recently announced firm plans to offer a 200-mile range BEV in 
the 2017 time frame.  Tesla is also making progress toward a long-stated intention to enter the 
consumer segment with the Model 3, which is widely described as a 200-mile BEV and targeted 
for introduction in 2017.  

An increasing number of OEMs are beginning to add PHEVs to their product lines, utilizing 
both blended-operation architectures as well as extended-range architectures that offer varying 
amounts of all-electric range.  The cost-minimizing pathway for compliance with the 2025MY 
standards did not project a necessity for significant fleet-level penetration of PHEVs (nominally, 
zero percent), although it did project that some primarily luxury- and performance-oriented 
OEMs might include PHEVs as part of their individual pathways.141  The 2015 and 2016 MYs 
saw a discernible increase in PHEV20-style architectures from OEMs that tend to specialize in 
luxury or high-performance vehicles, suggesting that this projection was accurate.  Second-
generation PHEV models have begun to appear, typically offering an increased all-electric range 
or a more robust blended-mode operation that allows for increased all-electric capabilities in 
normal driving.  Manufacturers have often cited customer demand for a more all-electric driving 
experience in making these changes.  
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Advancements in the cost and effectiveness of xEVs are closely related to advancements in 
battery, electric motor, and power electronics technologies.  These technologies have advanced 
steadily since the FRM, with significant improvements in battery specific energy, battery cost, 
and non-battery component efficiency and cost contributing to improvements in production 
xEVs.  The pace of industry activity in this area suggests that further advancements are likely to 
occur between now and the 2022-2025 time frame of the rule. 

At the time of the FRM, empirical data regarding the cost and efficiency of xEV components 
was limited by the small number of production vehicles from which it could be gathered.  Today, 
the relatively large number of production models provides much greater opportunity to 
empirically validate projections made in the FRM. 

Battery cost is a major consideration in the cost of xEVs. At the time of the FRM there was 
great uncertainty in the manufacturing costs for these components and their potential to be 
reduced.  There was also uncertainty regarding battery lifetime.  Today, evidence of the need for 
battery replacement is rare, with most PHEV and BEV batteries showing good durability within 
the limits established by OEM warranties.  Although the battery cost projections published in the 
FRM were significantly lower than estimates of prevailing costs at the time, recent evidence 
strongly suggests that these estimates were quite accurate, with at least one major manufacturer 
having announced battery costs from a major battery supplier that are very close to FRM 
projections even for the 2017-2018 time frame.  Recent reports have suggested that lithium-ion 
battery cost has historically followed a pace of improvement of about 6 to 8 percent per year.142  
Advancements in cost and energy capacity of battery technology continue to be pursued actively 
by OEMs and suppliers alike, suggesting that there is room for further improvement within the 
2022-2025 time frame of the rule. 

Analysis of current and past production BEVs and PHEVs suggests that the FRM predicted a 
larger battery capacity per unit driving range than manufacturers have found necessary to 
provide.  This could be due in part to differences in assumed powertrain efficiencies, usable 
battery capacity, or application of road load reducing technologies.  Similar analysis also 
suggests that the industry has achieved comparable acceleration performance with significantly 
lower motor power ratings than the FRM anticipated.  In other words, it is clear that in many 
ways the industry has found ways to do more with less, compared to many of the predictions of 
the 2012 FRM.  

Because the vehicle architecture for electrified vehicles is fundamentally different from that 
of conventionally-powered vehicles, the consumer experience is likely to be different as well.  In 
particular, the fueling requirements of BEVs and PHEVs call for changes in accustomed fueling 
habits, some of which may improve convenience (e.g. the ability to charge at home) while others 
may pose a challenge (e.g. a relatively long fueling time).  A BEV with limited range might not 
provide an exact substitute for a conventional vehicle for many consumers today, while at the 
same time electrified vehicles can provide benefits of quiet operation, reduced maintenance, and 
the potential integration with future mobility systems that might include shared and autonomous 
vehicles.  Chapter 6 contains a more complete discussion of the impact of efficiency 
technologies on other vehicle attributes. 

The primary factors that influence the cost and effectiveness of electrification technologies 
are the cost and efficiency of their components.  These include: energy storage components such 
as battery packs; propulsion components such as electric motors; and power electronics 
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components, such as inverters and controllers, that process and route electric power between the 
energy storage and propulsion components.  For the purpose of this analysis, these components 
are divided into battery components and non-battery components.  

Battery components have a particularly strong influence on cost of xEVs.  Because 
developments in battery technology may apply to more than one category of xEV, they are 
discussed collectively in Section 5.2.4.4.  That section details developments in battery-related 
topics that directly affect the specification and costing of batteries for all xEVs, such as usable 
capacity, durability, thermal management, and pack topology, among others. 

Non-battery components have a strong influence on both cost and effectiveness of xEVs. 
Because non-battery technologies are important to understanding the differences in architecture 
among xEVs, they are introduced prior to discussion of the individual electrified vehicle 
categories in Section 5.2.4.2. 

5.2.4.2 Non-Battery Components of Electrified Vehicles 

Non-battery components largely consist of propulsion components and power electronics.  
Propulsion components typically include one or more electric machines (an umbrella term that 
includes what are commonly known as motors, generators, and motor/generators).  Depending 
on how they are employed in the design of a vehicle, electric machines commonly act as motors 
to provide propulsion, and/or act as generators to enable regenerative braking and conversion of 
mechanical energy to electrical energy for storage in the battery.  Power electronics refers to the 
various components necessary to route current between the battery system and the propulsion 
components, including such devices as inverters and rectifiers, DC-to-DC converters, motor 
controllers, and on-board battery chargers. 

The energy efficiency of non-battery components has been the focus of much industry 
research and development since the 2012 FRM.  The impact of resulting improvements in 
efficiency and overall system optimization therefore need to be considered in developing 
estimates of xEV effectiveness.  The agencies have studied and considered such improvements in 
developing new estimates of xEV effectiveness for this Draft TAR.  

Costs of non-battery components have also begun to decline.  Compared to engines and other 
conventional powertrain components, many of which have been reduced to commodity products 
for many years, the market in xEV non-battery components is far less developed.  As OEMs seek 
xEV components for their products, they are less likely to encounter stock items that fully meet 
their requirements and therefore have often chosen to either produce them in limited numbers in-
house, or to source them from suppliers that build to specification.  While this dynamic may be 
expected to limit the potential for economies of scale to develop and be reflected in component 
costs in the near term, it is also likely that standardization and commoditization will occur as the 
industry matures.  One example of industry movement in this direction is shown by the decision 
of LG to leverage its position as xEV battery supplier to several OEMs by expanding into xEV 
non-battery components.  In a joint announcement with LGChem in October 2015,143 GM 
described LG's role not only as supplier of battery cells for the Chevy Bolt BEV but also as 
supplier of many of its non-battery components.  LG's established role as battery supplier to 
multiple OEMs suggests that it may be planning to supply non-battery components across the 
rest of the xEV industry as well.  As another example, in 2016 Siemens and Valeo announced the 
formation of a joint venture for the production of high-voltage components across the full range 
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of electrified vehicle types, citing among other advantages "substantial synergies in 
manufacturing and sourcing" and a focus on global markets.144  Developments such as these can 
promote the potential for economies of scale to develop, and may be a significant driver of cost 
reductions if they continue in the future. 

5.2.4.2.1 Propulsion Components 

The components that provide propulsion for xEVs are known variously as electric motors, 
traction motors, motor/generators, e-motors, or electric machines. In this discussion, they will be 
referred to either as electric motors or generators (depending on the functional context), or 
collectively as electric machines. 

The two main types of electric machines currently seen in production xEVs are permanent-
magnet motors (also known as synchronous motors) and induction motors (also known as 
asynchronous motors).  Although the permanent-magnet motors used in xEVs are sometimes 
called brushless direct-current (DC) motors, these as well as induction motors are powered by 
alternating current (AC), which must be converted from DC battery current by an inverter. 

In the duty cycles typical of xEV applications, permanent-magnet motors have certain 
advantages in energy efficiency due in part to the presence of integral permanent magnets to 
generate part of the magnetic field necessary for operation.  However, these magnets add to 
manufacturing cost, particularly when they contain rare earth elements.  In contrast, induction 
motors use copper windings to generate all of the magnetic field and can be manufactured 
without rare earth elements.  Although the windings are significantly less costly than magnets, 
generation of the field in the windings is subject to additional I2R losses that are not present in 
permanent magnet motors.  In some conditions, this causes induction motors to be slightly less 
energy efficient than permanent-magnet motors,145,146 although the choice between the two types 
of motor ultimately depends on the specific application.  

The majority of current xEV products use permanent-magnet motors. Induction motors are 
found in products of Tesla Motors, as well as the Fiat 500e and Mercedes-Benz B-Class Electric 
Drive.  The BMW Mini-e and the Toyota RAV4 EV, both now discontinued, also used induction 
motors; in the case of the RAV4, the motor was supplied by Tesla.  

Another type of motor, the switched reluctance or axial flux motor, has recently been 
suggested for use in xEVs.147,148  Although current examples of this technology are challenged 
by difficulties with controllability, vibration, and noise, in the future these motors may 
potentially offer a lower cost solution than either permanent-magnet or induction motors. 

Since the FRM, some manufacturers have demonstrated successful cost reductions in 
propulsion components.  For example, the use of rare-earth metals in permanent-magnet motors 
is commonly cited as a concern due to their high cost and potential supply uncertainty.  The 2016 
second-generation Chevy Volt has reduced the use of rare-earths in its drive unit by more than 80 
percent by using lower-cost ferrite magnets in place of rare-earths in one of its motors149 and 
significantly reducing the rare-earth content of the other.150  Another approach is seen in the 
BMW i3, which uses a hybridized motor design that combines aspects of the permanent-magnet 
motor and the reluctance motor, allowing rare earth content to be reduced by about half 
compared to a permanent-magnet motor of similar torque capability.146  
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Component integration has also contributed to lower costs.  GM has cited integration of 
power electronics with the transmission and drive unit of the 2016 Volt as a significant enabler 
of cost reductions in that vehicle by eliminating long stretches of heavy cable and improving 
packaging efficiency.151,152  Major changes to the configuration of the electric propulsion system 
reduced the total torque and power requirements, allowing the use of smaller bearings and rotors, 
and an increase in maximum motor speed to 11000 rpm from the 9500 rpm of the previous 
system.  This led to a 20 percent reduction in motor volume and a 40 percent reduction in mass 
compared to the previous generation, as well as improved efficiencies. Similar improvements 
have propagated to the Cadillac CT6153 and the Chevy Malibu Hybrid154 through the sharing of 
related components.  The 2016 Toyota Prius also utilizes improvements to the transaxle and 
motor that result in significant weight reduction and efficiency.  A more compact motor design 
and an improved reduction gear allows for an improved power-to-weight ratio and provides for a 
20 percent reduction in frictional losses.155  

Industry activity is also focused toward improving the efficiency of propulsion motors. 
Although electric motors are already highly efficient (well in excess of 90 percent in many 
normal usage conditions), even small improvements in efficiency can pay significant dividends 
by reducing the battery capacity necessary for a given driving range.  For example, GM has said 
that the increased range of the second generation Chevy Volt was achieved in part by 
improvements in motor efficiency.151  Even the first generation of the Chevy Spark EV was 
described as having the highest drive unit efficiency in the industry, with an average battery-to-
wheels efficiency of 85 percent in the city cycle and 92 percent in the highway cycle.156  These 
efficiencies are higher than EPA assumed in the 2012 FRM xEV battery sizing analysis.  

5.2.4.2.2 Power Electronics 

Power electronics refers to the various components that control or route power between the 
battery system and the propulsion components, and includes components such as: motor 
controllers, that issue complex commands to precisely control torque and speed of the propulsion 
components; inverters and rectifiers, that manage DC and AC power flows between the battery 
and the propulsion components; onboard battery chargers, for charging the BEV or PHEV 
battery from AC line power; and DC-to-DC converters that are sometimes needed to allow DC 
components of different voltages to work together. 

Inverters are power conditioning devices that manage electrical power flows between the 
battery and propulsion motors.  While all batteries are direct current (DC) devices, modern 
traction motors operate on alternating current (AC) and therefore require an inverter capable of 
converting DC to AC of widely variable frequencies at variable power levels.  As implemented 
in an electrified vehicle, the component commonly known as an inverter may also act as a 
rectifier, that is, convert AC to DC to send energy to the battery. 

Modern inverters are semiconductor based, utilizing metal-oxide-semiconductor field-effect 
transistors (MOSFET) or insulated-gate bipolar transistors (IGBT).  These designs are highly 
efficient, often operating well above 90 percent efficiency. Inverter designs vary in output 
waveform (square wave, sine wave, modified sine wave, or pulse-width modulated), which 
accounts in part for differences in their efficiency and the potential for heat generation. Inverter 
manufacturing cost is strongly associated with wafer size in manufacturing of substrate materials 
such as silicon carbide.  While most wafer sizes are currently around 4 inches in diameter, larger 
wafers of 6 to 12 inches would reduce scrap rates and reduce cost substantially.157 
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Despite these low losses, the high power levels of electrified vehicles generate significant heat 
and require inverters to have aggressive liquid cooling, often residing on the coolant loop in a 
position prior to the propulsion motor to ensure sufficient cooling.  Cooling elements such as 
fans, heat exchange surfaces and fins or heat sinks can add to volumetric requirements and are a 
common target of size and cost reduction.  The similarity of materials and cooling needs offer an 
opportunity to further reduce cost by integrating the inverter with other power electronics 
components such as DC converters.158  

The 2016 Chevy Volt provides one example of how improvements to the inverter and its 
packaging can lead to significant improvements in packaging and related costs.  Major changes 
to the electric propulsion system served to reduce the current requirements of the inverter, 
reducing its volume by about 20 percent (from 13.1L to 10.4L) and its mass from 14.6 kg to 8.3 
kg.  This allowed the inverter module to be integrated into a small space at the top of the 
transmission. This integration into the transmission saved on assembly costs, served to protect 
the components and their sensitive interfaces in a sealed environment, and eliminated the need 
for heavy 3-phase cables.  It also saved valuable underhood space for other components 
commonly associated with electrification.  The reduction in inverter current was also said to 
reduce inverter switching loss by about half in conjunction with accompanying improvements to 
cooling.  GM attributed a 6 percent improvement in electric drive system efficiency over the FTP 
cycle, a 30 percent increase in vehicle range and an 11 percent improvement in label fuel 
economy to these inverter improvements.151,152  Similar improvements have carried over to other 
models that share related components, such as the Cadillac CT6 and the Chevy Malibu 
Hybrid.153,154  Toyota also has introduced changes that improve inverter efficiency.155  The 2016 
Toyota Prius includes a new power control unit to which it attributes a 20 percent reduction in 
power losses.  The power control unit also benefits from integration, residing in a position above 
the transaxle.  Advances in the use of a silicon carbide substrate in the power control unit are 
also expected to significantly reduce power switching losses and allow a 40 percent reduction in 
the size of the coil and capacitor of the power control unit in production Toyota vehicles by 
around 2020.159  

Many systems require DC-to-DC converters to allow DC components of different voltages to 
work together.  They do not convert between AC and DC, but instead step up (or down) the DC 
voltage between two or more components or subsystems, either unidirectional or bi-directionally.  
One common application of a DC-to-DC converter is to allow low-voltage accessories to be 
powered by energy from the high-voltage battery by reducing the voltage from 300+ V to 14 V.  
These are also known as buck converters, and may operate at about 1.5 kW160 to 3 kW.167  
Although many current production BEVs and PHEVs retain a low-voltage battery to power 
accessories, a buck converter is needed to keep the low-voltage battery charged in the absence of 
an engine-driven alternator, and can supplement power to the accessories.  Another purpose of a 
DC-to-DC converter is to allow certain powertrain components to operate at their optimum 
voltage rather than being tied to the voltage of the high voltage battery.  For example, a fuel cell 
stack or super capacitor may operate more efficiently at a higher or lower voltage than the high-
voltage battery, or along a variable range of voltages.161  A variety of topologies are under 
development to suit these varied applications.160,161 

Controllers are electronic devices that implement control algorithms that control power flows 
through the electrified powertrain. Motor controllers are responsible for issuing the complex 
commands that precisely control torque and speed of the propulsion motor.  A primary task of 
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this controller is to determine the exact frequency of alternating current necessary for the motor 
to deliver the demanded speed and torque, and to control the inverter to provide it.  A 
supervisory controller is another form of controller that implements higher-level vehicle control 
algorithms, including issuing high-level torque and speed commands to the motor controller. 
Supervisory controllers are not unique to electrified powertrains but may be functionally 
integrated with other components that are.  Compared to other power electronics components, 
controllers are not typically large consumers of energy, but can benefit from cost reductions 
applicable to other components. 

Onboard chargers are charging devices permanently installed in a PHEV or BEV to allow 
charging from grid electrical power.  Level 1 charging refers to charging powered by a standard 
household 110-120V AC power outlet.  Level 2 charging refers to charging at 220-240V AC 
power. The available power depends on the amperage of the household circuit, and can range 
from about 1 to 2 kW for Level 1 to about 5 to 7 kW for Level 2.  Onboard chargers travel with 
the vehicle, and are distinct from stationary charging equipment (Electric Vehicle Supply 
Equipment, or EVSE) commonly installed at public or private charging stations.  More 
information on PHEV and BEV charging infrastructure and EVSE can be found in Chapter 9, 
Infrastructure Assessment. 

The widespread home availability of 110-120V AC power does not necessarily mean that 
Level 1 charging is preferable either for convenience or efficiency.  Charging time at the Level 1 
rate is much slower than at Level 2, and can become impractically slow for longer-range BEVs 
that may take longer than overnight to bring to full charge at Level 1 even after only partial 
depletion.  However, Level 1 residential charging is widely relied upon by the current users of 
BEVs and PHEVs and provides a lower cost option for ownership that may continue to be 
sufficient for households with lower daily driving needs.  

Charging efficiency can also vary significantly. In general, the efficiency with which a battery 
accepts DC charge current is highest at low charge rates.162  However, the degree to which the 
manufacturer has optimized the charging circuitry for a specific preferred charge rate can also 
have a strong influence, because the efficiency of AC to DC conversion is also an important 
factor.  According to tests performed by Idaho National Laboratory on a 2015 Nissan Leaf, the 
efficiency of Level 1 charging ranged from only 61.8 percent to a maximum of 78.4 percent, 
while that of Level 2 charging ranged from 81.5 percent to 90.5 percent.163  This suggests that 
the design of the charging circuitry can have a greater effect on charging efficiency than charge 
rate alone, and that manufacturers may optimize the charging system to accommodate the mode 
of charging it expects customers to most commonly utilize.  

DC fast charging is increasing in availability and popularity, and can support charging at 
much higher rates than Level 2 (up to 150 kW in some cases, subject to the capability of the 
vehicle being charged).  Charging at these higher rates may result in a lower net efficiency 
relative to Level 2, and may require more robust battery cooling to dissipate the heat generated 
during a charge. 

Although charging efficiency is primarily relevant to upstream emissions and is not a factor in 
onboard energy consumption, there is significant potential for efficiency improvement in these 
components that may be indicative of similar potential in other power electronics components.  
For example, between Gen1 and Gen2 of the Chevy Volt, the energy efficiency, size and weight 
of its onboard charger was improved significantly.164,152  Level 1 charging efficiency improved 
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from 86.8 percent in Gen1 to 94.5 percent in Gen2, an improvement of 8.9 percent.  Efficiency at 
Level 2 increased similarly from 89.6 percent to 95.5 percent, an improvement of 6.5 percent.  
These improvements allowed the overall system efficiency (from the wall plug to the battery) of 
Level 2 charging to improve to 88.4 percent, and that of Level 1 to 86.7 percent (improvements 
of 8.6 percent and 9.3 percent, respectively).  Power density of the unit improved from 326 W/kg 
to 605 W/kg (85 percent), while volumetric power density improved from 492 W/liter to 889 
W/liter (81 percent), which led to significant packaging advantages.  The fact that these 
improvements to charger efficiency were achieved despite their lack of a strong impact on highly 
visible attributes such as driving range or power suggests that similar improvements to other 
components that do affect range or power are even more likely to be pursued successfully. 

Battery management systems (BMS)165,283 are an important factor in maintaining and utilizing 
the available capacity of the traction battery.  The primary role of a BMS is to maintain safety 
and reliability by preventing usage conditions that would damage or excessively degrade the 
battery.  The BMS may therefore limit voltages and currents on the pack, module, or individual 
cell level, and monitor pack or cell temperature as well as other parameters. 

Another important role of the BMS is to balance the charge levels of the individual battery 
cells so that each cell is maintained at a similar voltage and state of charge.  This can play an 
important part in determining the usable portion of total battery capacity and in maintaining 
battery life. In a battery containing hundreds of cells, small variations in resistance will exist 
among individual cells, and differences in cell temperature will result not only from these 
differences but also from differences in cell location within the pack and proximity to cooling 
media.  During a normal charge or discharge of the pack, these differences will affect cell 
efficiency and cause some cells to approach their voltage or charge limits sooner than others.  
Without balancing, the entire pack will effectively reach its charge or discharge limit when the 
weakest cell reaches its limit. In this case, the charge contained in the remaining cells goes 
unutilized.  Effective cell balancing can increase utilization significantly.  

BMS systems may employ passive or active balancing.  Passive balancing acts to identify the 
cells that are approaching their limits and selectively modifies their charge or discharge rates, 
usually by dissipating their energy resistively, to allow the remaining cells to continue operating.  
Active balancing shuttles energy among cells rather than dissipating the energy.  Active 
balancing is potentially more energy efficient than passive balancing but is typically more costly 
to implement.  The cost and effectiveness of active balancing is an active area of industry 
research toward reducing the necessary battery capacity and power for a given application. 

5.2.4.2.3 Industry Targets for Non-Battery Components 

Establishing targets can be an effective way of focusing industry effort toward a common 
goal.  For example, the battery cost and performance targets established by the United States 
Advanced Battery Consortium (USABC) are familiar to most in the battery industry and have 
become important reference points by which developments in battery technology are often 
measured.  While industry targets such as these can vary in their purpose and achievability, they 
can provide valuable guidance on what some in the industry consider to be potential directions 
for future technology.   

Targets for cost and performance of non-battery components have been established by U.S. 
DRIVE,166 a government-industry partnership managed by the U.S. Council for Automotive 
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Research (USCAR), which also manages USABC. Members include the U.S. Department of 
Energy, industry members of USCAR, and several other organizations including major energy 
companies and public energy utilities.  The U.S. DRIVE targets apply to electric motors, 
inverters, chargers, and other power electronics components for the 2015 and 2020 lab yearU 
time frames.167  These targets, some of which are shown in Table 5.1, include performance 
targets such as specific power, specific energy, and energy and power density (volumetric), as 
well as cost targets. 

The U.S. DRIVE targets were established specifically with respect to HEVs, which were seen 
as presenting the greatest challenge in meeting the targets due to their being on the low end of 
the power range compared to PEVs.  The targets therefore apply best to an HEV-sized 55 kW 
system.  U.S. DRIVE expects the targets to be less difficult to meet for higher-power PEV 
systems, in part because their more powerful powertrains may incur less overhead cost (for 
connectors and the like) that are not necessarily directly proportional to power.168  This suggests 
that the U.S. DRIVE targets would be relatively conservative when applied to PEVs.  

Although the U.S. DRIVE figures are only targets, the industry has shown remarkable 
progress in approaching these goals.  It is notable that U.S. DRIVE targets for specific power are 
quite close to what was already available in some production HEVs at the time they were set.  
Since some of the goals were being met in higher-priced products, bringing these levels of 
performance to the average PEV may largely be a matter of cost reduction rather than 
technological breakthrough. 

Table 5.1  U.S. DRIVE Targets for Electric Content Cost and Specific Power 

 
Component 

U.S Drive Target (Lab Year) 

2015 2020 

Electric motor 1.3 kW/kg 1.6 kW/kg 

$7/kW $4.7/kW 

Power electronics 12 kW/kg 14.1 kW/kg 

$5/kW $3.30/kW 

Motor and electronics combined 1.2 kW/kg 1.4 kW/kg 

$12/kW $8/kW 

3 kW DC/DC converter 
 

1.0 kW/kg 1.2 kW/kg 

$60/kW $50/kW 

 

The 2020 lab year target for specific power of combined motor and power electronics has 
some support in current literature.  Assuming a five year lag between lab demonstration and 
production, the 2020 lab year corresponds to 2025.  A presentation by Bosch169 at The Battery 
Show 2015 states that the electric motor and power electronics for a 100 kW, 20 kWh BEV 
system in the 2025 time frame is expected to comprise about 37 percent of electric content 
weight, with battery weight comprising the remaining 63 percent.  Assuming the 20 kWh battery 
pack has a specific energy of about 140 Wh/kg (as indicated by ANL BatPaC for an NMC622 

                                                 
U It should be noted that a minimum of five years typically passes between successful demonstration of a technology 

in a lab and its introduction into the market. 
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pack at 115 kW net battery power), and a corresponding weight of 143 kg, the non-battery 
content would be estimated at about 53 kg.  The 100 kW system would then represent a non-
battery specific power of 100 kW/53 kg, or 1.88 kW/kg.  While the U.S. DRIVE target of 1.4 
kW/kg is not directly comparable because it is based on a 55 kW traction motor, the result for the 
100 kW example is directionally correct in the sense that U.S. DRIVE considers the targets 
easier to achieve for more powerful systems.168  Most BEV and PHEV motors modeled in this 
analysis are larger than 55 kW, suggesting that the U.S. DRIVE figure for a 55 kW system may 
represent a fairly conservative figure for these applications.  

Although the U.S. DRIVE figures are targets and therefore not necessarily indicative of 
industry status, EPA has confidence that the targets for specific power represent attainable 
production goals during the time frame of the rule.  This is based in part on the observation that 
the 2020 specific power target for electric motor and power electronics combined is very close to 
levels that were already being attained by some production vehicles at the time they were set.170  
Further, the motor of the recently announced Chevy Bolt BEV already appears to exceed the 
U.S. DRIVE target at 1.97 kW/kg (based on a mass of 76 kg and peak power of 150 kW).171  
This example is consistent with confidential business information conveyed to EPA through 
private stakeholder meetings with OEMs that suggests that cost and performance targets for 
some types of components are already being met or exceeded in production components today, 
or are expected to be met within the time frame of the rule.  

5.2.4.3 Developments in Electrified Vehicles 

In this Draft TAR, each of the electrified vehicle categories represents a distinct GHG-
reducing electrification technology that manufacturers may choose to include as part of a 
compliance pathway.  These technologies range from 12-volt stop-start systems without 
accompanying hybridization, to mild and strong hybrids (HEVs), to plug-in vehicles (PHEVs 
and BEVs) and fuel-cell electric vehicles (FCEVs).  The propulsion and power electronics 
technologies discussed in the previous section are integral to understanding the architecture and 
capabilities of each of these electrification technologies. Developments in each of these 
electrification technologies are described in this section. 

5.2.4.3.1 Non-hybrid Stop-Start 

In this analysis, non-hybrid stop-start refers to a technology that reduces idling by temporarily 
stopping the engine when the vehicle stops and restarting it when needed.  This eliminates much 
of the fuel consumption associated with idling. In urban driving conditions that include a large 
amount of idling at intersections and in congested traffic, stop-start can provide significant GHG 
benefit. 

Non-hybrid stop-start is also commonly known as idle-stop or micro hybrid. In the 2012 
FRM, it was referred to as conventional stop-start.  In this Draft TAR analysis, as in the FRM, 
non-hybrid stop-start is limited to engine stopping and restarting in a 12V context, with no 
accompanying hybridization.  For this reason, the term micro-hybrid will not be used to refer to 
non-hybrid stop-start systems.  The non-hybrid stop-start classification should not be confused 
with mild and strong hybrids that include a stop-start function.  Systems that include brake 
energy regeneration or other hybrid features would be classified as hybrids.  However, as in the 
Ricardo analysis of the 2012 FRM, non-hybrid stop-start may include a strategy known as 
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“alternator regen” that charges the 12V battery more aggressively by increasing the alternator 
field upon vehicle deceleration. 

Non-hybrid stop-start is therefore the simplest form of electrification discussed in this section.  
It is typically implemented by: (a) upgrading to a higher-performance starter capable of higher 
power and increased cycle life, (b) upgrading to a higher-performance 12V battery to improve 
cycle life and reduce voltage drop on restart; (c) adding an appropriate control system to manage 
stopping and starting as transparently as possible; and in many cases, (d) modifying certain 
accessories to allow for adequate service while the engine is off. 

In the 2012 FRM, the effectiveness estimates for stop-start were derived from the Ricardo 
modeling study. The agencies estimated the 2-cycle effectiveness of stop-start technology to be 
in the range of 1.8 to 2.4 percent, depending on vehicle class.  The 2012 FRM considered stop-
start to be a new technology and assigned it a steep learning curve for the years 2012-2015 and a 
flat learning curve for the years 2016-2025.  On the basis of projected costs and effectiveness, 
the agencies projected that stop-start would achieve a fleet-level penetration of 15 percent172 in 
the cost-minimizing pathway for compliance with the 2025MY standards. 

Since the 2012 FRM, rapid growth in the application of 12V stop-start systems is evidence of 
the technology’s potential to provide cost-effective emissions reductions.  The 2015 EPA Trends 
Report projects that non-hybrid stop-start will be present on almost 7 percent of new non-hybrid 
car and truck production in MY2015, with total penetration of stop-start at nearly 9 percent when 
mild and strong hybrids are included.173  Penetration has grown steadily each year, reaching 0.6 
percent in 2012, 2.3 percent in 2013, and 5.1 percent in 2014, with 6.6 percent projected for 
2015.174  BMW and Mercedes-Benz are the most notable adopters, each including stop-start in 
about 70 percent of their projected 2015 production.175 

As a GHG-reducing technology, the effectiveness of stop-start depends on the amount of idle 
time included in the assumed test cycle.  The standard EPA test cycles contain short periods of 
idle, but less than some believe is present in real world driving.  In order to provide a more 
accurate credit basis for the real-world benefit of stop-start, the 2012 FRM provided for stop-
start technology to be eligible for off-cycle credits under the Off-Cycle Program.  The Off-Cycle 
Program is discussed further in Section 5.2.9. 

In contrast to the FRM projections of 1.8 to 2.4 percent effectiveness under EPA test cycles, 
other sources have suggested an average of 3.5 percent.176,177,178  As one example, the 2015 Ford 
Fusion 1.5L TGDI is available with and without a 12V stop-start option, providing an 
opportunity to assess the effectiveness of stop-start as implemented in this vehicle.  The 
difference in estimated fuel economy between the two versions suggests an effectiveness of 
about 3.5 percent on a fuel economy basis.  The automotive supplier Schaeffler Group has 
presented an engine stop-start technology179 it describes as capable of providing a 2-cycle 
combined fuel economy improvement of about 6 percent over the city cycle and 2 percent over 
the highway cycle, or about 3.42 percent combined.  The 2015 Mazda 3 is available with and 
without the Mazda i-ELOOP regenerative braking and stop-start system.  A comparison of 
certification test data for this vehicle with and without the system suggests that its two-cycle 
GHG effectiveness is about 3.35 percent.180  

Some test cycles used in other parts of the world include a greater proportion of idle time and 
therefore assign a greater benefit to stop-start.  This would naturally make stop-start more 
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attractive to manufacturers in regions that certify under these cycles, and may be a factor in the 
greater penetration of stop-start that has been observed worldwide.  Stop-start176 has been 
popular in Europe due to high fuel prices and the stringent EU CO2 emission target established in 
2009.  In 2014, about 60 to 70 percent of vehicles sold in the European market offered stop-start.  

Because stop-start technology alters the customary operation of the engine, it has potential to 
alter the traditional feel of driving.  Frequent restarts of the engine, although rapid and seamless 
in most implementations, can increase the sense of noise, vibration, and harshness (NVH).  
Drivers unaccustomed to stop-start may feel uncomfortable having the engine switch off in stop 
and go traffic, particularly if accessories such as heat or air conditioning are also affected.  Some 
of the seamlessness and potential benefit of stop-start can be eroded by individual driving habits.  
For example, if a driver repeatedly pulls up toward the leading car as traffic compacts while 
waiting at an intersection, the engine may restart each time, reducing fuel savings and adding to 
NVH. 

Manufacturers often cite consumer acceptance factors in the adoption of stop-start in the U.S 
market.  Early introductions of the technology involved lower volume vehicles and adaptations 
of systems originally designed for the European market.  Manufacturers have considered 
customer feedback from these early applications in the implementation of recent stop-start 
systems, which are now smoother and more unobtrusive to the driver.  For example, some 
suppliers have proposed continuously engagement of the starter motor to improve the restart 
process. Others have implemented systems that maintain a specific piston position while stopped 
in order to achieve a fast and smooth restart by firing a single cylinder.  As a result, improved 
systems promise greater effectiveness through more frequent and longer periods of idle stop time 
while operating in a more transparent manner.  

Vehicles with sufficiently smooth and seamless stop-start technology have been well-received 
by consumers,181 especially when paired with some explanation of the system’s benefits and 
operating characteristics at the time of delivery.  With these more recent implementations, it is 
more common now for stop-start systems to be applied as standard equipment on high-volume 
vehicles like the Chevrolet Malibu, Chrysler 200, Jeep Cherokee, and Ram 1500 truck. Ford 
expects to offer it on 70 percent of its North America vehicle lineup by 2017,182 including the 
2015 F-150 truck.   

The introduction of stop-start has stimulated development of 12V battery systems capable of 
providing the enhanced performance and cycle life that it requires.  Much of this activity has 
involved variations of lead-acid chemistries, such as absorbed-glass-mat (AGM) designs and 
lead-carbon formulations.  For example, at the 2015 Advanced Automotive Battery Conference 
(AABC), a Planar Layered Matrix (PLM) 12V enhanced lead-acid battery was exhibited by 
Energy Power Systems (EPS). EPS claimed this technology increases battery power and 
regenerative charging capability by a factor of four while increasing the battery life by a factor of 
five, at a similar cost to a conventional AGM lead-acid battery.   

Other developments have shifted toward lithium-ion chemistries specially adapted for stop-
start applications.  As one example, Maxwell Technologies has developed a 12V lithium-ion 
battery combined with a 395V ultra-capacitor pack designed for 12V stop-start systems.183  The 
dual pack was said to provide quicker engine start, lower voltage drop, capacity and life 
improvement while providing capability to operate at -30 degrees Celsius.  Since the battery and 
ultra-capacitor operate at different voltages, these systems require additional electronics for DC 
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to DC conversion.  These systems are also likely to cost more than lead-acid based systems.  The 
cost of the Maxwell dual pack stop-start system is estimated at about $230/pack, which is higher 
than that of an advanced lead-acid battery.  In general, use of the lithium-ion chemistry for 12V 
stop-start applications continues to face challenges with regard to cost as well as cold-start 
operation.  

The Mazda i-ELOOP system184 represents an incremental step beyond basic stop-start, using 
ultracapacitors to store regenerative brake energy during deceleration and coasting.  While the 
system cannot use the reclaimed energy for propulsion, it supplements the energy used by 
accessories and climate control, potentially saving energy by allowing the engine to stay off for 
slightly longer periods.   

Based on a review of these and similar industry developments, as well as data collected from 
other sources, the agencies have updated effectiveness estimates for stop-start technology.  
Updated cost and effectiveness estimates are discussed further in Sections 5.3 (GHG 
Assessment) and 5.4 (CAFE Assessment). 

5.2.4.3.2 Mild Hybrids 

In this analysis, mild hybrid refers to a technology that supplements the internal combustion 
engine by providing limited hybridization, typically including a limited amount of electrical 
launch assistance, some regeneration, and stop-start capability.  Together, these features reduce 
energy consumption by optimizing loading of the engine, enabling some engine downsizing, 
allowing the engine to turn off at times, and recovering a portion of the energy that would 
otherwise be wasted by friction braking.  Mild hybrids commonly are implemented in part by 
replacing the standard alternator with an enhanced power, higher voltage, higher efficiency belt-
driven starter-alternator which can provide some propulsion assist and also recover braking 
energy while the vehicle slows down (regenerative braking).  Although the belt-driven basis of 
these systems can limit their power capability to approximately 10 kW to 15 kW,185 mild hybrids 
can provide greater benefit than stop-start systems while keeping cost significantly lower than 
that of a strong hybrid. 

Mild hybrids operate at a higher voltage than 12V stop-start systems.  Even the relatively mild 
demands of stop-start186 technology pushes a 12V electrical system to its limits.  Achieving the 
10 to 15 kW demanded of a mild hybrid application at 12V could lead to discharge currents of 
1000 Amps or more, and would require very thick, heavy, and expensive electrical conductors. 
In order to achieve effective launch assist and regeneration, mild hybrids therefore operate at 
higher voltages of 48V to 120V or higher, with an increased battery capacity as well.  The higher 
system voltage allows the use of a smaller, more powerful electric motor and reduces the weight 
of the motor, inverter, and battery wiring harnesses.  

In the 2012 FRM analysis, mild hybrid technology was referred to as "higher-voltage stop-
start/belt integrated starter generator (BISG)" and was limited to BISG architecture, as 
exemplified by the Chevrolet Malibu eAssist system.  The primary source of effectiveness data 
used by EPA was derived from the Lumped Parameter Model based on modeling of the Malibu 
Eco BAS (BISG) system with a 15 kW motor and 0.5 kWh battery. EPA cost estimates were 
based on an analysis of this system with a 0.25 kWh battery.  NHTSA used estimates of BISG 
mild hybrid effectiveness developed by ANL using Autonomie.  EPA assumed an absolute CO2 
effectiveness ranging from 6.8 to 8.0 percent depending on vehicle class (2012 RIA, p. 1-18).  
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The absolute effectiveness for the CAFE analysis ranged from 8.5 to 11.6 percent depending on 
vehicle class.  These effectiveness values include only the effectiveness related to the hybridized 
drivetrain (battery and electric motor) and supported accessories. 

On this basis, the agencies projected that mild hybrids would achieve a fleet-level penetration 
of 26 percent187 in the cost-minimizing pathway for compliance with the 2025MY standards.  

The EPA Trends Report does not distinguish between mild and strong hybrids in its 
accounting of hybrid vehicle penetration.  Therefore it is difficult to separate the relative 
penetration of mild hybrids from that of strong hybrids since the 2012 FRM.  Although most 
analysts had forecast the market share of hybrid vehicles to slowly but steadily rise, hybrid 
market share (including mild and strong hybrids) has leveled off at about 3 to 3.5 percent188 of 
the total light vehicle market since 2009.  According to a report by the International Council on 
Clean Transportation (ICCT),189 GM mild hybrid systems accounted for about 2 percent of the 
2014 U.S. market, a decline from about 5 percent in 2013.  Other sources have remained 
optimistic that penetration levels will eventually grow substantially.  For example, the 
automotive supplier Continental has projected market penetration rates of three million BEVs, 12 
million strong hybrids and 13 million 48V mild hybrids by 2025.190  

Like stop-start technology, mild hybrid technology alters the customary operation of the 
engine and so can alter the traditional feel of driving.  In many situations the engine may turn off 
less frequently and be off for longer periods, although the cycling may appear more random 
because it is not necessarily connected to stop and go operation.  Some of the effectiveness of 
mild hybrids may be diminished by individual driving habits, leading to possible dissatisfaction 
with fuel economy.  For example, the fuel economy benefit of mild hybrids may fall off more 
quickly with aggressive driving due to the lower potential for engine-off operation under these 
conditions.  

The 2015 National Academy of Sciences (NAS) report estimated a 10 percent effectiveness 
for mild hybrid technology191 based upon the 11 percent fuel consumption reduction observed in 
the 2013 GM Malibu Eco.  The NAS estimate appears reasonable when considering 
improvements in the GM Ecotec engine and six-speed automatic transmission, and when 
considering differences between the vehicle's 0-60 mph acceleration times (which are reported to 
be about 7.8 seconds for the base 2013 Malibu LT192 and 8.2 seconds for the 2013 Malibu 
Eco193).  

The GM Malibu 15 kW 115V eAssist BISG mild hybrid improved fuel economy about 11 
percent over the conventional Malibu Eco 2.5L PFI engine with a six speed transmission.  This 
effectiveness figure includes the benefits of other non-hybrid technologies (such as low rolling 
resistance tires, underbody aerodynamic panels and radiator grille active shutters) that are 
present on the e-Assist mild hybrid package.  

The 2013 GM Malibu Eco's eAssist system uses a 15 kW BISG induction motor with 11 kW 
launch assist during heavy acceleration and 15 kW of recuperative braking power.194  The 
effectiveness of a 12 to 15 kW electric machine with a liquid-cooled integrated inverter in a 48V 
mild hybrid is comparable to that of a 15 kW motor in 100V+ mild hybrid when taking into 
consideration the 30 pound weight reduction from the battery pack and the three, long and heavy 
3-phase AC cables used in the 100+V BISG system.  For an equivalent mass, 48V mild hybrid 
technology effectiveness195 will be slightly less than that of 100V+ mild hybrids.  
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Since the 2012 FRM, the GM eAssist platform has migrated to other vehicles in the GM 
lineup.  In February 2016, General Motors announced a limited pilot program offering a version 
of its eAssist mild hybrid system on approximately 200 GMC Sierra 1500196 and 500 Chevrolet 
Silverado197 2WD pickups in California.  This option is offered at a retail price of $500, 
significantly lower than the approximately $1000 cost attributed to the 2013 Malibu Eco hybrid 
system by an FEV teardown analysis.198  GM credits this system with up to a 13 percent 
improvement in city fuel economy.  This development is significant in part because it is the first 
example of a BISG system applied to production pickup trucks by a major manufacturer.  GM 
stated that it would "monitor the market closely […] and adjust as appropriate moving forward."  
GM is also offering the eAssist BISG mild hybrid as an option to Chevrolet Equinox and GMC 
Terrain midsize SUVs, and Buick Verano, Buick Regal, and Buick Lacrosse.  At least one 
analyst expects annual sales of these vehicles to grow to about 100,000 by 2020,188 suggesting 
that BISG may become a significant contributor to the compliance path of manufacturers that 
rely on this technology. 

The Honda Civic IMA (Integrated Motor Assist) or P1 mild hybrid integrates a 1.5L inline 
four cylinder Atkinson cycle engine199 with a CVT transmission and a 17 kW CISG motor to 
achieve a 29.7 percent total GHG effectiveness (calculated from two-cycle certification data 
comparing the 2015 1.5L Honda Civic IMA to the 2015 1.8L Honda Civic sedan).  The 
effectiveness attributable to the mild hybrid technology alone can be estimated by subtracting the 
effectiveness of the other technologies present on the vehicle.  This includes about 1.9 percent 
for low rolling resistance tires (LRRT1), 0.7 percent for low drag brakes (LDB), 1.3 percent for 
electrical power steering (EPS), 0.7 percent for LUB, 3 percent for use of Atkinson cycle ICP 
and DCP, 3.5 percent for use of a CVT, 3 percent for HEG, 0.8 percent aerodynamics and 1.5 
percent for weight difference, resulting in about 13.3 percent GHG effectiveness for this system.  
This comparison does not consider the small 0-60 acceleration performance loss (from 9 seconds 
to 9.8 seconds) between the standard 1.8L sedan and the IMA hybrid. 

Combined two-cycle certification test data comparing the 2015 Mercedes-Benz E400 
20kW120V P2 mild hybrid and the comparable E350 conventional vehicle indicated about 13 
percent GHG effectiveness. 

In addition to its own benefits, mild hybridization may help enable the use of other 
technologies that can further improve efficiency.  For example, fuel consumption reduction may 
approach 20 percent when an electric supercharger is used in 48V mild hybrids combined with 
regenerative braking energy recovery, engine downsizing and downspeeding.200  Audi is 
expected to market a system utilizing this technology in 2017.  As another example, a 48V, 7 kW 
electric supercharger201 has been shown to deliver an extra 40 to 70 kW at the crankshaft by 
boosting the engine combustion process.  Hence, the electric supercharger may be an effective 
accompaniment to engine downsizing and downspeeding. 

The only high-voltage BISG mild hybrid systems currently present in the U.S. market are the 
115V Buick Lacrosse eAssist and the 90V 2017 Chevrolet Silverado truck197 mild hybrid system. 
Hyundai is, however, using BISG technology for torque smoothing in its high voltage BISG 
Hybrid Starter Generator (HSG) drivetrain. About 15 percent of the weight reduction in the 2017 
Chevrolet Silverado large truck mild hybrid system was achieved by reducing the battery cell 
count from 32 cells to 24 cells, and eliminating three 3-phase AC cables that had previously 
connected the battery pack to the  motor. EPA estimates the cost of the 90V, 15 kW Silverado 
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system would be approximately 85 percent of the 115V, 15 kW 2013 Malibu Eco cost projected 
by the FEV teardown study ($1045), or about $890. 

A 48V mild hybrid truck was announced in the recent FCA business plan202 for the 2018 
Dodge Ram 1500 large truck using next-generation powertrains.203 Schaeffler204 and Hyundai205 
also recently demonstrated advanced engineering prototypes of small and mid-size SUV 48V 
mild hybrids. 

Compared to 12V systems, high voltage BISG imposes higher costs for the battery pack, 
shock protection safety, and active cooling, but with a higher return in effectiveness.  For 
example, A123 Systems has projected a fuel economy effectiveness of 12 percent for a 48V mild 
hybrid system utilizing its 48V battery technology.206  At this level of effectiveness, this system 
was described as being more cost effective (at $55 per percent fuel economy gain) than a full 
hybrid solution (at $83). 

To date, most mild hybrids such as the aforementioned Malibu eAssist have been designed to 
operate at a voltage of 100V or higher.  However, since the 2012 FRM, evidence has 
accumulated to suggest that many functions of a BISG mild hybrid can be provided at a lower 
voltage, such as 48V, at significantly reduced costs.  Although the effectiveness of 48V mild 
hybrids195 will be slightly less than that of higher-voltage mild hybrids (for example, a 48V 
system may have a regenerative energy capturing efficiency of about 50 percent207 compared to 
perhaps 85 percent for a typical strong hybrid), it can still provide up to 10 to 15 kW of launch 
assist and battery charging power. 48V mild hybrid prototype demonstration vehicles from Audi, 
Hyundai, Mitsubishi, and Johnson Controls have been described as delivering about 10 to 15 
percent CO2 reduction and fuel economy improvement.208  Continental, a major Tier 1 supplier 
of electrified automotive systems, has presented a prototype small car with a 10 kW BISG 48V 
mild hybrid system, said to provide a 7 percent CO2 reduction.209  In the FRM, the agencies 
calculated a 7.4 percent GHG effectiveness for small cars equipped with a 10 kW BISG mild 
hybrid system, which is comparable to the Continental results. 

Industry appears to be coalescing on a 48V standard for such mid-voltage hybrid applications, 
with manufacturers such as Audi, BMW, Daimler, Porsche and VW having initiated a 48V 
standard known as LV148.210  

48V mild hybrid technology can also be understood as an alternative to stop-start that is not as 
costly as adopting a higher voltage mild hybrid technology.  Compared to 12V stop-start, 48V 
mild hybrids provide several benefits for a relatively small cost increase,211 such as faster engine 
starting, more engine-off time, significant regenerative braking capacity, and better electrical 
support for accessories while the engine is off. 

For these reasons, the agencies now expect 48V mild hybrid technology to become more 
common than anticipated at the time of the 2012 FRM.  The agencies are therefore adding the 
48V mild hybrid architecture to this Draft TAR analysis.  

48V mild hybrid technology has received an increasing amount of attention since the 2012 
FRM, with a number of OEMs and suppliers introducing several developmental 48V mild hybrid 
systems capable of significant CO2 and fuel consumption reductions.  At the 2015 SAE Hybrid 
and Electric Vehicle Technology Symposium, Controlled Power Technology (CPT) exhibited a 
switched-reluctance motor-generator technology and an electric supercharger for 48V vehicle 
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electrification.  Bosch has presented a 48V mild hybrid system scheduled to be ready for 
production by 2017212 that it describes as capable of a 15 percent reduction in fuel consumption. 
At the 2015 Consumer Electronics Show (CES), Continental exhibited a 48V mild hybrid system 
which consists of a 48V Belt Integrated Starter Generator (BISG) replacing 12V alternator, 
DC/DC converter and a 48V lithium-ion battery pack.  The BISG motor is an induction motor, 
and liquid cooled by engine coolant.  The motor can be decoupled for downhill coasting by 
disconnecting the transmission from the engine.  Continental expects this 48V mild hybrid 
system to begin production in 2016.213  In concert with these introductions, suppliers are also 
predicting significant market penetration for 48V systems within the time frame of the rule.  
Bosch projected some 4 million 48V mild hybrid vehicles worldwide in 2020, while Eaton 
expected up to 3 million 48V mild hybrids globally by 2020.189  

48V mild hybrid technology is estimated to be significantly less expensive than strong hybrid 
technology at about 25 percent of the cost.  Several advantages of 48V systems contribute to this 
lower cost. The voltage is lower than the 60V safety threshold that would otherwise require more 
robust electrical shock protection.  The small power levels associated with these components 
promotes integration of the inverter with the motor and the elimination of long stretches of cable, 
further isolating the AC portion of the circuit.  The relatively small 48V battery pack is 
significantly less costly than for a strong hybrid due to its smaller capacity, and may be 
composed of fewer cells due to its lower voltage.  The battery may not require liquid cooling, 
instead being passively cooled with appropriate placement and packaging.  The relatively low 
power requirements of a 48V system also promotes use of relatively inexpensive motor 
technology (such as induction or switched reluctance) without as strong a concern over NVH or 
efficiency.  

Recent developments in the 48V platform have suggested that it is also capable of pushing the 
limits of what would be considered a mild hybrid. New P2, P2/P4 and P0/P4 48V system 
architectures have been presented by various suppliers such as Bosch, Shaeffler, Continental, and 
Control Power Technologies, ranging from 20 kW to 45 kW of assist capability.190  The 
effectiveness for these new, more powerful systems, particularly those on the higher end of the 
power range (30-45kW) may approach that of P2 strong hybrids but at a much lower cost.  For 
example, Bosch has presented a 2nd generation, 48V P2-architecture mild hybrid currently in 
development.212  In this 48V P2 system, a more powerful motor-generator is integrated into the 
transmission (to create a transmission-integrated starter-generator or TISG architecture).  As with 
a P2 strong hybrid, the motor can be decoupled from the engine to propel the vehicle in an 
electric-drive mode in stop-and-go traffic and for short distances.  

Transcending the BISG format provides a way around common mild hybrid limitations, such 
as the 15 kW peak motor power limit, belt efficiency losses, and tandem operation of the engine 
with the motor.  Stronger formats such as Crank-Integrated Starter Generator (CISG) P1 
architecture, as well as Transmission Integrated Starter Generator (TISG) P2 architecture, 
overcome the peak motor power limitation in BISG P0 mild hybrids and further increase the 
potential effectiveness of mild hybrid technology.  The Honda IMA CISG P1 mild hybrid system 
cannot run the electric motor alone without simultaneously operating the internal combustion 
engine,214 while the TISG P2 mild hybrid format allows the engine shut down while the electric 
motor works independently for braking energy recuperation and vehicle propulsion.  The 
effectiveness of TISG P2 mild hybrids therefore may have higher effectiveness potential than 
that of CISG P1 mild hybrids. 
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The effectiveness of TISG P2 mild hybrids appears to be higher than that of CISG P1 mild 
hybrids. GETRAG projected about 15 percent effectiveness for a 48V 21 kW TISG P2 mild 
hybrid at the 14th VDI Congress.185  This system employs a 7 speed dual clutch hybrid 
transmission, which integrates one common oil circuit for cooling and lubrication, and a 
combined e-machine and inverter applicable not only to the 48V 21 kW mild hybrid but also to 
other variants such as a 220V+, 50 kW strong hybrid and a 360V+, 110 kW plug-in hybrid 
application.  This hybrid transmission also supports other efficiency-enhancing features such as 
pure electric driving, extended sailing, more efficient launch assist and brake energy 
recuperation, battery charging when the vehicle is standing, and generator-mode/load shift; 
features very similar to those provided by strong hybrids. 

Based on a review of these and similar industry developments, as well as data collected from 
other sources, the agencies have updated effectiveness estimates for mild hybrid technology.  
Updated cost and effectiveness estimates are discussed further in Sections 5.3 (GHG 
Assessment) and 5.4 (CAFE Assessment). 

5.2.4.3.3 Strong Hybrids 

In this analysis, strong hybrid refers to hybrid technologies that have higher power capability 
and larger battery capacity than mild hybrids, thus providing for more effective management of 
power from the internal combustion engine, greater levels of regenerative braking, and more 
powerful electric propulsion capable of accelerating the vehicle with less (if any) assistance from 
the engine.  Strong hybrids provide greater effectiveness than mild hybrids by better optimizing 
loading of the engine, allowing additional engine downsizing, allowing the engine to turn off for 
longer periods, and recovering a greater portion of braking energy.  These enhanced functions 
tend to require higher voltages (as high as 300V to 400V) and more powerful batteries with 
greater energy capacity, typically on the order of 1 to 2 kWh.  These attributes add to complexity 
due in part to safety requirements associated with higher voltages and greater battery capacity.  
Although strong hybrids are costlier than mild hybrids, they can access a greater degree of fuel 
economy and CO2 reduction than mild hybrids, and include some of the highest fuel economy 
vehicles currently in production. 

Strong hybrids include several distinct architectures.  On a sales-weighted basis, the power-
split hybrid electric vehicle (PSHEV) represents the most common architecture, largely by virtue 
of its use for many years in the Toyota Prius hybrid.  This system replaces the traditional 
transmission with a single planetary gearset and two motor/generators. The smaller 
motor/generator uses the engine to either charge the battery or supply additional power to the 
drive motor.  The second, more powerful motor/generator is permanently connected to the 
vehicle’s final drive and always turns with the wheels, as well as providing regenerative braking 
capability.  The planetary gearset splits engine power between the first motor/generator and the 
output shaft to either charge the battery or supply power to the wheels.  

The two-mode hybrid electric vehicle (2MHEV) is a hybrid electric drive system that uses an 
adaptation of a conventional stepped-ratio automatic transmission by replacing some of the 
transmission clutches with two electric motors that control the ratio of engine speed to vehicle 
speed, while clutches allow the motors to be bypassed.  This improves both the transmission 
torque capacity for heavy-duty applications and reduces fuel consumption and CO2 emissions at 
highway speeds relative to other types of hybrid electric drive systems. 
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The P2 hybrid is a hybrid technology that uses a transmission integrated electric motor placed 
between the engine and a gearbox or transmission, with a wet or dry separation clutch which is 
used to decouple the motor/transmission from the engine.  A P2 hybrid would typically be 
equipped with a larger electric machine than a mild hybrid system but smaller than a power-split 
or 2-mode hybrid architecture.  Disengaging the clutch allows all-electric operation and more 
efficient brake-energy recovery.  Engaging the clutch allows efficient coupling of the engine and 
electric motor.  Based on simulation, when combined with a DCT transmission, the P2 hybrid 
architecture provides similar or improved fuel efficiency to other strong hybrid systems with 
reduced cost.  

In the 2012 FRM, P2 hybrid was the only hybrid architecture that was applied in the agencies' 
analysis.  Although PSHEV and 2MHEV technology were discussed because they were present 
in the market at the time of the FRM, they were not included in the analysis because the industry 
was expected to trend toward more cost-effective hybrid configurations such as P2. 

The primary reference EPA used for strong hybrid effectiveness in the 2012 FRM was the 
Ricardo modeling study which modeled a P2 with a future DCT.  On this basis EPA estimated an 
absolute CO2 effectiveness for P2 strong hybrids ranging from 13.4 to 15.7 percent depending on 
vehicle class (see 2012 RIA, p. 1-18).  These figures included only the effectiveness related to 
the hybridized drivetrain (battery and electric motor) and supported accessories, and did not 
include the effect of any accompanying advanced engine technologies.  The quoted figures were 
based on electric motor sizes assumed in the Ricardo vehicle simulation results and would vary 
with other motor sizes.  

On this basis, the agencies projected that strong hybrids would achieve a fleet-level 
penetration of 5 percent215 in the cost-minimizing pathway for compliance with the 2025MY 
standards. 

The EPA Trends Report does not distinguish between mild and strong hybrids, nor specific 
architectures of strong hybrids, in its accounting of hybrid vehicle penetration.  Therefore it is 
difficult to use this source to assess the relative penetration of P2 and other strong hybrid 
architectures since the 2012 FRM.  However, it is expected that strong hybrids are making up the 
majority of the market.  

A recent report by the International Council on Clean Transportation (ICCT)189 reviews 
market penetrations for various hybrid architectures.  According to this report, the market share 
of the P2 hybrid architecture among all hybrids has been relatively small, having grown from 
about 9 percent in 2013 to about 12 percent in 2014.  Toyota has continued to lead the U.S. 
hybrid market with 66 percent of U.S. hybrid sales in 2014.  These sales largely account for the 
dominance of power-split hybrids in the market. In the same year, Ford claimed a 14 percent 
share of the U.S. hybrid market, also with power-split hybrids. P2 hybrids are primarily 
represented in the U.S. market by Hyundai/Kia and Honda, with 8 percent of total 2014 hybrid 
sales.  The Honda integrated-motor-assist (IMA) architecture represented only 3 percent of the 
2014 hybrid market, and is expected to be replaced by a P2 system in the near future.    

Compared to the more mature, 4th generation power split hybrid architectures of Toyota and 
Ford, EPA believes the P2 hybrid architecture is still in a relatively early stage of development 
and has yet to be fully optimized.  Manufacturers are continuing to make strides toward 
improving this architecture in recently introduced models by refining power electronics and 
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component efficiency and integrating parts.  For example, Hyundai has improved the 2nd 
generation Sonata hybrid by fully integrating a 38 kW traction motor and all of the other hybrid 
powertrain components within the transmission.  The reduced weight has led to improved fuel 
economy with reduced costs, as evidenced by the observation that there is no major difference in 
effectiveness between this P2 vehicle and the 2015 Toyota Camry power-split hybrid.  Going 
forward, similar opportunities for major cost reduction and fuel economy improvement are likely 
to arise in competing P2 hybrid systems. 

Differences in configuration account for some of the cost and effectiveness differences 
between P2 and power-split architectures.  The input power-split architecture requires two 
motors, which consist of a small generator and a bigger traction motor which drives through a 
simple power-split planetary gear set.  The P2 architecture uses a single, smaller traction motor, 
but drives through a more complex conventional transmission gearing.  The Honda two-motor 
architecture does not use a power-split planetary gear set, and therefore requires a bigger motor 
to directly transmit power to the drive axle compared to the typical input power-split hybrid 
system.  For example, the Honda Accord 2-motor hybrid uses a 124 kW traction motor216 while 
the Toyota Camry power-split hybrid uses a 105 kW traction motor.217  Highly efficient motor-
integrated DCT transmissions have recently entered production or are under development and are 
being adopted in the latest P2 parallel hybrid designs.  P2 parallel hybrid architecture also 
provides higher towing capacity while the power-split hybrid architecture is limited to less than 
3500 pounds trailer towing capacity. 

Even the relatively well-developed power-split architecture continues to show room for 
efficiency improvements.  Toyota redesigned the 2016 Prius218 transaxle and motor in its 4th 
generation Hybrid Synergy Drive (HSD) to reduce combined weight by 6 percent and volume by 
12 percent.  The planetary gear arrangement in the reduction gear has been replaced with parallel 
gears, reducing mechanical losses by approximately 20 percent.  The 53 kW main traction motor 
is mounted on a parallel shaft, enabling the transmission case volume to be reduced substantially 
while also reducing frictional losses by about 20 percent.  The power control unit, which 
combines the controller, inverter and DC/DC converter, was attached to the top of the transaxle 
and its size reduced by about 33 percent by eliminating several high-voltage cables.  The lithium-
ion battery pack, which is available on the Eco trim level, is 6 percent smaller and 31 percent 
lighter than the nickel-metal hydride (Ni-MH) version, while providing the same power output 
and degree of hybridization.  

Further evidence that the effectiveness of input power-split hybrids and P2 parallel hybrids 
are getting closer is shown by the 2017 Hyundai IONIQ P2 hybrid, announced in 2016.  The 
combined fuel economy of this vehicle, with the GEN2 Hyundai P2 parallel hybrid drive, is 
expected to be about 53 mpg, which is comparable to the 52 mpg fuel economy of the 2016 
GEN4 Toyota Prius hybrid.  This vehicle also employs advanced technologies such as a gasoline 
direct injection (GDI) inline 4 cylinder Atkinson cycle engine, cooled EGR, CVVT, dual circuit 
cooling system, 6 speed dual clutch transmission (DCT), exhaust heat recovery system, and an 
intake oil control valve, which act together to increase engine thermal efficiency to as high as 40 
percent.  

As reported by ICCT189 (and reproduced here in Figure 5.28), the estimated costs for hybrid 
systems have tended to decline steadily in the years after their introduction.  If these trends 
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continue, significant reductions in hybrid system cost may be expected during the time frame of 
the rule.  

 

Figure 5.28  Hybrid System Direct Manufacturing Cost Projection (ICCT, 2015) 

The overall cost of power-split, P2 and two-motor hybrid systems appear to be comparable. 
For example, as estimated by an FEV teardown in 2010,219 the power-split hybrid cost of 
$2,565220 is only slightly higher than the $2,392 cost estimate for a P2 hybrid system.  EPA is 
therefore combining all strong hybrid architectures under the strong hybrid category for the 
purposes of this Draft TAR analysis.  NHTSA has included both power split and pre-
transmission HEVs in its analysis. While Atkinson engines were exclusively used for the power 
split HEV, multiple engine and transmission technologies were included for the pre-transmission 
analysis. 

Based on a review of these and similar industry developments, as well as data collected from 
other sources, the agencies have updated cost and effectiveness estimates for strong hybrid 
technology.  Updated cost and effectiveness estimates are discussed further in Sections 5.3 
(GHG Assessment) and 5.4 (CAFE Assessment). 

5.2.4.3.4 Plug-in Hybrids  

A plug-in hybrid electric vehicle (PHEV) is much like a hybrid electric vehicle, but with at 
least three significant functional differences.  The first is the addition of a means to charge the 
battery pack from an outside source of electricity (usually the electric grid).  Second, a PHEV 
has a much larger battery capacity, and often a greater usable fraction as well.  Finally, it has a 
control system that allows the battery to be significantly depleted during normal operation. 

Deriving some of their propulsion energy from the electric grid provides several advantages 
for PHEVs. PHEVs offer a significant opportunity to replace petroleum used for transportation 
energy with domestically-produced electricity.  The reduction in petroleum usage does, of 
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course, depend on the amount of electric drive the vehicle is capable of providing under its duty 
cycle. PHEVs also provide electric utilities the possibility to increase electric generation during 
off-peak periods overnight when there is excess generation capacity and electricity prices are 
lower.  Utilities like to increase this base load because it increases overall system efficiency and 
lowers average costs. PHEVs can lower localized emissions of criteria pollutants and air toxics 
especially in urban areas by operating on electric power.  The emissions from the power 
generation occur outside the urban area at the power generation plant which provides health 
benefits for residents of the more densely populated urban areas by moving emissions of ozone 
precursors out of the urban air shed. Unlike most other alternative fuel technologies, PHEVs can 
initially use an existing infrastructure for refueling (charging and liquid refueling) so investments 
in infrastructure may be reduced. 

Depending on the operating strategy chosen by the manufacturer, a PHEV either provides for 
a significant all-electric range (AER) during which the engine does not operate, or provides for 
blended operation in which the engine provides some of the propulsion energy while the battery 
contributes the remainder.  In this discussion, the former is referred to as a PHEV with AER, and 
the latter is referred to as a blended PHEV.  

In the 2012 FRM analysis, PHEVs were modeled in two configurations, designated PHEV20 
and PHEV40 (having 20 miles and 40 miles, respectively, of all-electric range).  Range was 
modeled as an approximate real-world range comparable to an EPA label range (specifically, it 
was modeled as 70 percent of a projected two-cycle range).  Both PHEV configurations were 
assigned component sizing consistent with their operation as PHEVs with AER.  This tended to 
assign a more powerful electric powertrain than would have been required by a blended PHEV, 
which is assisted by the engine.  

In the 2012 FRM analysis, EPA assigned PHEVs an effectiveness derived from the SAE 
J1711 recommended procedure for accounting for utility factor (the balance between miles 
traveled on electricity in all-electric mode and other miles powered by fuel).  On this basis 
PHEV20 was assigned an absolute CO2 effectiveness of 40 percent, and PHEV40 was assigned 
63 percent (see 2012 RIA, p. 1-18). NHTSA modeled a PHEV30 and PHEV 50 with utility 
factors of 0.5226 and 0.6887 respectively. 

In the FRM analysis, the cost-minimizing pathway for compliance with the 2025MY 
standards did not project a necessity for significant fleet-level penetration of PHEVs (nominally, 
zero percent).  The analysis did project that some primarily luxury- and performance-oriented 
OEMs might include PHEVs as part of their individual pathway to achieve compliance with 
2025MY standards.221 

At the time of the FRM, only a few PHEVs were commercially available in the U.S. market. 
The most prominent examples were the Chevy Volt and the Fisker Karma, both of which 
debuted as MY2011 vehicles, and the 2012 Toyota Prius Plug-In Hybrid. Production of the 
Karma was discontinued in late 2012 as Fisker encountered financial difficulties.  Fisker now 
belongs to the Chinese company Wanxiang Group and has not resumed significant production to 
date. 

Even these early PHEVs demonstrated important differences in their operating strategy that 
remain visible in today's market.  The Volt and Fisker both offered a significant AER by 
including a distinct charge-depleting mode in its operating strategy.  In contrast, the Prius 
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utilized a more blended mode of operation in which the engine could regularly operate during the 
charge depletion stage depending on driving conditions, for example, if the vehicle exceeded a 
certain speed or power demand. Both strategies continue to appear in the market today, with 
some vehicles emphasizing AER and others emphasizing overall fuel economy in blended 
operation.  Some PHEVs that employ blended operation are able to achieve an all-electric range 
during EPA city and highway test cycles, but may operate in blended mode (using a combination 
of gasoline and electricity) when driven more aggressively.  Operation in blended mode may be 
converted to an equivalent AER by applying a utility factor that considers the contribution of 
stored electricity to the total distance traveled in this mode.  Therefore both types of PHEVs are 
capable of displacing conventionally-fueled mileage with electrically fueled mileage. 

The 2011 Chevy Volt had an EPA-rated AER of 38 miles, while that of the Fisker was 32 
miles.  The Prius was rated at 6 miles AER (11 miles including blended mode).  

Since the FRM, several new models of PHEV have entered production, with several 
additional models announced for future production or otherwise known in the form of concept 
cars.  Table 5.2 shows a summary of PHEV models that have been in production during the 
period since the FRM and their EPA-estimated range (which may include operation in blended 
mode).  
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Table 5.2  Trends in EPA-Estimated Range of PHEVs 

 EPA range (mi) 

PHEV model 2012 2013 2014 2015 2016 

Chevy Volt 35 38 38 38 53 

Fisker Karma 33 - - - - 

Toyota Prius Plug-In Hybrid 11 11 11 11 NL 

Ford Fusion Energi - 20 20 20 20 

Ford C-Max Energi - 20 20 20 20 

Honda Accord PHV - - 13 - - 

McLaren P1 - - 19 19 - 

BMW i3 Rex - - 72 72 72 

BMW i8 - - 15 15 15 

Cadillac ELR - - 37 37 40 

Cadillac ELR Sport - - - - 36 

Porsche Panamera S E-Hybrid - - 16 16 16 

Porsche 918 Spyder - - - 12 - 

Mercedes-Benz S550e - - - 14 14 

BMW X5 xDrive40e - - - NA 14 

Porsche Cayenne S e-Hybrid - - - 14 14 

Hyundai Sonata PHEV - - - - 27 

Mercedes-Benz C350e - - - - 18.6* 

Audi A3 e-tron - - - - 16 

Audi A3 e-tron ultra     17 

BMW 330e - - - - 14 

Mercedes-Benz GLE 550e 
4MATIC 

- - - - 18* 

Volvo XC90 T8 Hybrid - - - - 14 

Mean AER (not sales weighted) 26.3 22.3 26.1 24.0 24.4 
Notes: 
NL = vehicle not listed in Fuel Economy Guide 
NA = rating not available in Fuel Economy Guide 
* = approximated from press or manufacturer estimates 

 

Since the FRM, the continued development and production of PHEVs as evidenced in Table 
5.2 has likely been driven in part by manufacturers having chosen to consider PHEVs as part of 
their pathway for compliance with the 2017-2025 standards, but even more so by California's 
zero emission vehicle (ZEV) regulation. In 2012, CARB adopted increased requirements for 
ZEVs and PHEVs through MY2025.  A 2015 National Academy of Science report on PEV 
deployment222 cites the California ZEV regulation as being particularly influential in increasing 
PEV production and adoption.  

In addition, PHEVs from all manufacturers continue to be eligible for a federal tax credit of 
up to $7,500, effectively reducing their net cost to consumers.223,224  This credit applies to the 
first 200,000 PEVs (PHEVs and BEVs combined) that are produced by a given manufacturer and 
rapidly phases out thereafter.  While most manufacturers are unlikely to approach this limit for at 
least several years, some of the leading PEV manufacturers such as General Motors, Nissan, and 
Tesla are beginning to approach the limit.  For example, if the Gen2 Chevy Volt sells well, and 
the recently introduced Chevy Bolt EV does also, it is possible that General Motors could reach 
the limit by the end of 2017.  Strong future sales of the Tesla Model X and Model 3, or the 
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anticipated 200-mile version of the Nissan Leaf, could cause Tesla and Nissan to approach the 
limit by the end of 2018.225  However, in addition to Federal incentives, many states including 
California and most of the states that have adopted California's ZEV regulation offer incentives 
at the state and local levels. 

It is important to note that most PHEVs are built on global platforms, meaning that economies 
of scale for the U.S. market may be driven in part by incentives in other countries.  Incentives for 
PHEVs in the European Union and China are particularly notable because many manufacturers 
that serve the U.S. also serve these markets.  

Trends in PHEV Electric Range 

The electric range of a PHEV (either AER or equivalent AER) is largely a function of the 
provided battery capacity.  Figure 5.29 shows the relationship between the battery capacity of the 
PHEVs in Table 5.2 and their EPA-estimated electric driving range (or the best estimate 
available at writing).   

 

Figure 5.29  Battery Gross Capacity and Estimated AER or Equivalent for PHEVsV  

As the Table and Figure shows, PHEV electric range varies considerably among models.  
Among the 2012-2016 PHEVs depicted, two distinct clusters appear, one consisting of longer-
range PHEVs with AER in the vicinity of 35 to 40 miles, and another consisting of shorter-range 
vehicles offering between 10 and 20 miles of range (either AER or its equivalent in blended 
operation).  

The longer-range cluster consists of various versions of the Chevy Volt and Cadillac ELR 
(which shares the Voltec powertrain), the Fisker Karma (at 33 miles), and the BMW i3 (at 72 
miles).  These are PHEVs with AER that can provide a true all-electric drive mode under a wide 

                                                 
V Range figures gathered from 2012-2016 EPA Fuel Economy Guides. 
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range of operation. Longer-range PHEVs require a larger battery capacity which tends to 
increase their purchase price relative to shorter range PHEVs. 

The shorter-range cluster includes several blended-operation PHEVs.  With the exception of 
the Toyota Prius PHV (11 miles) and the Ford Energi models (20 miles), these emerged 
primarily in the 2015 and 2016 MYs from OEMs that tend to specialize in luxury or high-
performance vehicles.  This suggests that these OEMs are considering PHEVs as a compliance 
strategy, as projected in the FRM. For example, when BMW announced the U.S. versions of the 
330e and the X5 xDrive40e PHEVs in November 2015, BMW Product Manager Jose Guerrero 
was quoted as saying that the timing of introductions such as these "wasn't a competitive impulse 
by any manufacturer … it was an internal impulse that we know that in the future our cars need 
to be more efficient, and this is a way … into that efficiency."226  The Mitsubishi Outlander 
PHEV, expected to enter the U.S. market in 2016 as a 2017MY vehicle,227 is also expected to 
have an EPA AER in the neighborhood of 20 miles.  These and similar announcements suggest 
that a distinct segment of PHEV20-type vehicles is likely to continue in the future as 
manufacturers continue to select this lower cost pathway. 

Where new generations of the same model have been announced, the range has in some cases 
been increased. For example, the AER of the 2016 Chevy Volt increased from 38 miles to 53 
miles.  Going forward, several OEMs have indicated that second generation PHEV products will 
have more AER and more electric power capability, by targeting US06 capability, with minimal 
if any reliance on the engine and 30 miles or more of AER.  For example, the FCA Pacifica plug-
in minivan was announced in January 2016 as targeting a 30 mile all-electric range, with 
capability to operate all-electric over most operating conditions.228  Honda is reported to be 
considering a 40 mile AER for an upcoming PHEV that would replace the now-discontinued 
Honda Accord PHV, which had an AER of only 13 miles.229  Similarly, other manufacturers 
including Toyota, GM, and Ford have suggested that their 2017 to 2018 PHEV products will be 
targeting at least 30 miles of electric range.  

In such announcements, manufacturers have frequently cited customer desire for an all-
electric driving experience.  As one example, GM appears to credit consumer demand for more 
range as part of the impetus for increasing the range of the 2016 Volt.  According to Chief 
Engineer Andrew Farah, "We listened to our customers … they were very clear when they told 
us that they wanted more range.”230  General Motors may have even coined the term "range 
anxiety" in order to promote the extended range of the Volt PHEV versus battery-only BEVs.  
These manufacturers appear to be responding by increasing the potential for all-electric operation 
by increasing electric powertrain power ratings and battery capacity.  

The California Zero-Emission Vehicle (ZEV) program also may be influencing PHEV range. 
To qualify as transitional-zero emission vehicles (TZEVs) under the program, PHEVs must 
provide at least 10 miles of AER operation on the UDDS drive schedule (as well as meet certain 
criteria pollutant standards).231 Since many PHEV manufacturers market in ZEV states as well as 
other states, the ZEV program provides a strong incentive for producing PHEVs with AERs 
above this threshold. 

Other incentive programs may be encouraging longer PHEV electric range.  One example is 
the China New Energy Vehicles Program.232  Renewal of this program in 2013 increased the 
eligibility requirements for PHEVs to a minimum 50 km (30 mile) AER (under the NEDC cycle) 
in order to qualify for purchase subsidies.233  There is some evidence that this may be 
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encouraging manufacturers of global-market PHEVs to increase AER to at least this level.234  
For example, the Cadillac CT6 PHEV was announced in April 2015 at the Shanghai Auto Show, 
where it was described as qualifying for the New Energy Vehicles incentives with a range in 
excess of 60 km (37 miles). 235  The U.S. version will have the same 18.4 kWh battery pack as 
the China version, suggesting that its AER will be similar.  As of July 2016, at least one local 
U.S. incentive in the state of Washington will also adopt a 30 mile PHEV range requirement to 
qualify for a sales tax exemption up to $3,100.236  

Manufacturers have continued to pursue and implement improvements in the efficiency and 
cost of battery and non-battery components for PHEVs.  One example is the 2016 Chevy Volt, in 
which the weight of the battery pack was reduced by 14 kg despite an increase in its capacity 
from 17.1 kWh to 18.4 kWh.  The weight of the traction motor was also reduced by 45 kg, and 
additional weight and cost were saved by integrating the inverter with the motor and eliminating 
long runs of high voltage electrical cable.151,152  

Improvements in component efficiency and road load have both improved performance of 
production PHEVs.  For example, GM has indicated that the 2016 Chevy Volt improved its 
average electric powertrain efficiency over the EPA city and highway cycles by 3 percentage 
points (or 4 percent absolute) compared to the first generation Volt, improving from 86 percent 
to 89 percent for the city, and from 84 percent to 87 percent for the highway.  Drive unit losses 
(including losses of the electric motor, inverter, and transmission) were reduced by 39 percent in 
the city cycle and by 35 percent in the highway cycle.237  The Gen2 Volt also provides a good 
example of the use of standard road load improvements to increase range in a PHEV.164  Here, 
significant changes to the electric propulsion system were accompanied by improvements in 
brake drag, reductions in accessory load, and significant improvement of vehicle mass 
efficiency. 

In the 2012 FRM, the agencies envisioned PHEV20 and PHEV40 as representative of PHEVs 
that were likely to play a significant role in achieving fleet compliance during the time frame of 
the rule.  As Table 5.2 and Figure 5.29 show, PHEV20 continues to be represented by several 
20-mile and shorter range PHEVs that either continue to be available or have been introduced 
since the FRM.  PHEV40 has now been surpassed in real-world range by the 2016 Chevy Volt at 
53 miles, and by the BMW i3, which with its range extender option becomes classified as a 
PHEV with 72 miles AER.  

EPA and CARB therefore considered replacing PHEV40 with a longer range, such as 
PHEV50, in this Draft TAR analysis.  Several uncertainties made it unclear as to whether it 
would be preferable or useful to do so.  First, although at least two PHEVs have exceeded 
PHEV40, it is also true that other production PHEVs such as the Cadillac ELR and CT6 continue 
to fall on the lower side of this line.  Second, if PHEV ranges do in fact increase toward PHEV50 
in the future, it is likely to be enabled at least in part by developments other than increased 
battery size alone, such as a larger usable capacity, improved powertrain efficiency, improved 
battery specific energy, and reduced road loads.  Revising the PHEV40 range would therefore 
require that the agencies not simply increase the battery size alone, but also must acquire a full 
understanding of the factors that are enabling this increased range in practice, and represent them 
accordingly in the battery sizing model.  Because not all manufacturers are likely to be following 
the same path, modeling these factors faithfully required careful consideration.  For this Draft 
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TAR analysis, EPA has chosen to retain PHEV40 with a 40-mile label range. NHTSA models 
PHEV50 with a 50 mile 2-cycle range. 

In later sections, the agencies will reexamine the 2012 FRM assumptions for other parameters 
that affect PHEV battery sizing for this Draft TAR analysis.  These include assumptions for 
usable battery capacity, electric powertrain efficiencies, battery specific energy, and specific 
power of electric machines and power electronics. 

Trends in PHEV Motor Sizing 

In addition to driving range, the motor power of PHEVs is another important input to the 
agencies' projection of battery and system costs for PHEVs. In the 2012 FRM, PHEVs of a given 
vehicle class (small car, large car, etc.) were assigned an electric motor power rating (in kW) that 
would preserve the same engine-power-to-weight ratio that was observed in conventional 
vehicles of that class.  This method assumed that the all-electric acceleration of PHEVs relates to 
the power rating of the electric motor in the same way that the engine-powered acceleration of 
conventional vehicles relates to the power rating of the engine.  However, electric motors differ 
markedly from combustion engines, particularly in their delivery of low-speed torque. Electric 
motors deliver maximum torque at the lowest end of their speed range, while combustion 
engines must develop significant speed to deliver a comparable torque.  This strong low-end 
torque allows electric-drive vehicles to deliver high acceleration at low speeds.  This might allow 
a PHEV or BEV to deliver acceleration performance similar to that of a conventional vehicle but 
with a significantly lower nominal motor power rating than a comparably performing 
combustion engine.  At the time of the 2012 FRM, it was unclear to what extent this 
phenomenon would influence electric motor sizing in production vehicles, leading to the 
decision to assign PHEV motor power based on the nominal power-to-weight ratios of 
conventional vehicles. 

The issue of proper motor sizing for PEVs is being revisited for this Draft TAR analysis. 
Accurately assigning PEV motor power is important on several fronts.  First, the motor power 
rating has a direct effect on the battery power rating, which determines its power-to-energy (P/E) 
ratio and its cost.  Second, EPA is revising the battery sizing methodology that was used in the 
2012 FRM by accounting for the weight of the propulsion motor and power electronics 
separately from the weight of the battery.  This makes an accurate determination of motor power 
ratings more critical than before.  

An accurate accounting of motor cost also requires an accurate accounting of motor power. 
As in the 2012 FRM, EPA estimates PHEV motor cost as a function of peak power output. For 
more discussion of the decision to scale motor cost to power output, see Section 5.3.4.3.6, Cost 
of Non-Battery Components for xEVs. 

Since the 2012 FRM, the number of production PHEVs has increased and provides a much 
larger sample size from which some observations may be drawn.  Figure 5.30 plots the drive 
motor power output ratings and curb weights of moderate- and high-performance PHEVs 
produced from MYs 2012 to 2016. 
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Figure 5.30  Comparison of Motor Power of 2012-2016MY Production PHEVs and FRM Estimates 

In the Figure, the solid orange dots represent actual PHEVs certified for MYs 2012-2016. The 
blue circles represent the motor power ratings and weights assigned to PHEVs of various ranges 
and weight reductions in the 2012 FRM.  The chart suggests that the 2012 FRM assigned 
significantly higher PHEV motor power ratings than the majority of PHEV manufacturers have 
actually specified in their products.  Part of this effect could be due to the significant presence of 
blended-operation PHEVs in the market, which do not require as large a motor power output as 
non-blended PHEVs with AER.  However, this alone does not account for the difference because 
many of the 2012 FRM estimates also over predict the motor power of non-blended PHEVs with 
AER. 

Based on this analysis and a new power-to-weight study described in Section 5.3, EPA has 
revised the PHEV motor power ratings assumed for its GHG assessment.  The assessment will 
therefore adopt power ratings closer to those suggested by the power-to-weight ratios that PHEV 
manufacturers appear to be following, while maintaining an estimated acceleration performance 
equivalent to conventional vehicles.  Assigning a more accurate power rating to the PHEV motor 
will allow greater fidelity in the projected cost of both the battery and non-battery components of 
PHEVs.  Specific adjustments to PHEV motor power sizing are discussed in Section 5.3. 

NHTSA is basing its analysis on full vehicle simulation results, and will be using component 
power and energy values from Autonomie (where each vehicle powertrain model is sized to meet 
similar vehicle technical specifications) to calculate costs. 

Trends in PHEV Battery Sizing 

Accurately assigning battery capacity to PHEVs is also important. In the 2012 FRM, EPA 
used a battery sizing methodology to assign battery capacities to PHEVs modeled for the 
analysis.  Now that a number of PHEVs are on the market and have been rated for all-electric 
range by EPA, it is informative to compare the 2012 FRM projections of PHEV battery capacity 
and range to the PHEVs that have entered the market for MYs 2012-2016.  
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Figure 5.31 compares the battery capacities of 2012-2016MY PHEVs (from Figure 5.29) to 
the battery capacities that were estimated for the 2012 FRM analysis. 

 

Figure 5.31  Comparison of 2012-2016MY PHEV Battery Capacities to 2012 FRM Estimates 

For each PHEV range (20 and 40 miles), several values (depicted by the blue circles) are seen 
in Figure 5.31 above, corresponding to the FRM estimates for each of the vehicle classes (Small 
Car, Standard Car, Large Car, etc.) and several glider weight reductions ranging from 0 percent 
to 20 percent. 

It can be seen from the plot that the FRM estimates for PHEV20 battery capacity line up quite 
well with the population of production vehicles of a similar range.  The FRM estimates for 
PHEV40 also appear to line up fairly well, but show a wider spread and tend to predict a larger 
battery capacity per unit range than the trend line would suggest. 

There are several possible reasons the 2012 FRM sizing methodology may have estimated 
larger battery capacities for a given range than seen in production.  First, differences in vehicle 
weight are not represented in the plot comparison and could be responsible for some of the 
difference in predicted battery capacity for a given range.  Second, it is possible that the 
relatively high cost of battery capacity being experienced in the 2012-2016 time frame 
(compared to the agencies' predicted costs for the 2020 time frame) may have caused 
manufacturers of some PEVs to apply higher levels of aerodynamic drag reduction, rolling 
resistance reduction, and mass reduction than assumed in the agencies' analysis, in order to save 
on battery cost.  The 2012 FRM analysis assumed only a 10 percent reduction in each of 
aerodynamic drag and rolling resistance for battery sizing purposes, with varying levels of mass 
reduction.  Finally, it is possible that the 2012 FRM assumptions for electric drivetrain 
efficiency, usable battery capacity, or other parameters under predicted what the industry has 
actually achieved.  

For these reasons EPA is examining the assumptions used in its battery sizing methodology 
and making adjustments where appropriate.  Specific adjustments to the PHEV battery sizing 
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methodology used by EPA will be developed and discussed in Section 5.3.  NHTSA will be 
directly using Autonomie results for battery power and energy, based on multiple sizing 
algorithms that were developed and validated in Autonomie to size a wide range of vehicle 
powertrains to meet performance requirements.  

5.2.4.3.5 Battery Electric Vehicles  

Battery electric vehicles (BEVs) are vehicles with all-electric drive powered by batteries 
charged from an outside source of electricity (usually the electric grid).  The analysis conducted 
for the 2012 FRM modeled three BEV configurations, designated EV75, EV100 and EV150 
(having 75, 100, and 150 miles range, respectively)W. The cost-minimizing compliance pathway 
projected a 2 percent fleet-level penetration of BEVs.238  

At the time of the FRM, only a few BEV models had become commercially available in the 
U.S. market.  The most prominent examples were the 2011-12 Nissan Leaf and the Tesla 
Roadster, which were available nationwide.  A few other BEVs were available in 2012 to very 
limited markets or through demonstration programs, such as the BMW Mini E and Toyota 
RAV4 EV.  Production of the Tesla Roadster was discontinued in early 2012 but was soon 
replaced by the Tesla Model S. Other BEVs available near the time of the FRM were the 
Mitsubishi i-MiEV, BYD e6, Coda Sedan, and Ford Focus Electric. 

These early BEVs were designed for different market segments, and showed significantly 
different philosophies on the matters of performance and driving range.  Most, such as the Leaf 
and Mini E, were designed as moderate-performance vehicles with a driving range of 100 miles 
or less, seen as best suited to driving in urban areas. In contrast, the Tesla Roadster was designed 
for a high-performance market segment at a much higher price, allowing it to offer a much 
longer range (245 miles by EPA estimate).  Subsequent Tesla vehicles have continued to pursue 
similarly aggressive range and performance targets at relatively high purchase prices, while 
several other manufacturers continue to define a distinct segment targeting shorter ranges and 
moderate performance at lower purchase prices.  These two segments will likely continue to 
exist within the time frame of the rule.239,240 

Since the 2012 FRM, several new models of BEV have entered production, with several 
additional models announced for future production or otherwise known in the form of concept 
cars.  Table 5.3 shows a summary of BEV models that have reached production since the FRM, 
and their EPA estimated range.  

                                                 
W As with PHEVs, the indicated range was meant to represent an approximate real-world range comparable to an 

EPA label range (specifically, 70 percent of a projected two-cycle range). 
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Table 5.3  Driving Range of 2012-2016MY BEVs 

 EPA range (mi) 

BEV model 2012 2013 2014 2015 2016 

Azure Dynamics Transit 
Connect 

56 - - - - 

Coda 88 88 - - - 

BYD e6 122 127 127 127 - 

Toyota RAV4 EV 103 103 103 - - 

Mitsubishi i-MiEV 62 62 62 NL 62 

Ford Focus Electric 76 76 76 76 76 

Tesla Model S (85 kWh) 265 265 265 265 265 

Nissan Leaf (24 kWh) 73 75 84 84 84 

Tesla Model S (40 kWh) - 139 - - - 

Tesla Model S (60 kWh) - 208 208 208 - 

Scion iQ EV - 38 - - - 

Honda Fit EV - 82 82 - - 

Smart fortwo - 68 68 68 68 

Fiat 500e - 87 87 87 84 

Kia Soul EV - - - 93 93 

BMW i3 BEV - - 81 81 81 

Chevy Spark EV - - 82 82 82 

Volkswagen e-golf - - NA 83 83 

Mercedes-Benz B-Class ED - - 87 87 87 

Tesla Model S (70 kWh)     234 

Tesla Model S 70D - - - 240 240 

Tesla Model S 85D - - - 270 270 

Tesla Model S P85D    253 253 

Tesla Model S (90 kWh) - - - 265* 265* 

Tesla Model S 90D - - - 270* 294 

Tesla Model S P90D - - - 253* 270 

Tesla Model X 90D - - - NA 257 

Tesla Model X P90D - - - - 250 

Nissan Leaf (30 kWh) - - - - 107 
Notes: 
NL = vehicle not listed in Fuel Economy Guide 
NA = rating not available in Fuel Economy Guide 
* Manufacturer applied 85 kWh EPA range figure for EPA labeling purposes 

 

Since the FRM, the continued development and production of BEVs as evidenced in the 
above table has likely been encouraged in part by several regulatory factors.  The 2017-2025 
GHG/CAFE regulation assigns a high GHG effectiveness to BEVs, further enhanced by 
assigning 0 g/mi for upstream emissions and a multiplier for the earlier years of the rule.  Some 
manufacturers have therefore chosen to consider BEVs as part of their pathway for compliance 
with the 2017-2025 standards.  Production of BEVs also generates GHG credits that may be used 
for regulatory compliance or sold to other manufacturers.  Production of BEVs can also assist 
manufacturers in meeting fleet average criteria pollutant regulations such as EPA's Tier 2 and 
Tier 3 standards or CARB's LEV II and LEV III standards.  And, just as with PHEVs, 
California's ZEV regulation continues to drive BEV production to generate ZEV credits as 
manufacturers prepare for ever increasing requirements through 2025 model year.   
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In addition, BEVs from all manufacturers continue to be eligible for a federal tax credit of up 
to $7,500, effectively reducing their net cost to consumers.223,224  Because this credit applies to 
the first 200,000 eligible vehicles (BEVs and PHEVs combined) produced by a given 
manufacturer, it is likely to continue to influence the BEV market for some time.  At current 
rates of production, it is possible that some manufacturers may begin approaching the 200,000 
limit by 2018, with others following soon after.225  In addition to the Federal tax credit, many 
states, including California and many of the states that have adopted California's ZEV regulation 
offer incentives for ZEVs at the state and local levels. 

BEVs continue to be offered at a significant price premium to conventional vehicles, largely 
due to the cost of the battery, as well as non-battery components that have yet to reach high 
production volumes.  Some BEVs, particularly those targeted primarily for sale in the ZEV 
states, are available for purchase only in those states.  Despite the higher purchase price and 
limited availability, BEV production levels have grown significantly since the FRM.  

Through November 2015, Nissan had sold about 88,000 Leaf EVs, and GM had sold about 
90,500 Volt PHEVs and Spark EVs combined.  Analysts have widely speculated that a slight 
decline in PEV sales in MY2015 (relative MY2014) is due at least in part to anticipation of new 
models with longer range and enhanced features. For example, expectations of a refreshed 
version of both the 2016 Volt and 2016 Leaf existed long before either became available.  The 
2016 Leaf offers a larger 30kWh pack, increasing range significantly, while the 2016 Volt also 
offers a longer range, better fuel economy and other enhancements such as improved seating.  

The demand for high-end BEVs, such as those produced by Tesla Motors, has accounted for a 
significant portion of this production despite their high purchase price.  These vehicles compete 
in a market segment with other high-priced vehicles and are seeing success in that segment.  This 
suggests that a demand for BEVs exists relatively independently of the regulatory factors that are 
largely oriented toward the broader automotive market.  If the performance attributes that are 
attracting this segment of buyers can be sufficiently retained at a lower price point, this could 
further drive demand for BEVs in the future. 

Trends in BEV Driving Range 

Growth in the BEV market since the 2012 FRM has greatly expanded not only the available 
choice of vehicle models and trims, but also the available driving ranges.  BEV driving range is 
largely a function of battery capacity.  Figure 5.32 shows the relationship between the battery 
capacity of the BEVs in Table 5.3 and their EPA estimated driving range. 
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Figure 5.32  Battery Gross Capacity and EPA Estimated Range for BEVsX  

It has become apparent since the FRM that manufacturers have been pursuing increased 
driving range.  Several examples serve to illustrate this trend. The Nissan Leaf was introduced in 
2011 with an EPA-rated range of 73 miles.  The 2013 model increased this to 75 miles, while 
2014 and later models earned a higher rating of 84 miles by eliminating a partial charge option, 
allowing the range to be evaluated at 100 percent charge.  This trend indicates that Nissan 
perceives increased range as a desirable goal. As another example, in January 2016, it was 
reported that the range of the BMW i3 might increase by about 50 percent due to improved 
battery chemistry and electronics, to approach perhaps 120 miles.241  In May 2016, BMW 
announced that the range would be approximately 114 miles, due in part to a 50 percent increase 
in cell capacity.242  In January 2016, Volkswagen also indicated that a new version of the e-Golf 
could expect a possible 30 percent increase in range over the current model (or about 108 miles) 
due to an increase in cell capacity from 28 A-hr to 37 A-hr.243 The 2017 Ford Focus BEV is also 
expected to increase its range to 100 miles compared to its original range of 76 miles.244  The 
2017 Hyundai Ioniq BEV also targets a range of more than 100 miles.245 

A trend toward increased range also seems to be playing out across manufacturers, as new 
products are introduced to compete in the market.  For example, the Kia Soul EV was introduced 
in 2014 with a range of 93 miles, surpassing the Leaf.  Not long after in 2015, Nissan announced 
the 2016 Nissan Leaf, offering an EPA range of 107 miles with a new 30 kWh battery pack. 

Future vehicles expected to enter the market in the relatively near term (2016-2017) have 
increasingly targeted even longer ranges.  Both the Chevy Bolt (expected to debut as a MY2017 
vehicle) and a future version of the Nissan Leaf have been described by their manufacturers as 
targeting a 200 mile range.  As of April 2016, the Tesla Model 3 is being described as offering a 
215 mile range and entering production in late 2017.246 

Even Tesla Motors, which already offers a range in excess of 200 miles in its current vehicles, 
has shown an interest in increased range as evidenced by regular increases in battery capacity. 

                                                 
X Range figures gathered from 2012-2016 EPA Fuel Economy Guides. 
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After announcing in 2012 that the Tesla Model S would be available in three battery sizes (40 
kWh, 60 kWh, and 85 kWh), the 40 kWh version was canceled in 2013, prior to its production.  
In April 2015, the battery capacity of the 60 kWh version was increased to 70 kWh, which along 
with powertrain improvements increased its range from 208 miles to 240 miles.  In September of 
the same year the 85 kWh version was increased in capacity to 90 kWh by use of an improved 
chemistryY.  Tesla also announced in 2015 an available battery upgrade for the discontinued 
Roadster that would increase its range by about 40 percent. 

Manufacturers have frequently cited customer demand in the quest for increased range.  When 
the 40 kWh Model S was canceled, Tesla attributed the decision to low demand, further saying, 
"Customers are voting with their wallet that they want a car that gives them the freedom to travel 
long distances when needed."247  Although this statement clearly promotes Tesla's market 
strategy of offering a longer driving range than other BEV-manufacturing OEMs, similar 
sentiment has been expressed by other OEMs in marketing their electrified vehicles or 
announcing future plans.  Customer demand for an affordable BEV with a longer driving range 
than currently available is implicit in the 200-mile range target of both the future Nissan Leaf 
and the 2017 Chevy Bolt. 

Obviously, one way for an OEM to increase range is to increase the battery capacity.  Simply 
increasing the battery capacity in the absence of other improvements may be prohibitive because 
it increases the cost of the vehicle accordingly. On the other hand, improved battery 
manufacturing or battery chemistry (in terms of cost or energy density) might enable a larger 
capacity while offsetting some of the cost penalty. For example, both Tesla and Nissan have 
utilized improved chemistry to increase capacity within the existing footprint of their respective 
packs; while GM and Nissan have hinted strongly at improved chemistry being the enabler of the 
affordable 200-mile range target for the Bolt and future Leaf.  These and other examples are 
discussed in more detail in Section 5.2.4.4.1.  

Increasing the usable capacity (i.e. widening the usable state-of-charge window) of the battery 
may also be possible; for example, by use of an improved chemistry, or by acting on experience 
that indicates that the existing buffer capacity may be reduced.  Improvements in battery 
management systems (BMS) may also lead to greater utilization of the available battery capacity.  
Examples of OEM activity in this area are reviewed in more detail in Section 5.2.4.4.3 

Range can also be increased by reducing vehicle energy consumption.  This can be done by 
improving the energy efficiency or weight of non-battery powertrain components (electric 
machines and power electronics) or even the battery itself.  For example, the dual motor versions 
of the Tesla Model S achieve a slightly higher range than the single motor versions due to an 
improved powertrain efficiency resulting from the ability to selectively operate one or both 
motors as conditions warrant.  Range may also benefit from standard road load improvements 
such as light-weighting, improved aerodynamics, and lower rolling resistance.  

In addition to increased range, a larger battery may carry other ancillary benefits for 
manufacturers and consumers.  Because a large battery stores more energy per charge cycle than 
a small battery, it is likely to experience fewer charge-discharge cycles in the course of providing 

                                                 
Y The manufacturer chose to apply the 85 kWh EPA range figure to the 90 kWh version for EPA labeling purposes. 

Marketing materials attribute an additional 6% range to the 90 kWh version. 
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a given number of vehicle miles.  For example, a battery that provides for a range of 200 miles 
can provide a lifetime mileage of 150,000 miles with about 750 charge-discharge cycles, while a 
100-mile battery may require 1,500 cycles.  The smaller number of expected cycles may promote 
a longer battery lifetime or relax manufacturer provisions for battery durability, such as 
increasing the permissible charge rate or the usable capacity.  A larger battery might also 
experience a much shallower average state-of-charge (SOC) swing in the course of meeting its 
mileage target, with similar implications for durability.  Another advantage of a large battery is a 
reduction in average discharge rate (C-rate), which can allow consideration of chemistries and 
configurations that would not be suited to smaller batteries.  For example, Tesla may have 
selected a chemistry that supports notably low C-rates in recognition that the large size of the 
battery acts to minimize per-cell power requirements.248 Of course, a drawback of a larger 
battery over a smaller battery is its greater weight, which tends to reduce the overall energy 
efficiency of the vehicle. 

In the same way that cabin air conditioning can have a significant impact on fuel economy of 
conventional vehicles,249 both heating and air conditioning can have a strong impact on BEV 
energy efficiency and range.  While the impact of passenger comfort on range can be great for 
both BEVs and PHEVs, BEVs are at a particular disadvantage because all energy for heating and 
cooling must come from the battery.  In contrast, PHEVs may choose to operate the engine if 
needed (for example, the Chevy Volt operates the engine to help with cabin heating in cold 
weather).  Cabin heating and cooling for BEVs is therefore an active area of research toward 
increasing BEV range.250,251  

Some BEVs, such as the Nissan Leaf, have employed heat pump-based HVAC in place of 
resistive heating.  When the temperature differential between the outside air and the desired 
cabin temperature is not too large, this method can be much more efficient than resistive heating 
at controlling cabin temperature.  Another approach to passenger comfort that has been used for 
BEVs and PHEVs involves heated and cooled surfaces, for example, the steering wheel and 
seats, instead of or in addition to heating the cabin air, which one study has shown can reduce 
cooling and heating energy in a PHEV by about 35 percent.252  Pre-conditioning the passenger 
cabin while plugged in to a charging station is yet another approach, which can reduce the use of 
onboard energy for heating and cooling (although it does consume energy at the station). 

Modeled BEV Ranges in the 2012 FRM and this Draft TAR 

As previously noted, the FRM analysis modeled three BEV range configurations (EV75, 
EV100 and EV150).  At the time of the 2012 FRM, the agencies envisioned EV150 as the 
maximum BEV range that was likely to play a significant role in achieving fleet compliance 
during the time frame of the rule. Since that time, EV150 has been surpassed by several longer-
range vehicles that are under production or recently announced.  Tesla vehicles with a range well 
in excess of 200 miles were already in production at the time of the FRM, and have since 
continued to grow in range and market share.  Although these vehicles currently constitute a 
luxury segment that may not be fully representative of a mass-market vehicle, their success at 
achieving significant market penetration shows that at least one OEM has found it preferable to 
comply with the 2017-2025MY standards and generate additional GHG credits by producing an 
EV200 instead of an EV150.  Announcements from Nissan and GM that target a 200-mile range 
in BEVs to be produced as early as 2016 also suggest that EV200 may be a more accurate 
representation of the higher-range BEV segment than EV150.  Therefore, based on the current 
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direction of the industry, the agencies have replaced EV150 with EV200 in this Draft TAR 
analysis. 

It is uncertain whether adoption of EV200 in place of EV150 is likely to have a significant 
impact on the projected cost-minimizing pathway for fleet compliance with the 2017-2025 
standards.  There is limited potential for either EV150 or EV200 to be selected by OMEGA and 
the Volpe model as part of a cost-effective compliance path, because the relatively high cost of 
the larger battery is likely to overshadow any gain in effectiveness.  That is, since EV75, EV100, 
and EV150/200 all are assigned a GHG effectiveness of 100 percent (with upstream emissions 
assessed at 0 grams per mile), the incremental cost of EV150/200 vs. EV75 or EV100 strongly 
discourages its selection on a pure cost-effectiveness basis.  On the other hand, adopting EV200 
has the advantage of more accurately reflecting the evolving electrified vehicle fleet. 

In adopting EV200, the agencies gave careful consideration to the resulting implications for 
the battery sizing and costing methodology.  The increase in range from 150 to 200 miles had to 
be modeled in a way that accounts for how manufacturers would be expected to achieve the 
incremental range.  In addition to increasing gross battery capacity, manufacturers would likely 
also rely on other changes to better utilize the available capacity, perhaps by increasing the 
usable capacity, improving powertrain efficiency, improving battery specific energy, and 
reducing road loads.  Many of the refinements to the battery sizing methodology that are 
discussed in Section 5.3 resulted from this effort to faithfully represent the paths available to 
manufacturers to achieve EV200.  

In Section 5.3 EPA is reexamining the 2012 FRM assumptions for all xEV parameters that 
affect battery sizing for this Draft TAR analysis.  These include assumptions for usable capacity, 
electric powertrain efficiencies, specific energy of the battery, and specific power of electric 
machines and power electronics.  Also, because the cost effectiveness of standard road load 
improvements is greater for BEVs than for conventional vehicles and even other xEVs (due to 
the potential to save on battery cost), EPA is also reexamining the assumptions for road loads as 
they affect battery sizing for BEVs.  In addition, NHTSA will be reassessing the battery and 
electric machine performance parameters based on available literature and vehicle test data from 
the ANL APRF. 

Trends in BEV Motor Sizing 

In addition to driving range, the motor power of BEVs is another important input to the 
agencies' projection of battery and system costs for BEVs.  As discussed previously with respect 
to PHEVs, the 2012 FRM analysis assigned BEVs of a given vehicle class a motor power rating 
that would preserve the same engine-power-to-weight ratio observed in conventional vehicles of 
that class.  This method assumed that the electrically-powered acceleration of BEVs relates to 
the power rating of the electric motor in the same way that the engine-powered acceleration of 
conventional vehicles relates to the power rating of the combustion engine.  However (as 
discussed in the PHEV section previously), electric motors differ markedly from combustion 
engines in their delivery of low-speed torque, delivering maximum torque at the lowest speeds, 
while combustion engines must develop significant speed to deliver a comparable torque.  This 
might allow a BEV to deliver acceleration performance similar to that of a conventional vehicle 
while using a significantly lower nominal motor power rating than a comparably performing 
combustion engine.  At the time of the 2012 FRM, it was unclear to what extent this 
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phenomenon would influence BEV propulsion motor sizing, leading to the decision to assign 
BEV motor power based on the nominal power-to-weight ratios of conventional vehicles.  

As previously discussed in relation to PHEVs, the issue of proper electric motor sizing for 
BEVs is being revisited for this Draft TAR analysis.  Accurately assigning the motor power of a 
BEV is important for several reasons. First, the motor power rating has a direct effect on the 
battery power rating, which determines its power-to-energy (P/E) ratio and its cost.  Second, the 
agencies have revised the battery sizing methodology to account for the weight of the electric 
motor and power electronics separately from the energy content of the battery.  This makes an 
accurate determination of motor power ratings more critical than before.  Finally, an accounting 
of motor cost requires an accounting of motor power.  As in the 2012 FRM analysis, EPA 
estimates electric motor and power electronics costs as a function of peak output power, in 
accordance with several examples of similar industry practice.  For more discussion of the 
decision to scale motor cost to power output, see Section 5.3.4.3.6, Cost of Non-Battery 
Components for xEVs.  

Since the FRM, the number of production BEVs has increased and provides a much larger 
sample size from which to draw observations.  Figure 5.33 plots the motor power ratings and 
curb weights of BEVs produced from MYs 2012 to 2016.  

 

Figure 5.33  Comparison of Motor Power of 2012-2016MY Production BEVs and FRM Estimates 

In the Figure, the solid orange dots represent the motor power ratings and curb weights of 
production BEVs (excluding the highest-performing Tesla vehicles in excess of 350 kW) 
produced for MYs 2012-2016.  The blue circles represent the motor power ratings and weights 
assigned to BEVs of various ranges and classes in the 2012 FRM.  The chart suggests that the 
FRM assigned significantly higher BEV motor power ratings than the majority of BEV 
manufacturers have actually provided.  Among moderate-performance vehicles, the BMW i3 and 
the Chevy Spark EV have motor power ratings that are closest to the levels assumed in the FRM.  
Even the higher-market Mercedes B250e is at a lower power-to-weight ratio than the FRM 
would have assumed.  
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Based on this analysis and a new power-to-weight study described in Section 5.3, EPA has 
revised the BEV motor power ratings assumed for this Draft TAR analysis.  The analysis will 
therefore adopt power ratings closer to those suggested by the power-to-weight ratios that BEV 
manufacturers appear to be following, while maintaining an estimated acceleration performance 
equivalent to conventional vehicles.  As with PHEVs (discussed in the previous section), 
assigning a more accurate power rating will allow greater fidelity in the projected cost of both 
the battery and non-battery components of BEVs.  Specific proposed adjustments to BEV motor 
power sizing are developed and discussed in Section 5.3.  NHTSA will be directly using 
Autonomie results to assign the power of electric motors for BEVs. Multiple sizing algorithms 
have been developed and validated in Autonomie to size a wide range of vehicle powertrains to 
meet specific vehicle performance.   

Trends in BEV Battery Sizing 

The 2012 FRM analysis employed a battery sizing methodology to assign battery power 
ratings and energy capacities for modeled BEVs.  Now that a number of BEVs are on the market 
and have been rated for range by EPA, it is informative to compare the FRM projections of BEV 
battery capacity and range to the BEVs that have entered the market for MYs 2012-2016.  Figure 
5.34  shows the range and battery capacity plot of Figure 5.32, annotated with the assumed 
battery capacities and ranges used in the FRM.  

 

Figure 5.34  Comparison of 2012-2016MY BEV Battery Gross Capacities to FRM Estimates  

The FRM modeled batteries for EV75, EV100, and EV150 at several assumed glider weight 
reductions ranging from 0 percent to 20 percent.  For each BEV range (75, 100, and 150 miles), 
several values are seen in Figure 5.34  above, corresponding to each of the vehicle classes (Small 
Car, Standard Car, Large Car, etc.) and glider weight reductions of 0 percent and 20 percent.   

Following trends seen in the MY2008 fuel economy data, the 2012 FRM modeled large BEVs 
such as Large Car and Small/Large MPV with substantially larger power-to-weight ratios and 
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significantly higher fuel consumption compared to smaller vehicles such as Small Car and 
Standard Car.  This led to significantly different battery capacity projections for a given range, 
obscuring the comparison to observed MY2012-2016 BEVs.  In order to assess how well the 
2012 FRM technique predicted battery sizes for each class, it is therefore necessary to consider 
the larger and smaller vehicle classes separately.  Because the vehicle classes in the Fuel 
Economy guide, from which the range data is taken, are different from the six vehicle classes 
used in the FRM, only an approximate comparison can be made by dividing the fleet into a group 
of smaller-to-moderately sized vehicles and a group of larger vehicles.  

Figure 5.35 shows data for small and moderately sized passenger cars, which in the FRM 
would be classed as Small Car and Compact Car, and in the Fuel Economy guide are classed 
variously as Minicompact, Subcompact, Compact, and Midsize (importantly, the Nissan Leaf is 
classed as Midsize and so is included in this group).  

 

Figure 5.35  Comparison of 2012 FRM-Projected Battery Capacity to MY2012-2016 BEVs (Smaller Vehicles) 

This plot shows that for smaller BEVs, the FRM projections of battery capacity appear to fit 
reasonably well with MY2012-2016 BEVs.  Even so, there is a tendency for the 2012 FRM 
projections to have somewhat overestimated the battery capacity that manufacturers have 
provided for these vehicles.  

Figure 5.36 shows data for larger cars and SUVs, which in the FRM were classed as Large 
Car, Small MPV and Large MPV, and in the Fuel Economy guide are classed variously as Large 
Car, Small SUV 2WD, and Standard SUV. Variations of the Tesla Model S are classified as 
Large Car and so represent the bulk of production examples shown in the plot. 
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Figure 5.36  Comparison of 2012 FRM-Projected Battery Capacity to MY2012-2016 BEVs (Larger Vehicles) 

This plot shows that for larger BEVs, the tendency for the 2012 FRM methodology to 
overestimate battery capacity is much stronger for all except the shortest ranges (which are 
largely not present in the market).  A trend line of the FRM projections is not only at a higher 
level but also appears to diverge substantially as the range increases.  Although the FRM did not 
project ranges beyond 150 miles, it appears that the 2012 FRM battery sizing methodology 
would fail dramatically at estimating battery capacity for 200-plus mile BEVs, such as for 
example the Tesla models depicted at the far right of the plot, and even the EV200 configuration 
the agencies have adopted to replace EV150. 

As discussed with reference to PHEVs in the previous section, there are several possible 
reasons the 2012 FRM battery sizing methodology may have estimated larger battery capacities 
for a given range than seen in production.  First, differences in vehicle weight are not represented 
in the plot comparison, and could be responsible for some of the difference.  Second, it is 
possible that the relatively high cost of battery capacity being experienced in the 2012-2016 time 
frame (compared to the agencies' predicted costs for the 2020-2025 time frame) may have caused 
manufacturers of some BEVs to apply higher levels of aerodynamic drag reduction, rolling 
resistance reduction, and mass reduction than assumed in the agencies' analysis, in order to save 
on battery cost.  The 2012 FRM analysis assumed only a 10 percent reduction in each of 
aerodynamic drag and rolling resistance for battery sizing purposes, with varying levels of mass 
reduction.  Finally, it is possible that the 2012 FRM assumptions for electric drivetrain 
efficiency, usable battery capacity, or other parameters under predicted what the industry has 
managed to achieve.  

For these reasons, EPA has examined the assumptions used in the BEV battery sizing 
methodology and made adjustments where appropriate.  Specific proposed adjustments to the 
BEV battery sizing methodology are discussed in Section 5.3.  As noted earlier, NHTSA will use 
Autonomie results for BEV batteries, based on multiple sizing algorithms that have been 
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developed and validated in Autonomie to size vehicle powertrains to meet specific vehicle 
performance targets.   

5.2.4.4 Developments in Electrified Vehicle Battery Technology 

For many types of electrified vehicles, particularly PHEVs and BEVs, battery cost is the 
largest single component of vehicle cost.  Battery pack cost is determined in part by the 
configuration of the pack, which should be tailored to the specific performance goals of the 
vehicle.  

Pack configuration may be decomposed into a large number of primary design parameters 
which the vehicle designer can specify to determine the performance of the pack and ultimately 
its cost.  In configuring a pack, the primary performance targets are energy capacity in kilowatt-
hours (kWh) and power capability in kilowatts (kW).  These performance targets are determined 
by design choices such as: battery chemistry (Li-ion is composed of a number of closely related 
but differently performing chemistries); pack voltage, usable portion of total capacity, cell 
capacity (Ampere-hours per individual cell), cell topology (the electrical and physical 
arrangement of cells and modules in the pack), and cooling method (passive or active, and air or 
liquid), among others.  Further, for a pack defined by a given set of these design parameters, the 
assumed annual manufacturing volume will also influence the projected cost. 

It is customary to refer to battery cost in terms of cost per kWh.  However, in order to make 
valid comparisons on this basis it is important to understand that cost per kWh is strongly 
influenced by the power-to-energy (P/E) ratio of the battery.  Intuitively, a BEV battery 
optimized for energy storage capacity (low P/E) will have a low cost per kWh because the 
materials and construction are oriented toward providing maximum energy capacity.  
Conversely, an HEV battery optimized for power (high P/E) will have a higher cost per kWh, 
because the materials and construction are oriented toward providing power, while the metric of 
cost per kWh continues to focus on energy.  For these reasons, cost per kWh figures derived 
from energy-optimized BEV or PHEV battery packs should not be used to estimate the cost of a 
power-optimized HEV pack, or vice versa.  Comparisons of cost per kWh are only valid when 
the applications have a similar P/E ratio. 

It is also important to be aware of whether a quoted cost per kWh is on a cell basis or a pack 
basis.  Figures found in press literature may be of either type.  Costs quoted on a cell basis will 
be much lower than for a full pack that includes battery management, disconnects, and thermal 
management.  In the 2012 FRM and this Draft TAR, all cost per kWh figures are presented on a 
pack basis.  

Finally, the energy capacity of a battery pack (kWh) may be characterized either by gross 
capacity or usable (net) capacity.  Gross capacity, also known as nominal or nameplate capacity, 
is the total amount of energy that can be reversibly stored in a complete charge and discharge 
cycle of the battery, without regard to long term durability.  It is a relatively fixed quantity that is 
a function of the amount of electrode active materials contained in the battery.  Usable capacity 
is the portion of gross capacity that the manufacturer believes can be regularly used in an 
application while maintaining a desired level of durability.  Although usable capacity is the 
metric that relates best to performance attributes such as driving range, usable capacity varies 
widely among different vehicle types and individual models of each type.  For consistency it has 
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become customary to refer to the size of xEV battery packs by their gross capacity, and to refer 
to battery cost per gross kWh.  The 2012 FRM and this Draft TAR follow this standard. 

5.2.4.4.1 Battery Chemistry 

In the 2012 FRM, the agencies based their battery cost analyses on outputs of the then-current 
version of the ANL modeling tool BatPaC137, which models several well established lithium-ion 
chemistries.  As shown in Table 5.4, the choice of chemistries available in BatPaC included: 

Table 5.4  Lithium-ion Battery Chemistries Available in ANL BatPaC 

Chemistry Cathode  Anode 

LMO-G Lithium-Manganese Oxide Graphite 

LMO-LTO Lithium-Manganese Oxide Lithium Titanate Oxide 

NMC333-G Nickel-Manganese-Cobalt (3-3-3) Graphite 

NMC441-G Nickel-Manganese Cobalt (4-4-1) Graphite 

NCA-G Nickel Cobalt Aluminate Graphite 

LFP-G Lithium-Iron Phosphate (Olivine) Graphite 

 

Certain chemistries are better suited for certain types of packs than for others.  For example, 
the specific versions of NMC chemistry that are modeled by BatPaC are well suited for packs 
having a large energy capacity such as BEV packs, but due to limits on area specific impedance 
(ASI), they are not as well suited for small, power-dense packs for HEVs.  Considerations such 
as these ultimately led to the chemistry choices employed by the agencies in the FRM. BEV and 
PHEV40 batteries were configured with NMC441-G, while PHEV20 and HEV packs were 
configured with LMO-G.  

Since the 2012 FRM, the lithium-ion family of chemistries has continued to dominate xEV 
battery technologies seen in current and announced production vehicles.  As expected, 
NMC/NCM cathode formulations are increasingly being seen in BEVs announced since the 
FRM, including in mixed formulations with LMO. For example, the Kia Soul BEV uses an NCM 
cathode.253  In the 2015 NAS report (p. 4-26), the committee mentions the use of NMC cathodes 
for the 2020-2025 time frame, lending further support to the agencies' choice. PHEVs and HEVs 
are being seen not only with LMO-dominant cathode formulations, such as in the original Chevy 
Volt, but also with NMC and blended NMC cathode formulations, as in the 2016 Chevy Volt,254 
the Ford C-Max Hybrid HEV and C-Max Energi PHEV.255  These are presumably optimized for 
the relatively high P/E ratio of these applications. Lithium-iron phosphate cathodes are also 
being promoted for HEV use.256  While it is not possible for BatPaC to model every (often 
proprietary) variation in cathode formulation, the available choices are likely sufficient to 
represent the cost spectrum applicable to this family of chemistries.  

Since the FRM, xEV batteries have trended away from pure LMO cathodes toward blends of 
NMC with LMO. 257 In particular, most HEV batteries currently in production appear to utilize 
either NMC or LMO blended with NMC.  For example, the 2016 Chevy Malibu Hybrid battery 
is said to use an NMC cathode258 while the Volt uses NMC blended with LMO.254  This contrasts 
with the agencies' assumption of LMO chemistry for HEV and PHEV20, which was the result of 
the limited number of high-power chemistries modeled by earlier versions of BatPaC. 

Version 3 of BatPaC, released for beta in November 2015, includes additional cathode 
chemistry options, including the more common NMC622 in place of NMC441, and a user-
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selectable blend of NMC and LMO.  The blended cathode option will allow the agencies to 
consider a blended NMC-LMO cathode for HEV and PHEV20 batteries, to better represent their 
usage in existing platforms. 

At the time of the 2012 FRM, practically every production xEV was using a Li-ion chemistry, 
with the nickel-metal-hydride (NiMH) battery of Toyota HEV products being the primary 
exception.  After using NiMH in the Prius since its introduction in 1997, there are signs that even 
the Prius may be moving toward Li-ion. By 2012 Toyota had already adopted a lithium-ion 
chemistry for the Prius PHEV, a platform which requires a larger battery capacity than the 
standard hybrid.  In October 2015, Toyota announced that the 2016 Prius hybrid would also 
begin offering a Li-ion battery as an option.155,259  

Since the 2012 FRM, industry research has continued into more energy- and power-dense 
variations of the lithium-ion platform, including improved cathode material blends, lithium-rich, 
manganese-rich, nickel-rich, and higher voltage (e.g. 5V) spinel cathodes, and the use of silicon 
in the anode.  Other research is concerned with even more advanced platforms, including 
lithium-sulfur, and several metal-air chemistries (lithium-air, aluminum-air and zinc-air) among 
others.  These advanced chemistries are not yet available in cells suitable for xEV use, but 
potential examples are beginning to emerge.  

Lithium-sulfur (Li-S) cells are beginning to be seen in some highly specialized applications. 
A Li-S cell manufactured by Sion Power is used in the Airbus-sponsored Zephyr high-altitude 
unmanned aerial vehicle (UAV) to store solar energy for nighttime flight.  The low-temperature 
performance of Li-S cells may have in part led to the choice of this chemistry for this 
application.260  Oxis Energy is expected to release a commercial Li-S battery cell in 2016, with 
an eye toward xEV applications.261,262  

Silicon is also beginning to appear in the anode of commercial Li-ion cells.  While it takes 6 
carbon atoms in a carbon anode to accept 1 lithium ion, a silicon atom can accept several.  
However, uptake of lithium ions by silicon is accompanied by extreme volumetric expansion, 
leading to complications such as disintegration of the anode matrix and loss of electrical 
conductivity. For this reason many are currently focusing on very small additions of silicon to an 
otherwise carbon-based anode to achieve incremental improvements in specific energy.  In 2015 
Tesla Motors Inc. announced a 90-kWh Model S pack that was said to achieve a greater specific 
energy by including a small amount of silicon in the anode.263 

Solid-state lithium-ion cell technology is another active area of research.  Most solid-state 
construction concepts retain the traditional anode and cathode couples but replace the liquid 
electrolyte with a solid (usually polymer) electrolyte.  Others seek to enable use of lithium metal 
as the anode by leveraging the solid nature of the electrolyte to prevent dendrite formation.  Solid 
state construction leads to the possibility of more efficient production techniques, such as 
building complete battery cells by printing or deposition, potentially in complex shapes that 
conform to available packaging space, or in flat shapes that could be integrated structurally with 
the vehicle.  Minimizing the resistance of the solid electrolyte is a primary research target for 
enabling this technology.  As an indicator of interest in this technology, the British appliance 
manufacturer Dyson purchased the solid-state lithium-ion battery firm Sakti3 for $90 million in 
October 2015.264  In March 2016, it was widely reported that Dyson may be planning to produce 
an electric vehicle, as suggested by evidence that the company is receiving U.K. government 
funding for this purpose.265  Similarly, Bosch, a major automotive supplier, acquired solid-state 
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lithium-ion developer Seeo in 2015, citing potential applicability of the technology for increasing 
the range of electric vehicles.266 

While promising, these and similar early examples of Li-S electrode couples, silicon anodes, 
and solid-state construction will need time to show that engineering targets for cycle life, 
dimensional stability, and durability in demanding xEV applications have been reliably met.  
Until then, reliable estimates of their cost or commercial availability will not be available.  
Metal-air chemistries will require even more development before they will be mature enough to 
characterize their potential use in automotive applications or their production costs.  The 2015 
NAS report (Finding 4.5, p. 4-44) further supports the conclusion that "beyond Li-ion" 
chemistries such as these are unlikely to be commercially available during the time frame of the 
rule.  At this time the agencies consider it unlikely that fully proven forms of such chemistries 
will become commercially employed in xEV applications on a broad scale during the time frame 
of the rule.  The developmental state of these chemistries and the unavailability of well-
developed cost models prevent their inclusion in the agencies' analysis. 

5.2.4.4.2 Pack Topology, Cell Capacity and Cells per Module 

Pack topology refers in general to the way cells and modules are electrically connected to 
form a pack.  Modules are collections of cells that act as building blocks for a pack.  Cell 
capacity is the charge capacity of an individual cell, and is closely related to pack topology.  

To fully understand developments in these areas and the agencies' choices for these 
parameters in the modeling of battery packs for costing purposes, an example of how these 
parameters interact will now be presented as background. 

One approach to configuring a battery pack would start with a target pack voltage for the 
application.  Target voltage typically refers to the nominal voltage expected at about 50 percent 
SOC. For PEVs, the targeted voltage is typically between 300 V and 400 V.  The most 
commonly used Li-ion chemistries provide a nominal voltage between 3 V and 4 V per cell.  
Assuming a 3.8 V cell and a target of 365 V, a BEV pack might be constructed of 96 cells 
connected as series elements (3.8 V * 96 = 365 V).  The target energy capacity of the pack 
(kWh) would then be achieved by specifying the capacity of each cell.  The larger the target pack 
capacity, the larger the required capacity of the cell.  In this example, to target a 24 kWh pack 
capacity, each series element would need to have a capacity of about 66 A-hr: 

24,000 W-hr / 3.8 V / 96 cells = 66 A-hr 

Manufacturers have several options for providing this cell capacity.  The simplest would be to 
manufacture cells of 66 A-hr capacity.  This results in one cell at each series position, 
minimizing the number of cells and interconnections, potentially minimizing the cost of the 
pack.  In practice, manufacturers may instead be compelled to use smaller cells, perhaps to better 
address thermal management considerations, or to match an existing cell size offered by a cell 
supplier.  The 66 A-hr required at each series position might then be provided by two 33 A-hr 
cells, or three 22 A-hr cells, connected in parallel.  The exact cell capacity could vary slightly to 
match available products if some variation in pack capacity or voltage are permissible. 
Increasing the pack capacity, for instance doubling it to 48 kWh, could in theory be achieved 
either by doubling the number of series elements (from 96 to 192) or by doubling the A-hr 
capacity of each series element (to 132 A-hr).  The first option is problematic because it would 
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double the voltage to 730 V, which presents a safety issue and may be outside the typical 
operating voltage range of available power electronics.  The larger cell capacity of the second 
option may be difficult to achieve in a single cell while maintaining effective thermal and current 
distribution characteristics within the cell.  For these reasons, larger packs are often found to 
include parallel strings of two or more smaller cells at each series position.  Tesla products are an 
extreme example, composed of thousands of very small cells, which results in as many as 36 
cells in each series position. 

Another important aspect of pack topology is the format of the individual cell.  As at the time 
of the FRM, most industry cell development and current automotive cell applications continue to 
be centered on prismatic (rectangular) cell formats composed of stacked or flat-wound electrode 
strips housed in metal cans or polymer pouches.  ANL BatPaC models a prismatic format housed 
in a stiff polymer pouch.  Tesla remains almost unique in its use of small, cylindrical 18650-
format cells.  Because Tesla has built significant market share, this difference has potential 
significance to the projection of future pack costs.  Also, there is some evidence that other 
manufacturers are beginning to consider cylindrical cells.  In 2015 Volkswagen announced the 
R8 e-tron which has a pack composed of cylindrical cells; potentially, other products such as the 
Q6 e-tron and the Porsche Mission E might also share this format if this is an indication of VW's 
future battery construction approach.  Additionally, in November 2015 Samsung SDI announced 
that it would supply cylindrical cells to a China customer for use in electric SUV battery 
packs.267  According to one analysis, about 38 percent of currently available BEV models have 
packs composed of cylindrical cells, with the rest roughly evenly divided between prismatic 
pouch and prismatic metal can268 (although it is unclear whether the relatively large number of 
Tesla sub-models are counted as separate models).  About 40 percent of HEV models use packs 
composed of cylindrical cells, according to the same source. 

Despite the differences between prismatic and cylindrical cell formats, there may be limited 
potential for large differences in pack costs to result.  First, material costs per unit energy storage 
are likely to be similar on a cell basis.  Cylindrical cells and prismatic cells differ primarily in the 
manner in which layers of active materials are packaged together, one being a spiral winding of a 
single electrode strip and the other a stack of multiple smaller strips.  Although the assembly 
process is different, both methods utilize active material with similar efficiency.  This is 
significant because material costs are the most dominant component of total cell cost.137,269,270,142 
Second, while cylindrical cells may benefit from a somewhat simpler cell manufacturing process 
and the highly commoditized status of the 18650 format, the large number of 18650-format cells 
that must be connected to build a pack may work against these advantages.  While larger 
cylindrical cells might be used, their heat dissipation properties may limit their practical size.  
While 18650-format cells have good thermal qualities, larger cells begin to face challenges in 
rejecting heat from the core of the cylinder where the maximum temperature tends to develop.271  
Despite Tesla's success with the cylindrical format, it remains unclear whether either format 
possesses a greater potential to eventually minimize pack cost.  Therefore the agencies believe 
that the cost estimates of the BatPaC model should be reasonably accurate for both cell 
formats.272  

In the 2012 FRM analysis, xEV packs were preferably configured with a single series string 
of cells.  The largest BEV packs were the exception, being configured with a parallel string of 
two cells in each series position, in order to limit voltage to the desired range and limit the 
required A-hr capacity of the cells. Since the 2012 FRM, xEV battery packs (with the exception 
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of Tesla, as previously mentioned) have largely continued to follow the practice of having one, 
two or three cells in parallel at each series position.  

In the 2012 FRM analysis, maximum cell capacity was limited to 80 Ampere-hours (A-hr) or 
less.  While the cells of most packs configured for the analysis were well under this limit, some 
larger BEV packs approached the limit.  Therefore the cell capacity limit is primarily relevant to 
the configuration of large BEV packs. 

An 80 A-hr cell capacity was generally larger than the cell capacities observed in large BEV 
packs at the time of the 2012 FRM.  The agencies expected that as the industry matured, 
manufacturers would achieve economies by gradually optimizing cell capacities to the 
requirements of the application, including an increase in cell capacity for large packs in order to 
minimize the number of cells while limiting the total voltage.  Since that time, there is some 
evidence that manufacturers have begun moving toward larger cell capacities as expected.  

In October 2014 GM announced that the Chevy Volt generation 2 battery pack would have 
fewer cells (192 vs 288) that are each about 50 percent greater in capacity.  In the original pack, 
each series element was composed of three cells in parallel, while the new configuration has only 
two.273  The 30 kWh trim of the 2016 Nissan Leaf, announced in September 2015, is said to 
achieve its increased capacity within the same size and footprint of the lower-trim 24 kWh pack 
by utilizing a more energy dense chemistry variation.  The number of cells remained unchanged 
at 192, implying an increase in the A-hr capacity of each cell.274  Similarly, the 2017 BMW i3 
achieves a 50 percent increase in capacity over the earlier model, within the same pack volume, 
by using a 94 A-hr cell in place of a 60 A-hr cell.242 

The latter example further suggests that cell suppliers are pushing the envelope of cell 
capacity for vehicular applications beyond the 80 A-hr limit used in the agencies' 2012 analysis.  
The 60 A-hr cell format that Samsung SDI had been supplying to BMW for the pre-MY2017 
BMW i3 pack was already one of the larger light-duty BEV cell formats in use when it was 
replaced by the 94 A-hr format.  At AABC 2015, Samsung SDI presented further plans for 
manufacturing prismatic cells of 90 to 120 A-hr by 2020.275  The presenter also mentioned a goal 
of eventually producing 180 A-hr cells for BEV use, using a new chemistry with high NCM 
content plus silicon.  This suggests that at least some suppliers are already anticipating a market 
in vehicular applications for these very large format cells. 

Module configuration is another topology issue.  In general, the more cells that are included in 
each module, the fewer modules and the lower the cost of their connections.  Since the number 
of modules must be a whole number, the number of cells per module can depend on the total 
number of cells necessary to reach a voltage or capacity target, and so need not be the same for 
every size of pack. 

In the FRM, battery modules for all xEVs were configured with 32 cells per module.  The 
Chevy Volt provided one example of a manufacturer that was already using at least 32 cells per 
module, in a liquid-cooled application similar to that assumed in the agencies' analysis of BEVs 
and PHEVs.  Although most BEVs at the time had fewer than 32 cells per module, this figure 
was selected to represent expected improvements in cell reliability and packaging methods as 
manufacturers gained experience over time.  
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Since the FRM, some further evidence has emerged to support the agencies' expectation that 
the industry will tend toward increasing the number of cells per module.  

It is now understood that the original Chevy Volt battery was configured with 7 modules of 
36 cells each and 2 modules of 18 cells each.  A similar configuration is retained in the recently 
announced 2016 Volt. Similarly the Kia Soul EV battery consists of 192 cells in 8 modules,276,277 
varying from 20 to 28 cells per module. 

As another example, in September 2015, Nissan announced a new battery pack option to be 
available for the 2016 Leaf. The two higher-trim versions of the Leaf, the SV and SL, will 
include a 30 kWh pack in which the number of cells per module is increased from 4 to 8.278  
While the number of cells per module is still relatively small, Nissan's continued use of passive 
air cooling as a thermal management strategy may place a smaller limit on the number of cells 
per module than for the more common liquid-cooled packs that are modeled in the agencies' 
analysis. 

Subsequently, in November 2015 at the Tokyo Auto Show, Nissan revealed its IDS concept 
vehicle, powered by a newly developed 60 kWh pack.279  In interviews with the press, a number 
of details were shared regarding the design of this pack.  The pack was described as having 288 
cells utilizing an NMC cathode chemistry.  Assuming a nominal cell voltage of 3.75V typical of 
these chemistries, each cell would be sized at about 55.5 Ampere-hours, significantly larger than 
in the Leaf pack.  The IDS pack also appears to install in a footprint similar to that of the 30 kWh 
version of the Leaf battery.  Nissan has not yet specified the number of cells per module in the 60 
kWh pack, but evidence suggests it is significantly larger than in the Leaf packs.  One interesting 
aspect of the design approach for this pack is its support for a variable module stack height, 
suggesting a variable number of cells per module may be specified depending on the target 
capacity of the pack.  In one press report,280 an official was described as saying that Nissan had 
taken a conservative approach to the number of cells per module in earlier packs, and due to the 
lack of failures or other issues with those packs, were now able to consider an approach that 
supports a much larger number of cells per module in the new pack. 

In January 2016, GM announced details of the Chevy Bolt battery pack.281 As with the 60 
kWh Nissan IDS pack, this 60 kWh pack is composed of 288 cells in 96 cell groups of 3 cells 
each. The cells are distributed among 10 modules, or about 28 to 30 cells per module.  Three 
individual cells are connected in parallel at each series position.  Assuming a nominal cell 
voltage of 3.75V, this suggests an individual cell capacity of 55.5 Ampere-hours (identical to 
that of the Nissan IDS pack). 

As noted above, the ideal number of cells per module may vary depending on the capacity of 
the pack and the size of the cells.  In the 2012 FRM, the agencies assumed all modules would 
have 32 cells. In this Draft TAR analysis, it may be more appropriate to optimize the pack 
topology by varying the number of cells per module in order to better match performance targets 
and minimize cost.   
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5.2.4.4.3 Usable Energy Capacity 

As previously noted in the introduction to this section, batteries may be described with respect 
to their gross energy capacity or their usable energy capacity. Usable capacity refers to the 
portion of gross capacity that the manufacturer believes can be regularly used in an application 
while maintaining a desired level of durability.  It is thus an important parameter for battery 
sizing because it determines the gross capacity necessary to provide a target usable capacity for 
an application.  

The concept of usable capacity is often accompanied by several closely related terms. In this 
discussion, the following terms are used and defined as follows. State-of-charge, or SOC, refers 
to the percentage of total energy (kWh) or charge (Ampere-hour) capacity that remains in a 
battery at a given time, ranging from 0 to 100 percent on a gross capacity basis.  SOC design 
window,282 or simply SOC window, refers to the usable portion of total capacity intended by 
design, expressed in terms of SOC; for example, an SOC design window might be described as 
the range between 25 percent and 75 percent SOC, or alternatively as an SOC window of 50 
percent. SOC swing may be used interchangeably with SOC window but is used here to refer 
more specifically to observed in-use behavior rather than a design context. Usable capacity is 
thus determined by SOC design window (in a design context) or implied by an observed SOC 
swing (in-use). Usable capacity may refer either to a usable energy (in kWh) or the usable 
portion of gross capacity (in percent). 

For lithium-ion chemistries, SOC is not always measurable with precision and is commonly 
estimated by means of algorithms that include measurements of current, voltage and battery pack 
temperature, both instantaneous and over time.  The construct of SOC window therefore inherits 
some of these traits.  While it is most convenient to think of the boundaries of an SOC window in 
terms of SOC percentages, it may also be defined by an allowable range of battery voltages, or a 
combination of the two. 

The SOC design window that a manufacturer assigns to a battery is typically selected to 
balance battery durability with energy availability.  Owing to the complexity of battery behavior 
and vehicle control algorithms, it is possible that some controllers may not refer to a single 
rigidly defined SOC window, but instead, may define multiple or variable SOC windows that 
apply to different usage conditions or are determined by the controller's observation of patterns 
of usage or battery health monitoring over a short or long term.  For example (and particularly 
for HEVs), because extreme but intermittent usage conditions may have a different degree of 
impact on battery life than normal usage, it is possible that some manufacturers may program 
their controllers to define multiple target windows, to allow a wider swing to accommodate 
temporary, extreme conditions while following a narrower swing for normal conditions.  As 
another example, some manufacturers may widen the allowable SOC swing as the battery ages 
(perhaps by allowing a wider range of allowable voltages, or modifying the allowable SOC 
window) in order to maintain driving range or usable capacity.  Although the concept of a single 
SOC design window may therefore be overly simplistic for some vehicles, it remains useful for 
battery sizing purposes. 

Setting an appropriate SOC window can be influenced by the effectiveness of the battery 
management system (BMS).  Improved BMS systems are one potential path toward enabling a 
wider SOC window or a reduced battery capacity for a given range.283  
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The SOC design window is a primary factor in the sizing of a battery for a particular use.  
That is, the desired electric driving range for a PEV, or the amount of energy buffering capability 
desired for an HEV, combined with the SOC window, directly suggests the necessary gross 
capacity of the battery.  In the 2012 FRM, for battery sizing purposes, the agencies assumed a 40 
percent usable SOC window would apply to HEVs, 70 percent for PHEVs, and 80 percent for 
BEVs. 

Increases in PHEV and BEV driving range that have been observed since 2012 may have 
been enabled in part by increases in SOC design window and hence usable capacity.  The 2015 
NAS report also stated (p. 4-5), "as extended in-use experience is obtained, the battery SOC 
swing may be increased for all electrified powertrains."  For these reasons, it is appropriate to 
review the usable capacity assumptions used in the 2012 FRM and to make any applicable 
revisions for this Draft TAR analysis. 

Usable capacity for HEVs 

For the 2012 FRM, a 40 percent usable capacity was chosen by the agencies for strong HEVs 
predicted to be available in the 2020-2025 time frame.  At that time, 40 percent was greater than 
the 20-30 percent observed in production HEVs of this type.  The agencies chose 40 percent on 
the expectation that improvements in battery technology and manufacturer learning would enable 
a wider SOC design window by 2020.  

The 2015 NAS report (p. 4-5) was skeptical of the agencies' choice of a 40 percent usable 
capacity for HEVs and suggested using a value closer to the 20 to 30 percent observed in 
production HEVs.  The report supported this position in part by contending that, by virtually 
doubling the SOC window, the HEV batteries projected in the analysis would be "half the cost 
and size" of what would be required.  However, the agencies believe that the wider SOC window 
would not have this effect. At the high power-to-energy (P/E) ratio of an HEV battery, cost is not 
as strong a function of capacity (kWh) as a function of power (kW).  Therefore reducing battery 
capacity from e.g. 0.50 kWh to 0.25 kWh, while holding the required power constant, would not 
correspondingly reduce the cost by half, because the reduction in capacity would push the P/E 
ratio to a higher level, counteracting much of the cost reduction.  Cost projections generated by 
BatPaC confirm this trend and show that, for a given power capability, the cost of a 0.25 kWh 
pack would be very similar to that of a 0.50 kWh pack. For example, BatPaC Version 3 projects 
that an HEV pack sized for a power output of 15 kW would cost $634 as a 0.25 kWh pack, and 
$660 as a 0.50 kWh pack, a difference of only about 4 percent.Z  Therefore at these relative pack 
capacities, EPA's use of a 40 percent SOC design window for sizing purposes does not have a 
large impact on projected cost. 

The agencies also believe that developments in battery technology and manufacturer learning 
observed since 2012 have been consistent with the agencies' expectation that a 40 percent usable 
capacity will be applicable to HEVs in the 2020-2025 time frame.  Since the 2012 FRM, 
numerous HEV models and battery systems intended for such vehicles have been announced. It 
is clear that although some HEV manufacturers have continued to use a rather conservative SOC 
window (for example, at AABC 2015, it was reported that the 2016 Malibu Hybrid uses a 1.5 

                                                 
Z BatPaC inputs: LMO-G chemistry, 1 module of 28 cells, EG-W (liquid) cooling, HEV-HP vehicle type, 450K 

annual production volume.  
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kWh pack of which 30 percent is usable (450 Wh of 1500 Wh)258), there is also evidence that 
some manufacturers have begun increasing the SOC design window in subsequent generations of 
HEVs.  

Specifically, recent developments in batteries for 48V mild hybrids, which have smaller 
batteries than strong HEVs but similarly demanding requirements, have supported a relatively 
wide swing.  At AABC 2015, Bosch presented a 0.25 to 0.50 kWh battery system designed for 
use in a 48V hybrid. This battery was described as having been designed for an SOC window 
from 30 percent to 80 percent SOC (a 50 percent usable capacity) despite its small total 
capacity.284  Also at AABC 2015, A123 Systems presented a battery system for a 48V hybrid 
that uses a proprietary chemistry variation on Lithium-iron phosphate which the company calls 
Ultraphosphate.  Like the Bosch system, this 0.37 kWh pack supports a window from 30 percent 
to 80 percent SOC (50 percent usable capacity).  A123 indicated that production of this pack is 
planned to begin in 2017.256 

 In 2014, EPA tested a 2013 Volkswagen Jetta Hybrid supplied by Transport Canada as part 
of an exploratory benchmarking exercise.  Several braking and acceleration episodes were 
performed with the intention of eliciting maximum swing of the 1.1 kWh battery.  Multiple 
energy swings were observed in both charge and discharge ranging from 0.56 to 0.65 kWh, 
equivalent to a gross SOC swing of about 51 to 59 percent.285  Although this testing documented 
that the vehicle controller will permit this SOC swing to occur under these usage conditions, it 
remains unclear whether this degree of swing would be observed regularly over normal usage.  A 
limited amount of testing over steady-state and standard test cycles elicited smaller swings of up 
to approximately 30 percent.  The short duration of standard test cycles and variation in the 
observed swing prevented firm conclusions from being drawn about the exact SOC design 
window the controller regularly permits.  

Going forward, it is possible that improvements in cell balancing may also act to support 
downsizing of HEV battery sizes or widening of SOC windows from their current levels.  For 
example, at AABC 2015, NREL presented work showing that use of active cell balancing instead 
of passive balancing can result in a 50 percent reduction in the necessary capacity of an HEV 
battery while also eliminating the need for liquid cooling.286 

These findings suggest that EPA's choice of 40 percent usable capacity for HEVs remains a 
conservative estimate for the 2020-2025 time frame.  

In the NHTSA analysis conducted by Argonne National Laboratory using the Autonomie 
model, a 15 percent to 20 percent usable SOC window was assumed for HEVs during standard 
test procedures at ambient temperature.  Higher usable SOC swings were measured at Argonne's 
APRF under different test conditions (i.e. A/C on). 

Usable capacity for PHEVs 

For the 2012 FRM, a 70 percent usable capacity was chosen by the agencies to represent both 
PHEV20 and PHEV40 vehicles.  The usable portion of total capacity for a PHEV tends to be 
narrower than for a BEV.  One reason for this difference is that when a BEV reaches its 
minimum SOC, it is taken out of operation and recharged, while a PHEV instead begins to 
operate in charge-sustaining mode (charging and discharging within a narrow SOC band) for an 
indefinite time.  The need to provide a proper lower-end buffer for the SOC band, and to avoid 
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extensive operation at a very low SOC, encourages setting a higher  minimum SOC point for a 
PHEV than for a BEV. PHEV batteries also tend to have a larger P/E ratio due to their need to 
provide similar power levels as a BEV battery while having a smaller capacity.  A smaller SOC 
window would be appropriate under such conditions to promote battery life. The 2015 NAS 
report (p. 4-12) affirmed that a 70 percent usable capacity is appropriate for a PHEV 
architecture. 

At the time of the 2012 FRM, relatively few PHEVs were in production to serve as examples 
of this platform.  The primary production example was the Chevy Volt, which was about to be 
released in its first generation (referred to here as Gen1).  Prior to its release, the usable capacity 
of the pre-production Gen1 Volt battery was commonly reported as approximately 8 kWh of a 
total 16 kWh, or about 50 percent.  The first production Gen1 Volt is now understood to have 
utilized about 10.2 of 16 kWh, or about 64 percent.287  Testing of a 2012 Chevy Volt by Argonne 
National Laboratory showed the vehicle to be utilizing an SOC window between 87 percent SOC 
and 18 percent SOC (69 percent usable capacity).288 

The initial generations of the Chevy Volt are often described as having adopted a conservative 
battery management approach by utilizing a narrow SOC design window and liquid cooling.  
Since the 2012 FRM, GM widened the SOC window for the Volt on at least two occasions while 
increasing the battery capacity on at least three.  The Gen1 model was upgraded in the 2013MY 
from 16 kWh gross capacity to 16.5 kWh, and further increased for the 2015MY to 17.1 kWh.  
During this process the usable energy increased from 10.2 kWh in the 16 kWh version to 11.2 
kWh in the 17.1 kWh version.  This represented a small increase in usable energy capacity, from 
63.75 percent of gross capacity to 65.5 percent. The Gen2 Volt, released for the 2016MY, now 
uses 14 kWh of 18.4 kWh gross, or about 76.1 percent usable capacity.  This represents a 25 
percent increase in usable capacity from the last Gen1 model.287 

The PHEV batteries modeled in the 2012 FRM are similar to the Volt battery in that they are 
liquid cooled, enabling the same level of temperature control that is often cited as being 
responsible for the dependability of the Volt battery.  The production 2016 Volt battery now 
exceeds the 70 percent usable capacity assumed by the agencies, potentially suggesting that the 
70 percent figure is conservative.  

It should be noted that the 2016 Volt battery is sized for a 53 mile AER, and accordingly may 
have a significantly lower P/E ratio than that for a PHEV20.  This may allow it to enjoy a wider 
SOC design window than the smaller battery of a PHEV20 or possibly even that of a PHEV40.  
Therefore the Volt example is not by itself conclusive that a wider SOC window would be 
appropriate for PHEV20 or PHEV40.  

According to results of testing at Argonne National Laboratory, the Ford Fusion Energi 
utilizes about 5.9 kWh of its 7.6 kWh gross capacity, or about 78 percent.  This provides an 
additional data point suggesting that a wider SOC window than 70 percent may be appropriate 
even for some shorter-range PHEVs.  The Fusion Energi is rated at 20 miles of AER, and utilizes 
a blended depletion style that may utilize the engine if driven more aggressively than in the 
standard EPA test cycles.  This engine supplementation at elevated power demands is likely to 
result in lower peak power demands on the battery, potentially making wider swings less 
demanding on the battery.  
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These findings suggest that EPA's assumption of 70 percent usable capacity for PHEVs 
remains a conservative estimate for the 2020-2025 time frame.  

Usable capacity for BEVs 

For the 2012 FRM, an 80 percent usable capacity was assigned to BEV batteries.  This was 
based on knowledge of manufacturer plans as well as examples seen in the press for early 
production BEVs such as the Nissan Leaf and other developmental vehicles.  The 2015 NAS 
report (p. 4-12) affirmed that an 80 percent usable capacity is appropriate for BEVs.  

Since the 2012 FRM, a large number of BEV models have reached production, and thousands 
of BEVs have accumulated a great degree of road usage.  This has provided abundant 
opportunity for manufacturers to begin drawing conclusions regarding the appropriateness of the 
SOC design windows they chose to implement in their first generation models, and even to begin 
applying the findings to subsequent model generations.  It has also provided many opportunities 
for research organizations to test these vehicles to ascertain aspects of their design and behavior, 
including SOC swings observed in use.  Table 5.5 summarizes some estimated SOC swings 
observed in 2012-2016MY BEVs, which are further described below. 

Table 5.5  Estimated SOC swings for selected MY2012-2016 BEVs 

Example Estimated SOC swing Source 

ANL EV benchmarking (various) 80 to 90 percent Argonne National Laboratory 

Tesla Model S 85 85 percent AVL 

2015 Kia Soul EV 90 percent Idaho National Laboratory 

BMW i3 87 percent Idaho National Laboratory 

 

Argonne National Laboratory (ANL) operates an ongoing research program to benchmark 
xEVs.288  Vehicle testing from multiple instrumented battery electric vehicles has shown that the 
vehicles operate usable SOC windows ranging from 80 percent to 90 percent whether air cooled 
or water cooledAA.  The agencies will continue to analyze data from these tests to establish the 
SOC swings being seen in current and newly released xEVs.  

At AABC 2015, AVL presented the results of a teardown of a Tesla Model S battery pack.248 
AVL reported that cycling tests of the pack suggested that 73 kWh of the 85 kWh gross capacity 
is accessible, suggesting that this pack may be utilizing an 85 percent usable capacity.  This 
result is in line with reports from Model S owners that have suggested a usable capacity of about 
75 to 76 kWh.289  

The Advanced Vehicle Testing Activity group at Idaho National Laboratory has tested the 
batteries of several BEVs currently in production.290  In testing of the 2015 Kia Soul EV, the 
measured battery capacity ranged from 30.4 to 30.5 kWh in each of four test vehicles.  The 
service manual for the 2015 Kia Soul EV is reported to list a nominal SOC range of 5 percent to 
95 percent, or 90 percent usable, for the high voltage battery system.291  A 90 percent SOC 
window would amount to about 27 kWh of usable energy, the same as Kia advertises.  In a 

                                                 
AA Instrumented battery electric vehicles include: 2015 Chevrolet Spark EV, Kia Soul EV, 2014 Smart EV, 2013 

Nissan Leaf, 2012 Ford Focus Electric. 
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departure from the practice of most other OEMs, Kia may be advertising the usable capacity 
rather than the gross capacity. 

Technical specifications for the BMW i3 indicate a battery capacity of 18.8 kWh.292 
Numerous press sources widely repeat this figure as a usable SOC while consistently citing a 
gross SOC of 21.6 kWh or 22 kWh.  The 21.6 kWh figure is highly consistent with the results of 
battery testing by Idaho National Laboratory293,294,295,296 for four 2014 BMW i3 vehicles under 
test, which indicated gross capacity ranging from 21.4 kWh (one vehicle) to 21.7 kWh (three 
vehicles).  Like Kia, BMW appears to be advertising the usable capacity of the i3 battery rather 
than the gross capacity. A gross capacity of 21.6 kWh suggests a usable capacity of 87 percent. 

In May 2014, the Chevy Spark EV underwent changes to its battery that may indicate a 
widening of SOC design window.  In announcing a change in cell supplier from A123 Systems 
to LG Chem, General Motors also indicated that the new Spark battery would be reduced in 
capacity from 21 kWh to 19 kWh, while keeping the same range of 82 miles and the same 
mpge.297  Given that rated mpge did not change, this suggests that retention of the original range 
was more likely made possible by widening the SOC design window than by increasing 
powertrain efficiency.  A widened window could be enabled by either the use of a different 
battery chemistry (going from A123's Lithium-Iron Phosphate to LG Chem's NMC+LMO 
chemistry), and/or an increased comfort level due to ongoing experience with the platform.  
Since the original A123 cathode chemistry (Lithium-Iron-Phosphate or LFP) is comparable to 
LG Chem's LMO-dominant chemistry in terms of allowable SOC swing, it suggests that 
experience may have played at least some role in this change. 

At AABC 2015, Honda reported that their decision to extend the lease option on the Fit EV 
by 2 years was based on learning that the batteries in these vehicles were experiencing lower 
degradation than projected.298  This suggests that it might be possible to widen the SOC design 
window in future releases while maintaining durability targets. 

The agencies' 2012 choice of 80 percent usable capacity for BEVs appears consistent or 
slightly conservative in light of the trends discussed here. 

5.2.4.4.4 Thermal Management 

Battery thermal management includes battery cooling to reject heat generated during use, and 
in many cases battery heating to warm the battery in cold weather.  In systems where active 
thermal management is present, the battery management system (BMS) will work to keep the 
battery within a preferred temperature range during use.  

Battery thermal management systems are commonly divided into passive systems (where the 
outside of the pack is exposed to ambient air) and active systems (where a cooling medium is 
circulated through the pack, or thermoelectric components are integrated with the pack).  Active 
cooling media may be ambient air, cabin air, air conditioned by the vehicle A/C system, a liquid 
coolant, or the A/C system refrigerant.299,300,301,302 

For the FRM, the agencies assumed PEV packs would employ active liquid cooling, which 
was seen in production vehicles such as the Chevy Volt and in several limited-production PEVs 
at the time of the FRM.  In contrast, HEV packs were assumed to employ passive air cooling 
acting on the outside of the pack, which was the prevalent method seen in HEVs at the time. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-116 

One recent approach to cooling battery packs involves placement of a bottom cooling plate 
beneath the packaged battery cells rather than between each cell.  Coolant or refrigerant 
circulates through the plate and cools the battery cells conductively.  This approach is used in the 
BMW i3 battery, was once used in the Chevy Spark A123-supplied battery, and is possibly being 
used in the Chevy Bolt pack.303 

Direct circulation of refrigerant rather than an intermediary fluid such as a glycol-water mix 
can also improve heat rejection and vehicle packaging by eliminating the secondary cooling loop 
that would otherwise be needed to reject heat to the atmosphere.  The BMW i3 utilizes 
refrigerant cooling.299 

Active liquid cooling continues to be the predominant thermal management method for the 
battery packs of BEVs and PHEVs announced since the FRM.  The notable exception is the 
Nissan Leaf, which continues to use passive air cooling as it has since its first generation.  At the 
time of the FRM, some in the industry and press were expressing skepticism about Nissan's 
choice of passive air cooling.304,305,306  Some customers had also begun reporting unexpected 
battery degradation in hot climates such as Arizona, which some attributed to inadequate thermal 
management.  During the 2014 MY, Nissan adjusted the chemistry of the battery pack to better 
withstand high temperatures.307  Although Nissan has continued to use passive air cooling in the 
2016 Leaf (and also in the new 60 kWh pack under development), all other production BEV and 
PHEV packs introduced since the FRM use some form of liquid or refrigerant-based cooling.  
The 2015 NAS report (under "Cooling," p. 4-17) tended to affirm the agencies' assumption of 
liquid cooling for BEV packs by independently noting the potential inadequacy of passive air 
cooling in the Leaf pack.  

Although HEV packs were the only packs modeled with passive air cooling in the 2012 FRM 
analysis, there is some evidence that even these packs may be moving toward liquid cooling.  
Although air cooling continues to predominate,302 a presentation by Mahle at TMSS 2015 
suggests that air cooling is increasingly being displaced by liquid cooling even in HEV packs.300 
Johnson Controls has also described a 260 V, 1.7 kWh HEV battery product with provision for 
liquid cooling.308  Effective cooling and heating capability is often cited as a potential path 
toward reducing the size of xEV batteries by allowing more of their capacity to be utilized while 
minimizing degradation.302,294  This suggests that liquid cooling may become one of the enablers 
for future HEV batteries to provide the 40 percent usable capacity assumed in the agencies' 
analysis.  

As previously described, EPA uses ANL BatPaC to model the cost of xEV batteries, 
including mild and strong HEV batteries. BatPaC provides cost estimates for several cooling 
options, including active air cooling (cabin air or cooled air) and liquid cooling (glycol/water 
mix).  It does not model passive air cooling without air channels between the cells, as might be 
found in passively cooled HEV batteries.  EPA performed several trials to investigate the impact 
of the available cooling choices for HEV batteries, and found that BatPaC assigns similar or 
slightly lower costs for its implementation of liquid cooling than for its implementation of active 
air cooling.  For these reasons EPA now uses the liquid cooling option under BatPaC to model 
the cost of HEV packs, as already done for PHEV and BEV packs. 

5.2.4.4.5 Pack Voltage 
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In the 2012 FRM analysis, EPA limited pack voltages to certain ranges depending on whether 
the pack was intended for an HEV, PHEV, or BEV. HEVs were targeted to about 120V while 
PHEVs and BEVs ranged from 360V to 600V.  For this Draft TAR analysis (as described in 
detail in Section 5.3), EPA lowered the voltage range for PHEVs and BEVs to between 
approximately 300 and 400V to reflect trends observed since the FRM. NHTSA designed pack 
voltages to meet the voltages currently in the market and to reflect the trend of lowering the pack 
voltage by using high capacity batteries to reduce cost.  

To some degree, the customary voltage range for a given xEV category is an outgrowth of the 
relative size of the battery.  Small battery packs for HEVs can be composed of a correspondingly 
small number of cells, which limits the attainable voltage even if all cells are placed in series.  
These lower voltages are also consistent with the desire to maintain safety as well as with any 
need to interface with the 12V electrical system that typically remains in these vehicles.  Larger 
packs for PHEVs and BEVs are typically composed of a much larger number of cells and so can 
easily reach a much higher voltage if desired.  While safety considerations continue to place a 
practical upper limit on system voltage, a moderately high voltage is consistent with the greater 
power flows required by these vehicles and offers the added benefit of conducting energy at a 
lower amperage, which reduces the necessary weight and cost of electrical conductors and 
reduces I2R losses.  Compatibility of available supplier parts may also encourage different 
manufacturers to target a similar voltage envelope.  Many manufacturers of PHEVs and BEVs 
appear to have targeted the range between 300V and 400V. 

The system voltages chosen by the agencies for modeling xEVs were based on those seen in 
production xEVs at the time of the FRM.  Since the FRM, the agencies have not observed a 
strong trend away from these general voltage ranges in newly released xEV products, with the 
possible exception of the upper voltage limit for PHEVs and BEVs. 

EPA's original 600V upper limit on BEV battery voltage had been set to accommodate the 
largest BEV packs that were modeled in the 2012 FRM analysis.  Most PHEV and BEV packs 
modeled in the 2012 FRM were in the 300V-400V range. The only pack modeled in the 2012 
FRM that approached the 600V limit was a Large Truck EV150 pack at 586V.  At the time, VIA 
Motors was producing a plug-in electric truck with a 650V battery pack that served as a 
corroborating example.  However, later versions of this and other VIA products have since 
adopted a lower battery voltage of around 350V to 380V, suggesting that some advantage was 
seen to adopting a lower voltage.  

Examples of PHEVs and BEVs in the 600V range continue to exist.  The McLaren P1 PHEV, 
first introduced to the U.S. in 2014 as a very limited production high-performance vehicle, 
operates at 535V.  In September 2015, Porsche announced the Mission E concept BEV that 
would operate at 800V.  The higher voltage was described as enabling much faster charging as 
well as lower conductor weight.309  These examples suggest that voltage ranges higher than the 
typical 300V-400V may continue to be applicable at least to high performance BEVs and 
PHEVs.  

5.2.4.4.6 Electrode Dimensions 

The electrodes of a lithium-ion cell are in the form of flat foil strips coated with active 
materials and stacked or rolled together.  Several important parameters of cell performance are 
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controlled by the dimensions of the electrode; in particular, the thickness of the active material 
coatings on the electrodes and the aspect ratio (length-to-width ratio) of the electrodes.  

In general, thinner electrode coatings promote power density, while thicker coatings promote 
energy density.  By default, BatPaC limits coating thickness to no less than 15 microns and no 
more than 100 microns due to various practical considerations.137  The lower limit represents 
interfacial impedance effects associated with very thin electrode coatings.310 The typical 
precision of coating equipment, at around plus or minus 2 microns,311 would also become 
challenged below this thickness.  The upper limit represents material handling and ion transport 
considerations.  Thicker coatings may be prone to flaking when uncut electrode sheets are rolled 
or unrolled for shipment and processing.  Thicker electrodes also require ions to travel a greater 
distance through the active material during charge and discharge, leading to effects such as 
increased resistance, reduced power capability, and the potential for lithium plating on charging.  
In the 2012 FRM, electrode coating thickness was therefore limited to 100 microns.  In practice, 
this limit was only encountered by the most energy intensive packs for large BEVs.  In the latest 
release of BatPaC, ANL has improved the model by which electrode thickness is determined.  In 
most cases this results in somewhat thinner electrodes than would have been projected in the 
version used for the 2012 FRM analysis.  This is expected to result in a slightly higher cost per 
kWh for most battery packs, all other things being equal.312  

Electrode aspect ratio is important because it determines how far current must travel on 
average between where ions reside in the active materials and the current collector tabs. Longer 
distances are associated with greater resistance and heat generation.  If the length is much greater 
than the width, and the current collector tabs reside on the short dimension rather than the long 
dimension, current must travel farther on average than in the inverse situation.  BatPaC assumes 
a default aspect ratio of 3:1, with tabs placed on the short dimension.  In the FRM, EPA used an 
aspect ratio of 1.5:1, loosely based on the dimensions of some commonly known cells at the 
time.  

The 3:1 default aspect ratio used in BatPaC appears to be seeing increasing use in the 
industry.  In announcing the 200-mile Chevy Bolt EV281 at the 2016 NAIAS, GM indicated that 
its battery cells, supplied by LG Chem, have an aspect ratio of 3.35:1 (measuring 3.9 inches by 
13.1 inches).  An animation accompanying the announcement shows that the cell tabs reside on 
the short dimension.  The Kia Soul EV battery also uses cells with a nearly identical aspect ratio 
and tab placement, supplied by SK Innovation.313,253  These examples lend support to the validity 
of the default 3:1 aspect ratio and tab placement assumed by BatPaC.  GM describes this aspect 
ratio as "landscape format," presumably to highlight the low-profile design of the pack that 
allows the entire pack to reside within the floor space of the vehicle.  

Also at the 2016 NAIAS, Samsung SDI introduced a family of cells ranging from 26 to 94 
Ampere-hours,314 some of which have a similar aspect ratio to the GM Bolt cells but with tabs on 
the long dimension.  Samsung also displayed a line of "low height packs,” suggesting that it 
anticipates a trend toward low-profile applications for which these cells would be well suited.315  
In December 2015, Volkswagen also announced plans to pursue flat, low-profile pack designs 
for future electrified vehicles,316 which likely will also call for a similar cell aspect ratio. 

5.2.4.4.7 Pack Manufacturing Volumes 
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In the 2012 FRM analysis, the agencies assumed that battery pack manufacturing would reach 
full economy of scale at an annual production volume of 450,000 packs in the year 2025.  This 
volume was based on the annual manufacturing volumes assumed by FEV in the teardown 
analyses performed for the FRM analysis.  

In BatPaC, when the user specifies a production volume of 450,000 for a given battery pack, 
it means that the cost estimate for that specific pack is based on a dedicated manufacturing plant 
that manufactures an annual volume of 450,000 of that identical pack.  Since all of the packs 
produced by the hypothetical plant are identical, it implies that the cost estimate is most 
applicable to a situation in which the packs are intended to be used by a single manufacturer in a 
single model of electrified vehicle. 

The 2015 NAS report noted (p. 4-42, and Finding 7.3, p. 7-23) that the technology penetration 
levels projected by the agencies for electrified vehicles are lower than the 450,000 annual 
production volume that the agencies assumed in projecting battery pack costs for the 2022-2025 
time frame.  Further, it noted that whatever annual production did occur would likely be divided 
among multiple manufacturers and multiple models, preventing the full economy of scale of 
450,000 units from being achieved by any single manufacturer.  The report recommended that 
the agencies use a smaller manufacturing volume for electrified vehicle battery packs to better 
reflect projected technology penetration, rather than the 450,000 annual production assumed in 
the 2012 FRM.  

Despite the agencies' use of an annual production of 450,000 units, it is unclear whether this 
results in more optimistic estimates of battery cost than the industry may realize.  The following 
discussion describes several points relevant to this consideration: (a) the potential for a "flex 
plant" manufacturing approach to realize economy of scale at much lower pack volumes; (b) the 
potential for economies of scale to fully develop at production volumes at low as 60,000; (c) 
examples of actual costs that are already lower than the agencies' FRM estimates at a much lower 
production volume than 450,000; (d) the agencies' placement of estimated costs in the year 2025 
instead of 2020; and (e) the potential for consolidation in the battery industry to increase pack 
manufacturing volumes. 

There is evidence that optimizing the approach to battery manufacturing by adopting a "flex 
plant" approach may allow economies of scale to be realized at pack production volumes much 
lower than 450,000.  According to a recent ANL study,317 a battery manufacturing plant that is 
designed to simultaneously manufacture packs for multiple vehicle types (HEVs, PHEVs and 
BEVs) by standardizing on a single electrode width can significantly reduce the pack 
manufacturing volumes required to achieve maximum economy of scale.  The ANL study calls 
this approach a "flex plant."  Some manufacturers already appear to be adopting a similar 
approach for production of prismatic cells. For example, at AABC 2015, Samsung SDI described 
a strategy to build an "ecosystem" of xEV battery products by maintaining a "standard cell 
format between generations," that is, by maintaining the same cell dimensions and container size 
and achieving different target capacities by varying the chemistry.275  At the same conference, 
Bosch similarly described a goal to produce packs of varying capacity by use of a standard 36 
Ampere-hour cell.284  XALT Energy also described its practice of achieving variable cell 
capacity (Ampere-hour) sizes by adjusting the electrode count within a cell while maintaining 
one of two fixed cell footprint areas.318  Cell standardization also may promote the economics of 
battery second life applications319 and so could provide an added motivation for manufacturers to 
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reduce the number of cell formats. The agencies anticipate that the most successful suppliers 
may continue to adopt similar approaches over time.  As this occurs, the production volume of 
the individual cells that compose the several pack types produced from those cells would 
increase dramatically, even though pack volume of any single pack type may remain relatively 
low.  This increased cell volume may recapture much of the economy of scale reflected at the 
pack level in the 450,000 unit assumption.  

There is also some evidence to suggest that economies of scale may be achieved at much 
smaller pack production volumes than 450,000, even without necessarily adopting a flex plant 
approach.  According to the ANL flex plant study, the benefits of a flex plant over a dedicated 
plant for reducing the cost of BEV batteries levels off past a production level of about 60,000 
units per year, suggesting that 60,000 units would approach maximum economy of scale for a 
dedicated plant.  The 2015 NAS report (p. 4-42), in noting that agencies' projected costs for 2012 
"seem reasonable" despite the large volume assumed, cites as a possible explanation a TIAX 
study (referred to as Sriramulu & Barnett 2013 in a National Research Council report on 
Overcoming Barriers to EV Deployment222) that also suggests a 60,000 unit volume at which 
economies of scale would be realized.  This level of production is much closer to the technology 
penetration levels predicted by the agencies.  Individual manufacturers such as Nissan and Tesla 
are already approaching similar production levels, with Nissan having sold more than 30,000 
Leaf EVs in North America in 2014, and Tesla projecting a similar amount in 2015.  The BMW 
i3 and i8 PHEVs are also approaching a global production level of 30,000 units per year. 

There is also evidence that actual battery pack costs experienced by some manufacturers are 
already lower than the agencies' FRM estimates, at a much lower production volume than 
450,000.  As discussed in more detail below, General Motors has cited its rapidly falling battery 
cell costs from supplier LG Chem as evidence of their being "able to achieve lower costs earlier 
with much less capital and volume dependency" than presumably had been expected.  The cell-
level costs cited by GM for the Chevy Bolt are lower than the BEV pack costs projected by the 
agencies in 2012.  Because it appears to suggest a currently contracted price applicable at the 
very beginning of the Bolt product cycle, it therefore is likely to be based on an annual 
production level of far less than 450,000 packs.  Production of the 2017 Bolt has been 
characterized as capable of serving a demand of around 50,000 units per year.320   

The way the agencies apply the BatPaC-generated costs also treats them conservatively.  
Although the cost estimates generated by BatPaC are intended by its authors to represent 
technology being used in the year 2020, the agencies assign these costs to the year 2025 when 
applying reverse-learning to generate year-by-year cost estimates for earlier years.  Although this 
was a practical choice in order to cover the full time frame of the standards which run to 2025, it 
has the effect of making the projected costs more conservative by assuming that the technology 
projected by the BatPaC authors will not take effect for an additional five years. 

Consolidation among battery cell suppliers may also improve the ability for individual 
suppliers to begin approaching the production volumes assumed in the analysis.  Since the FRM, 
there has been significant consolidation among battery manufacturers.321,322,323  For example, 
A123 Systems, which at one time competed against LG Chem to supply battery cells for the 
Chevy Volt and was later chosen to supply the Fisker Karma and Chevy Spark, filed for 
bankruptcy in late 2012 and was sold to Chinese auto supplier Wanxiang in 2013.324  Wanxiang 
has since refocused A123's efforts toward smaller HEV and stop-start batteries as well as grid 
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storage. Johnson Controls, which was ranked in second place as an industry leader by one 
analysis firm in 2013,323 also has refocused its effort on smaller batteries.  As of late 2015, three 
xEV cell suppliers appear to have been particularly successful at developing OEM partnerships: 
LG Chem, Panasonic, and Samsung SDI.325  LG Chem has grown its customer list to include not 
only GM but also Renault, Volvo, Daimler, Volkswagen, Audi, and Tesla.326  Panasonic is also a 
dominant player through its ongoing partnership with Tesla, as well as supplying smaller 
contracts with Ford and Volkswagen. Samsung SDI is a supplier to BMW and in 2015 
announced plans to acquire the battery division of Magna International.327  Nissan's joint-venture 
arm Automotive Energy Supply Corporation (AESC) is also an important player through its 
battery production for Nissan and Renault vehicles, including the Nissan Leaf.  In 2015 it was 
reported that Nissan is also considering a partnership with LG Chem for its future BEV 
batteries.328  Even Tesla, which has long-term plans to source cells from its so-called 
Gigafactory, is said to be investigating the possibility of sourcing cells from other leading 
suppliers in order to meet expected demand for the Model 3 in a timely manner.329  

For the reasons discussed above, and in view of the evaluation of 2012 FRM battery cost 
projections (described in Section 5.2.4.4.9 below), EPA believes that an assumed manufacturing 
volume of 450,000 was appropriate as a BatPaC input for the purpose of generating battery pack 
cost estimates for the 2012 FRM analysis.  

5.2.4.4.8 Potential Impact of Lithium Demand on Battery Cost 

Controversy has periodically arisen about the adequacy of known lithium reserves to service 
the potential demand generated by the electrified vehicle industry.  However, lithium appears to 
be plentiful enough at this time to suggest that its availability will not be a constraint in the near 
term.330,331  

At circa-2010 prices, the cost of lithium content was said to be only about 1 percent of total 
material cost at the battery pack level331 or perhaps 2 percent at the cell level.332 Lithium 
comprises a similar percentage by mass, and at time of manufacture resides primarily as ions in 
the cathode active material and the electrolyte solution.   

Lithium used in cell manufacturing is most commonly sourced as lithium carbonate.333 
Lithium carbonate is primarily recovered from ancient continental brines underlying salt lake 
deposits.  These are widespread in the southern Andes (primarily Bolivia, Argentina, Chile) and 
western China and Tibet, with deposits identified in the southwest United States as well.  
Lithium may also be recovered from some oilfield brines in the western U.S.  Because industrial 
applications for lithium were relatively few and scattered prior to its use in batteries, known 
reserves may not be as well enumerated as for other commodities, and may have potential to 
increase as demand increases and previously unidentified or unexploited sources are recognized. 

Recently, concerns about lithium prices have been renewed by a significant increase in the 
price of lithium, thought to be resulting in part from increased demand for use in electrified 
vehicles.334  Pressure also appears to be increasing on manufacturers to secure lithium sources 
that will be needed to supply increased production capacity.335  A study released by Carnegie-
Mellon University in May 2016336 addressed this issue directly by examining the sensitivity of 
battery cell manufacturing cost to the price of lithium carbonate and lithium hydroxide.  The 
study concluded that the effect on battery pricing would be minimal (never more than 10 
percent) even for the most extreme lithium price fluctuations considered (about four times the 
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historical average).  The researchers also suggested that the primary difficulty imposed by such 
fluctuations would be felt by cell manufacturers in maintaining profit margins, rather than by 
vehicle manufacturers or consumers. 

5.2.4.4.9 Evaluation of 2012 FRM Battery Cost Projections 

In the 2012 FRM, the agencies adopted a bottom-up, bill-of-materials approach to projecting 
the future DMC of xEV batteries by using the ANL BatPaC battery cost model.137  As discussed 
in the Technical Support Document (TSD)136 accompanying the 2012 FRM, battery pack costs 
projected by this model were shown to compare favorably with cost projections provided by 
suppliers and OEMs that were interviewed during development of the rule.  In the 2015 NAS 
report (Finding 4.4, p. 4-43), the committee found that "the battery cost estimates used by the 
agencies are broadly accurate," providing further support for the use of this model. 

At the time of the FRM, few public sources were available to further validate these 
projections.  Since that time, several sources have emerged that provide additional information 
on the evolution of battery costs since the FRM and potential future trends.  

In 2015, a peer-reviewed journal article (Nykvist and Nilsson, 2015) appeared that provides a 
comprehensive review of over 80 public sources of battery cost projections for BEVs.142  Based 
on a statistical analysis of these estimates, it was shown that industry cost estimates for lithium-
ion batteries for BEVs have declined 14 percent annually between 2007 and 2014, and that pack 
costs applicable to leading BEV manufacturers have followed a cost reduction curve of about 8 
percent per year, with a learning rate of between 6 percent and 9 percent.  The authors concluded 
that the battery costs experienced by market leading OEMs are significantly lower than 
previously predicted, and that battery costs may be expected to continue declining. 

Figure 5.37 compares the full population of cost estimates reviewed by Nykvist and Nilsson 
to the battery pack cost projections of the 2012 FRM analysis.  Because BatPaC does not 
produce cost estimates for multiple years, the 2012 FRM analysis applied a learning curve to 
generate costs for the years 2017 through 2025, with BatPaC output costs assigned to the year 
2025. The learning-adjusted FRM costs shown in the figure include those for PHEV40, EV75, 
EV100 and EV150, which have relatively large capacities similar to those likely included in the 
review.  The plot shows that the battery costs projected in the 2012 FRM fit well with the 
reviewed estimates, and lie on a similar cost reduction curve.  
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Figure 5.37  Comparison of 2012 FRM Projected Battery Cost Per kWh to Estimates Reviewed by Nykvist & 
Nilsson 

Cost estimates and projections are most useful when they can be validated by comparison to 
actual costs. Unfortunately, information about actual battery costs paid by manufacturers for 
production vehicles is rarely disclosed publicly.  However, in October 2015, General Motors 
publicly commented on its battery costs for the Chevy Bolt EV, providing an opportunity to 
evaluate the FRM projections of BEV battery costs.  

At the General Motors Global Business Conference on Oct. 1, General Motors described to an 
investor audience its current and projected cost per kWh (on a cell basis) for battery cells for the 
Chevy Bolt EV.  Citing partnership with cell manufacturer LG Chem, Executive Vice President 
of Global Product Development Mark Reuss stated, "When we launch the Bolt, we will have a 
cost per kWh of $145, and eventually we will get our cost down to about $100.  We believe we 
will have the lowest cell cost with much less capital and volume dependency."337  An 
accompanying chart shows the $145 cost continuing to 2019, dropping to $120 per kWh in 2020 
and to $100 per kWh in 2022.338,339  

It is important to note that the costs described above are cell-level costs and not pack-level 
costs.  To compare them to the pack-level costs projected by the agencies requires converting 
them to that basis using an appropriate methodology.  Also, although the context of the 
announcement suggests that the costs are comparable to a direct manufacturing cost, their exact 
basis is unknown. Although these factors introduce some uncertainty in comparing the 
announced costs to the FRM projections, a qualified comparison is possible. 

Several sources exist that suggest a cost conversion factor from cell-level costs to pack-level 
costs for lithium-ion batteries.340,269,248,341,342,343  These are summarized in Table 5.6. Most of 
these sources suggest a conversion factor of about 1.25 to 1.4 may be appropriate.  

Table 5.6 also shows two estimates derived from the ANL BatPaC model for a liquid-cooled 
BEV-sized pack at a production volume of 50,000 to 100,000.  Outputs from this model suggest 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-124 

that the ratio of pack-level cost to cell-level cost for the pack format modeled by BatPaC may 
range from about 1.5 for a 16 kWh pack to about 1.3 for a 32 kWh pack, and continuing to 
decrease for larger pack capacities. 

Table 5.6  Examples of Conversion Factors for Cell Costs to Pack Costs 

Source Low High 

Kalhammer et al.340 1.24 1.4 

Element Energy269 1.6 1.85 

Konekamp248 1.29BB 

USABC341 1.25CC 

Tataria/Lopez342 1.26DD 

Keller343 1.2EE 

BatPaC, 16 kWh 1.5 

BatPaC, 32 kWh 1.3 

 

On the basis of the BatPaC-derived ratios of 1.3 to 1.5, the 2015-2019 cell-level figure of 
$145 per kWh would translate to approximately $190 to $220 per kWh on a pack level.  The 
future projections of $120 and $100 per cell kWh in 2020 and 2022 would translate to 
approximately $156-$180 per kWh and $130-$150 per kWh at the pack level, respectively.  

On this pack-converted basis the GM cell costs agree well with the BatPaC cost projections 
that the 2012 FRM analysis applied to 2025. Table 5.7 summarizes the estimated pack-level 
equivalents of the cell costs disclosed by GM and compares them to the EV150 pack-level 
BatPaC output costs of the FRM analysis.  The pack-converted GM projection for 2020, at $156-
$180 per kWh, compares well to the FRM BatPaC output costs for EV150FF for 2025, which 
ranged from $160 to $175 per kWh (at 450,000 units annual volume).  The pack-converted GM 
projection for 2022 at $130-$150 per kWh is significantly lower than the agencies' projection for 
2025.  This suggests that the 2012 FRM cost projections, at least for EV150, may have been 
quite conservative. 

Table 5.7  Comparison of GM/LGChem Pack-Converted Cell Costs to FRM EV150 Pack Cost 

  Pack Cost/kWh (2015$) 

Source of Estimate Year Applicable Low High 

EV150 in FRM 2025 $160 $175 

GM/LG Global Business Conference 2015-2019 $190 $220 

2020 $156 $180 

2022 $130 $150 

Figure 5.38 compares the pack-converted GM costs to the year-by-year learning-adjusted 
costs used in the 2012 FRM for Small, Standard, and Large Car EV150.  It can be seen that the 

                                                 
BB Cell cost = 620 Euros*16 modules = 9,920 Euros; pack cost = 12,800 Euros; 12,800/9,920 = 1.29.  
CC USABC 2020 goals for advanced EV batteries cite a cost of $125/kWh at pack level and $100/kWh at cell level = 

1.25. 
DD For a 40 kWh pack, cell costs estimated at $258/kWh; pack-related costs at $2,626, or $66 per kWh; 

(258+66)/258 = 1.26. 
EE Cites one goal of 21st Century Truck Partnership as "Cost of overall battery pack should not exceed cost of the 

cells by more than 20% by 2016" (slide 6). 
FF The Chevy Bolt is anticipated to offer a 200-mile driving range, potentially comparable to the real-world 150-mile 

range of the EV150 that the agencies modeled in the FRM. 
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range of the pack-converted GM costs is lower than the costs predicted by the 2012 FRM 
analysis. 

 

Figure 5.38  Comparison of Estimated GM/LG Pack-Level Costs to 2012 FRM Estimates for EV150 

At the time of the FRM, the agencies' battery cost estimates appeared to be lower than costs 
being reported by many suppliers and OEMs at the time, and also lower than some independent 
estimates said to be applicable to the time frame of the rule.  The agencies chose to place 
confidence in the peer-reviewed ANL BatPaC model due to its rigorous, bottom-up approach to 
battery pack costing, and the expertise of leading battery research scientists that contributed to its 
development.  The comparisons described above suggest that this approach was effective and 
may in fact have been conservative not only with respect to characterizing the pace of reductions 
in battery cost that have taken place in the time since the FRM but also to projecting future costs 
for the 2020-2025 time frame.  Up to and including the development of this Draft TAR analysis, 
the agencies have continued to invest significant resources into understanding developments and 
emerging trends in battery technologies so that these critically important projections of xEV 
battery cost may be as reliable as possible. 

While other public examples of battery costs to manufacturers remain elusive, several 
suppliers and manufacturers have made battery-related product announcements since the FRM.  
Some of these include information suggestive of battery costs or pricing.  Some manufacturers 
have published pricing for battery replacement parts or upgrades available to authorized service 
providers.  Others have offered different options, such as battery size or purchase method, the 
relative pricing of which may suggest a relationship to battery cost.  Finally, stand-alone non-
automotive Li-ion battery packs are beginning to become available to end users and their pricing 
may be informative.  While the agencies recognize that the pricing of these early-stage product 
offerings may be subsidized by their manufacturers for competitive and marketing reasons, these 
announcements may still be relevant to understanding the evolution of battery pack costs as these 
products increase their presence in the market. 
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In 2013-2014, Tesla Motors offered the Model S in two battery pack sizes, 60 kWh and 85 
kWh, at retail prices of around $69,900 and $79,900, respectively.  Assuming no content 
difference between the two versions, the retail price differential would suggest a battery cost of 
$10,000 / 25 kWh = $400/kWh.  An alternate analysis presented by Nykvist et al.344 subtracts the 
estimated value of added content found in the 85 kWh version (Supercharger, premium tires, and 
associated markup), resulting in a net price difference of $8,500 or $340 per kWh. 

In July 2014, Nissan announced the replacement cost of a 24-kWh battery for the Nissan Leaf 
at $5499 with core return, which amounts to about $229/kWh net.  Although Nissan requires 
return of the original battery (core), a $1000 credit is then applied for the core, suggesting a full 
retail price of $6499, or $271/kWh.345,346,347  Later the same month, Nissan followed up by 
pointing out that the quoted price is in fact subsidized by Nissan, although they declined to report 
the amount of subsidy or the actual manufacturing cost.348  Nissan does not allow purchase of the 
battery except as a Leaf battery replacement.  

In 2015, an independent vendor of OEM parts listed the 2011 Chevy Volt battery pack at 
$10,208 list price, discounted to $7,228, with no mention of core exchange.  Assuming a 16 kWh 
capacity, these prices would value the battery at $638/kWh and $452/kWh, respectively.  
Although the product was listed and priced by the vendor, it was on restriction from ordering for 
reasons that remain unclear.349,350 

In January 2015, it was reported that the MSRP for a BMW i3 battery pack module was listed 
at $1,805.89, each module being 2.7 kWh (21.6 kWh total divided by 8 modules).  This module 
price would equate to $669/kWh.  A specific dealer was reported to be offering the module at a 
price of $1715.60, or $635/kWh.351 

In September 2015, Tesla announced the price for a range-increasing battery pack upgrade for 
the Tesla Roadster at $29,000, including installation and logistics.  Tesla indicated that the 
quoted price is meant to be equal to Tesla's expected cost in providing the pack, and disclaimed 
any intention to make a profit.  Tesla also indicated that the price per kWh is higher than for a 
Model S battery due to the low volume production expected for the Roadster upgrade pack (only 
approximately 2,500 Roadsters were produced).  Tesla did not list the kWh capacity of the 
upgrade pack, but describes it as having approximately 40 percent more energy capacity than the 
original Roadster pack, which is commonly listed as 56 kWh.  This suggests that Tesla's cost for 
low volume production of this pack is around $29,000/(56*1.4) = $370 per kWh.352  In October 
2015, Tesla further announced that the Roadster upgrade packs would be provided through a 
partnership with LG Chem.353  This suggests that the price of the pack may not reflect 
anticipated savings from the Panasonic-Tesla "Gigafactory" partnership. 

In August 2013, the Smart ED was offered with a 17.6 kWh battery, with the option to either 
purchase the battery with the car, or lease it separately.  The vehicle price was $5,010 lower 
without the battery when the battery was leased at a price of $80/mo.  If the $5,010 differential 
was taken to represent the incremental cost of the battery, it would value the battery at 
$285/kWh.  Of course, the present value of the lease payments would also contribute value to the 
transaction, and it is possible that marketing considerations could also be represented in the 
pricing.354,355,356 

In September 2015, Nissan announced pricing in the UK for the 2016 Nissan Leaf. In a press 
release from Nissan, equivalent versions of the Leaf having a 30 kWh pack instead of a 24 kWh 
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pack were priced at a difference of 1,600 British pounds.  This would amount to approximately 
267 British pounds per kWh, or U.S. $411 per kWh (assuming an exchange rate of 1.54 U.S. 
dollars per pound).  It should be noted, however, that although the two versions of the pack 
appear to be designed to install into the same footprint and volume, any cost comparison is 
potentially complicated by differences in chemistry and construction of the two versions.357 

In 2014, Tesla Motors began construction of a so-called "Gigafactory" in Nevada in 
partnership with Panasonic.  This factory is commonly cited by Tesla as enabling a potential 30 
percent reduction in battery pack costs from the levels Tesla currently pays.  According to one 
analysis,358 Tesla's current cost is estimated at about $274 per kWh.  A 30 percent reduction on 
that figure would bring costs to about $192 per kWh.  

In April 2015, Tesla announced a home battery pack product called Powerwall, pricing a 7 
kWh version at $3,000 ($428/kWh) and a 10 kWh version at $3,500 ($350/kWh).  Although 
designed for stationary home use, the pack design bears similarities to automotive packs, being 
liquid-cooled and using similar chemistries.  The 7 kWh version employs NMC chemistry 
similar to many production BEVs, while the 10 kWh version employs the NCA chemistry like 
the Tesla Model S.  Tesla also announced a similar product called Powerpack for commercial 
use. Powerpack was said to be priced at $25,000 for 100 kWh capacity, or $250/kWh.  These 
products are expected to take advantage of much of the cell output of the Gigafactory, suggesting 
that these products may be priced in anticipation of the cost reductions it is expected to achieve.  
Table 5.8 summarizes the estimated cost or pricing information derived from the foregoing 
examples. 

Table 5.8  Summary of Published Evidence of Battery Pack Cost and Pricing 

  Pack Cost or Price 
per kWh 

Source of Evidence Year Applicable High Low 

Tesla Model S 60 kWh vs 85 kWh comparison 2013-2014 $340 $400 

Nissan 24 kWh replacement pricing 2015 $229 $271 

Vendor pricing for 2011 Volt pack 2015 $432 $638 

Dealer pricing for BMW i3 module 2015 $635 $669 

Tesla Roadster upgrade pricing 2015 $370 

Smart ED lease vs buy pricing 2013 $285 

Nissan UK price differential 30 kWh vs 24 kWh 2015 $411 

Tesla Lux Research estimate 2014 $274 

Tesla Lux Research estimate modified by Gigafactory 2017 $192 

Tesla Powerwall 2015-2016 $350 $428 

Tesla Powerpack 2015-2016 $250 

 

It is important to remember that the figures derived from these examples should be interpreted 
with caution.  The agencies' cost projections represent direct manufacturing costs and not retail 
pricing.  Also, as previously noted, retail pricing of these early-stage product offerings may be 
subsidized by their manufacturers and may reflect competitive and marketing considerations that 
further obscure their true manufacturing cost.  Furthermore, some of the estimates are derived 
from full-product comparisons that may or may not accurately represent the battery portion of 
the comparison.  It should also be noted that the examples presented here represent current 
pricing, while the FRM applies its BatPaC cost projections to the year 2025. 
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On the other hand, the existence of these examples shows that the industry has progressed 
considerably since the FRM, when such examples were almost entirely unknown.  The 
identification and packaging of specific battery products for upgrade, replacement or standalone 
use is a significant development and suggests that the industry is continuing to gain in maturity 
and is growing along multiple paths.  The establishment of MSRPs for many of these products 
also suggests that manufacturers are beginning to gain confidence in their understanding of the 
cost structure of battery products.  The examples and estimates derived from this analysis, even 
if approximate, can serve to ground the various cost estimates and projections that have 
previously been the primary source of battery costing information (and will continue to play an 
important role going forward). 

5.2.4.5 Fuel Cell Electric Vehicles 

5.2.4.5.1 Introduction to FCEVs 

Fuel Cell Electric Vehicles (FCEVs) are another potential technology option for 
implementing electrified drive to achieve zero tailpipe emissions, like the BEV technology 
presented in Section 5.2.4.3.5. Like BEVs, FCEVs use electricity to turn electric motors onboard 
the vehicle that provide the motive power for driving. However, unlike a BEV, the FCEV also 
produces this power onboard. It achieves this by harnessing the energy produced in an 
electrochemical reaction that combines hydrogen and oxygen to form water. This process occurs 
within the fuel cell itself, a device that shares a basic structure with batteries; namely, it consists 
primarily of an anode, a dividing electrolyte, and a cathode. Hydrogen from an onboard tank 
enters the fuel cell’s anode and is separated into its constituent electron and proton. The electron 
is directed to an external circuit, where it ultimately provides power to the electric motors driving 
the wheels. The proton is transferred across the fuel cell’s electrolyte membrane to the cathode, 
where it combines with oxygen from air entering the cathode and electrons returning from the 
external circuit to form water. Thus, the basic reaction in the fuel cell is H2 + ½O2 →H2O, with 
usable electric power (and some amount of heat) produced in the process. 

State and national policies have increasingly adopted the perspective that FCEV and BEV 
technologies will be complementary vehicle technologies that will likely both be needed in order 
to achieve long-term GHG reduction goals. Well-to-wheel GHG emissions for FCEVs and BEVs 
vary depending on the method of production for their various fuels (electricity for BEVs and 
hydrogen for FCEVs), but both technologies hold promise for significant reduction below 
current and projected future ICE vehicle GHG emission rates (see Chapter 9, Infrastructure 
Assessment for a more complete presentation of GHG emissions from hydrogen production). 
Hydrogen energy storage, the conversion of electrical energy into hydrogen gas through the 
process of electrolysis, has recently gained significant attention for its potential to enable 
increased renewable penetration in the electric grid, thus potentially playing a significant role in 
decarbonizing multiple industries in the full US energy system. Although there is potential for 
FCEVs to play a significant role in reducing GHG emissions, the technology is still relatively 
new (the first mass-produced vehicles entered the market in 2014) and costs have historically 
been higher than other options. For this reason, FCEVs were not included in the projections of 
the future vehicle fleet in the 2012 FRM. 

The 2010 Technical Assessment Report (TAR) covered developments and state-of-the-art 
technology for the FCEV at the time. Since then, researchers and developers in government, 
academia, and industry have continued to advance the technology’s performance capability and 
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cost-competitiveness. This has enabled a transition in recent years away from a pre-commercial 
technology demonstration phase to the early phases of full commercial product introductions. 
Additionally, the year 2015 was a critical year in meeting national goals for the development of 
FCEV technology advancement and commercial deployment. The year has long been an 
aspirational goalpost, as captured in the Energy Policy Act of 2005.359 

“To enable a commitment by automakers no later than year 2015 to offer safe, affordable, and 
technically viable hydrogen fuel cell vehicles in the mass consumer market.” 

“…to enable a commitment not later than 2015 that will lead to infrastructure by 2020 that 
will provide— (A) safe and convenient refueling; (B) improved overall efficiency; (C) 
widespread availability of hydrogen from domestic energy sources…” 

The above provisions in the Act directly applied to the US Department of Energy (DOE), but 
have in actuality enlisted active participation by auto manufacturers, state and federal 
governments, national labs, academic researchers, fuel and energy firms, engineering firms and 
consultants, hydrogen production and distribution companies, public-private partnerships, and an 
array of other industry participants. Based on these requirements, the Department of Energy has 
long set cost and performance targets for FCEVs, hydrogen storage, and hydrogen fueling 
technologies, and adjusted these goals in accordance with developments in the state-of-the-art 
technology. 

At the time of the 2010 TAR, the FCEVs that were on the road were part of auto 
manufacturers’ research and demonstration programs. Although many of these cars were 
operated by private lessees, the models were not fully commercial products and the release of the 
vehicles was much more carefully managed than full commercial sales. As of 2015, a great deal 
of progress has been made towards the commercialization goals and the directives of the Act. 
Two auto manufacturers, Hyundai and Toyota, have begun selling and/or leasing FCEVs directly 
to the mass market. The first Hyundai Tucson Fuel Cell Crossover vehicles were delivered to 
customers in June 2014360 and the first Toyota Mirai sedans began delivery in October of 
2015.361 Other auto manufacturers have announced imminent plans for release of their own 
mass-market, mass-produced FCEVs; Honda has made indications that it will be the next auto 
manufacturer to bring a vehicle to market with its Clarity Fuel Cell expected sometime in 
2016.362 

Commercial releases of mass-produced FCEVs intrinsically rely on the availability of a retail 
hydrogen fueling network to support the needs of the FCEV drivers. California has had the 
longest experience with deploying and operating fueling stations. However, at the time of the 
2010 TAR, the network in California included only a handful of stations with public access, and 
these stations were primarily research and/or technology demonstration stations. Many retail 
features were not included in these early stations. Recent progress in the development of station 
technology and deployment has moved infrastructure development in California towards retail 
service stations. The recent commercial vehicle releases have been well-timed to the 
development of this retail fueling infrastructure network; in California there is now a network of 
51 stations currently funded and in development, with continued annual State funding expected 
beyond 2020.363 For a more complete review of the status of hydrogen fueling infrastructure 
development, see Chapter 9, Infrastructure Assessment.    
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Challenges remain in FCEV and fueling station technology and implementation, but progress 
since the agencies reported in the 2010 TAR has helped the industry mature out of a pre-
commercial and demonstration phase into the first stages of the retail, mass-market phase. Many 
of the previous targets have been met or exceeded and new targets, tied to production volumes 
rather than specific timeframes, are now in place at the Department of Energy. These 
developments have also allowed an escalation of the industry-wide dialogue of plans for 
deployments and development nationwide, as opposed to the singular focus that has historically 
been placed on the demonstration and nascent pre-commercial market in California alone. Cost 
remains one of the major challenges for both the vehicles and fueling infrastructure. Federal and 
State financial incentive programs are currently in place to help meet the cost challenge, and it is 
likely that these incentives will need to remain and expand as the commercial market develops, 
similar to the national experience with BEVs. 

5.2.4.5.2 FCEV Cost Estimation 

Since FCEVs are electric-drive vehicles, they share many of the same types of components as 
hybrid vehicles and full BEVs. In fact, it is anticipated that auto manufacturers that choose to 
pursue multiple drive train technologies among these three options may implement similar, if not 
exactly the same, components whenever possible among HEV, BEV, and FCEVs in order to take 
advantage of manufacturing efficiencies and benefits of scale in the supply chain. However, 
there are three main subsystems that the FCEV does not share with other vehicles: the fuel cell 
stack, air and fuel delivery sub-systems, and the hydrogen storage system. Although exact direct 
manufacturing costs for individual auto manufacturers’ designs are proprietary information, the 
Department of Energy has for a number of years supported work estimating the direct 
manufacturing costs of these components. This work was cited in the 2010 TAR, published 
through Directed Technologies, Inc.364  Since that time, Directed Technologies has been acquired 
by Strategic Analysis, Inc. (SA), who continues to publish annual updates to their estimates. 
These estimates are a critical resource in estimating the potential costs of FCEVs, much in the 
way that BatPaC is used to estimate the direct manufacturing costs of xEV batteries for the 
purposes of the Draft TAR. In order to complete its analyses, SA adopts a Design for 
Manufacturing and Assembly (DFMAGG) analysis method that captures optimized material and 
processing costs at varying production rates.  

                                                 
GG DFMA is a registered trademark of Boothroyd Dewhurst Incorporated. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-131 

 

Note:  DOE has since published an updated estimate for 2015 of $53/kW at 500k Sys/Year. 
 

Figure 5.39  Projection of Potential Cost Reductions for Fuel Cell System365 

5.2.4.5.2.1 Fuel Cell System Cost 

The SA estimates allow the DOE to measure progress towards its cost reduction goals and 
provide open and public analysis of the costs of materials and manufacturing processes for fuel 
cell stacks, hydrogen storage tanks, and related balance of plant. The analyses provide detailed 
information on the individual processes for nearly all components and estimated costs for 
conventional and demonstration technologies. The 2014 analysis366 and 2015 update367 estimated 
that current fuel cell system technologies, at high production volumes for a representative 80 kW 
net power FCEV would cost $55/kW (not including the hydrogen storage system). With 
advances currently available or anticipated in the near-term, the cost can be potentially reduced 
to $40/kW, meeting the DOE 2020 system cost target, which is based on achieving cost-parity 
between FCEVs and hybrid vehicles.368,369,370 Note:  DOE has since published an updated 
estimate for 2015 of $53/kW at 500k Sys/Year. 

 

Figure 5.39  Figure 5.39 provides an overview of the current system estimate and possible 
steps to achieve the prospective lower-cost system.  The steps shown in the figure should not be 
interpreted as the only or even the ideal route to a lower cost system; rather, it is a sample 
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pathway for future development and other improvements may provide at least the same 
improvement in cost.  Figure 5.40 provides a breakdown of contributions to cost from raw 
materials and individual manufacturing steps in the production of the catalyst, one of the most 
expensive components of the fuel cell stack. The differing responses of each material and 
process to increased volume production are apparent in the example.   

 

 
Figure 5.40  Cost Break-Down for Catalyst in an 80kw Fuel Cell System at 1,000 And 500,000 System Annual 

Production Rates371 

In addition to the detailed DFMA analysis, SA provided a simplified model of total fuel cell 
system cost in its 2014 report, based on system design and operational parameters that could be 
readily determined by a fuel cell system engineer.372 The simplified cost model was broken down 
into fuel cell stack, thermal management system, humidification management system, air 
management system, fuel management system, and balance of plant contributions to total cost 
(hydrogen storage costs are treated in a separate simplified model, discussed below). Combined, 
the simplified system’s costs require the specification of 14 individual parameters. Baseline 
values for these parameters that match the cost estimate for SA’s 80kW representative system 
can all be interpreted from the data within the report. However, there are certain details of the 
80kW system that do not match well with systems in FCEVs currently available or anticipated in 
the next few years. Of particular note is the system net power; FCEVs coming to market are 
nearly uniform in providing a system with 100kW net power. 

To evaluate incremental costs for FCEV systems in this Draft TAR, CARB performed a study 
of FCEV system costs based on the simplified cost model from SA with scaling and re-
parameterization in order to generate cost estimates for a 100kW net power system. First, a linear 
scaling relationship was assumed between net power and many of the 14 variables in the 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-133 

simplified cost model. For example, cell active area was one of the variables assumed to scale 
with power; however, neither the unit cost of platinum nor the peak air pressure in the system 
was assumed to scale with power. Fuel cell system costs were then calculated for varying net 
power and system production volumes (the effect of which was modeled after the trend between 
the cost and production volume for the 80kW system presented in the SA report). System cost 
was then parameterized according to best-fit relationships with production volume and net power 
assumed as independent variables, the contributions of which were multiplicative. It was found 
that a curve based on a power law relationship best fit the variation in system cost with respect to 
production volume and an exponential curve best fit the variation with respect to system power. 
It should be noted that these were derived from a parametric examination for best fit; no 
underlying mechanism was assumed to lead to these relationships. Thus, system cost was 
described in the form: 

Equation 1. Fuel Cell System Cost 

𝐹𝑢𝑒𝑙 𝐶𝑒𝑙𝑙 𝑆𝑦𝑠𝑡𝑒𝑚 𝐶𝑜𝑠𝑡 = 𝐴 ∗  𝑉𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
𝐵 ∗ exp (𝐶 ∗ 𝑃𝑁𝑒𝑡) 

Where A, B, and C are best-fit coefficients, with A, C > 0, B < 0, and VProduction is the annual 
production rate, and PNet is the system net power.  

Figure 5.41 shows steps of the re-parameterization process, including the variation in system 
cost according to annual production rate at various system net powers, the complementary 
parameterization (variation in system cost according to system net power at various annual 
production rates), and the surface of projected costs accounting for both variations. Note that 
these costs are only for the power-producing fuel cell system and its balance of plant 
components; these costs do not include the hydrogen storage tank(s) and its balance of plant. Due 
to the use of curve-fitting in the process (A = 70497.1, B = -0.26055, and C = 0.0056), there is 
some deviation for a specific system from the re-parameterization when compared to the original 
SA data. However, for an 80kW system at 100,000 systems per year, the deviation is less than 5 
percent. Additionally, the results demonstrate the need to re-parameterize the system costs in 
order to be more in-line with technology seen in today’s on-the-road FCEVs. For example, at 
100,000 systems per year, an 80kW system is projected by this analysis to cost approximately 
$5,500; a 100kW system would cost approximately $6,200. 
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Figure 5.41  Parameterization of SA Fuel Cell System Cost Analysis (Not Including Storage Tanks) 
According To Production Volume and System Net Power 
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Figure 5.42  Projection of Potential Cost Reductions for 700 Bar Compressed Hydrogen Storage Tank 
System373 

5.2.4.5.2.2 Hydrogen Storage Cost 

SA also performs a complementary analysis of the costs for the on-board hydrogen storage 
system and balance of plant. Like the fuel cell system analysis, SA performs a fully detailed 
analysis of the predominant or conventional technology and provides estimates for emerging or 
new technologies and compares the costs to DOE goals. As of 2014, SA estimates that 700 bar 
compressed gaseous storage vessels made from carbon fiber-wrapped polymer cost $16.76/kWh 
(approximately $660/kg storage capacity).374 With available or emerging technology 
improvements, the cost could be reduced to $12.99/kWh (approximately $510/kg). This cost is 
above the DOE 2020 target375, but is noteworthy for representing a reduction greater than the 
DOE’s hydrogen storage program’s midterm milestone of 15 percent reduction from the 2013 
cost estimate. The columns of incremental cost reduction in Figure 5.42 outline the technological 
advances that may make this lower cost system possible.  

In addition to the DFMA analysis reported, SA has developed draft simplified cost models for 
the hydrogen storage tank and storage balance of plant costs, parameterized according to the tank 
volume and pressure (for tank costs) and the number of tanks (for storage system balance of 
plant costs).  SA has shared these simplified cost models (for 10k, 200k, and 500k system annual 
production rates) with CARB.376  

5.2.4.5.2.3 Combined Fuel Cell and Hydrogen Storage Systems Cost 

The cost models for fuel cell and hydrogen storage systems were combined for a FCEV 
system cost model.  CARB adopted the point estimates from the SA work directly and assuming 
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piecewise linear fits between estimates for the 10k to 200k and 200k to 500k portions of the cost 
curves, separately. CARB then performed a parametric analysis for FCEV costs (stack, tank, and 
their respective balance of plants) of possible systems within the SA model domain for net 
power, production volume, number of tanks, and total kg storage to investigate the possible 
range of costs across the design space available to FCEV system engineers.  The ranges for all 
variables are provided in the “All Possible Designs” column of Table 5.9. 

Table 5.9  FCEV System and Production Rate Input Parameters for Assessment of Potential Costs For 
CARB-Modified SA Simplified Cost Models 

  All Possible Designs TAR Representative Designs 

Parameter Minimum Maximum Minimum Maximum 

System Net Power (kW) 60 120 100 100 

Annual Production Volume (1000s/year) 1 500 3 50 

Number of Tanks 1 4 1 2 

Total Storage (kg) 0.4 11 4 5 

 

Ranges for some of the variables specified in Table 5.9 are wider than realistically expected 
for production vehicles; however, the wider ranges provide a fuller perspective of the potential 
sensitivity of total FCEV costs. Calculated full FCEV system cost ranges and average values 
(incorporating the fuel stack costs shown in Figure 5.41 and the SA-provided tank and tank BOP 
costs) are provided in Figure 5.43 as a function of annual production rate.  The costs shown are 
indicative of a system with 2014 technology; the range of production volumes are similar to 
today’s volumes on the lower end and on the high end may be greater than volumes expected in 
2025 (as will be discussed further below).  As in the SA estimates, there is a strong dependency 
of total system cost on the annual production volume.  Additionally, there is a fairly significant 
difference between the cost estimates of the most and least expensive vehicle designs; at all 
production rates, the most expensive system design costs approximately 30 percent more than the 
least expensive option.  However, the distribution of prices at a given production rate was also 
more heavily weighted towards the higher costs, given that the mean was consistently closer to 
the maximum rather than the minimum (though this association decreased with increasing 
system production volume).  
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Figure 5.43  Combined Fuel Cell and Tank System Cost Estimates across Design Space of All Possible 
Systems within Domain of SA Simplified Cost Models 

 

Although the values presented in Figure 5.43 are useful for understanding the potential 
sensitivities in FCEV system cost to system design parameters and production rates, the 
estimates are not quite representative of vehicles expected in the near term. For example, no 
vehicles are yet designed with storage divided between four cylinders; two tanks is the current 
industry norm.  Inclusion of non-representative system designs may skew the aggregate 
estimates, providing misleading system cost estimates.  Therefore, CARB performed a secondary 
analysis with a narrowed system design space to vehicles more closely matching current 
expectations, as shown in the “TAR Representative Designs” column of Table 5.9. Figure 5.44 
provides the cumulative mean costs from this much narrower set of system designs.  In contrast 
to Figure 5.43, Figure 5.44 does not include the range of values since the variation at a given 
production volume was very small due to the smaller design space.  Additionally, Figure 5.44 
provides individual costs for the tank, tank balance of plant, and fuel cell system (inclusive of 
stack and its balance of plant).  According to the parametric study, fuel cell system plus 
hydrogen storage costs for representative vehicles range from just over $20,000 at 3,000 vehicles 
per year to $6,730 at 500,000 vehicles per year.   

5.2.4.5.2.4 Market Projections 

Multiple projections for regional and global FCEV sales (and by inference production) rates 
have been presented in past literature, including the ORNL377 and NAS378 estimates discussed in 
the 2010 TAR and updated estimates based on continuing work.379,380  However, as the 
commercial launch of vehicles has neared and the potential growth rate in necessary supporting 
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infrastructure has become more apparent, new trends have emerged. In particular, CARB’s 
assessments of projected growth in infrastructure and FCEV population in California (one of the 
larger anticipated early adopter markets) show significant differences from previous in-state 
estimates like those presented in the California Fuel Cell Partnership Roadmap.381,382 

 

Figure 5.44  Mean Costs for All Possible Delineated Systems With Up To Two Tanks, Between 4 and 5 kg 
Onboard Storage, 100kW Net Power, And At Least 3,000 Units per Year 

 

Based on its analysis showing a potential power law growth in the California FCEV stock out 
to 2021, CARB estimated the global early adopter market for FCEVs.  First, the power law 
presented in the report was extrapolated out to 2025 for California. Annual changes in on-the-
road vehicles were then assumed to be roughly equal to new car sales (strictly speaking the 
CARB on-the-road analysis includes vehicle attrition, but at the small volumes for FCEVs the 
absolute number of vehicles leaving the fleet is not very large).  The annual California-specific 
FCEV sales were then compared to total light duty vehicle sales projections in CARB’s 
EMFAC2014383 on-road emissions inventory model. For every year from 2014 to 2025, 
estimates were thus generated for the California FCEV share of new light duty vehicle 
purchases, which grows to approximately 1.7 percent in 2025.  

California, the United Kingdom, Germany, Japan, and Korea are the five main regions that 
FCEV and hydrogen industry stakeholders generally agree are expected to comprise the majority 
of the global early FCEV adopter markets. This market identification is also supported by 
numerous government and industry announcements regarding prospective vehicle launches and 
investments in supporting infrastructure. For the sake of this analysis, CARB assumed that the 
FCEV market share would grow in each of these market areas at the same rate calculated for 
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California. IHS384,385 and ACEA386 data and documentation were relied on to estimate the full 
light duty vehicle sales projections in each region out to 2025. The California-based FCEV 
market share growth curve was then applied to each region’s new vehicle sales projection to 
estimate the global FCEV sales. 

Figure 5.45 shows the CARB-estimated FCEV new vehicle sales in California and globally 
from 2014 to 2025 and the share of total new sales that these FCEV projections represent in 
California and globally. Global estimates are based on the IHS projection of new vehicle sales to 
2021, and then extrapolated linearly from 2022 to 2025. IHS-based data predict global new auto 
sales will increase from approximately 86 million in 2014 to 122 million in 2025.  Over the same 
period, California’s annual FCEV sales are projected to grow from approximately 25387 to nearly 
37,000 in 2025; global FCEV sales will grow to approximately 273,000 in 2025. In 2021, 
California and global annual sales are projected to be 10,000 and nearly 83,000 respectively. As 
a point of comparison, Toyota alone has publicly announced a goal of producing 30,000 FCEVs 
by 2020; with increasing participation from other manufacturers, the projections of 83,000 in the 
same timeframe appear consistent.  Assuming global production volumes for cost estimates, 
using the data shown in Figure 5.44 above, 2021 direct manufacturing costs for FCEV systems 
are projected to be approximately $12,200 which represents a cost in addition to manufacturing 
the remainder of the vehicle and its systems (such as the body, electric motors, battery, etc.; 2025 
FCEV systems are projected to have direct manufacturing costs of approximately $8,000. 

 

Figure 5.45  CARB Estimates Of California and Global FCEV New Vehicle Sales Estimates and Share of 
Total New Vehicle Sales 

 

5.2.4.5.3 FCEV Performance Status and Targets 
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Technological status of FCEV components and systems continue to advance as commercial 
launches begin globally. In the 2010 TAR, then-current technological performance status was 
presented alongside some of the key targets for 2015 technology as defined by DOE. The status 
values from the 2010 TAR are reproduced in the “2010 TAR” column of Table 5.10, alongside 
current status values and current DOE target values. The targets shown in Table 5.10 are those 
most directly affecting FCEV system-wide performance; DOE additionally sets several more 
detailed cost and performance metrics that are not shown.  

As shown in Table 5.10, the 2014 status demonstrates significant progress since the 2010 
TAR. Notably, the previous vehicle range target has been met and exceeded; at the current time, 
there is no updated range target as commercial FCEV range has achieved relative parity with 
conventional vehicles.  Additionally, costs have improved in the intervening years without any 
projected loss in system efficiency or durability.  New targets have been set for fuel cell system 
efficiency, indicating a push to achieve performance even beyond the original program goals and 
maintain the goals’ price and performance parity with future hybrid vehicles.  Note that the 
Ultimate DOE Targets are not strictly defined according to a timeframe; they are goals to be 
achieved in order for full fleet penetration of FCEVs across various manufacturers, models, and 
vehicle classifications. 

Table 5.10  Updated DOE Status and Targets for Automotive Fuel Cell and Onboard Hydrogen Storage 
Systems388,389,390 

   2015 TAR 

 2010 TAR 2014 Status 2020 DOE Target Ultimate DOE Target 

System Efficiency 53-59% 60% 65% 70% 

System Cost $61/kW ($51/kw)i $55/kW ($43/kW)i $40/kW $30/kW 

Fuel Cell System Durability 2,500 hrs 3,900 hrs 5,000 hrs 8,000 hrsiv 

Vehicle Range 254 miles 312 milesii     

H2 Storage Costs $20/kWh $15/kWh ($13/kWh)iii $10/kWh $8/kWh 
Notes: 
(i) 2010 TAR value includes the then-current 2009 reported status and the 2010 update in parentheses. The 2014 
includes the reported current cost status and a potential reduced cost based on available or near-term technologies in 
parentheses.  DOE has additionally reported a 2015 updated estimate of $53/kW. 
(ii) Based on US EPA rating for the 2015 Toyota Mirai.  
(iii) September 2015 DOE records reports $15/kWh; contact at 2015 AMR indicated the potential for reduction to 
$13/kWh in very short term with application of technologies within DOE's funded Program. 
(iv) Based on March 2016 communication from DOE Fuel Cell Technology Office.  

 
The Hyundai Tucson Fuel Cell (known as the ix35 in the global market) became the first 

mass-produced fuel cell vehicle to enter the market,391 indicating the development of 
manufacturing techniques and methods sufficient for full-scale early production volumes. 
Announcements from Honda indicate that it has continued to innovate for its planned vehicle 
release in 2016 by increasing power density more than 60 percent compared to the previously-
released FCX Clarity392 which allows an overall 33 percent reduction in the fuel cell stack 
volume. For the newly released Mirai vehicle, Toyota was able to eliminate the humidifier 
necessary in conventional fuel cell system designs by developing a Membrane Electrode Gas 
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Diffusion Layer Assembly that promotes self-humidification.393  Key to the development was the 
design and implementation of a 3-D Fine Mesh Flow Field on the cathode, and a counter-flow 
field design for hydrogen and coolant on the anode, that promote the necessary exchange of 
reactant gases and product water within the cell and eliminate the need for the external 
humidifier.  Toyota and Honda have also announced that their vehicles will have the ability to 
export power generated by the vehicle’s fuel cell, allowing owners to power their homes when 
grid power may not be available for extended periods of time394,395 and increasing the FCEV 
customer value proposition.  

5.2.4.5.4 Onboard Hydrogen Storage Technology 

Current FCEV designs rely on compressed gaseous hydrogen for onboard storage of the fuel. 
In the past, two pressures had been pursued by the majority of auto manufacturers: 350 bar and 
700 bar (equivalent to 35 MPa and 70 MPa, respectively). As development has progressed, the 
auto industry has predominantly converged on designs for 700 bar storage, as this pressure 
allows for increased FCEV range.  Cost status for onboard storage is presented in Table 5.10. 
Table 5.11 provides further detail of the technical performance status of 700 bar compressed 
hydrogen storage, along with other options and the current 2020 and ultimate targets specified by 
DOE. Although 700 bar compressed storage does not yet meet cost and performance targets, it is 
the most feasible among the options currently being developed and does provide sufficient range 
for vehicles.  However, for many reasons (including system complexity of refueling stations and 
reductions in overall fuel lifecycle efficiencies when compressing to high pressures), there is an 
interest in developing technologies that can achieve the cost and performance targets while 
avoiding some of the challenges of 700 bar compression.  The metal hydride, sorbent, and 
chemical storage methods all show promise for achieving these goals but are much earlier in 
their development and not yet implemented today. 

Table 5.11  Hydrogen Storage Performance and Cost Targets and Status for Various Technologies396 

Storage Technology 
Cost ($/kWh),[$/kg] 

Gravimetric Density (kWh/kg), 
[kgH2/kg system] 

Volumetric Density 
(kWh/L), [kgH2/L] 

2020 DOE Target 10, [333] 1.8, [0.055] 1.3, [0.04] 

Ultimate DOE Target 8, [266] 2.5, [0.075] 2.3, [0.07] 

700 Bar Compressed 15 1.5 0.8 

350 Bar Compressed 13 1.8 0.6 

Metal Hydride 43 0.4 0.4 

Sorbent 15-16 1.2 0.6-0.7 

Chemical 17-22 1.1-1.5 1.2-1.4 

 

5.2.4.5.5 FCEV Commercialization Status 

Currently, three automakers (Hyundai, Toyota, and Honda) have begun to offer fuel cell 
vehicles to the mass consumer market or announced specific near-term plans for market launch. 
Hyundai has offered its Tucson Fuel Cell for lease in select regions of southern California since 
2014. Toyota offers its Mirai sedan in at least eight dealerships across both northern and southern 
California with options for both lease and purchase. Honda has unveiled its production Clarity 
Fuel Cell at the Tokyo Auto Show in October 2015 and announced plans for a 2016 release. 
Other automakers are known to be involved in the development of FCEV technology and 
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expected to be moving towards commercial production, but have not yet made public 
announcements of production models or release dates.  

In addition to the release of the first three mass-market FCEVs, many automakers have made 
public announcements of other activities related to FCEVs. A number of automakers have signed 
agreements to cooperatively work on development of their fuel cell systems and vehicles. BMW-
Toyota, Daimler-Ford-Nissan, and GM-Honda partnerships have been announced.397,398,399 
Lexus, Toyota’s luxury brand label, recently announced that its LF-LC concept is the precursor 
to the next LS model and is expected to include a fuel cell-powered all-wheel drivetrain.400  This 
development is notable for possibly being the first announcement of a brand’s flagship vehicle as 
an FCEV. BMW recently unveiled a fuel cell prototype of its i8 sports coupe.401  Audi 
announced a fuel cell version concept, the A-7 Sportback h-tron Quattro, which is unique among 
current developments for being a fuel cell-powered plug-in hybrid.402 

Collectively, these releases, partnerships, and announcements signal progress and 
commitment from the automotive industry towards the launch of a mass-consumer FCEV 
market. Many automakers and industry experts often caution that the eventual success of the 
FCEV market will depend heavily on the successful and widespread implementation of hydrogen 
fueling infrastructure. Automaker FCEV launches and production rates are likely to be closely 
tied to the deployment rates of fueling infrastructure and will require that fueling infrastructure 
development precede vehicle launches. There is currently broad support for this strategy, 
especially among regions where the first adopter market is anticipated to be large (California, 
UK, Germany, Japan, and Korea). Public and private actions have in recent years helped to 
accelerate much-needed activity in the fueling infrastructure industry. A more thorough 
discussion of this dynamic is presented in the Chapter 9 section on Hydrogen Infrastructure. 

5.2.4.5.6 Outlook for National FCEV Launch 

Compared to the status reported in the 2010 TAR, FCEVs have progressed substantially, 
transitioning from a demonstration and pre-commercial phase into the inception of commercial 
launches. This has been aided by the technological and business advancements discussed above 
(as well as many more) and has been reinforced by supporting policy actions, public-private 
partnerships, and broad stakeholder initiatives toward cleaner transportation choices.  
California’s ZEV Mandate, Alternative and Renewable Fuel and Vehicle Technology Program, 
and multiple renewable energy and GHG reduction goals have and will continue to incentivize 
the adoption of FCEVs alongside other alternative vehicle options like BEVs. Nationally, 
California’s ZEV regulations have been adopted by an additional 7 states (Connecticut, 
Maryland, Massachusetts, New York, Oregon, Rhode Island, and Vermont), collectively 
developing an Action Plan with the goal of enabling 3.3 million cumulative sales of ZEVs and 
PHEVs within those states by 2025.403 Additionally, California, Connecticut, Maryland, 
Massachusetts, Rhode Island, and Vermont joined with The Netherlands, Norway, the United 
Kingdom, Quebec, and other jurisdictions in forming the International ZEV Alliance.404  The 
Alliance has broad goals of accelerating global adoption of ZEVs, including FCEVs. 

Through these actions, the west coast and the northeast states are leading early market 
adoption efforts for ZEVs broadly. In addition, California’s AB 8 ensures funding is available 
(up to $20 million a year) specifically for investments in hydrogen infrastructure to encourage 
the role of FCEVs in meeting ZEV goals. A more thorough discussion is presented in Chapter 9, 
Infrastructure Assessment. Stakeholders have also begun developing plans to support the 
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necessary infrastructure for an FCEV launch in the northeast states.  Connecticut has offered 
grant funding for up to two stations near Hartford and multiple states in the region have 
leveraged resources available through the DOE-initiated public-private partnership H2USA to 
develop detailed infrastructure network planning.  Well-planned growth of infrastructure in local 
early markets, that anticipates integration into larger regional and ultimately national networks, 
will be essential for ensuring FCEVs significantly contribute to the goals outlined by the multiple 
ZEV-related State initiatives. 

5.2.5 Aerodynamics: State of Technology 

5.2.5.1 Background 

Aerodynamic drag accounts for a significant portion of the energy consumed by a vehicle, and 
can become the dominant factor at higher speeds.  Reducing aerodynamic drag can therefore be 
an effective way to reduce fuel consumption and GHG emissions.  

Aerodynamic drag is proportional to the frontal area (A) and coefficient of drag (Cd) of the 
vehicle.  The force imposed by aerodynamic drag increases with the square of vehicle velocity, 
accounting for its dominance at higher speeds. 

The coefficient of drag Cd is a dimensionless value that essentially represents the aerodynamic 
efficiency of the vehicle shape.  The frontal area A is the cross-sectional area of the vehicle as 
viewed from the front.  It acts with the coefficient of drag as a sort of scaling factor, representing 
the relative size of the vehicle shape that the coefficient of drag describes.  Because the two 
values are related in this way, the aerodynamic performance of a vehicle is often expressed as the 
product of the two values, CdA (also known as drag area).  

Cd and A are determined by the design of the vehicle, and so represent the primary design 
paths for reduction of aerodynamic drag.  The greatest opportunity for improving aerodynamic 
performance is during a vehicle redesign cycle, when the best opportunity exists to make 
significant changes to the shape or size of the vehicle.  Incremental improvements may also be 
achieved mid-cycle as part of a model refresh through the use of revised exterior components 
and add-on devices.  Some examples of these technologies include revised front and rear fascias, 
modified front air dams and rear valances, addition of rear deck lips and underbody panels, and 
low-drag exterior mirrors. 

Aerodynamic technologies are divided into passive and active technologies.  Passive 
aerodynamics refers to aerodynamic attributes that are inherent to the shape and size of the 
vehicle, including any components of a fixed nature.  Active aerodynamics refers to technologies 
that variably deploy in response to driving conditions.  These include technologies such as active 
grille shutters, active air dams and active ride height adjustment.  

Significant variations in CdA can be observed across vehicle classes and among individual 
vehicles within a class.405,406,407  Within a class, drag coefficients tend to vary more than frontal 
areas.  Frontal areas are in part a function of interior passenger and cargo space, and therefore 
tend to track with the interior space expectations associated with a vehicle class.  In contrast, 
drag coefficients are largely a function of body styling and may vary significantly with relatively 
small changes in shape and exterior treatment.  

5.2.5.2 Aerodynamic Technologies in the FRM 
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Based in part on the 2011 Ricardo study and public technical literature, the FRM analysis 
projected that a 10 to 20 percent fleet average reduction in aerodynamic drag should be 
attainable.  Based on EPA vehicle modeling and the Ricardo study, each 10 percent reduction 
was associated with an incremental reduction in fuel consumption and CO2 emissions of 2 to 3 
percent for both cars and trucks.  

The FRM considered two levels of aerodynamic improvements, called Aero1 and Aero2.  The 
first level, Aero1, represented a 10 percent reduction in drag from the baseline by means of 
passive body features such as front/rear bumper air dams, front and/or rear wheel tire spats/dams, 
minimal underbody panels, and redesigned mirrors or rear spoilers.  Aero1 was estimated to 
result in an effectiveness of 2.3 percent for all vehicle classes.  The agencies estimated the DMC 
of Aero1 at $41 (2010$) applicable in MY2015. The second level, Aero2, represented a 20 
percent reduction from the baseline (nominally 10 percentage points incremental to Aero1), and 
included active technologies such as active grille shutters and active ride height, as well as 
passive technologies such as rear visors, larger under body panels and low-profile roof racks. 
Aero2 was estimated to provide an effectiveness of 4.7 percent relative to a baseline vehicle.  
The agencies estimated the DMC of Aero2 at $123 (2010$) incremental to Aero1, applicable in 
MY2015.  

In the FRM analysis, fleet penetration of Aero1 was uncapped for 2012 through 2025. Fleet 
penetration of Aero2 was capped at 80 percent for 2021 and uncapped thereafter. 

Because the full benefit of active aerodynamic technologies may fail to be reflected in 
standard test cycles, the agencies provided for active aerodynamic technology to be eligible for 
credit under the Off-Cycle Credit Program.  Off-cycle credits are discussed in a separate chapter 
of this Draft TAR. 

5.2.5.3 Developments since the FRM 

Since the FRM, the agencies have taken several steps to further evaluate the feasibility, cost 
and effectiveness assumptions of Aero1 and Aero2. We followed industry developments and 
trends in application of aerodynamic drag technologies to light-duty vehicles.  We did this by 
gathering input from stakeholders through meetings with OEMs, suppliers and other interested 
parties, and also by attending conferences and trade shows and regularly monitoring the press 
and technical literature. 

EPA also participated in a joint test program with Transport Canada, Environment and 
Climate Change Canada, and National Research Council Canada to examine the aerodynamic 
performance and effectiveness of various aerodynamic devices and strategies.  This program was 
conducted in four phases over three years, and examined aerodynamic technologies as currently 
implemented in a selection of production vehicles, and the effectiveness of potential 
improvements that have yet to be implemented.  Results of this program also were used to 
evaluate the 2012 FRM assumptions about off-cycle benefits of active aerodynamic technologies 
and the associated default credit values. 

Additionally, EPA coordinated with California Air Resources Board (CARB) to share the 
results of a research study performed for CARB by Control-Tec, a company that specializes in 
automotive data analytics. This study is described in more detail in Appendix A, "CARB 
Analysis of Vehicle Load Reduction Potential For Advanced Clean Cars." The study provided 
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information helpful to assess the penetration of aerodynamic and other road load technologies in 
the MY2014 fleet as represented nationally and in California.  EPA also began a process to 
compare the fleet aerodynamic performance of MY2014 vehicles as represented in the study to 
those of MY2008 by using EPA certification data to estimate aerodynamic performance of the 
2008 fleet (the baseline MY used for the 2017-2025 final rule).  EPA also examined the 
coefficients of drag reported in the Control-Tec data to determine if any vehicle categories are 
experiencing difficulties in progressing toward the assumed aerodynamic improvements. 

The 2015 NAS report (p. 6-3, and Finding 6.1, p. 6-51) also examined the agencies' 
assumptions for feasibility, cost, and effectiveness of Aero1 and Aero2, and concluded that the 
assumptions appear to be reasonable for the 2020-2025 time frame (National Research Council, 
2015).  The additional analyses outlined above further informs this conclusion.  Also, the 
agencies considered redefining the specific technologies assumed for each level to better align 
with what has been learned about actual fleet implementation since the 2012 FRM. 

5.2.5.3.1 Industry Developments 

Since the 2012 FRM, the industry is seeing high levels of implementation of many passive 
aerodynamic technologies.  In addition, active aerodynamic technologies are seeing increasing 
implementation, primarily in the form of active grille shutters, which are now offered by a 
number of manufacturers.  Although relatively low penetration of other active technologies (such 
as active ride height and wheel shutters) has occurred, this may be the result of a natural focus on 
the most cost effective technologies in the early years of the program.  These active technologies 
will remain available for implementation in the future as other aerodynamic technologies begin 
to reach maximum penetration. 

In January 2015, EPA staff attended the 2015 North American International Auto Show 
(NAIAS) in order to gather information about the state of implementation of various 
aerodynamic technologies in the vehicles represented at the show.  A total of 76 vehicles that 
appeared to employ aerodynamic devices were viewed, across more than a dozen manufacturers.  
A memorandum408 describing this informal survey is available in EPA Docket EPA-HQ-OAR-
2015-0827.  Although the sample was casually collected and therefore was not random, the 
information gathered informs our understanding of industry activity in application of 
aerodynamic technology to production vehicles.  Table 5.12 shows a breakdown of the 
aerodynamic devices and technologies that were observed in these vehicles: 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-146 

Table 5.12  Aerodynamic Technologies Observed in Vehicles Investigated at the 2015 NAIAS 

Technology Number of 
vehicles 

equipped 

Percentage 
equipped 

Active Grill Shutters 14 18% 

Underbody Panels front (full) 28 37% 

front 
(partial) 

22 29% 

middle or 
side 

27 36% 
 

rear 2 3% 

Wheel Dams Front 56 74% 

 Rear 59 78% 

Front Bumper Air Dam 18 24% 

Total vehicles inspected 76 

 

Based on this assessment, it is clear that manufacturers are choosing to implement passive and 
active aerodynamic devices as permitted by the various levels of vehicle redesign or model 
refresh represented in the displayed vehicles.  Because many of the vehicles displayed at the 
show are not completely new designs, the bulk of these aerodynamic improvements were likely 
added in a non-optimized fashion; that is, added to an existing design rather than fully integrated 
into a new vehicle design.  As a result, it is likely that opportunity for better-optimized 
application of both passive and active aerodynamic technologies will continue to exist as these 
vehicles gradually enter redesign phases and entirely new designs are introduced.  

One example of the potential for optimized application of aerodynamic technologies can be 
seen in the redesigned MY2015 Nissan Murano.  The exterior of this vehicle was completely 
redesigned from its MY2003-2014 generation with the goal of minimizing aerodynamic drag by 
combining passive aerodynamic devices with an optimized vehicle shape. 409  The primary 
passive devices employed include optimization of the rear end shape to reduce rear end drag, and 
addition of a large front spoiler to reduce underbody air flow and redirect it toward the roof of 
the vehicle, thus augmenting the rear end drag improvements.  Other passive improvements 
include plastic fillet moldings at the wheel arches, raising of the rear edge of the hood, shaping 
of the windshield molding and front pillars, engine under-cover and floor cover, and air 
deflectors at the rear wheel wells.  An active lower grille shutter also redirects air over the body 
when closed.  Together, these measures give the 2015 model a drag coefficient of 0.31, 
representing a 16 to 17 percent improvement over the 0.37 Cd of the previous model. 

Another example of aerodynamics improvement can be found in the redesigned 2015 Acura 
TLX Sedan. According to a 2015 presentation by Acura,410 this vehicle was redesigned with the 
help of computational fluid dynamics (CFD) as well as wind tunnel and real-world coastdown 
testing to achieve a 15 percent lower CdA compared to the 2012 model year Acura TL.  The 
frontal area was described as having been reduced by 1.5 percent, suggesting that Cd alone was 
improved by about 13.7 percent to achieve this result.  Some of the methods used included 
eliminating welds from the forward and rearward edges of the wheel arches by use of a roller 
hem wheel arch design in place of spot welds, and smoothing transitions between body panels in 
this area.  These results were said to be achieved with no compromises in interior space or crash 
safety by Acura. 
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Another example of the aerodynamic improvements available in a full redesign is seen in the 
all-new Ford F-150 pickup truck.  An article in Motor Trend411 highlighted seven distinct tactics 
by which drag was reduced, including: air ducts added under the headlamps to reduce wheel-
generated air wake; trim pieces strategically placed to avoid trapping air; box geometry modified 
for better airflow without reducing the cargo volume; adding spoiler features to the tailgate; 
angling of rear and front corners; and a flush mounted windshield.  The 2015 model is touted as 
being slightly larger than the previous model, indicating that the benefit of these improvements 
was achieved without loss of cargo space. 

5.2.5.3.2 Joint Test Program with Transport Canada 

In 2013 a Joint Aerodynamics Assessment Program was initiated between Transport Canada 
(TC), Environment and Climate Change Canada (ECCC), National Research Council (NRC) of 
Canada, and EPA.405  The participating organizations and their respective programs share mutual 
interests in the primary goals of the program, which are: (a) to quantify the aerodynamic drag 
impacts of various OEM aerodynamic technologies, and (b) to explore the improvement 
potential of these technologies by expanding the capability and/or improving the design of 
current state-of-the-art aerodynamic treatments. 

This program provides an important contribution to the agencies' technical assessment by 
offering an opportunity to further validate the feasibility and effectiveness estimates for the 
passive and active aerodynamic technologies assumed for Aero1 and Aero2.  

The program also provides an opportunity to further validate off-cycle credits that were 
assigned to active aerodynamics in the 2012 FRM.  Two active aerodynamic technologies were 
identified for pre-defined credit availability of specified amount: Active Grille Shutters and 
Active Ride Height. 86.1869-12 (b)(1)(iv).  The default value for these credits offered were 
determined in large part by analysis using an early version of the EPA ALPHA model to 
simulate aerodynamic improvements for varying Cd inputs.  A key assumption in development of 
these credits was that active technologies only affect the coefficient of drag, which is assumed to 
be constant over the speed range of the test.  Further validation of this assumption, and of the list 
of creditable active technologies assumed to be available in production vehicles during the time 
frame of the rule, would strengthen the basis of the program.  A total of four project phases 
consisting of twenty-five test vehicles in all EPA vehicle classes was undertaken by the project 
partners.406 

Active technologies evaluated by this program include: active grille shutters (opened, closed, 
intermediate positions, speed effects, yaw effects, leakage effects); a detailed sealing study (i.e. 
grille shutter sealing; external grille shutter concept); and an active ride height concept (i.e. 
manual ride height adjustment on vehicles not necessarily equipped to do so from factory).  
Passive technologies include: Air dams (front bumper and wheels); active front bumper air dams 
(concept/prototype); underbody smoothing panels (both OEM and idealized prototypes); larger-
than-baseline wheel/tire packages; wheel covers (i.e. solid hubcaps); and miscellaneous 
improvements (including front license plates, decorative grille features and smoothing, tailgates 
(opened/closed/removed), and tonneau covers).  Significantly, NRC facilities include a 9 meter x 
9 meter rolling road/moving floor wind tunnel that allows testing of full scale vehicles for 
accurate comparison of aerodynamic performance with and without active technologies.  Listed 
technologies were not evaluated on every vehicle due to stock configuration, timing and funding. 
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One valuable outcome of this testing was further validation of the default credit menu values 
established in the 2012 FRM for active aerodynamic technologies under the off-cycle credit 
program.  Phase 1 of the Joint Program evaluated the aerodynamic performance of eleven (11) 
vehicles (3 small cars, 5 midsize cars, 2 sport utility vehicles and 1 pickup truck).  The 
conclusions of the Phase 1 study indicated that the active aerodynamic technologies studied are 
within the range of the default menu credit values anticipated in the 2017-2025 GHG rule TSD136 
for active aerodynamic off-cycle credits.  

The Phase 1 study also concluded that the benefit of active grille shutters is constant across 
the operating speed range, confirming one key assumption in the FRM analysis.  In addition, it 
concluded that passive technologies may each improve the aerodynamics of future vehicles by 1 
to 7 percent depending on the passive technology employed and overall vehicle design.  This 
conclusion was based on individual component installation, and does not account for synergistic 
component effects, nor the effect of integrating passive technologies into an overall vehicle 
redesign.  

Depending on stock vehicle equipment, sometimes it was necessary to fabricate prototype 
components to make an A to B comparison possible.  Prototype components were constructed by 
study partners Roechling Automotive and Magna International, both of which are Tier 1 
suppliers of various aerodynamic technologies to the industry. 

Effectiveness values identified in Phase 1 of the Joint Program are shown in Table 5.13.   

Table 5.13  Aerodynamic Technology Effectiveness from Phase 1 of Joint Aerodynamics Program 

Aero Feature (A-B Testing) Aero Drag Reduction (%) Comments 

Fixed Air Dam-Bumper 1 - 6% OEM stock components 

Active Air Dam – Bumper 
(Conceptual) 

4 - 9% (fixed air dam + 3%) Fixed, prototype parts w/ lowest 
deployment height used 

Fixed Air Dam-Wheels 1% (front)/4.5% (front & 
rear) 

 

Underbody Panels 1-7% (stock OEM) Addtn’l  0.5%-4% w/ full body panels. Dodge 
Ram prototype:  8% 

Increased Tire Size -2.0 - 3.2% 17”/18” stock OEM rims vs. 22” optional 
OEM rims 

Wheel Covers 1.5 - 3% Solid wheel covers only; brake cooling 
affects not considered 

Front License Plates +/- 0.3% Negligible impact 

Decorative Grille Optimization 1.6% Smoothing of grille features; function vs. 
styling trade-offs 

Pick-up Tailgates Open -5.2%  

Removed -7.5% Open tailgate + 2.3% 

Pick-up Tonneau Cover 3.7%  

Phase 2 of the Joint Program412 investigated similar technologies using the same methodology 
of Phase 1.  Vehicles studied in Phase 2 included nine vehicles including one small car (2014 
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Chevy Spark BEV), one midsize car (2014 Chevy Impala mild hybrid), one large car (2014 Ford 
Taurus SEL), one minivan (2014 Honda Odyssey), and five SUV/crossovers (2014 Subaru 
Crosstrek Hybrid, 2014 Ford Edge SE EcoBoost, 2014 BMW X5, 2015 Nissan Pathfinder, and 
2015 Chevy Tahoe LS).  Active technologies studied included: active grille shutters (including 
yaw sweep) and active ride height (stock and conceptual).  Passive technologies included: 
underbody panels and air dams, and optional wheel packages.  Other technical assessments 
included turbulent flow impacts and yaw sweep impact.  To take into account the fact that 
vehicles are generally traveling in a windy environment from potentially all wind azimuth 
angles, the wind averaged drag area was calculated for all cases where a yaw sweep was carried 
out. 

Results of the Phase 1 and Phase 2 studies further support the conclusion that the Aero1 and 
Aero2 goals appear to be attainable, with many individual technologies that have not yet been 
implemented on a majority of light-duty vehicles showing capability for significant 
improvements in drag area.  

Phase 3 involved the testing of 4 vehicles: one sedan (2014 Nissan Versa Note Plus), one 
minivan (2015 Toyota Sienna), and two sport utility vehicles (2014 Jeep Cherokee, 2015 Nissan 
Murano)407.  Phase 4 involved the retesting of previous vehicles with a focus on turbulent flow 
including a small car (2014 Chevrolet Spark) and a pick-up truck (2015 Ford F-150)HH. 

One significant outcome of the study was the identification of several high-impact areas for 
drag reduction.  For example, the study found that lowering the ride height while pitching the 
vehicle nose down could provide significant drag reduction.  Also, it was shown that certain 
combinations of technologies (such as active grille shutters with air dams) often acted with 
positive synergy (i.e. more than additive) to result in greater reductions in overall drag than the 
individual technologies alone would suggest. 

It should be noted that the Phase 1 and Phase 2 studies found that some technologies could 
potentially increase drag area if poorly applied, and that some individual technologies did not 
appear to be fully additive when combined with certain others.  For example, presence of active 
air dams was seen in some cases to reduce the effectiveness of adding underbody coverings.  
Further, combination of active air dams or underbody coverings with active ride height tended to 
reduce the effectiveness of active ride height.  This latter result corroborates with information 
related to EPA in an OEM meeting that suggested that vehicles that already have underbody 
coverings are not as highly responsive to adjustments in ride height.  On the other hand, 
combining certain aerodynamic technologies (for example, active grille shutters with air dams) 
often demonstrated higher total drag reduction than individual additive measurements would 
have suggested. 

All phases of the study found that lowering ride height while pitching the vehicle at highway 
speeds (for example, 40mm in the front and 20mm in the rear) provided significant drag 
reduction for all vehicles.  The highest reduction was observed for the Large Car classification.  
Additionally, underbody panels that are extended to cover the entire surface area underneath the 
vehicle (full underbody cover) proved to be an efficient way to reduce drag.  

                                                 
HH The Phase 4 report was not yet finalized at the time of Draft TAR publication. 
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It was also found that yaw angle had a significant effect on measurement.  Some technologies 
that perform well at 0° wind angle were found to perform relatively poorly at different wind 
angles (for example, at 8° to 10°, the differences were quite significant).  It was also found that 
some technologies that tend to work well for one class of vehicle may not perform well for 
another vehicle class (for example, air dams in turbulent flow conditions were shown to perform 
better on SUVs than on Large Cars. 

In an effort to better represent real-world aerodynamic performance of aerodynamic 
technologies, the study also investigated the effect of turbulent flow conditions on aerodynamic 
measurements.  The study produced an extensive data set comparing steady smooth and turbulent 
flow performance for most of the vehicle classes.  The study found that both turbulent flow and 
yaw angle can be important to understanding the effectiveness of aerodynamic technologies in 
real-world use. 

5.2.5.3.3 CARB Control-Tec Study 

In 2013, the California Air Resources Board (CARB) issued a Request for Proposal413 to 
solicit research on the potential for vehicle road load reduction technologies to reduce the CO2 
emissions of future vehicles.  The work was proposed to support the mutual interests of the 
California Advanced Clean Cars Program and the agencies' midterm review effort.  An 
automotive research firm called Control-Tec LLC was contracted by CARB to perform this work 
and the work was completed in March 2015414. 

The objectives of the research included: determining vehicle load reduction technologies 
included in or applicable to the California light-duty fleet; identifying the extent to which these 
technologies have been applied to this fleet; developing a "what-if" scenario by applying best-in-
class load reduction technologies to the future fleet; and conducting projections to determine the 
potential GHG reductions if all future vehicles were to adopt the best-in-class technologies.  
Because aerodynamic technology is one of the components of road load technology, the results 
of this study are very relevant to evaluating the feasibility and effectiveness of aerodynamic 
technologies assumed in the FRM.  

As described in Appendix A (CARB Analysis of Vehicle Load Reduction Potential For 
Advanced Clean Cars), the study defined the best-in-class application of aerodynamic 
technology in the MY2014 fleet as being represented by the 90th-percentile drag coefficient 
observed in that fleet within a given vehicle class.  Depending on vehicle class, this represented 
an 8 percent to 12 percent improvement in drag coefficient over the median vehicle in the class. 
Applying this degree of improvement to all of the vehicles in each respective class resulted (by 
simulation) in an improvement of about 5 g/mi in CO2 emissions for the fleet overall, or about 2 
percent, relative to a 2014 baseline value of 263 g/mi.  It should be noted that the study was by 
its nature limited only to consideration of aerodynamic technologies that existed in the MY2014 
fleet, and therefore did not consider any more advanced examples of drag reduction technology 
that may now be present in MY2015 or 2016 vehicles, nor any further improvements that may be 
achieved by 2022-2025. 

5.2.5.3.4 EPA Study of Certification Data 

The CARB/Control-Tec project created additional opportunities for EPA to study 
aerodynamic technology implementation since the FRM.  Control-Tec had based its analysis 
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upon a large database of performance attributes of about 1,350 MY2014 vehicles, including 
aerodynamic attributes such as drag coefficients and frontal area.  This database included CdA 
values from various sources such as publicly available information and manufacturer reports.  
Control-Tec had estimated values that were unavailable from these sources by a proprietary 
methodology that estimated CdA values by mathematical analysis of coastdown coefficients 
found in manufacturer certification data.  This resulted in an unusually comprehensive and 
inclusive picture of aerodynamic performance characteristics of MY2014 light-duty vehicles. 

A similar methodology might be used to help track adoption of technologies over time by 
making it possible to generate fleet-wide estimates of CdA for any model year using 
manufacturer certification data as a basis.  This would provide a means to estimate the degree of 
aerodynamic improvement that has been implemented since the 2008 model year baseline, by 
using such a methodology to generate a database of fleet aerodynamic performance for MY2008 
and comparing it to that of MY2014.  

While the Control-Tec methodology for estimating drag characteristics from test data is 
proprietary, an understanding of the basic physics principles involved allowed EPA to study the 
possibility of developing a similar methodology for estimating drag performance from 
coastdown performance data contained in certification records.  Figure 5.46  shows a frequency 
distribution of CdA values for MY2008 and MY2014 derived from a preliminary exploratory 
analysis.  While some improvement in drag performance appears to have occurred, the overall 
magnitude of change is quite small; particularly noting that estimated CdA has increased from 
0.942 in 2008 to 0.996 in 2014.  

 
Figure 5.46  Distribution of Estimated CdA for MYs 2008 and 2014 Derived from Certification Data 

Since the Control-Tec database relies largely on manufacturer-reported or publicly available 
information as well as analytically derived figures, EPA sought paths to further validate the 
proprietary methodology behind the figures.  EPA recognized that the Joint Aerodynamic 
Assessment Program (previously described) could provide a sample of accurately measured CdA 
values that could be used to validate the Control-Tec methodology in this application.  Although 
this analysis was not completed in time for publication of this Draft TAR analysis, results may 
become available to further inform the agencies' analysis. 
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EPA also plans to more closely examine the Control-Tec database to look at various vehicle 
categories and examine the span between the best and worst aerodynamically performing 
vehicles, using CdA values as a metric.  The size of the span as it exists in a given category of 
current MY vehicles might be suggestive of the remaining potential for aerodynamic 
improvement within that category.  Although this analysis was not completed in time for the 
publication of this Draft TAR analysis, results may become available to further inform the 
analysis in the future. 

In general, it appears that manufacturers are aggressively pursuing improvements to 
aerodynamic drag across a wide range of vehicles, particularly for vehicles where the efficiency 
improvement is highly cost effective.  For example, in 2015 Toyota announced155 that the 2016 
Prius would have a drag coefficient of 0.24, which not very long ago was considered to be an 
extremely low value for a production vehicle.  This value is expected to be eclipsed by vehicles 
such as the Tesla Model 3, which has been described as targeting a drag coefficient of about 
0.21.  Examples such as these further support the attainability of the aerodynamic technology 
cases Aero 1 and Aero 2. 

5.2.5.3.5 Conclusions 

In summary, the agencies evaluated the feasibility, cost and effectiveness of the two levels of 
aerodynamic technology (Aero1 and Aero2) by the efforts described above.  The agencies' 
analysis of industry developments shows that manufacturers are already implementing many 
passive and active aerodynamic technologies in MY2015 vehicles, with significant opportunity 
remaining to further apply these technologies in a more optimized fashion as vehicles enter 
redesign cycles in the future.  The findings of the Joint Aerodynamics Assessment Program and 
the Control-Tec analysis also lend support to the feasibility of the 10 percent and 20 percent 
effectiveness levels assumed for Aero1 and Aero2.  The NAS report likewise generally 
supported the assumptions for Aero1 and Aero2 as being applicable to the 2020-2025 time 
frame. 

Some tradeoffs and interactions among specific aerodynamic technologies were identified that 
suggest there could be value in refining the specific combinations of technologies that are 
assumed to make up the Aero1 and Aero2 packages.   

For the cost and effectiveness assumptions the agencies are adopting for the GHG Assessment 
and CAFE Assessment for this Draft TAR analysis, see Sections 5.3 and 5.4. 

5.2.6 Tires: State of Technology 

5.2.6.1 Background 

Tire rolling resistance is a road load force that arises primarily from the energy dissipated by 
elastic deformation of the tires as they roll.  Deformation, and hence rolling resistance, for a 
given tire design is largely a function of vehicle weight and is fairly constant across the normal 
range of vehicle speeds.  Rolling resistance therefore carries an ever-present and often quite 
significant effect on fuel economy and CO2 emissions. 

Tire design characteristics (for example, materials, construction, and tread design) have a 
strong influence on the amount and type of deformation and the energy it dissipates.  Designers 
can select these characteristics to minimize rolling resistance.  However, these characteristics 
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may also influence other performance attributes such as durability, wet and dry traction, 
handling, and ride comfort.  

Low rolling resistance tires are increasingly specified by OEMs in new vehicles, and are also 
increasingly available from aftermarket tire vendors.  They commonly include attributes such as: 
higher inflation pressure, material changes, tire construction optimized for lower hysteresis, 
geometry changes (e.g., reduced aspect ratios), and reduced sidewall and tread deflection.  These 
changes are commonly accompanied by additional changes to vehicle suspension tuning and/or 
suspension design to mitigate any potential impact on other performance attributes of the vehicle. 

5.2.6.2 Tire Technologies in the FRM 

In the 2012 FRM, the agencies considered two levels of low rolling resistance technology, 
known as LRRT1 and LRRT2.  The first level, LRRT1, was defined as a 10 percent reduction in 
rolling resistance from a base tire, made possible by methods such as increased tire diameter and 
sidewall stiffness and reduced aspect ratios (coupled with reduction in rotational inertia).  The 
second level, LRRT2, was defined as a 20 percent reduction in rolling resistance from a base tire. 
LRRT2 was associated with more advanced approaches such as use of advanced materials and 
complete tire redesign.  

Based on the 2011 Ricardo study, the agencies estimated the effectiveness of LRRT1 as 1.9 
percent and the effectiveness of LRRT2 as 3.9 percent for all vehicle classes.  This represents a 
2.0 percent incremental effectiveness increase from LRRT1 to LRRT2. 

In the 2012 FRM, NHTSA assumed that the increased traction requirements for braking and 
handling for performance vehicles could not be fully met with the LRRT2 designs in the MYs 
2017-2025 timeframe.  For this reason the CAFE model did not apply LRRT2 to performance 
vehicle classifications.  However, the agency did assume that traction requirements for LRRT1 
could be met in this timeframe and thus allowed LRRT1 to be applied to performance vehicle 
classifications in the MYs 2017-2025 timeframe. 

In the 2012 FRM, the agencies estimated the incremental DMC for LRRT1 at an increase of 
$5 (2007$) per vehicle, adjusted to 2010 dollarsII.  This included costs associated with five tires 
per vehicle: four primary and one spare tire.  There was no learning applied to this technology 
due to the commodity based nature of this technology.  The agencies considered LRRT1 to be 
fully learned out or “off” the learning curve (i.e., the DMC does not change year-over-year) and 
have applied a low complexity ICM of 1.24 through 2018, and then 1.19 thereafter, due to the 
fact that this technology is already well established in the marketplace. 

Prior to the FRM, EPA, NHTSA, and CARB met with a number of the largest tire suppliers in 
the United States to analyze the feasibility and cost for LRRT2.  The suppliers were generally 
optimistic about the ability to reduce tire rolling resistance in the future without the need to 
sacrifice traction (safety) or tread life (durability).  Suppliers all generally stated that rolling 
resistance levels could be reduced by 20 percent relative to then-current tires by MY2017.  As 

                                                 
II We show dollar values to the nearest dollar. However, dollars and cents are carried through each agency’s 

respective analysis. Thus, while the cost for lower rolling resistance tires in the 2012-2016 final rule was shown 
as $5, the specific value used in that rule was $5.15 (2007$) and is now $5.40 (2010$). We show $5 for 
presentation simplicity.   
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such, the agencies agreed, based on these discussions, to consider LRRT2 as initially available 
for purposes of the FRM analysis in MY2017, but not widespread in the marketplace until MYs 
2022-2023.  In alignment with introduction of new technology, the agencies limited the phase-in 
schedule to 15 percent of a manufacturer’s fleet starting in 2017, allowing complete application 
(100 percent of a manufacturer’s fleet) by 2023.  

EPA projected fleet penetration of low rolling resistance technology based on penetration of 
LRRT2.  Because LRRT1 and LRRT2 technology are both defined as incremental to a baseline 
vehicle, increased use of LRRT2 would displace use of LRRT1.  LRRT2 technology was 
projected to essentially replace LRRT1 technology by the later years of the rule.  Penetration of 
LRRT2 was projected to achieve 73 percent fleet penetration by 2021 and 97 percent by 2025. 

For this Draft TAR analysis, the agencies continue to believe that this schedule aligns with the 
necessary efforts for production implementation, such as system and electronic system 
calibration and verification. 

At the time of the 2012 FRM, LRRT2 technology did not yet exist in the marketplace, making 
cost estimation challenging without disclosing potentially confidential business information.  To 
develop a transparent cost estimate, the agencies relied on LRRT1 history, costs, market 
implementation, and information provided by the 2010 NAS report.  The agencies assumed 
LRRT1 first entered the marketplace in the 1993 time frame with more widespread adoption 
being achieved in recent years, yielding approximately 15 years to maturity and widespread 
adoption.  Then, using MY2017 as the starting point for market entry for LRRT2 and taking into 
account the advances in industry knowledge and an assumed increase in demand for 
improvements in this technology, the agencies interpolated DMC for LRRT2 at $10 (2010$) per 
tire, or $40 ($2010) per vehicle.  This estimate was seen to be generally fairly consistent with 
CBI suggestions by tire suppliers.  The agencies did not include a cost for the spare tire because 
we believe manufacturers are not likely to include a LRRT2 as a spare given the $10 DMC.  In 
some cases and when possible pending any state-level requirements, manufacturers have 
removed spare tires replacing them with tire repair kits to reduce both cost and weight associated 
with a spare tire.  The agencies continued to consider this estimated cost for LRRT2 to be 
applicable in MY2021. Further, the agencies considered LRRT2 technology to be on the steep 
portion of the learning curve where costs would be reduced quickly in a relatively short period of 
time.  The agencies applied a low complexity ICM of 1.24 through 2024, and then 1.19 
thereafter. The ICM timing for LRRT2 was different from that for LRRT1 because LRRT2 was 
not yet being implemented in the fleet.  

For the 2012 FRM, the agencies also considered introducing a third level of rolling resistance 
reduction, LRR3, defined as a 30 percent reduction in rolling resistance from the baseline, but 
ultimately declined to do so.  See 77 FR and the 2012 TSD, p. 3-210. 

5.2.6.3 Developments since the FRM 

The 2015 NAS report (p. 6-35, and Finding 6.10, p. 6-53) examined the agencies' assumptions 
for feasibility, cost, and effectiveness for the two levels of rolling resistance, LRRT1 and 
LRRT2.  The report concluded that the feasibility and effectiveness projected by the agencies for 
a 20 percent reduction in rolling resistance in the 2020-2025 time frame appears to be 
reasonable.  With regard to costs, the Committee substantially agreed with the costs projected by 
the agencies, while noting that the problem of maintaining tread wear and traction requirements 
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while reducing rolling resistance continues to present engineering challenges that could affect 
tire costs. 

Since the FRM, the agencies have taken several additional steps to further validate the 
feasibility, cost, and effectiveness assumptions of LRRT1 and LRRT2. 

We followed industry developments and trends in application of low rolling resistance 
technologies to light-duty vehicles.  We did this by gathering input from stakeholders through 
meetings with OEMs, suppliers and other interested parties, and also by attending conferences 
and trade shows and regularly monitoring the press and technical literature. 

EPA is coordinating with Transport Canada (TC) and Natural Resources Canada (NRCan) on 
a study of the rolling resistance and traction characteristics of low-rolling resistance tires.  TC 
and NRCan originated this study in part to support the development of a Canada consumer 
information program for replacement tires.  The program will study the correlation between 
rolling resistance performance and safety performance (traction) for winter and all-season tires.  
As such, it promises to provide concrete input on any tradeoffs between rolling resistance and 
traction in current production tires, and so will inform the safety concerns noted by NHTSA and 
the NAS report.  A total of 50 randomly selected all-season tires and 5 all-weather tires will be 
tested under this program.  The study is scheduled for completion by December 2016, with 
testing to be completed earlier that year.  Although the analysis was not complete in time for the 
publication of this Draft TAR analysis, its findings will be incorporated into the agencies' 
analysis as they become available. 

5.2.6.3.1 Industry Developments 

Tires that achieve the level of improvement of LRRT1 are widely available today, and since 
the FRM appear to have continued to comprise a larger and larger portion of tire manufacturers’ 
product lines as the technology has continued to improve and mature.  Improvements that would 
reach the level of LRRT2 have also seen significant progress in the industry, with indications of 
increased availability, improved traction and performance characteristics, and additional cost 
information. 

Since the 2012 FRM and even before, the tire industry has become increasingly focused on 
improving tire performance.  Recent industry momentum in this direction was captured well in a 
quote by Kurt Berger of Bridgestone, in a 2014 article in Automotive News.415 "A low-rolling-
resistance tire of 2010 would not be considered a low-rolling-resistance tire today.  We've really 
been pushed in a short time to reduce rolling resistance further."  Several typical examples of 
industry research and implementation efforts are outlined in a 2015 report by Auto World416.  
One example of a specific product embodying lower rolling resistance technology is the Falken 
Sincera SN832 Ecorun Tire, with a 22 percent improvement over its immediately previous 
generation, while maintaining a 27 percent improvement in braking distance.  According to a 
Continental spokesperson cited in the Auto World report, “…improvements of more than 20 
percent from one generation to the next [are possible] by introducing rolling resistance optimized 
tires. … an additional 5 percent improvement generation-to-generation is possible.”  According 
to Indraneel Bardhan, Managing Partner of EOS Intelligence, so-called "green tires" have 
achieved a global market share of about 30 percent. 
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The Automotive News article cited above also discussed ongoing challenges for low rolling 
resistance tires, including issues such as wet traction, tread wear, and the magnitude of real world 
benefits in comparison to customer expectations.  Customers were said to be relatively 
indifferent about the fuel economy benefits of low rolling resistance tires, but the perception of 
differences in handling performance between these tires and traditional tires appeared to be 
stronger.  Due to these perceptions, it was suggested that although original equipment fitments of 
low rolling resistance tires have been increasing, consumers may tend to replace them with more 
conventional tires after the original tires wear out, potentially reducing the lifetime impact of this 
tire technology on fuel economy. 

Despite the typical perception that reducing rolling resistance sacrifices traction performance, 
tire designers can exercise a variety of design options to preserve traction characteristics while 
maintaining low rolling resistance.  For example, as shown in Figure 5.47, preliminary results of 
the Transport Canada/Natural Resources Canada study show that winter tires are available with a 
wide variety of rolling resistance and wet grip characteristics, including tires with both low 
rolling resistance and good wet grip. For instance one tire had a rolling resistance coefficient less 
than 9.0, and a wet grip index greater than 1.1.  

 

Figure 5.47  Relationship between Wet Grip Index and Rolling Resistance for Winter Tires from Transport 
Canada/NRCan Study 

One example of the potential for careful design to maintain traction in a low rolling resistance 
tire is seen in the Bridgestone "ologic" design, which appears on the BMW i3 electric vehicle. 
This tire has a relatively large diameter coupled with a narrow width, reducing rolling resistance 
by maintaining low deformation through a stiffer belt tension.  The larger diameter and unique 
construction increases the length of the contact patch, which serves to provide improved braking 
performance and wet and dry traction.  An advanced rubber compound and special tread design 
also contributes.417  The relatively narrow design is also said to improve aerodynamic 
performance.416  The trend toward larger diameter tires with narrower cross-sectional width is 
also associated with lower tire noise levels, and have been described as one of the likely tire 
design trends that will continue into the future, particularly for BEVs that value both energy 
efficiency and quiet performance416.  As another example, the tire manufacturer Pirelli has 
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projects focusing on development of new tire polymers through joint ventures with chemical 
suppliers416. 

Research data presented at the 2014 U.S. DOE Merit Review strongly suggests that 
significant rolling resistance improvements are accessible to much of the tire market.  A project 
involving Cooper Tires, funded by the U.S. Department of Energy, targets a 30 percent reduction 
in rolling resistance and a 20 percent reduction in tire weight, while maintaining traction 
performance.418  By investigating new materials and methods for reducing rolling resistance in 
ways that maintain wet traction and tread wear capabilities, this project has suggested that 
potential improvements in rolling resistance of 10 to 20 percent are achievable by selection of 
appropriate materials and construction, with examples of reduction in rolling resistance from a 
prevailing 0.08 to 0.10 down to 0.064 to 0.08.  

5.2.6.3.2 Control-Tec Analysis of Trends in Tire Technologies 

As discussed under Aerodynamics (Section 5.2.5.3.3) and also in Appendix A (CARB 
Analysis of Vehicle Load Reduction Potential For Advanced Clean Cars), an analysis performed 
by Control-Tec for the California Air Resources Board413,414 resulted in a large database of 
estimated road load parameters for many current vehicles, including estimates of tire rolling 
resistance.  Many of these estimates were analytically derived from input data such as 
dynamometer road load coefficients.  To derive tire rolling resistance, factors representing 
driveline drag and aerodynamic drag were subtracted from the total road load force, with the 
remainder being taken as representative of tire rolling resistance. 

As described in the CARB Analysis, the study defined the best-in-class application of rolling 
resistance technology in the MY2014 fleet as being represented by the 75th-percentile rolling 
resistance coefficient observed in that fleet within a given vehicle class. Depending on the tire 
category, this represented an 11 percent to 14 percent improvement in rolling resistance over the 
median vehicle in the class. Applying this degree of improvement to all of the vehicles in each 
respective class resulted (by simulation) in an improvement of about 5 g/mi in CO2 emissions for 
the fleet overall, or about 2 percent, relative to a 2014 baseline value of 263 g/mi. It should be 
noted that the study was limited only to consideration of rolling resistance technologies 
represented in the MY2014 fleet, and therefore did not consider more advanced technologies that 
may now be present in MY2015 or 2016 vehicles, nor any further improvements that may be 
achieved by 2022-2025. 

EPA plans to more closely examine the Control-Tec database for its potential to characterize 
the penetration of tire rolling resistance technologies in the 2014 fleet.  Although this analysis 
was not completed in time for the publication of this Draft TAR analysis, any results that become 
available may be used to further inform the agencies' analysis. 

5.2.6.3.3 Canada Tire Testing Program 

EPA is coordinating with Transport Canada (TC) and Natural Resources Canada (NRCan) on 
a tire testing program that will provide a large amount of test data relating the rolling resistance 
of tires to their wet and dry traction performance.  The tire testing program was initiated by 
Transport Canada as part of a Canadian initiative to develop a tire consumer information 
program to inform consumer selection of aftermarket replacement tires.  EPA partnered with the 
Canadian agencies due to mutual interests in supporting the midterm evaluation.  
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A major goal of the testing program is to study the correlation between tire rolling resistance 
and safety performance of winter tires, all-weather tires, and all-season tires.  The program will 
also examine various approaches to the characterization of rolling resistance of tires operating in 
cold ambient temperatures, a consideration of particular interest to the Canadian market. 

To date, a random selection of 23 winter tires have been tested and a random selection of 50 
all-season and 5 all-weather tire models have been acquired and are undergoing testing.  The 
previously presented plot of tire rolling resistance and traction performance (Figure 5.47) was 
derived from preliminary data provided by this program. 

Although this testing project will not be completed in time for the June 2016 publication of 
this Draft TAR analysis, a final report is expected to be completed by the end of 2016 and may 
be available to further inform the agencies' analysis.  

5.2.6.4 Conclusions 

In summary, the agencies have revisited the feasibility of the two levels of rolling resistance 
reduction (LRRT1 and LRRT2) through the efforts described above.  The 2015 NAS report 
generally supported the cost, effectiveness, and feasibility assumptions for LRRT1 and LRRT2 
as being appropriate for the 2020-2025 time frame.  The agencies' analysis of industry 
developments shows that tire manufacturers are aggressively pursuing rolling resistance 
technology capable of achieving a 10 percent and 20 percent reduction in rolling resistance, 
while OEMs are increasingly specifying low rolling resistance tires in original fitments of their 
products.  Although there is some evidence that consumers have associated low rolling resistance 
technology with reductions in traction, the ability of tire designers to exercise many design 
parameters in pursuit of traction performance makes it unclear whether this will continue in the 
future.  

For the cost and effectiveness assumptions the agencies are adopting for the GHG Assessment 
and CAFE Assessment for this Draft TAR analysis, see Sections 5.3 and 5.4. 

5.2.7 Mass Reduction: State of Technology 

5.2.7.1 Overview of Mass Reduction Technologies 

Mass reduction remains a key technology that vehicle manufacturers are expected to continue 
to apply to meet the light-duty GHG standards.  The reduction of overall vehicle mass can be 
accomplished through several different techniques.  Techniques include CAE optimization of 
designs, adoption of lighter weight materials, and part consolidation.  The cost of reducing 
vehicle mass is highly variable.  Design optimization, consolidation of components along with 
adoption of secondary mass savings opportunities can result in some cost savings.  Secondary 
mass reduction is weight reduction opportunities that are available as the base vehicle becomes 
lighter.  A smaller engine block, transmission and brakes are examples of secondary mass 
reduction technologies.  Cost increases are often the result of changing from a high density, 
lower cost material like steel, to a lower density, higher cost material such as certain advanced 
high strength steels, aluminum, magnesium or composites.  The cost for each mass reduction 
solution depends on the approach and material used.  In some cases, the cost savings can offset 
the cost increases. Benefits from adopting mass reduction technologies, also include increased 
performance such as improved vehicle dynamics and responsiveness. 
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For this Draft TAR, which is reviewing technologies for the 2022-2025 standards, EPA 
reevaluated all aspects of mass reduction including the methodologies described above, mass 
reduction cost, the FRM conclusions and the amount of mass reduction in the baseline fleet.  To 
support this Draft TAR, EPA and NHTSA have also completed new work including research, 
stakeholder meetings, supplier meetings, technical conferences and literature searches.  Public 
information from these sources are contained in this section and are the basis of the development 
of new mass reduction cost curves for technology package modeling.  Section 5.3 describes the 
specific data and assumptions that were used for modeling mass reduction for this assessment 
and includes the 2014 baseline fleet mass reduction estimates including mass allowances for 
safety and footprint changes between the 2008 and 2014 vehicles, cost curve development and 
application, and effectiveness.  Specific material (steel, aluminum, magnesium, plastic, glass 
fiber and carbon fiber composites, glass) and application details addressing Feasibility, Cost, 
Mass Reduction, Safety and Research, are included in Part B of the Appendices. 

The relationship between mass reduction and safety has also been an important consideration 
and NHTSA performed an updated analysis for which a description and results can be found in 
Chapter 8. 

Current industry trends in mass reduction are to adopt mass reduction technologies in various 
degrees.  From vehicles that have adopted large amounts of lower density materials in their body 
in white (BIW), as with the MY2015 Ford F150 and MY2014 BMWi3, to vehicles that have 
adopted smaller changes in vehicle design such as an aluminum hood or a steel clamshell control 
arm in the suspension such as the MY2014 Silverado 1500.  The EPA 2015 Trends report 
illustrates, in Figure 5.48, how in overall sales weighted basis, vehicles have not yet achieved a 
notable decrease in curb weight or have continued the trend of using mass reduction to offset 
increased vehicle content or larger footprint as the mass difference has remained constant over 
the past 10 years.  The detail within the report notes 2014 results show a 0.5 percent mass 
increase for cars and 0.7 percent mass decrease for trucks, each on a sales weighted basis.   

 

Figure 5.48  Change in Adjusted Fuel Economy, Weight and Horsepower for MY1975-2015419 
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One reason for the current trend of curb weight changes may be the desire to make significant 
mass reducing design changes during major vehicle redesigns, hence slowing down the release of 
lightweight vehicles.  Other reasons may include the idea that the standards for MYs 2014/2015 
don't require high levels of MR, different manufacturers have different compliance strategies, or 
some vehicles are prioritized for mass reduction for the ancillary benefits that mass reduction 
provides.  Recent announcements, as listed in Table 5.14, indicate that the adoption of mass 
reduction technologies, and resultant lower curb weights, will continue into the future as vehicle 
design cycles are revisited and material costs are lowered.  One example is the announcement of 
the MY2017 Acadia by GMC in which it was stated as having a 700lb mass reduction through 
adoption of high strength steels, smaller engine offering and smaller footprint.420  The January 
2016 announcement of the 2017 Chrysler Pacifica also touted 250lbs of mass reduction through 
"extensive use of advanced, hot-stamped/high-strength steels, application of structural adhesives 
where necessary and an intense focus on mass optimization."  Magnesium is also used in the 
instrument panel and the inner structure of the Pacifica’s liftgate, the rest of which is 
aluminum.421   

To understand the general trend in the use of lightweight materials we have included Figure 
5.49 which shows a comparison of metal material adoption from 2012-2025 included in the 2014 
Executive Summary for the Ducker Study.422  The study notes that there was a slight increase in 
the use of light-weight materials for BIW and closures between 2012 and 2015.  The use of 
AHSS/UHSS grew from 15 percent to 20 percent of the vehicle body and closure parts.  
Aluminum sheet also grew from 1 percent to 4 percent and aluminum extrusions made it onto the 
pie chart in 2015.  Overall, the analyses expects that steel will still remain the dominant material 
in BIW and closures.  According to IHS increases in plastics are expected to grow to be 
350kg/average car in 2020 which is up from 200 in 2014, as shown in Figure 5.50.  Auto 
manufacturing use of carbon fiber is expected to increase from 3,400 metric tons in 2013 to 9800 
metric tons in 2030.  According to Ducker Worldwide the use of magnesium is expected to 
increase through 2025 as over the next 10 years magnesium castings are expected to grow 
significantly.  "Growth is highlighted within "large tonnage" parts like closure inners, IP 
structures etc. and other body/structural parts." 
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Figure 5.49  Estimated Vehicle Material Change over Time 2012-2025 - Ducker Worldwide422 

 

 

 

Figure 5.50  Forecast of Automotive Market Consumption of Composites423 
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Figure 5.51  Magnesium Growth Expectations through 2025 (Ducker Worldwide)424 

While a significant amount of work and resources have already been devoted to developing 
and implementing mass reduction technologies by OEM's and suppliers, the research for new 
materials and processes continues and some of the research is included in the Appendices' 
material summaries.  The agencies expect that innovative mass reduction solutions will continue 
to be developed and adopted through 2025 and that mass reduction will be less costly than it is 
today.  Advancements expected include the development of lower cost high strength steel alloys 
for body structures (3rd generation steels), lower cost and higher quality product (for Class A 
surfaces) from the aluminum Micromill sheet manufacturing processes and advancements in 
engineered plastics and composites for structural applications.  Additional anticipated 
developments in design include further development and use of CAE design tools to characterize 
new material properties and behaviors which will result in material use advances including 
optimized load pathway analyses in BIW geometries or consolidation of multi-part components 
resulting in the achievement of mass reduction in the most cost effective way.  The agencies will 
continue to follow the progress of lightweight material adoption.  

5.2.7.2 Developments since the 2012 FRM 

Since the publication of the FRM, the agencies have been able to gather additional 
information on technological advancements and application of mass reduction technologies 
through a variety of resources including conferences, public reports, material association 
meetings, academic research work, online articles and CBI discussions and materials from 
manufacturers and suppliers.  A snapshot of publicly available information on lightweight 
materials is included in the Appendices.  The agencies also generated two new holistic 
lightweighting studies for mass reduction and cost data on light duty pickup trucks (MY2011 and 
MY2014) and updated existing passenger car (EPA Midsize CUV and NHTSA Passenger car) 
holistic lightweighting studies completed in 2012. The light duty truck holistic reports join the 
projects currently described in the FRM on a midsize CUV, one funded by EPA and one by 
ARB, and a passenger car, funded by NHTSA. The Aluminum Association also conducted 
several projects including a project with EDAG, Inc. to evaluate the EPA Midsize CUV high 
strength steel BIW CAE model with aluminum material replacement. 

12

20

7 8 8 8 8 9

13

22

15

25

0

5

10

15

20

25

30

2010 2011 2012 2013 2014 2015 (e) 2020 (f) 2025 (f)

Low Pounds per Vehicle Hi



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-163 

DOE also joined forces with Ford/Magna to develop a multi-material lightweight vehicle, 
through vehicle build and durability tests.  In addition to vehicle lightweighting, research 
projects were performed on the mass adds due to safety requirements by IIHS small overlap test 
(2012) for their Top Rated Safety Pick.  NHTSA funded a CAE passenger car evaluation and 
Transport Canada funded a CAE light duty truck study evaluation which included a crash test of 
the baseline vehicle.  With respect to mass reduction efficiency, the Aluminum Association 
funded a study on the impact of mass reduction on fuel economy for various vehicles with 
Ricardo, Inc. on which the 2015 NAS report comments were based.  The EPA and NHTSA 
(through ANL) also re-evaluated the effectiveness of mass reduction on CO2 and fuel 
consumption reductions for several vehicle classes, including standard car and light duty truck.  
The studies on efficiency will be addressed in Section 5.3. 

The following section provides a description of the multi material approach to lightweighting 
being used by OEM's and presents some examples of current vehicle designs that have adopted 
notable mass reduction which resulted in curb weight changes.  Further sections present an 
overview of the various holistic mass reduction and cost studies that have been completed since 
the FRM.  The studies provide technology, primary and secondary mass reduction, and cost 
information in order to create cost curves for application of mass reduction technology for a 
passenger car and light duty pickup truck.  

5.2.7.3 Market Vehicle Implementation of Mass Reduction 

Trends of slightly decreased curb weight in the new vehicle fleet are starting to be seen in the 
data.  The 2014 EPA Trends report in Figure 5.48, illustrates that the overall sales weighted 
vehicle weight has remained steady over the past 10 years.  The information in Figure 5.52 
illustrates that in 2008, the sales weighted vehicle weight was 4085 lb at 48.9 sq ft while the 
2014 sales weighted vehicle weight was 4060 at 49.9 sq ft which is a decrease of 25lbs and an 
increase of one square foot.  At the same time mass increases from additional safety regulations 
and are accounted for in the 2014 weights.  In order to achieve the results of increased size and 
decreased weight, lightweight technologies/approaches have had to be incorporated into vehicle 
designs. 
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Figure 5.52  Footprint (square feet) Change and Weight 2007-2014 

Table 5.14 lists a number of vehicle lightweighting efforts that have been announced over the 
past few years.  Some vehicles adopted high strength steel solutions, up to 2 GPa tensile strength 
steels, in their BIW such as in the Audi Q7, Acura TLX, Nissan Murano and Cadillac CTS 
redesigns.  The MY2015 F150 and the MY2014 Range Rover by Land Rover have both adopted 
a number of lightweighting components including aluminum body and cabin structure, aluminum 
closures, etc.   
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Table 5.14  Examples of Mass Reduction in Selected Recent Redesigns (Compared to MY2008 Design)JJ 

Vehicle Make 2008 Model Year 
curb Weight (kg) 

Model Year Change in Vehicle 
Curb Weight (kg) 

% Change % Footprint 
Change 

Acura MDX     2070  2014 238 11.5% +0.5% 

Audi Q7 2320 2014 325 14% 0 

Land Rover Range Rover 2400 2014 336 14% +5.2% 

Silverado 1500 Crew Cab 
4x4 

2422 2014 86 3.6% n/a 

Ford F150  
2.7L EcoBoost, 4x2 

Supercrew 

2446 2015 318 13% n/a 

Nissan Murano 1500 2015 30 2% n/a 

Cadillac CTS 1833 2015 110 6% +1.6% 

Honda Pilot 4367 2016 131 3% +6.1% 

Chevy Cruze425 1425 2016 114 8% n/a 

Chevy Malibu426 1552 2016 136 9.2% +0.3% 

GMC Acadia 2120 2017 318 15% -7.8% 

Chrysler Pacifica 2110 2017 114 5.4% +8.2% 

Cadillac XT5427 1893 2017 82 4.5% +2.7% 

 

The press release by Audi428 represents the engineering perspective that is needed to achieve 
notable mass reduction: "Although it (Q7) is shorter and narrower than its predecessor, the cabin 
is longer and offers more head room.  20 years of experience with lightweight construction flow 
into the new Audi Q7. Equipped with the 3.0 TDI engine, the new Audi Q7 tips the scales at just 
1,995 kilograms (4,398 lb.), which is 325 kilograms (716.5 lb.) less weight…. The Q7 with the 
3.0 TFSI engine is even lighter, weighing just 1,970 kilograms (4,343.1 lb.).  Lightweight 
construction has been applied in all areas, from the electrical system to the luggage compartment 
floor. The key is the body structure, where a new multi-material design reduces its weight by 71 
kilograms (156.5 lb.)….Ultra-high-strength parts made of hot-shaped steel form the backbone of 
the occupant cell. Aluminum castings, extruded sections and panels are used in the front and rear 
ends as well as the superstructure.  They account for 41 percent of the body structure. Other parts 
made entirely of aluminum are the doors, which shave 24 kilograms (52.9 lb.) of weight, the 
front fenders, the engine hood and the rear hatch.  Audi uses new manufacturing methods for the 
production and assembly of the parts. The crash safety and occupant protection of the new Audi 
Q7 are also on the highest level."   

In order to achieve the fullest amount of mass reduction from lightweighting efforts, vehicle 
design and planning are important in order to determine additional secondary mass that may be 
reduced from the vehicle.  Secondary mass savings are identified as a result of primary mass 
reduction savings.  Primary mass savings are those items which are not dependent on a lighter 
overall vehicle and include such items as aluminum closures and lightweight seats. The most 
identifiable secondary mass is the adoption of a smaller engine in the light weighted vehicle.  
Ford mentioned in a 2010 International Magnesium Association article that "Strategic use of 
lightweight and down-gauged material allows a vehicle’s powertrain to be smaller and more 

                                                 
JJ Some vehicles were redesigned twice from 2008 and so the changes aren't exactly the same as noted in the articles, 

from which some of the information was taken, for the table references differences between 2008 and 2014. 
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fuel-efficient.  Combining magnesium with aluminum for the MKT liftgate’s panels instead of 
steel saves 22 pounds in vehicle weight. When coupled with other weight-saving measures, re-
matching the vehicle with a smaller powertrain – known as right-sizing of power to weight -- is a 
key factor in achieving greater fuel economy."429  The adoption of Ford's EcoBoost engines 
allow Ford to realize the benefits of secondary lightweighting.   

Downsizing is an option not considered for this analyses for lightweighting and not 
commonly seen in the marketplace to date.  GMC designed the MY2017 Arcadia to be 6.4 inches 
shorter in wheelbase and 3.5 inches narrower than its predecessor and adopted some lightweight 
solutions for a 700lb reduction in mass in addition to being designed to meet the IIHS small 
overlap test.430  The new vehicle achieves 22 city and 28 highway, a 22 percent increase over the 
original 17/24, with its mass reduction, aerodynamics, new 2.5L Ecotec engine and stop/start 
technology.  “The original Acadia was very truck-inspired, but the new model has a decidedly 
SUV influence conveyed in sculptural details, softened corners and a sleeker windshield 
angle.”431   

5.2.7.4 Holistic Vehicle Mass Reduction and Cost Studies 

EPA and NHTSA's feasibility assessments for the 2012 Light Duty FRM incorporate mass 
savings and related costs.  The 2017-2025 FRM Joint Technical Support Document contained a 
linear mass reduction cost curve for direct manufacturing costs (DMC) in the expression of DMC 
($/lb.)=$4.36(percent-lb.) x Percentage of Mass Reduction level (percent) as shown in Figure 
5.53.  This equation starts at $0/kg for no mass reduction and increase at a constant rate of 
$4.36/( percent-lb.) for each percent mass reduction (ex: $0.44/lb. for 10 percent MR on a 4,000 
lb. vehicle and $0.66/lb. for 15 percent on same) and was applied to all 2008/2010 MY vehicles.  
This cost curve expression was based on a number of available data sources on mass reduction 
which included a number of papers on individual components.   

 

Figure 5.53  Mass Reduction Cost Curve ($/lb.) for 2017-2025 LD GHG Joint Technical Support Document 

In order to capture a more complete picture of the potential for mass reduction and related 
costs, the agencies (EPA, NHTSA, ARB, and DOE) have committed significant resources to 
acquire mass and cost information through a number of holistic vehicle studies as listed in  
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Table 5.15.  The projects were performed with constant performance in mind and hence the 
benefits of all lightweighting efforts were put into improving fuel efficiency and lowering CO2 
emissions.  Each project includes many steps including baseline vehicle teardown, 
component/system examination for mass reduction technologies, direct manufacturer cost 
estimation for mass reduction technology and related tooling, CAE safety crash evaluation, NVH 
assessment and durability analyses.  Mass reduction technologies for these studies are found in a 
variety of sources including those found on other vehicles, technologies in development at 
suppliers and material companies, technologies developed in other government funded projects, 
etc.  Cost estimates were made by the project contractors based on their extensive automotive 
experience and industry contacts.  The DOE/Ford/Magna joint project itself did not include a 
cost study for its two evaluations - Mach 1 (25 percent MR) and Mach 2 (50 percent MR).  
However DOE did fund two independent cost studies related to this work.  One for a 40-45 
percent mass reduction vehicle whose results were presented at the DOE Annual Merit Review 
(AMR) in 2015 and a second independent study was also funded by DOE for a 20-25 percent 
mass reduced vehicle and results are expected sometime in 2016.  The Mach 1 work also 
included several additions which included the buildup of seven lightweight vehicles for a number 
of durability and crash analyses as well as testing of some of the project's new technologies.  
Two other studies provided insights into the mass add for meeting the IIHS small overlap test 
which is required in order to achieve the IIHS rating of Top Safety Pick.  NHTSA funded a 
follow-up study on their 2012 passenger car work and Transport Canada funded a follow-up 
study on the EPA 2015 light duty pickup truck.  The studies provided a revised final cost and 
mass reduction to the original works.  The agencies also greatly appreciate and acknowledge the 
work of many individual companies, academia representatives, and material associations to 
provide information on lightweighting technologies, both in production and in research, to the 
agency contractors for the holistic vehicle studies.  This information was also used as the basis 
for material information contained in the Appendices to address topics of feasibility, mass 
reduction, cost, safety, research and recycling.  In addition, the agencies greatly appreciate the 
feedback from OEM's and others on the results of the holistic vehicle studies which formed a 
basis for revisions to the individual study cost curves for this analysis. 
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Table 5.15  Agencies Sponsored Mass Reduction Project List since FRM 

 Agen
cy 

Description Completion 
Date 

Reference 

Pass 
Car/CUV 
Studies 

 
 
 
 

US 
EPA 

Phase 2 Midsize 
CUV 

(2010 Toyota 
Venza)  

Low Development  
(HSS/Al focus) 

2012 Final Report, Peer Review and SAE Paper 
https://www3.epa.gov/otaq/climate/documents/420r120

26.pdf 
https://www3.epa.gov/otaq/climate/documents/420r120

19.pdf 
SAE Paper 2013-01-0656 

ARB Phase 2 Midsize 
CUV  

(2010 Toyota 
Venza)  

High Development  
All Aluminum 

2012 Final Report and Peer Review 
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_p

hase2_report-compressed.pdf 
http://www.arb.ca.gov/msprog/levprog/leviii/carb_versio

n_lotus_project_peer_review.pdf 

NHTS
A 

Passenger Car  
(2011 Honda 

Accord)  

2012 Final Report, Peer Review, OEM response, Revised Report 
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf 

http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-
+Fuel+Economy/ci.NHTSA+Vehicle+Mass-Size-

Safety+Workshop.print 
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/81

2237_LightWeightVehicleReport.pdf 

DOE/
Ford/
Magn

a 

Passenger Car  
(2013 Ford Fusion)  
Mach 1 and Mach 

2 projects 
Cost Study for 40-

45% Mass 
Reduction 

2015 http://energy.gov/sites/prod/files/2015/06/f24/lm072_sk
szek_2015_o.pdf 

http://energy.gov/sites/prod/files/2014/07/f17/lm072_sk
szek_2014_o.pdf 

http://energy.gov/sites/prod/files/2014/07/f17/lm088_sk
szek_2014_o.pdf 

http://avt.inl.gov/pdf/TechnicalCostModel40and45Percen
tWeightSavings.pdf 
SAE papers include 

2015-01-0405..0409 
2015-01-1236..1240 
2015-01-1613..1616 

NHTS
A 

Passenger Car 
small overlap mass 

add 

2016 Final Report 
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/81

2237_LightWeightVehicleReport.pdf 

Light 
Duty 
Truck 

Studies 
 

EPA 2011 Silverado 
1500 

2015 Final Report, Peer Review and SAE Paper 
https://www3.epa.gov/otaq/climate/documents/mte/420

r15006.pdf 
SAE Paper 2015-01-0559 

NHTS
A* 

2014 Silverado 
1500 

2016 Final Report (in peer review) 

Trans
port 
Cana

da 

IIHS small overlap 
mass add on LDT 

(EPA) 

2015 
 

Final Report and Peer Review 
https://www.tc.gc.ca/eng/programs/environment-etv-

summary-eng-2982.html 
Peer Review (EPA docket)432 

Note: 
*Completion expected May-June 2016 

 

https://www3.epa.gov/otaq/climate/documents/420r12026.pdf
https://www3.epa.gov/otaq/climate/documents/420r12026.pdf
https://www3.epa.gov/otaq/climate/documents/420r12019.pdf
https://www3.epa.gov/otaq/climate/documents/420r12019.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
https://www3.epa.gov/otaq/climate/documents/mte/420r15006.pdf
https://www3.epa.gov/otaq/climate/documents/mte/420r15006.pdf
https://www.tc.gc.ca/eng/programs/environment-etv-summary-eng-2982.html
https://www.tc.gc.ca/eng/programs/environment-etv-summary-eng-2982.html
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The holistic vehicle studies in Table 5.15 are nearly all focused on 2008/2010 design era 
vehicles due to the fact that one purpose of the Draft TAR is to evaluate the assumptions utilized 
in the FRM and perform an updated assessment based on the information available today.  The 
majority of vehicles have not yet incorporated significant mass reduction technologies due to the 
fact that many vehicle designs were already underway when the rulemakings were finalized and 
the lead time required to achieve such a transition is influenced by a three year lead time433 for 
acquiring aluminum sheet in volume.  The MY2014 new generation light duty pickup truck 
evaluated by NHTSA was a 'next step' approach to evaluate the mass save and cost from 
converting from a more high strength steel approach (compared to the 2008 design) to other 
lightweight materials including aluminum and CFRP.  It should be noted that the cost curve 
expression for the EPA and NHTSA projects take different approaches as will be discussed 
throughout the following sections. 

The agencies are using the information in the publicly available government sponsored 
studies in its modeling of mass reduction and related costs for all the vehicles sold in the US.  
The vehicles for the holistic vehicle projects were chosen based on their representation of high 
sales volume vehicles, as the Honda Accord and Chevy Silverado 1500, and/or representative of 
new vehicle designs that were showing increasing popularity, as the Toyota Venza.  The projects 
were conducted over the past 6 years and were multi-million dollar efforts.  The same detailed 
information collected in these projects were not readily available from any other source - 
especially cost information and secondary mass effects.  Additional mass comparison 
information was found to be available through the A2Mac1 vehicle databases and that 
information has been used to supplement our analyses on mass differences - especially on mass 
add for vehicle footprint increases.  Ducker Worldwide executive summaries have also provided 
insights into aluminum and steel material trends.   

To understand how the results from our projects relate to real world lightweighting efforts, 
staff from the agencies, EPA, NHTSA and ARB, met with OEMs and attended many technical 
conferences over the past four years.  It was observed that there are some cost savings to be 
achieved from lightweighting MY2008/2010 design vehicles and more is expected as costs are 
reduced through material recycling and optimization of material use.  The agencies agree that 
some mass reduction technologies will add cost, however recent developments in material 
processing, as with development of 3rd generation steels and Alcoa's Micromill for aluminum, 
indicate that these costs may be less than that utilized in the studies.  In addition, the decrease in 
metal material pricing over the past year has not been included in most of the holistic vehicle 
studies.  The agencies understand that OEM's have typically utilized mass reduction technologies 
to offset the weight of added features or safety measures to remain competitive. 

5.2.7.4.1 EPA Holistic Vehicle Mass Reduction/Cost Studies 

The U.S. EPA funded two holistic vehicle mass reduction/cost studies for the Midterm 
Evaluation between 2010 and 2015.  The first study was the Phase 2 low development (steel 
BIW) lightweighting study on a Midsize CUV performed by EPA with FEV North America, 
Inc., EDAG, Inc. and Munro and Associates, Inc. and was focused on achieving 20 percent mass 
reduction which resulted in a high strength steel structure with aluminum closures amongst other 
technologies.  This was a follow up to the Phase 1 paper study on the Midsize CUV performed 
by Lotus Engineering and includes in-depth analyses on cost and CAE safety analyses of the 
vehicle.  The second study was a lightweighting study on a 2011MY light duty pickup truck and 
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was performed by the same contractors using a similar methodology however added in the 
dynamic vehicle analyses and a number of component evaluations performed in CAE space.  The 
result was an aluminum intensive vehicle with high strength steel/aluminum ladder frame. 

EPA's cost curve development methodology for both projects is based on a cumulative 
additive approach of the best $/kg rated technologies.  Primary mass reduction technologies, 
technologies not dependent on mass savings in other areas of the vehicle, are listed along with 
the related costs and mass savings.  The $/kg for each technology is calculated and then the order 
of the technologies are sorted from lowest $/kg to highest.  The original mass and costs are then 
each added in a cumulative manner and then the resultant $/kg is calculated at each technology 
and a related percent mass reduction. Secondary mass savings, those mass savings which are 
dependent on other mass savings within the vehicle, are noted on a component evaluation basis, 
summed, and then applied at the solution point for the project.  Since the secondary mass savings 
are based on the size of the component - hence material basis - then this can be proportioned 
across the whole range of primary mass reduction curve.  The cost savings are also proportioned.  
Two assumptions work into this costs curve methodology: 1) OEM's will adopt cost saving mass 
reduction technologies first; and 2) secondary mass savings, such as a resized engine, will occur 
at all percent mass reduction points.  This methodology works into EPA's mass reduction 
modeling methodology for this Draft TAR, however is different from NHTSA's cost curve 
methodology and assumptions which is described separately. 

Other related studies to the Phase 2 Low Development Midsize CUV include the Phase 2 
High Development study funded by ARB.  ARB hired Lotus Engineering to compete an in-depth 
look into the aluminum intensive (High Development) Midsize CUV and included CAE safety 
analyses and an in-depth cost analyses. Both of the Phase 2 studies, High Development and Low 
Development, are follow-up studies to the Phase 1 paper study by Lotus Engineering on the 
Midsize CUV.  Following the Phase 2 studies, the Aluminum Association Automotive 
Technology Group contracted with EDAG, Inc. to evaluate aluminum material replacement 
within EPA's CAE model of the Midsize CUV BIW.  A cost analyses was also performed by 
EDAG for this project.   

5.2.7.4.1.1 Phase 2 Low Development Midsize CUV Updated Study and Supplement  

The Phase 2 Low Development (steel BIW) Midsize CUV lightweighting study was 
completed in August of 2012.  The results of this work were peer reviewed through an 
independent contractor as well as through the SAE paper publication process.  Feedback was 
received by OEM's and others independent of the official peer review process. 

The MY2010 Toyota Venza was chosen as the base vehicle for this work and vehicle 
teardown and coupon testing revealed that the base vehicle BIW included high strength steel 
components made of HSLA 350, HSLA 490, DP500, a 7000 aluminum rear bumper and HF1050 
B pillar and side roof rail. After consideration of nearly 150 lightweighting ideas, the project's 
final lightweighting results stated that 18.5 percent mass reduction was achieved for a cost 
savings of $0.47/kg.  The report also stated that if aluminum doors were included then the mass 
save would be 20.2 percent with a cost savings of $0.11/kg.  To make the non-compounded cost 
curve, the primary lightweighting ideas were listed with the lowest $/kg to the highest $/kg 
which reflects an approach where the OEM's would choose the less expensive, or cost saving, 
technologies first.  Then the mass and cost data were individually cumulatively added and a 
cumulative $/kg was determined at each technology addition to create the non-compounded 
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curve.  The compounded curve was developed by determining the secondary mass savings at the 
primary solution point and then the mass savings were ratio'd across the primary cost curve to 
yield the final cost curve with compounding.  A short summary of this work and the cost curve, 
see Figure 5.54, were included in the 2012 FRM. The compounded cost curve was not included 
in the cost curve development in the FRM as the study was not completed in time for the FRM 
analysis. 

 

Figure 5.54  Original Phase 2 Low Development Midsize CUV Lightweighting Cost Curve434 

Additional consideration was given to the feedback EPA and FEV received on the study as 
well to methodology updates which were made during the 2011MY light duty truck 
lightweighting study after the FRM. Modifications made to the data for the original curve, shown 
in Figure 5.54, included adding in the aluminum doors as a lightweight technology, and 
removing several features including the magnesium engine block and the cost savings for some 
of the light weighted plastic components.  Several customer features were put back into the 
vehicle including the lumbar and active head rest for the back seat and the cargo cover. A mass 
and cost allowance for NVH was added as well as the related cost savings for the secondary 
mass which had not been accounted for in the FRM methodology.  The revised cost curve is 
shown in Figure 5.55 and is 17.6 percent mass reduction at +$0.50/kg.  Also included are the 
$/kg and percent mass reduction solution points for two aluminum BIW Midsize CUV studies.  
First is the work funded by ARB from Lotus Engineering on the Phase 2 High Development 
Midsize CUV aluminum intensive project which utilized an aluminum BIW design and results 
came in at -$0.64/kg for 31 percent MR,440 per our calculations of study results.  Second is the 
aluminum intensive point from the Aluminum Association work of 27.81 percent mass reduction 
at $1.12/kg, in which EDAG utilized the same CAE baseline model developed for the EPA 
Phase 2 Low Development Midsize CUV work.442  
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Figure 5.55  Revised Cost Curve for the Midsize CUV Light Weighted Vehicle 

This cost curve, in Figure 5.55, is clearly different from the 2012 FRM cost curve for mass 
reduction, in Figure 5.53, in which all mass reduction points were associated with positive costs.  
The EPA Phase 2 Low Development Midsize CUV holistic vehicle study is a whole vehicle 
study which examines nearly every component in the vehicle for mass reduction potential and 
calculates a related cost and mass save for each and reviews them from most cost/kg save to 
most costly cost/kg.  This methodology was chosen based on the understanding that OEMs will 
choose the cost saving technologies first and that some cost mass reduction technologies will be 
paid for by the cost save mass reduction technologies.  A vehicle cost curve similar to the FRM 
expression could be achieved if cost technologies were listed first in the cumulative adding 
approach and hence losing the appearance of the cost saving technology ideas.  However, this is 
not the approach OEM's are utilizing for lightweighting.  For example, a 2016 publication by 
CAR contains an illustration and caption which states that "(Figure 5.56) illustrates a generic 
cost curve for lightweighting that is broadly supported.436  GM has also claimed publically to its 
potential investors that over $2B435 was saved in material costs reveals that costs can be saved 
with mass reduction ideas over several passenger vehicles.  It is very likely that some of this 
savings was due to the decreased material costs over the past year in addition to the cost saving 
lightweighting approaches.   
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Figure 5.56  Cost Curve Figure from CAR: "A Cost Curve for Lightweighting That Is Broadly Supported"436 

 

5.2.7.4.1.2 Light Duty Pickup Truck Light-Weighting Study 

The U.S. EPA NVFEL contracted with FEV North America to perform this study utilizing the 
methodology developed in the Midsize CUV lightweighting effort (2012) and the study was 
completed in 2015.  The results of this work went through a detailed and independent peer 
reviewed as well as through the SAE paper publication process.  Feedback was received by 
OEM's and others independent of the official peer review process. 

For this study a 2011 Silverado 1500 was purchased and torn down.  The components were 
placed into 19 different systems.  The components were evaluated for mass reduction potential 
given research into alternative materials and designs.  The alternatives were evaluated for the 
best cost and mass reduction and then compared to each other.  CAE analyses for NVH and 
safety was completed for the baseline and the light-weighted aluminum intensive vehicle.  A 
high strength steel structure with aluminum closures was the first choice of a solution for this 
project; however, this was not fully completed for the decision was made by the project team to 
change course and pursue the aluminum structure solution due to the expected introduction of the 
aluminum intensive F150 into the marketplace.  Durability analyses on both the baseline and 
light-weighted vehicle designs were performed through data gathered by instrumenting a 
Silverado 1500 light duty pickup truck and operating it over various road conditions.  Included in 
the durability analyses are durability evaluations on the light weighted vehicle frame, door and 
other components in CAE space.  The crash and durability CAE analyses allowed for gauge and 
grade determinations for specific vehicle components.  Load path redesign of the light duty truck 
structure (cabin and box structure and vehicle frame) was not a part of this project.  

As shown in Figure 5.57, the most mass reduction was achieved in the Body System Group -
A- (Body Sheet metal) in which the cabin and box structure and the closures, etc. were converted 
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to aluminum.  The suspension system is the second highest system for mass reduction and 
includes composite fiber leaf springs.  Mass reduction technologies with cost save examples 
include 1) material and design optimization in the connecting rods, 2) material and design 
through use of vespel thrust washer versus roller bearings, 3) material processing in the Polyone 
and Mucell applications, 4) material substitution in the thermoplastic vulcanizates (TPV) vs. 
EPDM static and dynamic weather seals, 5) material and part consolidation in the passenger side 
airbag housings, and 6) design and processing through incorporation of the half shafts and the 
Vari-lite® tube process by U.S. Manufacturing Corporation.  A complete listing of vehicle 
technologies can be found in the online report437 and Figure 5.57 shows that there was a 50kg 
and $150 allowance for NVH considerations.   

 

Figure 5.57  Light Duty Pickup Truck Lightweighting Study Results 

The individual technology mass and cost saving used to develop the system summaries listed 
in Figure 5.57 were used to develop EPA's cost curve for the light duty pickup truck 
lightweighting study, as shown in Figure 5.58.  It should be noted that the blue squares are 
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individual solutions and are not based on the cost curve technology points which lead to the red 
square solution point. 

 

Figure 5.58  Light Duty Pickup Truck Lightweighting Cost Curve 

The curve without compounding in Figure 5.58 (green curve) includes primary mass 
reduction ideas which do not depend on the vehicle being made lighter.  The mass reduction 
ideas based on a resultant lighter vehicle are called secondary mass saving ideas and are based on 
components decreasing in size and hence material.  In this study the engine was able to be 
downsized 7 percent due to the mass reduction in the vehicle design and still maintain the current 
towing and hauling capacities.  The other systems that were reduced in size, while considering 
truck performance characteristics, included the transmission, body system group A (bumpers), 
suspension, brake, frame and mounting systems, exhaust, and fuel systems.  The systems 
considered for secondary mass are included in Figure 5.59 and show the total 83.9kg mass save 
at $68.74 savings.  Overall, the secondary mass savings are 17.6KK percent of the primary.  The 
compounded curve in Figure 5.58 is the EPA light duty truck cost curve utilized in the 
development of the overall cost curve for light duty trucks described in section 5.3. 

                                                 
KK % Secondary Mass = 560.9 compounded-83.9secondary =477kg primary, 83.9/477 = 17.6% secondary.   
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Figure 5.59  Light Duty Pickup Truck Lightweighting Study Secondary Mass  

5.2.7.4.2 NHTSA Holistic Vehicle Mass Reduction/Cost Studies 

NHTSA funded two holistic vehicle mass reduction/cost studies for the Midterm Evaluation.  
The first lightweighting study was performed on a 2011MY Honda Accord as the base vehicle, 
with Electricore, Inc., George Washington University and EDAG, Inc. and was completed in 
2012438.  EDAG was also rehired to re-evaluate the public study feedback received from Honda 
on the project as well as evaluate the mass add for IIHS Small Overlap for the passenger car. 
This study was completed in February 2016.  The second was a lightweighting study on a 
2014MY light duty pickup truck, Silverado 1500 as the base vehicle, and was performed by 
EDAG, Inc. using a similar methodology to the passenger car work and is expected to be 
completed in 2016.  

 

5.2.7.4.2.1 Updated Midsize Car Lightweight Vehicle Study   

At the time of the original 2012 passenger car lightweighting study438, NHTSA did not 
consider IIHS small overlap test performance as part of overall safety assessment of light-
weighted vehicle.  Honda commented on the above light-weighted study and highlighted some of 
the performance, build quality, platform sharing and other customer experience constraints that 
should be taken into consideration.  NHTSA updated the above Honda Accord light-weighted 
vehicle study in the new report "Update to Future Midsize Lightweight Vehicle Findings in 
Response to Manufacturer review and IIHS Small-Overlap Testing."439   The mass and cost 
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adjustments in response to Honda's comments resulted in 21.75kg less mass reduction from the 
original light-weighted vehicle and an increase cost of $18.13.   Further, to address IIHS small 
overlap test, the mass of the light-weighted vehicle had to be increased by another 6.9kg with 
$26.88 increased cost on top of $18.13.  The resultant cost curve is displayed in Figure 5.60.  
LWV1.0 is the original AHSS BIW and Aluminum Closures and Chassis Frames solution point.  
LWV 1.1 includes the corrections based on the Honda feedback and LWV 1.2 includes the 
Honda feedback as well as the IIHS SOL mass and cost add.  This cost curve has been further 
revised for the Draft TAR as discussed below. 

 

Figure 5.60  NHTSA Passenger Car Updated Cost Curve (DMC($/kg) v %MR)442 

The final light-weighted vehicle (LWV 1.2 Solution) had mass reduction of 303.65kg 
compared to the baseline vehicle at the cost of $364.01 after accounting for Honda’s 
recommendation and IIHS small overlap tests.  The green point in the cost plot in Figure 5.60 
shows revised cost and mass reduction levels after consideration of Honda’s recommendations 
and the mass addition to meet IIHS small overlap test performance.  As explained in section 
5.2.7.4.2, NHTSA developed cost curve based on the LWV solution point which is explained in 
detail in section 5.4. 

NHTSA realized some limitations in the form of the cost curve in Figure 5.60.  Since the cost 
curve was derived more at the systems level, a more detailed cost curve was developed using 
cumulative mass savings approach from each of the components considered for mass reduction 
opportunities.  Figure 5.61 shows the cost curve developed from Honda Accord light-weighted 
vehicle.  Table 5.16 shows the list of components considered for mass reduction. Note here the 
LWV solution is represented as AHSS+AL solution point in the cost curve below. 
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Figure 5.61  NHTSA Revised Passenger Car DMC Curve (($/kg v %MR) and ($/vehicle v %MR)) 

Table 5.16 shows list of components considered for mass reduction and used for constructing 
the passenger car cost curve. 
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Table 5.16  Components for LWV Solution 

Vehicle 
Component/System 

Cumulative Mass 
Saving (kg) 

Cumulative MR% 
Cumulative Cost 
($) 

Cumulative Cost 
$/kg 

Front Bumper 3.59 0.24% -1.23 -0.34 

Front Door Trim 4.93 0.33% -1.23 -0.25 

Front Door Wiring Harness 5.23 0.35% -1.23 -0.24 

Head Lamps 6.94 0.47% -1.23 -0.18 

HVAC 9.54 0.64% -1.23 -0.13 

Insulation 12.74 0.86% -1.23 -0.10 

Interior Trim 15.77 1.07% -1.23 -0.08 

Parking Brake 16.76 1.13% -1.23 -0.07 

Rear Door Trim 17.89 1.21% -1.23 -0.07 

Rear Door Wiring Harness 18 1.22% -1.23 -0.07 

Tail Lamps 18.63 1.26% -1.23 -0.07 

Tires 23.08 1.56% -1.23 -0.05 

Wiring and Harness 27.38 1.85% -1.23 -0.04 

Wheels 28.82 1.95% -$1.23 -0.04 

Rear Bumper 32.33 2.18% $0.53 0.02 

Instrument Panel 41.78 2.82% $17.27 0.41 

Body Structure 96.18 6.50% $173.13 1.80 

Decklid 101.39 6.85% $188.97 1.86 

Hood 108.86 7.36% $211.49 1.94 

Front Door Frames 124.26 8.40% $262.88 2.12 

Fenders 127.53 8.62% $274.98 2.16 

Seats 147.56 9.97% $374.02 2.53 

Rear Door Frames 159.02 10.74% $428.47 2.69 

Powertrain components 
(Engine, transmission, Fuel 
system, Exhaust system, 
coolant system), Brakes 
etc. 

302.92 20.5% 364.37 1.20 

 

5.2.7.4.2.2 Light Duty Pickup Truck Light-Weighting Study 

The Department of Transportation National Highway Traffic Safety Administration (NHTSA) 
awarded a contract to an automotive design and engineering company EDAG, Inc., to conduct a 
vehicle weight reduction feasibility and cost study of a 2014MY full size pick-up truck.  The 
light weighted version of the full size pick-up truck (LWT) used manufacturing processes that 
will likely be available during the model years 2025-2030 and capable of high volume 
production.  The goal was to determine the maximum feasible weight reduction while 
maintaining the same vehicle functionalities, such as towing, hauling, performance, noise, 
vibration, harshness, safety, and crash rating, as the baseline vehicle, as well as the functionality 
and capability of designs to meet the needs of  sharing components across same or cross vehicle 
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platform.  Consideration was also given to the sharing of engines and other components with 
vehicles built on other platforms to achieve manufacturing economies of scale, and in 
recognition of resource constraints which limit the ability to optimize every component for every 
vehicle.  At the time of writing for this Draft TAR, the report is in peer review and will be 
finalized by the NHTSA NPRM and EPA Proposed Determination in 2017. 

A comprehensive teardown/benchmarking of the baseline vehicle for engineering analysis 
that included manufacturing technology assessment, material utilization and complete vehicle 
geometry scanning was performed. The baseline vehicle’s overall mass, center of gravity and all 
key dimensions were determined. Before the vehicle teardown, laboratory torsional stiffness 
tests, bending stiffness tests and normal modes of vibration tests were performed on baseline 
vehicles so that these results can be compared with the CAE model of the light weighted design. 
After conducting a full tear down and benchmarking of the baseline vehicle, a detailed CAE 
model of the baseline vehicle was created and correlated with the available crash test 
results.  The project team then used computer modeling and optimization techniques to design 
the light-weighted pickup truck and optimized the vehicle structure considering redesign of 
structural geometry, material grade and material gauge to achieve the maximum amount of mass 
reduction while achieving comparable vehicle performance as the baseline vehicle.  Only 
technologies and materials projected to be available for large scale production and available 
within two to three design generations (e.g. model years 2020, 2025 and 2030) were chosen for 
the LWT design.  Three design concepts were evaluated, a multi-material approach, an 
aluminum intensive approach and a Carbon Fiber Reinforced Plastics (CFRP) approach.  The 
multi-material approach was identified as the most cost effective.  The recommended materials 
(advanced high strength steels, aluminum, magnesium and plastics), manufacturing processes, 
(stamping, hot stamping, die casting, extrusions, and roll forming) and assembly methods (spot 
welding, laser welding, riveting and adhesive bonding) are at present used, some to a lesser 
degree than others.  These technologies can be fully developed within the normal product design 
cycle using the current design and development methods.   

The design of the LWT was verified, through CAE modeling, that it meets all relevant crash 
tests performance.  The LS-DYNA finite element software used by the EDAG team is an 
industry standard for crash simulation and modeling.  The researchers modeled the 
crashworthiness of the LWT design under the NCAP Frontal, Lateral Moving Deformable 
Barrier, and Lateral Pole tests, along with the IIHS Roof, Lateral Moving Deformable Barrier, 
and Frontal Offset (40 percent and 25 percent) tests.  All of the modeled tests were comparable 
to the actual crash tests performed on the 2014 Silverado in the NHTSA database.  Furthermore, 
the FMVSS No. 301 rear impact test was modeled and it showed no damage to the fuel system. 

The baseline 2014 MY Chevrolet Silverado was platform shares components across several 
platforms. Some of the chassis components and other structural components were designed to 
accommodate platform derivatives, similar to the components in the baseline vehicle which are 
shared across platforms such as GMT 920 (GM Tahoe, Cadillac Escalade, GMC Yukon), GMT 
930 platform (Chevy Suburban, Cadillac Escalade ESV, GMC Yukon XL), and GMT 940 
platform (Chevy Avalanche and Cadillac Escalade EXT) and GMT 900 platform (GMC Sierra).  
As per the National Academy of Sciences guidelines, the study assumes engines would be 
downsized or redesigned for mass reduction levels at or greater than 10 percent.  As a 
consequence of mass reduction, several of the components used designs that were developed for 
other vehicles in the weight category of light-weighted designed vehicles were used to maximize 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-181 

economies of scale and resource limitations.  Examples include brake systems, fuel tanks, fuel 
lines, exhaust systems, wheels etc.  

Cost is a key consideration when vehicle manufacturers decide which fuel-saving technology 
to apply to a vehicle.  Incremental cost analysis for all of the new technologies applied to reduce 
mass of the light-duty full-size pickup truck designed were calculated.  The cost estimates 
include variable costs as well as non-variable costs, such as the manufacturer’s investment cost 
for tooling etc.  The cost estimates include all the costs directly related to manufacturing the 
components.  For example, for a stamped sheet metal part, the cost models estimate the costs for 
each of the operations involved in the manufacturing process, starting from blanking the steel 
from coil through the final stamping operation to fabricate the component.  The final estimated 
total manufacturing cost and assembly cost are a sum total of all the respective cost elements 
including the costs for material, tooling, equipment, direct labor, energy, building and 
maintenance. 

The information from the LWT design study was used to develop a cost curve representing 
cost effective full vehicle solutions for a wide range of mass reduction levels.  The cost curve is 
shown in Figure 5.54.  At lower levels of mass reduction, non-structural components and 
aluminum closures provide weight reduction which can be incorporated independently without 
the redesign of other components and are stand-alone solutions for the LWV.  The holistic 
vehicle design using a combination of AHSS and aluminum provides good levels of mass 
reduction at reasonably acceptable cost.  The LWV solution achieves 17.6 percent mass 
reduction from the baseline curb mass. Further two more analytical mass reduction solutions (all 
aluminum and all carbon fiber reinforced plastics) were developed to show additional mass 
reduction that could be potentially achieved beyond the LWV mass reduction solution point. The 
Aluminum analytical solution predominantly uses aluminum including chassis frame and other 
components. The carbon fiber reinforced plastics analytical solution predominantly uses CFRP) 
in many of the components. The CFRP analytical solution shows higher level of mass reduction 
but at very high costs. Note here that both all-Aluminum and all CFRP mass reduction solutions 
are analytical solutions only and no computational models were developed to examine all the 
performance metrics.  

An analysis was also conducted to examine the cost sensitivity of major vehicle systems to 
material cost and production volume variations.  
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Figure 5.62  NHTSA Draft Light Duty Pickup Truck Lightweighting (AHSS Frame with Aluminum 

Intensive) Cost Curve (DMC $/kg v %MR) 

 

Table 5.17  Components for LWV Solution, below lists the components included in the 
various levels of mass reduction for the LWV solution.  The components are incorporated in a 
progression based on cost effectiveness.   
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Table 5.17  Components for LWV Solution 

Vehicle Component/System Cumulative 
Mass Saving 

Cumulative 
MR% 

Cumulative 
Cost 

Cumulative 
Cost $/kg 

Interior Electrical Wiring 1.38 0.06% ($28.07) -20.34 

Headliner 1.56 0.06% ($29.00) -18.59 

Trim - Plastic 2.59 0.11% ($34.30) -13.24 

Trim - misc. 4.32 0.18% ($43.19) -10.00 

Floor Covering 4.81 0.20% ($45.69) -9.50 

Headlamps 6.35 0.26% ($45.69) -7.20 

HVAC System 8.06 0.33% ($45.69) -5.67 

Tail Lamps 8.46 0.35% ($45.69) -5.40 

Chassis Frame 54.82 2.25% $2.57  0.05 

Front Bumper 59.93 2.46% $7.89  0.13 

Rear Bumper 62.96 2.59% $11.04  0.18 

Towing Hitch 65.93 2.71% $14.13  0.21 

Rear Doors 77 3.17% $28.09  0.36 

Wheels 102.25 4.20% $68.89 0.67 

Front Doors 116.66 4.80% $92.53 0.79 

Fenders 128.32 5.28% $134.87 1.05 

Front/Rear Seat & Console 157.56 6.48% $272.57 1.73 

Steering Column Assy 160.78 6.61% $287.90 1.79 

Pickup Box 204.74 8.42% $498.35 2.43 

Tailgate 213.14 8.76% $538.55 2.53 

Instrument Panel 218.66 8.99% $565.06 2.58 

Instrument Panel Plastic Parts 221.57 9.11% $580.49 2.62 

Cab 304.97 12.54% $1,047.35 3.43 

Radiator Support 310.87 12.78% $1,095.34 3.52 

Powertrain 425.82 17.51% 1246.68 2.93 

 

A fitted curve was developed based on the above listed mass reduction points to derive cost 
per kilogram at distinct mass reduction points as shown in Table 5.18 below. 

Table 5.18  Costs Per Kilogram at Various %MR Points 

MR% $/kg 

5.0% $0.97 

7.5% $2.09 

10.0% $2.98 

15.0% $3.27 

20.0% $5.75 
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As explained above, the total direct manufacturing costs for the components listed above are 
shown Figure 5.63 below.  

 
Figure 5.63  NHTSA Light Truck Cost Curve (Direct Manufacturing Costs) $/vehicle vs 

%MR 

Table 5.19 shows the direct manufacturing costs are distinct mass reduction levels.  

Table 5.19  Direct Manufacturing Costs at MR0-MR5 

 LT 
Baseline Curb Wt. 2432 kg 

Mass  
Reduction 

(kg) 

 DMC ($)LL 

MR0 0 $0 

MR1 - 5% 122 $118 

MR2 - 7.5% 182 $381 

MR3 - 10% 243 $725 

MR4 - 15% 365 $1193 

MR5 - 20% 486 $2797 

 

5.2.7.4.3 ARB Holistic Vehicle Mass Reduction/Cost Study 

The California Air Resources Board funded Lotus Engineering on further analysis of in-depth 
cost and CAE, of the Phase 2 High Development of the Midsize CUV440.  The project focused on 

                                                 
LL Value calculated from best fit curve in previous figure, not from figure above table. 
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the BIW design through CAE and more in-depth costing of the BIW.  A full vehicle solution 
point was developed by adding the cost and mass save results of the BIW analysis to the cost and 
mass save information on the other vehicle systems from the Phase 1 work.441  The report 
changed the original BIW design of 30 percent magnesium, 37 percent aluminum, 6.6 percent 
steel and 21 percent composites to one of 12 percent magnesium, 75 percent aluminum, 8 
percent steel and 5 percent composites, shown in Figure 5.65.  The report states that its BIW 
design reduced the number of parts from 419 parts in the baseline Venza to 169 parts in the low 
mass design.  Specifically the report states "By factoring in the manufacturability of the materials 
and designs into the fundamental design process, it is expected that … this type of design [will] 
be production ready in 2020." 

The summary write-up for this work is contained within the LD GHG 2017-2025 FRM Joint 
Technical Support Document.  A cost curve was not developed for this work.  Values of cost and 
overall mass reduction were located in several areas of the report.  The overall results, including 
all of the mass reduction items in the Phase 1 report and including powertrain were taken from 
Table 4.5.7.2.f. totaling 531.2kg reduced (31 percent of 1711kg) and the total cost was taken 
from the 4.6.1.  Conclusions section of $342/vehicle cost save.  The cost per kilogram for this 
solution is calculated as -$0.64/kg cost save.  This point, along with two other all aluminum 
vehicle solution points - one by NHTSA and the other by the Aluminum Association, helps to 
indicate the direction for additional mass reduction beyond the AHSS BIW/Aluminum closure 
solution on which the cost curve for the passenger car/Midsize CUV is based. 

 

Figure 5.64  Phase 2 High Development BIW - Lotus Engineering 

 

5.2.7.4.4 Aluminum Association Midsize CUV Aluminum BIW Study 

The Aluminum Association funded a project with EDAG, Inc.442 in 2012 to perform an 
aluminum substitution analysis in the BIW of the Midsize CUV work by EPA using the EPA 
CAE baseline model for the work.  The baseline model was also developed by EDAG, Inc.  The 
analyses utilized CAE crash safety and NVH verifications when determining the specifics, gauge 
and grade, of the aluminum to be utilized in the BIW (Figure 5.65).   
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Figure 5.65  Midsize CUV Baseline vs Midsize CUV Aluminum Intensive Vehicle 
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Figure 5.66  Summary Table of Mass Reduction and Cost for Aluminum BIW and Closure Components 

Figure 5.66 lists the results from aluminum material substitution into the existing BIW and 
closures.  When combined with the remaining mass and cost saved identified in the U.S. EPA 
Midsize CUV report, resulted in a $1.12/kg for 27.8 percent mass reduction for the entire 
vehicle, as shown in Table 5.20.  This data point is included in the overall cost curve shown in 
Figure 5.55.   

Table 5.20  Summary of the Automotive Aluminum 2025  

 Multi-Material  
(MMV - EPA low dev) 

Aluminum (AIV) 

Body and Closure MR -14% -39% 

Total Vehicle MR -19.2% -27.8% (-476kg) 

Cost Impact -$0.23/kg $1.12/kg (+$534)* 
*Note: Full Vehicle Mass Optimization 

 

5.2.7.4.5 DOE/Ford/Magna MMLV Mach 1 and Mach 2 Lightweighting Research Projects 

The Multi Material Lightweight Vehicle (MMLV) project was initiated in 2012 by the 
Department of Energy and co-funded by Magna International and Ford Motor Corporation under 
the project number DE-EE0005574.  The objectives of the project included identifying 25 
percent (Mach 1) and 50 percent (Mach 2) vehicle mass reduction packages. This work was peer 
reviewed through the DOE AMR and the SAE publication processes.  The "Multi-Material 
Lightweight Vehicles" presentation, which was a combination of the Mach 1 and Mach 2 
projects, was peer reviewed at the 2015 DOE AMR in front of a panel of experts in the field and 
the results of the peer review were included in the final report for the DOE AMR.443  The project 
received a weighted average score of 3.77 out of 4.0 and was measured on reviewer questions 
related to approach, technical accomplishments, collaborations, and future research.  The results 
were also presented in a number of SAE papers and hence reviewed through the SAE publication 
process.   
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The DOE/Ford/Magna developed the lightweight vehicle solutions off of a 2013MY Ford 
Fusion platform (used to represent a 2002 Ford Taurus).  Results include 23.5 percent for the 
Mach 1 design.  Seven vehicles were built and the vehicles, and certain components, were tested 
under a series of durability tests.  New technologies of composite fiber springs, carbon fiber 
wheels, seat back frame, and the multi-material body structure were included in the durability 
tests.  For the Mach 2 design, 50 percent mass reduction is achieved however the vehicle is not 
market viable due to extensive de-contenting and use of materials that are not yet ready for full 
volume production including composite "tub" package tray and roof.  A comparison of the 
MMLV structures weight for BIW, Closure, Chassis and Bumper is displayed in Figure 5.67. 

 

Figure 5.67  MMLV Structures Weight Comparison BIW, Closure, Chassis, Bumper444 

 

Gaps identified by the MMLV projects (I and II) include those listed in Table 5.21. 
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Table 5.21  Gaps Identified by MMLV Project 

Topic GAP 

Steel Improved coatings on ultra-high strength steels for multi material applications 

Aluminum Increased die life and bi-metallic (inserts, etc.) for Al die castings plus low cost 
7xxx aluminum sheet and extrusions 

Magnesium High volume warm forming, hemming, class A finish, plus improved die life and 
bi-metallic inserts in high pressure vacuum die casting 

Carbon Fiber 
Composites 

Material characterization for CAE, joining, corrosion, paint, class-A finish 

Multi Material 
Vehicles 

Corrosion mitigation strategy including universal equivalent of phosphate (or 
eqiuv) bath for any mix of steel, aluminum and magnesium before e-coat and 

paint 

Joining methods with corrosion mitigation 

Aluminum rivet, high hardness, high strength 

Alternative NVH treatments for lightweight panels sheet metal and glazings 

Design for disassembly, end of life, for reclaiming, recycling 

 

No cost analysis was performed for the Mach 1 study.  A 40-45 percent MR cost analyses 
from the base 2013MY vehicle was completed under a separate DOE project, through Idaho 
National Laboratories performed by IBIS Associates Inc., and results indicate the cost of carbon 
fiber must decrease in order to make the technology viable for mass market vehicles.445  This 
project is described in 5.2.7.4.6. 

5.2.7.4.5.1 Mach I  

The MMLV Mach I project achieved 364 kg (23.5 percent) mass reduction from the baseline 
weight of the 2013 Ford Fusion (representing a 2002 Ford Taurus).  Seven prototype vehicles 
were built and these vehicles were used to conduct a number of test such as, corrosion, 
durability, NVH (noise vibration harshness), and crash. Maintaining performance and 
capabilities, along with safety and durability were also goals of the MMLV.  All parts used in the 
MMLV are either low volume or high volume production capable up to 250,000 vehicles per 
year.  The Mach I mass reduction was achieved using materials such as aluminum, carbon fibers, 
magnesium, and high strength steels.  Results of the Mach I project were presented in 14 SAE 
papers.446,447,448,449,450,451,452,453,454,455,456,457,458 

The Mach I project group presented an estimate of the fuel economy improvement at the 2015 
SAE World Congress 2015 as being an increase to 34 mpg from 28 mpg.  This change in fuel 
economy was estimated by taking the fuel economy of a Ford Fiesta (which is the equivalent 
weight of the lightweight Mach-I) and comparing to the 2013 Ford Fusion.  The fuel economy 
numbers were from fueleconomy.gov.  Key requirements of durability, safety, and Noise 
Vibration Harshness (NVH) were also met within the Mach I design as illustrated in a report 
presentation at the 2015 DOE AMR.459  All components of the MMLV were specifically chosen 
for optimal weight reduction without shorting on performance or technicality.  

Five subsystems of the mach-i compared to the baseline 2013 fusion of full body mass 
reduction.459  
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 The body-in-white (BIW) and closures contributed 76 kg (4.9percent) to the overall 
vehicle mass reduction.  The baseline 2013 BIW is 326 kg and the Mach-I BIW is 
250 kg. The 2013 Fusion BIW is steel intensive, and the Mach-I design included 
advanced high strength steels were integrated for use as primary safety structures like 
crush rails, B-pillars, and selected cross car beams.  Closures in the Mach 1 were 
aluminum intensive.  The transition from steel to aluminum is also the primary design 
strategy for the light weighting of the deck lid, and front fenders, as well as the side 
door structures and hinges.  Also, chemically foamed plastics were used in the door 
design as trim.  

 Body Interior and Climate Control consists of the seats, floor components, instrument 
panel/ cross car beam (IP/CCB), and climate control system which contributed 28 kg 
(1.8 percent) to the overall vehicle mass reduction.  The IP/CCB decreased in part 
count from 71 to 21, new material design involved carbon fiber reinforce nylon from 
the baseline welded assembly of steel stampings and tubes.  The material selection of 
the seat structures was carbon fiber reinforced nylon composite compared to the 
baseline steel stampings and tubes. 

 Chassis subsystem reduced its total mass by 98 kg (6.3 percent) to the overall vehicle 
mass reduction.  The major components identified in the Mach 1 subsystem include 
hollow coil springs, carbon fiber wheels, and tires with a tall and narrow design, 
hollow steel stabilizer bars, aluminum sub frames, control arms and links.  

 The powertrain subsystem was reduced by 73 kg (4.7 percent) to the overall vehicle 
mass reduction.  The baseline engine is a 1.6 liter four-cylinder gasoline turbocharged 
direct injection (EcoBoost) with a six-speed automatic transmission.  The Mach-I 
design has a 1.0 liter three-cylinder gasoline turbocharged direct injection (Fox 
EcoBoost) with a mass reduced six-speed automatic transmission.  The use of carbon 
fiber within this subsystem encouraged mass reduction and include components such 
as the engine oil pan.  

 The electrical subsystem achieved a 10 kg (0.64 percent overall vehicle mass 
reduction). A few adjustments were made to accomplish this number.  The battery 
was switched to a lithium ion 12-volt start battery from the baseline lead-acid battery.  
The change of the battery achieved 5 kg mass reduction.  Also, copper electrical 
distribution wiring was replaced with aluminum conductors meeting a 4 kg mass 
reduction.  The remaining 1 kg mass reduction was achieved by small adjustments to 
the speakers, alternator, and the starter motor.  

 

DESIGN AND FUNCTION VALIDATION:  The Mach-I used computer aided engineering 
(CAE) for many safety simulations due to low budget, however several vehicles were used to 
perform a number of actual vehicle safety crashes.  Many computer aided designs (CAD) and 
CAE tests were performed initially before the vehicle components were manufactured and/or 
physically tested.  Seven MMLV Mach-I vehicles were built and selectively tested. Seven 
different validation tests were completed as listed in Table 5.22. 
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Table 5.22  Safety Tests Performed on the Mach-I. 

VEHICLE TESTING 

Test Buck Body-in-White + Closures + Bumpers + Glazing + Front 
Subframe - Body-in-Prime NVH modes, global stiffness, 

attachment stiffness, selected Durability 

Durability A  DRIVABLE, full MMLV content with Fusion powertrain - 
MPG Structural Durability, Square Edge Chuckhole Test 

for Wheels and Tires 

Corrosion A Traditional Surface 
Treatments 

DRIVABLE, with alternative surface treatment and paint 
process - MPG Corrosion R-343. Humidity soaks and 

salt spray etc. 

Corrosion B MMLV Alternative 
Surface Treatments 

DRIVABLE, with traditional surface treatment and paint 
process - MPG Corrosion R-343. Humidity soaks and 

salt spray etc.  

Safety A NON-Drivable, most MMLV content, without carbon 
fiber instrument panel - Low Speed Damageability test 

(front) Right Hand (passenger) side - IIHS Front ODB 
40% Offset 40 mph, Left Hand (driver) side - Side Pole 

Test on Right Hand (passenger) side (FMVSS 214) 

Safety B NON-Drivable, most MMLV content, without carbon 
fiber instrument panel - NCAP Frontal 35 mph rigid 

wall, then 70% Offset Rear Impact (FMVSS 301) 

NVH + Drives DRIVABLE, full MMLV content with downsized and 
boosted powertrain, 1.0-liter I3 EcoBoost, gasoline 
turbocharged direct injection engine plus six-speed 

manual transmission - Wind Tunnel, Rough Road 
Interior Noise, Engine & Tire Noise, Ride & Handling 

 

The overall outcome of the safety and durability tests provided assurance a multi-material 
lightweight vehicle was successful.  Noise Vibration Harshness was tested in a high frequency 
range of 200-10000 Hz and fell within acceptability but slightly short of requirements. Durability 
test classified the Mach-I as a durable vehicle and showed no major cracking or durability 
incidents in the test mileage. Frontal crash safety tests showed that nine parts withstood the test 
at a good level.  Table 5.23 is a list of the parts that performed the best.  The carbon fiber wheels 
had one issue in the durability test with the outer coating on the carbon fiber, however it was 
solved and the wheel is currently planned for the Shelby Mustang.  The composite fiber springs 
performed better than expected and it is understood that they are in production, or planned for 
production, in the Audi A6 Ultra Avant and the Renault Megane Trophy RS vehicles.  The 
durability issue for the composite fiber wheels was solved and the improved wheels are being 
employed in the Shelby Mustang.  Some new discoveries were made including the near zero 
mass add for NVH considerations and corrosion concerns will be better addressed with a correct 
amount of sealant and the proper choice of nuts and bolts in the multi material vehicle design.   
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Table 5.23  Mach-I Components to Maintain Frontal Crash Performance. 

PART MATERIAL 

Front bumper Extruded aluminum 

Crush Can Extruded aluminum 

Subframe Cast and extruded aluminum  

Shock Tower Cast aluminum  

Coil Spring Chopped glass fiber composite 

Wheel Woven carbon fiber composite 

A-Pillar joint node Cast aluminum 

Windshield  Chemically toughened laminate 

Seat frame Woven carbon fiber composite  

 

5.2.7.4.5.2 Mach 2 

The goal of the Mach 2 project was to create a lightweight design that achieved 50 percent 
mass savings from the 2013 Ford Fusion (representing a 2002 Ford Taurus).  This amount of 
mass reduction is forward looking and of limited use for the time frame considered for this Draft 
TAR (2022-2025) which has a top application of 20 percent mass reduction.   

The project achieved 51.1 percent (798kg) mass reduction with a significant degree of mass 
reduction using materials and processes that have some initial research but not ready for high 
volume.  Significant vehicle de-contenting was employed which included items from air 
conditioning to thinning the windows and the resultant vehicle was not marketable. 

The vehicle technologies for the BIW and Closures includes carbon fiber and composites as 
seen in Figure 5.68.  However the CAE inputs were not mature for the materials and as a result 
the outputs were insufficient.  CAE information included cards for stiffness, durability, and 
fatigue analyses. In terms of production, the composite material and manufacturing infrastructure 
was also not mature for automotive volumes.  The carbon fiber and composite panels were not 
deemed acceptable for Class A surfaces and as a result aluminum or magnesium sheet products 
were chosen for the BIW and closure applications.   



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-193 

Table 5.24  Mach II Design Vehicle Summary459 

System Technology Material/Approach 

Body and Closures Body Composite intensive 

Closures Magnesium 

Windows Reduced Thickness 

Interior & Climate 
Control 

Seats Carbon fiber seats with reduced function 

IP Carbon fiber composite 

Reduced content No bins, center console, air conditioner, etc. 

Chassis Subframes Cast magnesium 

Coil Springs Composite 

Reduced 
capacity 

For reduced weight cargo and towing 

Powertrain Engine 1.0L 3 cyl naturally aspirated 
Remove turbocharger and intercooler 

Material change 

Transmission Reduced capacity manual  

Electrical  Eliminate content and features 

 Reduced battery, alternator, wiring 

 

  

Figure 5.68  Mach II Mixed Material BIW and Closure Design (brown is carbon fiber)459 

The Mach II design had a number of estimated performance impacts.  The CAE based 
assessments were not complete due to insufficient carbon fiber CAE modeling capabilities and as 
a result there was low confidence in load cases.  There was a large degradation in all metrics for 
sound and stiffness.  Corrosion capability was significantly challenged with mixed material 
joints that included carbon fiber composites and magnesium.  There are some unknown 
processes for high volume production and challenges with joining, surface treatments, paint, 
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thermal expansion and dimensions and tolerances.  Areas identified needing additional research 
include recyclability and vehicle repair.   

5.2.7.4.6 Technical Cost Modeling Report by DOE/INL/IBIS on 40 Percent-45 Percent 
Mass Reduced Vehicle 

The U.S. Department of Energy's Vehicle Technologies Office Materials Area funded a study 
to provide cost estimates and assessment of a 40 percent and 45 percent weight savings on a 
North American midsize passenger sedan based on the work of the Mach 1 and Mach 2 
lightweighting projects.  The title of the report is "Vehicle Lightweighting: 40 percent and 45 
percent Weight Savings Analysis: Technical Cost Modeling for Vehicle Lightweighting"460.  
This work was peer reviewed through the 2015 DOE AMR "Technical Cost Modeling for 
Vehicle Lightweighting" presentation in front of a panel of experts in the field. Results of the 
peer review were included in the final report for the DOE AMR.461  The project received a 
weighted average score of 2.98 out of 4.0 and was measured on reviewer questions related to 
approach, technical accomplishments, collaborations, and future research.   

The goal of the work was to achieve 40 percent-45 percent mass reduction relative to a 
standard North American midsize passenger sedan at an effective cost of $3.42/lb.  This study 
utilized existing mass reduction and/or cost studies including those from FEV, Lotus 
Engineering, DOE Mach 1 and Mach 2.  The Executive Summary to this report states "The 
analysis indicates that a 37 to 45 percent reduction in a standard mid-sized vehicle is within 
reach if carbon fiber composite materials and manufacturing processes are available and if 
customers will accept a reduction in vehicle features and content, as demonstrated with the 
Multi-Materials and Carbon Fiber Composite-Intensive vehicle scenarios."   
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Figure 5.69  Technical Cost Modeling Results for 40 Percent to 45 Percent Lightweighting Scenario (Based on 
Mach 1/Mach 2 Project Technologies) 

 

5.2.7.4.7 Studies to Determine Mass Add for IIHS Small Overlap 

The lightweighting analysis within the Midterm Evaluation will give credit for mass adds due 
to safety regulations and requirements.  One of the requirements of the IIHS Top Safety Pick is 
to meet the IIHS small overlap crash test.  The IIHS SOL test is designed to reproduce what 
happens when the front corner of a vehicle hits another vehicle or an object like a tree or utility 
pole.  Estimating the mass impact to succeed this test can vary widely among different types of 
vehicles.  The structure of the vehicle must be redesigned in order to design load paths such that 
the passenger compartment remains sound throughout the crash event.   

 
Figure 5.70  Post-test Laboratory Vehicle of IIHS Small Overlap Test 
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Two studies were funded to examine the mass add to existing vehicle study models.  NTHSA 
funded the passenger car study using their LWV model and Transport Canada funded the light 
duty truck study using the LDT model from the EPA light duty pickup truck study.  All of the 
CAE modeling, from the base studies to the IIHS small overlap studies were performed by two 
separate groups within EDAG, Inc.  The results of these studies are described in the following 
sections. 

5.2.7.4.7.1 NHTSA Mass Add Study for a Passenger Car to Achieve a "Good" Rating on the 
IIHS Small Overlap 

The analysis of the IIHS Small Overlap resultant mass add for a variety of unibody passenger 
car vehicle classes are included in the February 2016 report "Update to Future Midsize 
Lightweight Vehicle Findings in Response to Manufacturer review and IIHS Small-Overlap 
Testing.”439  In order to improve the structural performance during the IIHS SOL test, several 
options were considered and implemented using a detailed LS-DYNA crash model that was 
originally part of the NHTSA LWV study. The CAE model was first updated to address the 
concerns in performance as identified by Honda.  Changes regarding the SOL test include 
reinforcement of major areas in the body structure and were designed for easy manufacturability 
and assembly into the body structure.  The findings for the IIHS SOL solution was a mass add of 
6.9kg and 26.88 in cost.   

The report also includes the IIHS mass add results for a range of unibody vehicle classes as 
shown in Table 5.25 (MY2010) and Table 5.26 (MY2020).  Although the IIHS SOL test came 
out in 2012, the MY2010 refers to the baseline used in the NHTSA work in which it is assumed 
that all vehicles have no mass reduction technology.  The individual mass adds are based on 
formulas determined for various vehicle classes with unibody design.  The overall Light Duty 
Vehicle Average is based on a straight average of the values for each vehicle class. The report 
also notes that estimated mass increases for 'body on frame' vehicles should be further reviewed 
due to a differing body structure design.  This was done in Transport Canada's evaluation of the 
2011 Silverado 1500 discussed in the section following this section. 

Table 5.25  Estimated Mass Increase to Meet IIHS SOL for 2010 Vehicle Classes 

 2010 Vehicle Class Average 

Vehicle Class Curb Vehicle 
Weight (kg) 

Test Vehicle 
Weight (kg) 

Increase in mass to 
meet IIHS SOL (kg) 

Curb Vehicle Weight with IIHS 
SOL Changes (kg) 

Sub-Compact Car 1261 1411 7.4 1268 

Compact Car 1345 1495 7.8 1353 

Mid-Sized Car 1561 1711 8.9 1570 

Small SUV/LT 1592 1742 9.1 1601 

Large Car 1752 1902 9.9 1762 

Mid-Sized SUV/LT 1916 2066 10.8 1927 

Minivans 2035 2185 11.4 2046 

Large SUV/LT 2391 2541 13.3 2404 

Light Duty Vehicle 
Average 

1732 1882 9.8 1741 
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Table 5.26  Estimated Mass Increase to Meet IIHS SOL for 2020 Vehicle Classes 

 2020 Vehicle Class Average 

Vehicle Class Curb Vehicle 
Weight (kg) 

Test Vehicle 
Weight (kg) 

Increase in mass to 
meet IIHS SOL (kg) 

Curb Vehicle Weight 
with IIHS SOL 
Changes (kg) 

Sub-Compact Car 1055 1205 6.3 1062 

Compact Car 1119 1269 6.6 1125 

Mid-Sized Car 1294 1444 7.5 1302 

Small SUV/LT 1318 1468 7.7 1326 

Large Car 1453 1603 8.4 1462 

Mid-Sized SUV/LT 1632 1782 9.3 1641 

Minivans 1689 1839 9.6 1699 

Large SUV/LT 1962 2112 11.0 1973 

Light Duty Vehicle Average 1440 1590 8.3 1449 

 

5.2.7.4.7.2 Transport Canada Mass Add Study for a Light Duty Truck to Achieve a "Good" 
Rating on the IIHS Small Overlap 

A body on frame 2013MY Silverado 1500 light duty pickup truck (designed in 2007) was 
evaluated for necessary mass add in order to achieve a “Good” rating on the IIHS small overlap 
crash test in both current and lightweighted designs.  This information was needed in order to 
evaluate the mass impact from compliance with the safety crash test. 

Transport Canada funded the project with EDAG, Inc.462 in which the light duty pickup truck, 
utilized in EPA's light-weighting light duty pickup truck study through FEV437, was evaluated 
for mass add in the light-weighted aluminum intensive design with the goal of achieving a Good 
or Acceptable rating.  The report and models have been peer reviewed through EPA’s peer 
review process. 

The baseline original CAE model was prepped for the work and then an IIHS small overlap 
crash test with a 2013MY Silverado 1500 Crew Cab 4x4 was conducted with Transport Canada’s 
Motor Vehicle Test & Research Centre in Blainville, Québec.  This was performed in order to 
assure that the necessary components for the test were modeled correctly in the baseline model 
and that the crash could be reproduced in CAE space.  A more complete series of CAE tests were 
conducted at each point in the process to assure that performance was maintained in all crash 
requirements, NVH, etc.  The state of the truck from the barrier impact is shown in Figure 5.71.  
A number of components were material tested through the assistance of Natural Resources 
Canada's CanmetMATERIALS facility in Hamilton, Ontario.  This was done in order to ensure 
that the most accurate materials properties were being input into the baseline model at the start of 
the process and in order that the CAE modeling could reproduce the video from the actual crash 
test as closely as possible.  The baseline model was modified with failure criteria and timing of 
respective components involved in the IIHS small overlap test.  Figure 5.72 shows the baseline 
model correlating to the baseline truck crash event. 
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Figure 5.71  MY2013 Silverado 1500 IIHS Small Overlap Test Crash Before and During 

              

Figure 5.72  Converting the Actual Crash Event to a Model 

Development of the light duty truck design modifications to the baseline structure began with 
research on existing IIHS crash results including those from the GM Equinox, Mercedes ML, 
and design information on the 2014MY Silverado 1500 and the 2015MY Ford F150 which had 
been released before the conclusion of this project.  A solution for a “Good” rating on the IIHS 
small overlap crash test was determined for the steel intensive vehicle in order to highlight the 
areas for improvement in the lightweight model.  The mass add for this design was not optimized 
for the minimum mass add that would still achieve a "Good" rating.  

To develop the lightweight model mass add to the “Good” rating on the IIHS small overlap, 
the vehicle lightweighting ideas from the original U.S. EPA lightweight light duty truck project  
were first adopted onto the vehicle.  The solution from the baseline vehicle was then optimized 
and the mass add determined.  The report states "Like the original EPA Project cab, the T5-LW 
(light-weighted) cab exploited the low density and manufacturing methods specific to 
Aluminum, …Extrusions and castings were used to meet and exceed the static bending and 
torsion requirements with mass efficient solutions."  The components in the area of the crash 
(including suspension and wheel) were not changed to aluminum for the failure information for 
the aluminum components were not available.  The resultant light-weighted model before and 
after IIHS small overlap crash is illustrated in Figure 5.73.  The passenger compartment stays in 
tact as shown.  
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Figure 5.73  Light Weighted Model in the IIHS Small Overlap Crash Test 

The accelerations for the dummies will change based on the stiffer passenger compartment 
which doesn't allow the extreme intrusions in the baseline model. The report contains a 
comparison of the Velocity (m/s) at CoG X-velocities for the T4-GA LDT model and other 
production vehicles with "Good" IIHS small overlap results and the results are similar.  The T5-
LW results are very similar to the T4-GA results. The report concludes that "the pulse response 
is considered reasonable and it is expected that a modern restraints system could be tuned to 
manage the vehicle response." 462 

The IIHS Small Overlap Rating is based on dummy injury criteria as well as vehicle intrusion 
in specified locations within the vehicle. Figure 5.74 illustrates how the light-weighted model 
(T5-LW) compares to the baseline model (T3-BL) along with the results from the original crash 
test (TC13-018).  The light-weighted model achieves a Good rating in the intrusion part of the 
evaluation.   

 

Figure 5.74  Results of the Project Models from Baseline to Light Weighted on the IIHS Small Overlap462 

The overall mass reduction results for the LDT were 455kg mass reduction for $2115 and 
included added mass to the light-weighted truck of 17kg mass and removal of the possible 89kg 
mass reduction which remained to be considered when aluminum components are put into place 
for the original steel suspension, wheel, etc.  One of the peer reviewers for this report provided 
comments to support a decision of the mass add for the aluminum suspension, wheel, etc.  The 
decision was made that an additional 5kg mass would be needed to assure the aluminum 
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components for the test requirement results.  As a result, a mass credit of 22kg is assigned for a 
light duty aluminum intensive pickup truck to meet the IIHS small overlap test.   

5.2.8 State of Other Vehicle Technologies 

5.2.8.1 Electrified Power Steering: State of Technology 

Compared to conventional hydraulic power steering, electrified power steering can reduce 
fuel consumption and CO2 emissions by reducing overall accessory loads.  Specifically, it 
reduces or eliminates the parasitic losses associated with belt-driven power steering pumps 
which consistently draw load from the engine to pump hydraulic fluid through the steering 
actuation systems even when the wheels are not being turned.  Power steering may be electrified 
on light duty vehicles with a standard 12V electrical system. Electrified power steering is also an 
enabler for vehicle electrification since it provides power steering when the engine is off.  

Power steering systems can be electrified in two ways.  Manufacturers may choose to 
completely eliminate the hydraulic portion of the steering system and provide electric-only 
power steering (EPS) or they may choose to move the hydraulic pump from a belt driven 
configuration to a stand-alone electrically driven hydraulic pump. The latter system is referred to 
as electro-hydraulic power steering (EHPS). 

5.2.8.1.1 Electrified Power Steering in the 2012 FRM 

In the 2012 FRM analysis, the agencies estimated a 1 to 2 percent effectiveness of EPS and 
EHPS for light duty vehicles, based on the 2002 NAS report, Sierra Research Report and 
confidential OEM data.  The 2010 Ricardo study also confirmed this estimate.  

For the 2012 FRM, the agencies estimated the DMC at $88 (2007$).  Converting to 2010$, 
this DMC becomes $92 for this Draft TAR.  The agencies consider EPS technology to be on the 
flat portion of the learning curve and have applied a low complexity ICM of 1.24 through 2018 
then 1.19 thereafter.   

5.2.8.1.2 Developments since the FRM 

Since the FRM, EPS has been successfully implemented on all light duty vehicle classes 
(including trucks) with a standard 12V electrical system eliminating the need to consider EHPS 
on larger vehicles.   

For the cost and effectiveness assumptions the agencies are adopting for the GHG Assessment 
and CAFE Assessment for this Draft TAR analysis, see Sections 5.3 and 5.4. 

5.2.8.2 Improved Accessories: State of Technology 

The accessories on an engine, including the alternator, coolant and oil pumps are traditionally 
mechanically-driven.  A reduction in CO2 emissions and fuel consumption can be realized by 
driving them electrically, and only when needed (“on-demand”).   

Electric water pumps and electric fans can provide better control of engine cooling.  For 
example, coolant flow from an electric water pump can be reduced and the radiator fan can be 
shut off during engine warm-up or cold ambient temperature conditions which will reduce warm-
up time, reduce warm-up fuel enrichment, and reduce parasitic losses. 
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Indirect benefit may be obtained by reducing the flow from the water pump electrically during 
the engine warm-up period, allowing the engine to heat more rapidly and thereby reducing the 
fuel enrichment needed during cold starting of the engine.  Further benefit may be obtained when 
electrification is combined with an improved, higher efficiency engine alternator.  Intelligent 
cooling can more easily be applied to vehicles that do not typically carry heavy payloads, so 
larger vehicles with towing capacity present a challenge, as these vehicles have high cooling fan 
loads. Both agencies also included a higher efficiency alternator in this category to improve the 
cooling system.  

The agencies considered whether to include electric oil pump technology for the rulemaking.  
Because it is necessary to operate the oil pump any time the engine is running, electric oil pump 
technology has insignificant effect on efficiency.  Therefore, the agencies decided to not include 
electric oil pump technology for this final rule, consistent with the proposal. 

In MYs 2017-2025 final rule, the agencies used the effectiveness value in the range of 1 to 2 
percent based on technologies discussed above.  NHTSA did not apply this technology to large 
pickup truck due to the utility requirement concern for this vehicle class. 

In the 2017-2025 rule, the agencies estimated the DMC of IACC1 at $71 (2007$).  Converting 
to 2010$, this DMC becomes $75 for this analysis, applicable in the 2015MY, and consistent 
with the heavy-duty GHG rule.  The agencies consider IACC1 technology to be on the flat 
portion of the learning curve and have applied a low complexity ICM of 1.24 through 2018 then 
1.19 thereafter.   

Cost is higher for IACC2 due to the inclusion of a higher efficiency alternator and a mild level 
of regeneration.  The agencies estimate the DMC of the higher efficiency alternator and the 
regeneration strategy at $45 (2010$) incremental to IACC1, applicable in the 2015MY.  
Including the costs for IACC1 results in a DMC for IACC2 of $120 (2010$) relative to the 
baseline case and applicable in the 2015MY.  The agencies consider the IACC2 technology to be 
on the flat portion of the learning curve.  The agencies have applied a low complexity ICM of 
1.24 through 2018 then 1.19 thereafter.   

For the cost and effectiveness assumptions the agencies are adopting for the GHG Assessment 
and CAFE Assessment for this Draft TAR analysis, see Sections 5.3 and 5.4. 

5.2.8.3 Secondary Axle Disconnect: State of Technology 

5.2.8.3.1 Background 

All-wheel drive (AWD) and four-wheel drive (4WD) vehicles provide improved traction by 
delivering torque to both the front and rear axles, rather than just one axle.  Driving two axles 
rather than one tends to consumes more energy due to additional friction and rotational inertia. 
Some of these losses may be reduced by providing a secondary axle disconnect function that 
disconnects one of the axles when driving conditions do not call for torque to be delivered to 
both axles. 

The terms AWD and 4WD are often used interchangeably.  The term AWD has come to be 
associated with light-duty passenger vehicles that provide variable operation of one or both axles 
on ordinary roads.  The term 4WD is often associated with larger truck-based vehicle platforms 
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that provide for a locked driveline configuration and/or a low range gearing meant primarily for 
off-road use. 

Many 4WD vehicles provide for a single-axle (or two-wheel) drive mode that may be 
manually selected by the user.  In this mode, a primary axle (perhaps the rear) will be powered, 
while the other axle (known as the secondary axle) is not.  Even though the secondary axle is not 
contributing torque, energy may still be consumed by rotation of its driveline components 
because they are still connected to the non-driven wheels.  This energy loss directly results in 
increased fuel consumption and CO2 emissions that could be avoided by disconnecting the 
secondary axle components under these conditions.   

Further, many light-duty AWD systems are designed to variably divide torque between the 
front and rear axles in normal driving, in order to optimize traction and handling in response to 
driving conditions. Even when the secondary axle is not delivering torque, it typically remains 
engaged with the driveline and continues to generate losses that could be avoided by a more 
advanced disconnect feature. For example, Chrysler has estimated that the secondary axle 
disconnect in the Jeep Cherokee reduces friction and drag attributable to parasitics of the 
secondary axle by 80 percent when in disconnect mode.463 Some of the sources of secondary axle 
parasitics include lubricant churning, seal friction, bearing friction, and gear train losses.464,465 

Many part-time 4WD systems, such as those seen in light trucks, use some type of secondary 
axle disconnect to provide shift-on-the-fly capabilities.  In many of these vehicles, particularly 
light trucks, the rear axle is permanently driven and the front axle is secondary.  The secondary 
axle disconnect is therefore part of the front differential assembly in these vehicles.  Light-duty 
passenger cars that employ AWD may instead permanently power the front wheels while making 
the rear axle secondary, as currently in production in the Jeep Cherokee 4WD system.   

As part of a shift-on-the-fly 4WD system, the secondary axle disconnect serves two basic 
purposes.  First, in two-wheel drive mode, it disengages the secondary axle from the driveline so 
the wheels do not turn the secondary driveline at road speed, reducing wear and parasitic energy 
losses.  Second, when shifting from two- to four-wheel drive “on the fly” (while moving), the 
secondary axle disconnect couples the secondary axle to its differential side gear only after the 
synchronizing mechanism of the transfer case has spun the secondary driveshaft up to the same 
speed as the primary driveshaft.  

4WD systems that have a disconnect typically do not have either manual- or automatic-
locking hubs.  To isolate the secondary wheels from the rest of the secondary driveline, axle 
disconnects use a sliding sleeve to connect or disconnect an axle shaft from the differential side 
gear. 

5.2.8.3.2 Secondary Axle Disconnect in the FRM 

At the time of the FRM, the agencies were not aware of any manufacturer offering secondary 
axle disconnect in the U.S. on AWD unibody-frame vehicles.  Secondary axle disconnect was 
included in the FRM analysis with the expectation that this technology could be introduced by 
manufacturers within the MYs 2017-2025 time period. 

The 2012 FRM analysis assigned an effectiveness of 1.2 to 1.4 percent for secondary axle 
disconnect.  The agencies estimated the DMC at $82 (2010$).  The agencies considered 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-203 

secondary axle disconnect technology to be on the flat portion of the learning curve and applied a 
low complexity ICM of 1.24 through 2018 then 1.19 thereafter.  

5.2.8.3.3 Developments since the FRM 

Since the FRM, the agencies have continued to monitor developments in AWD secondary 
axle disconnects and their adoption in the light-duty vehicle fleet.  We gathered information by 
monitoring press reports, holding meetings with suppliers and OEMs, and attending industry 
technical conferences. 

EPA coordinated with Transport Canada and Environment and Climate Change Canada on a 
project to characterize AWD systems present in the market today.  The primary objectives of this 
project are to gain an overview of AWD technology in general and to understand the potential 
effect of advances in these systems on GHG performance in comparison to their 2WD variants.  
A comprehensive technical characterization of 17 in-production AWD systems has been 
completed465.  It includes characterization of system architecture, operating modes, and current 
usage in the fleet. It also estimated and compared the mass and rotational inertia of AWD 
components and parts to those of 2WD variants in order to better understand the weight increase 
associated with AWD.  Additionally, the all-wheel-drive components of three AWD vehicles 
(the 2015 Jeep Cherokee Limited 4x4, 2015 Ford Fusion AWD, and 2015 Volkswagen Tiguan 
Trendline 4motion) underwent a teardown in order to accurately characterize their mass and 
rotational inertia and estimate their approximate cost.  One of the teardown vehicles, the Jeep 
Cherokee, includes a secondary axle disconnect, indicating that this technology has begun to 
appear in light-duty vehicles since the FRM. In 2014, Chrysler Group LLC presented a very 
positive outlook on the advantages of this system for improving fuel efficiency while retaining a 
highly competitive off-road capability.466 This suggests that the addition of secondary axle 
disconnect systems need not be accompanied by loss of traction and handling capability.  

The study reinforced the perception that AWD is rapidly increasing in popularity in the 
vehicle fleet, with about one-third of all vehicles sold in North America in 2015 having AWD 
capability. The prevalence of AWD varies significantly between vehicle segments and trim 
levels. Sedans have the lowest AWD availability, while AWD versions outnumber 2WD 
versions in the SUV and pickup segments, particularly among the higher trim levels in each 
segment. 

The study identified several areas of potential efficiency improvement for AWD systems. 
These included system level improvements such as: use of a single shaft Power Transfer Unit 
(PTU), which can save up to 10kg in mass compared to a two-shaft unit; careful integration into 
vehicle architecture; downsizing the driveline to further reduce mass while providing sufficient 
traction in adverse conditions; and use of electric rear axle drive (eRAD). Component level 
improvements were also identified, including: use of fuel-efficient bearings, low drag seals, 
improved lubrication strategies, use of high-efficiency lubricants, advanced CV joints, and dry 
clutch systems. Design improvements such as hypoid offset optimization, bearing preload 
optimization, use of single-shaft power transfer units (PTUs) and an optimized propshaft gear 
ratio were also suggested to have potential. Use of weight-reducing metals such as magnesium, 
and manufacturing improvements such as vacuum die casting and improved hypoid 
manufacturing were also cited as opportunities. The authors' judgement of the relative potential 
for AWD efficiency improvements offered by each opportunity are depicted in Figure 5.75. 
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Figure 5.75  Summary of AWD Efficiency Improvement Potentials465 

Various sources cited in the study suggested that AWD disconnect systems have the ability to 
lower fuel consumption of AWD vehicles between 2 percent and 7 percent, significantly higher 
than the estimates of 1.2 percent to 1.4 percent used in the 2012 FRM. However, it should be 
noted that a disconnect strategy must balance fuel efficiency with other concerns such as vehicle 
dynamics, traction and safety requirements, which may act to reduce its actual GHG 
effectiveness. 

The study also identified three primary technological trends taking place in AWD system 
design, including: actively controlled multi-plate clutches (MPCs), active disconnect systems 
(ADS), and electric rear axle drives (eRAD). While controlled MPCs appear to be the dominant 
technology in on-demand systems, ADS is a more recent trend and holds promise for reducing 
real world fuel consumption. eRAD is the most recent emerging technology with potential for 
even greater improvements (as seen in the Volvo XC90 Hybrid SUV). 

The teardown analysis analyzed three power transfer units (PTUs) and rear drive modules 
(RDMs) from the Ford Fusion, Jeep Cherokee and VW Tiguan. These were non-destructively 
disassembled and analyzed with respect to mass, rotational inertia and the presence of specific 
design features. Figure 5.76 shows the contribution of individual AWD driveline components to 
the total additional mass of the AWD variant of each vehicle compared to the 2WD variant.  
Further analysis of rotational inertias of these parts suggested that rotational inertias add very 
little equivalent mass and therefore probably do not carry a large impact on fuel consumption. 
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Figure 5.76  Contribution of Individual AWD Driveline Components to Total Additional Vehicle Mass 

The study included a high-level cost analysis for these parts, including the mechanical 
disconnect device and modifications necessary to the torque transfer device (TTD). The total cost 
of adding secondary axle disconnect to a vehicle was estimated at approximately $90 to $100. 
Although this cost estimate was informally derived based primarily on the experience and 
expertise of the authors, it compares well to the total cost (TC) figure attributed to 2017 in the 
FRM analysis, at $98. The authors noted that the cost for the Jeep Cherokee system would likely 
be higher because this system was designed to accommodate a planetary low gear, which adds 
mass and cost not related to the AWD disconnect function. 

In addition to the in-production disconnect concepts described in the Transport Canada AWD 
report, activity continues in the development of innovative secondary axle disconnect concepts. 
For example, in 2015, Schaeffler presented a novel design for a clutch mechanism for use in 
AWD disconnect.467 Suppliers are also designing and marketing modular solutions for 
integration into existing OEM products.464 Developments such as these suggest that multiple 
potential paths will exist for disconnect technology to accompany the increasing growth and 
popularity of AWD in light-duty vehicles. 

In conjunction with the AWD characterization project described above, Transport Canada is 
also conducting a program of coastdown testing, chassis dynamometer testing, and on-road 
testing of several Canada-specification AWD vehicles at Transport Canada facilities. This 
portion of the effort is not yet completed but the results may become available to inform the 
proposed determination. 

For the cost and effectiveness assumptions the agencies are adopting for the GHG Assessment 
and CAFE Assessment for this Draft TAR analysis, see Sections 5.3 and 5.4. 
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5.2.8.4 Low-Drag Brakes: State of Technology 

Low or zero drag brakes reduce or eliminate the sliding friction of disc brake pads on rotors 
when the brakes are not engaged.  By allowing the brake pads to pull or be pushed away from the 
rotating disc either by mechanical or electric methods, the drag on the vehicle is reduced or 
eliminated. 

5.2.8.4.1 Background 

The reduction of brake drag is a technology that the vehicle manufacturers have focused on 
for many years.  The ability to allow the brake disc pads to move away from the rotor and 
thereby reduce friction is a known technology.  This has been historically implemented by 
designing a caliper and rotor system that allows the piston in the caliper to retract.  However, if 
the pads are allowed to move too far away from the rotor, the first pedal apply made by the 
vehicle operator can feel spongy and have excessive travel.  This can lead to customer 
dissatisfaction regarding braking performance and pedal feel.  For this reason, in conventional 
hydraulic-only brake systems, manufacturers are limited by how much they can allow the pads to 
move away from the rotor. 

5.2.8.4.2 Low Drag Brakes in the FRM 

The 2012-2016 final rule and Draft TAR estimated the effectiveness of low drag brakes to be 
as much as 1 percent.  NHTSA and EPA have slightly revised the effectiveness down to 0.8 
percent based on the 2011 Ricardo study.  

In the 2012-2016 rule, the agencies estimated the DMC at $57 (2007$).  This DMC becomes 
$59 (2010$) for this analysis after adjusting to 2010 dollars.  The agencies consider low drag 
brake technology to be off the learning curve (i.e., the DMC does not change year-over-year) and 
have applied a low complexity ICM of 1.24 through 2018 then 1.19 thereafter.   

5.2.8.4.3 Developments since the FRM 

Recent developments in braking systems have allowed suppliers to provide brakes that have 
the potential for zero drag.  In this system the pad is allowed to move away from the rotor in 
much the same way that is done in today's conventional brake systems, but in a zero drag brake 
system the pedal feel is separated from the hydraulics by a pedal simulator.  This system is very 
similar to the brake systems that have been designed for hybrid and electric vehicles.  In hybrid 
and electric vehicles, some of the primary braking is done through the recuperation of kinetic 
energy in the drive system.  However, the pedal feel and the deceleration that the operator 
experiences is tuned to provide a braking experience that is equivalent to that of a conventional 
hydraulic brake system.  These "brake-by-wire" systems have highly tuned pedal simulators that 
feel like typical hydraulic brakes and seamlessly transition to a conventional system as required 
by conditions.  The application of a pedal simulator and brake-by-wire system is new to non-
electrified vehicle applications.  By using this type of system vehicle manufacturers can allow 
the brake pads to move farther away from the rotor and still maintain the initial pedal feel and 
deceleration associated with a conventional brake system. 

In addition, to reducing brake drag, the zero drag brake system also provides ancillary 
benefits.  It allows for a faster brake apply and greater deceleration than is normally applied by 
the average vehicle operator.  It also allows manufacturers to tune the braking for different 
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customer preferences within the same vehicle.  This means that a manufacturer can provide a 
"sport" mode which provides greater deceleration with less pedal displacement and a "normal" 
mode which might be more appropriate for day-to-day driving.  These electrically driven systems 
also facilitate other brake features such as panic brake assist, automatic braking for crash 
avoidance and could support future autonomous driving features. 

The zero drag brake system also eliminates the need for a brake booster.  This saves both cost 
and weight in the overall system.  Elimination of the conventional vacuum brake booster could 
also improve the effectiveness of stop-start systems.  Typical stop-start systems need to restart 
the engine if the brake pedal is cycled because the action drains the booster of stored vacuum.  
Because the zero drag brake system provides braking assistance electrically, there is no need to 
supplement lost vacuum during an engine off event. 

Finally, many of the engine technologies being considered to improve efficiency reduce 
pumping losses through reduced throttle.  The reduction in throttle could result in supplemental 
vacuum being required to operate a conventional brake system.  This is situation in many diesel 
powered vehicles.  Diesel engines run without a throttling and often require supplemental 
vacuum for brake boosting.  By using a zero drag brake system, manufacturers may realize the 
elimination of brake drag as well as the ancillary benefits described above and avoid the need for 
a supplemental vacuum pump. 

For the cost and effectiveness assumptions the agencies are adopting for the GHG Assessment 
and CAFE Assessment for this Draft TAR analysis, see Sections 5.3 and 5.4. 

5.2.9 Air Conditioning Efficiency and Leakage Credits 

Air conditioning (A/C) is a virtually standard automotive accessory, with over 95 percent of 
new cars and light trucks sold in the United States being equipped with mobile air conditioning 
(MAC) systems.  This high penetration means that A/C systems have the potential to exert a 
significant influence on the energy consumed by the light duty vehicle fleet, as well as to GHG 
emissions resulting from refrigerant leakage. 

The FRM allowed vehicle manufacturers to generate credits for improved A/C systems 
toward complying with the CO2 and fuel consumption fleetwide average standards.  In the EPA 
program, manufacturers can generate credits for improved performance of both direct emissions 
(refrigerant leakage) and indirect emissions (tailpipe emissions attributable to the energy 
consumed by A/C).  In both cases, a selection of "menu" credits in grams per mile are available 
for qualifying technologies, with the magnitude of each credit being estimated based on the 
expected reduction in CO2 emissions resulting from the technology. See 40 CFR 86.1868-12.  In 
the NHTSA program, manufacturers are allowed to generate fuel consumption improvement 
values for purposes of CAFE compliance based on the use of A/C efficiency-improving 
technologies.  However, manufacturers cannot count reductions in A/C leakage toward their 
CAFE calculations since these improvements do not affect fuel economy.  

Since the FRM, many manufacturers have generated and banked credits through this program 
and continue to do so today.  In the FRM, the agencies estimated that significant penetration of 
A/C technologies would occur to gain these credits, and this was reflected in the stringency of 
the standards.  See e.g. 77 FR at 62805/3. 
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EPA and NHTSA projected that the 2017-2025 rule would result in significant improvements 
in the efficiency of automotive air conditioning (A/C) systems.  Also, EPA projected that the 
program would lead to significant reductions in GHGs from reduced A/C refrigerant leakage and 
from industry adoption of lower global warming potential (GWP) refrigerants.  Additional 
information that has become available, as well as changes in the overall regulatory environment 
affecting the A/C technology developments in the light-duty vehicle industry, reinforces our 
earlier conclusions that these technologies will continue to expand and play an increasing role in 
overall vehicle GHG reductions and regulatory compliance. 

5.2.9.1 A/C Efficiency Credits 

5.2.9.1.1 Background on the A/C Efficiency Credit Program 

The 2012 FRM established two test procedures to determine eligibility for A/C efficiency 
credits. The two test procedures are the idle test and the AC17 test.  These procedures were 
assigned to different roles depending on the model year for which the test is conducted.  

For model years 2014 to 2016, there were three options for qualifying for A/C efficiency 
credits: 1) running the A/C Idle Test, as described in the MYs 2012-2016 final rule, and 
demonstrating compliance with the CO2 and fuel consumption threshold requirements, 2) 
running the A/C Idle Test and demonstrating compliance with engine displacement adjusted CO2 
and fuel consumption threshold requirements, and 3) running the AC17 test and reporting the test 
results.  

For model years 2017-2019, the AC17 test becomes the exclusive means manufacturers will 
have to demonstrate eligibility for A/C efficiency credits, again by reporting the test results.  By 
reporting test results, manufacturers gain access to the credits on the menu based on the design of 
their AC system.  In MYs 2020 and thereafter, however, the AC17 test will be used not only to 
demonstrate eligibility for efficiency credits, but also to partially quantify the amount of the 
credit. AC17 test results (“A” to “B” comparison) equal to or greater than the menu value will 
allow manufacturers to claim the full menu value for the credit.  A test result less than the menu 
value will limit the amount of credit to that demonstrated on the AC17 test. In addition, for MYs 
2017 and beyond, A/C fuel consumption improvement values will be available for CAFE in 
addition to efficiency credits being available for GHG compliance.  These adjustments to the 
utilization and design of the A/C test procedures were largely a result of new data collected, as 
well as the extensive technical comments submitted on the proposal.   

5.2.9.1.2 Idle Test Procedure 

Starting in MY2014, manufacturers have been required to demonstrate the efficiency of a 
vehicle’s A/C system by running an A/C Idle Test as a prerequisite to CO2 credit and fuel 
consumption improvement value eligibility (the amount of credit determined separately by 
means of the credit menu).  If a vehicle met the emissions threshold of 14.9 grams per minute 
(g/min) CO2 or lower on this test, a manufacturer was eligible to receive full credit (CAFE 
improvement values) for efficiency-improving hardware or controls installed on that vehicle.  
The vehicle would be able to receive A/C credits based on a menu of technologies specifying the 
credit amount associated with each technology.  For vehicles with a result between 14.9 g/min 
and 21.3 g/min, a downward adjustment factor was applied to the eligible credit amount, with 
vehicles testing higher than 21.3 g/min not being eligible to receive credits.  The details of this 
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idle test can be found in the MYs 2012-2016 final rule.  See 75 FR at 25426-27. This 
methodology for accessing the credit menu based on the Idle Test results (and threshold 
requirements) continued to apply for model years 2014-2016.  The 2017-2025 FRM did not 
make any fundamental changes to the previous rule.  EPA did, however, provide an optional new 
threshold requirement for MYs 2014-2016 reflecting the comments submitted on the idle test. 

Prior to the 2017-2025 FRM, manufacturers had the opportunity to run the Idle Test on a wide 
variety of vehicles and discovered that even though there may be a small correlation between 
engine displacement and the Idle Test result, the trend was important enough that small vehicles 
had higher A/C idle emissions and were more inclined to fail to meet the threshold for the Idle 
Test than were larger vehicles.  Specifically, vehicles with smaller displacement engines had a 
higher Idle Test result than those with larger displacement engines, even within the same vehicle 
platform.  This was causing some small vehicles with advanced A/C systems to fail the Idle Test.  
The load placed on the engine by the A/C system did not seem to be consistent, and in certain 
cases, larger vehicles perform better than smaller ones on the A/C idle test.  These effects were 
attributed in part to the fact that the brake-specific fuel consumption (bsfc) of a smaller 
displacement engine is generally lower at idle than that of a larger displacement engine, causing 
larger engines to move from a less efficient region to a more efficient region when A/C is 
operated at idle, while smaller engines enjoy less of this effect or may drop into a less efficient 
region.  The 2017-2025 TSD presented additional analyses and adjustments to address these and 
similar difficulties with the A/C Idle Test. 

In the 2012 FRM, the agencies recognized the limitations of the Idle Test and provided for a 
gradual phasing out of this test in favor of the AC17 Test, to be described below.  The primary 
disadvantage of the Idle Test is that it does not capture the majority of the driving or ambient 
conditions in the real world when the A/C is in operation, and thus may only encourage the 
technologies that improve idle performance under narrow temperature conditions.  Another 
limitation is that the narrow range of engine operating conditions present during the Idle Test 
make it difficult to quantify the incremental improvement of a given technology to generate an 
actual credit over non-idle operation (without a menu).  

5.2.9.1.3 AC17 Test Procedure 

In preparation for the 2017-2025 NPRM, the agencies sought to develop a more capable test 
procedure that could more reliably generate an appropriate credit value based on an “A” to “B” 
comparison, that is, a comparison of substantially similar vehicles in which one has the 
technology and the other does not.  The result of this effort was the AC17 Test Procedure, which 
we believe is capable (in part) of detecting the effect of more efficient A/C components and 
controls strategies during a transient drive cycle, rather than just idle. 

To develop this test, EPA initiated a study that engaged automotive manufacturers, USCAR, 
component suppliers, SAE, and CARB.  This effort also explored the applicability and 
appropriateness of a test method or procedure which combines the results of test-bench, 
modeling/simulation, and chassis dynamometer testing into a quantitative metric for quantifying 
A/C system (fuel) efficiency.  The goal of this exercise was the development of a reliable, 
accurate, and verifiable assessment and testing method while also minimizing a manufacturer’s 
testing burden. For a complete description of the AC17 test, please refer to the 2017-2025 TSD. 
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The agencies believe that the AC17 test procedure more accurately reflects the impact that 
A/C use (and in particular, efficiency-improving components and control strategies) has on 
tailpipe CO2 emissions and fuel consumption.  In the FRM, EPA established this test to be 
phased in starting in MY2014 as an option and in MYs 2017-2019 as the exclusive means of 
determining eligibility for A/C efficiency credits (CAFE improvement values), and thereafter as 
both an eligibility test and as a partial means of determining credit amount.  That is, use of the 
AC17 test procedure to conduct A-to-B comparison tests becomes mandatory in 2020 as the 
exclusive test means for accessing the A/C efficiency menu and quantifying the credits.  If the 
delta of the A-to-B test is greater than the value in the credit menu, the manufacturer receives the 
menu value, otherwise the value is scaled.  However, an engineering assessment can still be 
conducted as an alternative to A-to-B testing to build the case for a specific credit value if, for 
example, a baseline vehicle does not exist on which to base the A-to-B comparison. See 76 FR 
74938, 74940.  

5.2.9.1.4 Manufacturer Uptake of A/C Efficiency Credits since the 2012 FRM 

Many manufacturers have taken advantage of the A/C credit program to generate and bank 
A/C efficiency credits, which have become an important contributor to industry compliance 
plans.  As summarized in the EPA Manufacturer Performance Report for the 2014 model year468, 
17 auto manufacturers included A/C efficiency credits as part of their compliance demonstration 
in the 2014 model year.  These amounted to more than 10 million Mg of credits, or about 25 
percent of the total net credits reported.  This is equivalent to about 3 grams per mile across the 
2014 fleet. Including the 2012 and 2013 model years, A/C efficiency credits totaled over 24.4 
million Mg. 

The A/C credit menu includes several A/C efficiency-improving technologies that were well 
defined and had been quantified for effectiveness at the time of the FRM.  The vast majority of 
A/C efficiency credits were claimed through this mechanism. 

The agencies expect that additional technologies for improving A/C efficiency that were not 
anticipated at the time of the FRM may continue to emerge in the future.  Although such 
technologies will not be added to the design-based credit menu, these technologies will continue 
to be eligible for credit under the off-cycle credit program. 

An off-cycle credit application for this purpose should be supported by results of testing under 
the AC17 test protocol using an "A to B" comparison, that is, a comparison of substantially 
similar vehicles in which one has the technology and the other does not.  Applications for A/C 
efficiency credits made under the off-cycle credit program rather than the A/C credit program 
will continue to be subject to the A/C efficiency credit cap.   

To date, the agencies have received one off-cycle credit application for an A/C efficiency 
technology.  In December 2014, General Motors submitted an off-cycle credit application for the 
Denso SAS A/C compressor with variable crankcase suction valve technology, requesting an off-
cycle GHG credit of 1.1 grams CO2 per mile.  EPA evaluated the application and found that the 
methodologies described therein were sound and appropriate. Therefore, EPA approved the 
credit application. 
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5.2.9.1.5 Evaluation of the AC17 Test Procedure 

Prior to the 2012 FRM, EPA collaborated with several OEMs to conduct independent testing 
on a variety of vehicles and air conditioning technologies on the AC17 test cycle.  The purpose 
of this test effort was to gain insight regarding the appropriateness of the AC17 test for verifying 
the reduction in CO2 emissions which are expected from A/C technologies on the efficiency 
credit menu.  Initially, six vehicles were tested, including three pairs of carlines with some 
element of difference in their air conditioner systems.  The results of these tests were discussed 
in the 2012 TSD, Section 5.1.3.7, beginning on page 5-44.  This collaborative effort continued to 
include a variety of additional vehicles tested by several OEMs at AC17-capable test facilities.469 
This preliminary testing showed that the AC17 test is capable of low test-to-test variability, and 
is suitable for evaluating the relative efficiency improvement of A/C technologies, when 
confounding factors are minimized.  In cases where comparison of the AC17 results do not 
directly demonstrate the effectiveness of a technology, the test results can still be useful within 
an engineering analysis for justifying the test methodology to determine A/C CO2 credits. 

EPA also initiated a round-robin test program between facilities of several USCAR members 
in an effort to determine the repeatability of the AC17 test among various test facilities and to 
identify potential sources of variability.  A 2011 Ford Explorer was selected for these tests.  Four 
test sites were utilized, located at Ford, GM, Chrysler, and an EPA-contracted facility at 
Daimler.  Each facility had a full environmental chamber capable of fulfilling all requirements of 
the test.  Four tests were run at each facility, after which the vehicle was returned to Ford for 
confirmation.  Each test measured CO2 emissions with A/C off and A/C on, to capture the 
difference (delta) in CO2 emissions, which represents the GHG effect of A/C usage. 

Figure 5.77 through Figure 5.79 compares the results of each test at each test site.  Although 
some variability was observed between test sites, consistency within a given site was good, 
suggesting that the AC17 test procedure is able to capture the difference in CO2 emissions 
between A/C on and A/C off.  

 Several sources of variation were identified by analysis of these results.  Variations in solar 
load may have resulted from variations in sensor location and soak start time.  Temperature 
control was also a potential issue.  Although most labs could maintain temperature within the 
required tolerance of the test procedure, humidity was more difficult to maintain for the long 
duration of the test.  Overcorrecting may occur, but can be improved by optimizing sensor 
location to better represent ambient conditions.  The complexity and length of the test can lead to 
an increased potential for voided tests, and may require more frequent calibration of the test cell 
equipment.  Although this test program was not fully described in materials accompanying the 
FRM, many of the issues observed during this testing were addressed in the final form of the 
rule. 
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Figure 5.77  Variability of AC17 Round Robin Testing on 2011 Ford Explorer, A/C On 

 

 

Figure 5.78  Variability of AC17 Round Robin Testing on 2011 Ford Explorer, A/C Off 
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Figure 5.79  Variability of AC17 Round Robin Testing on 2011 Ford Explorer, Delta between A/C on and Off 

 

Although these tests demonstrated that the AC17 test was able to resolve the difference 
between A/C on and A/C off, they did not address its ability to resolve smaller differences, such 
as the effect of an individual technology in an A to B test.  As the size of an effect diminishes, 
the difficulty of resolving it against a much larger baseline value becomes more challenging.  
With the baseline CO2 g/mi value for most vehicles being in the hundreds, and the effect of a 
single A/C technology possibly in the low single digits, test-to-test variation must be very small 
to reliably detect the effect.  As the AC17 A-to-B test becomes a requirement beginning in 
MY2020, this issue is being examined closely by the industry and EPA. 

Since the 2012 FRM, USCAR members have conducted an ongoing test program to assess the 
ability of the AC17 test to resolve the GHG impact of individual A/C efficiency technologies in 
an A to B test, and thereby function in the role assigned to it in the FRM as a means for 
quantifying and qualifying for A/C credits.  EPA has followed this effort by direct coordination 
with member OEMs and by participating in meetings of the SAE Interior Climate Control 
Committee. 

At this time, the USCAR test program is not yet complete, and results are not yet conclusive.  
Preliminary results are encouraging, although uncertainties continue to exist.  In general, OEMs 
have expressed concern about several issues: 

a) Difficulty of obtaining or constructing old-technology vehicles, particularly those from 
earlier model years, on which to base A-to-B comparisons. 

b) Factors such as test-to-test variability and the small magnitude of the effect being 
measured result in the need for multiple tests to be conducted to yield a statistically 
reliable result, possibly increasing the test burden beyond what the agencies anticipated.  

c) Members suggested that bench testing and engineering analysis may be preferable to A-
to-B AC17 testing as a means of qualifying for menu credits, if these difficulties are not 
resolved in further testing.  
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Overall, members have expressed greater confidence in their ability to conduct A-to-B 
comparisons of software-related technologies (for example, default to recirculated air) than for 
hardware-based technologies (for example, compressor design changes) because the former can 
be implemented by relatively simple changes to software.  A-to-B comparisons of hardware 
technologies would be more difficult because of the requirement to produce test specimens 
configured with and without the technology.  

In January 2016, EPA received additional comment and analysis from several USCAR 
members regarding their most recent experience with AC17 testing.  In this interaction, many of 
the issues discussed above were further outlined.  Manufacturers have continued to experience a 
significant number of voided tests and are continuing to work to identify the sources of such 
events, which are commonly associated with long tests that demand careful environmental 
control.  Test-to-test variation is sometimes seen to exceed the magnitude of the credit value that 
is the subject of the test.  Although averaging of the results of multiple tests has shown some 
success at establishing a reliable outcome, concerns were expressed about the resulting test 
burden, due to the length of each test, the control requirements, and the limited availability of the 
required specialized test cells.  The availability of base vehicles without the technology being 
assessed in an A-to-B comparison was also echoed as a concern.  Manufacturers suggested that 
the use of prior year models may be infeasible when several intervening model years are 
involved, due to the confounding effect of other technologies introduced to the vehicle during 
that time.  This was expressed as being particularly true for the problem of assessing hardware-
based technologies, which may require building of prototype installations that may require 
additional engineering resources to develop.  Within individual test efforts, consistency of results 
was good in some tests but exhibited inconsistencies in others, of which the manufacturers had 
not yet achieved a full understanding but continue to study.  Issues such as the complexity of 
modern climate control systems and the presence of confounding factors such as powertrain 
differences were cited as possible factors. 

An application for off-cycle credits submitted by General Motors in December 2014 provides 
an additional source of information on the results of AC17 A-to-B testing, which was used to 
support the application.  GM cited several issues relating to the use of the AC17 test procedure to 
identify the CO2 benefit claimed in the application: 

a) GM pointed out that the AC17 A-to-B test was enabled by coincidental availability of a 
valid baseline compressor (a variable compressor without the variable crankcase suction valve 
technology) in the Holden Commodore and that this compressor coincidentally could be easily 
bolted into the Cadillac ATS.  GM reiterated that this is an uncommon situation and not 
representative of future expectations;  

b) GM stated that this hardware obstacle "prevents ready testing of the benefits of the SAS 
compressor on other GM models on which it has been implemented;”  

c) There were some difficulties with torque and pressure measurement which was cited as 
example of "control issues that may be expected to arise when attempting to do this type of 
baseline technology testing for hardware on a vehicle that was never actually designed and 
optimized to use that hardware." 
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Despite these difficulties, GM found that the AC17 test procedure was able to resolve a 1.3 
g/mile CO2 improvement, which was in good agreement with the 1.1 g/mile suggested by bench 
testing.  However, because test-to-test variability was greater for the AC17 tests than for the 
bench tests, GM chose to request the 1.1 g/mile shown by the bench tests, which GM regarded as 
more precise.  

As an alternative to the A-to-B testing requirement, the 2012 FRM provided manufacturers 
the option to qualify for A/C credits through bench testing supported by engineering analysis.  
This option continues to be available after the 2020 AC17 requirement goes into effect. EPA has 
encouraged, and continues to encourage, the use of bench test results and engineering analysis to 
support applications for A/C efficiency credits.   

In 2016, USCAR members initiated a Cooperative Research Program (CRP) through the 
Society of Automotive Engineers (SAE) to develop bench testing standards for the four hardware 
technologies in the credit menu (blower motor control, internal heat exchanger, improved 
evaporators and condensers, and oil separator). The specific standards under development are 
listed in Table 5.27. The intent of the program is to streamline the process of conducting bench 
testing and engineering analysis in support of an application for A/C credits by creating uniform 
standards for bench testing and for establishing the expected GHG impact of the technology in a 
vehicle application.  The AC17 test may continue to have a supporting role in some of these 
standards. EPA continues to monitor the development of these standards by coordinating with 
the CRP as well as participating in the applicable SAE standards development committees.  

Table 5.27  Hardware Bench Testing Standards under Development by SAE Cooperative Research Program 

Number Title Status 

J2765 Procedure for Measuring System COP of a Mobile Air Conditioning 
System on a Test Bench 

Published 

J3094 Internal Heat Exchanger (IHX) Measurement Standard Work in Progress 

J3109 
 

HVAC PWM Blower Controller Efficiency Measurement Work in Progress 

J3112 A/C Compressor Oil Separator Effectiveness Test Standard Work in Progress 

 

5.2.9.1.6 Conclusions and Future Work 

The agencies have evaluated and considered the results of AC17 testing presented by 
stakeholders.  This data suggests that the AC17 test is capable of measuring the difference in 
CO2 emissions between A/C on and A/C off, and in some cases, is also capable of resolving 
differences in CO2 emissions resulting from hardware and software differences (A-to-B).  
However, in many of the A-to-B comparisons, test-to-test variability and the small magnitude of 
the effect to be measured has led to the need for multiple repeated tests to identify the effect with 
statistical significance, potentially adding to the test burden required to obtain A/C credits. 

At this time, the results of USCAR testing of the AC17 test procedure is not yet complete, and 
not yet conclusive.  The agencies await the availability of additional data in order to more fully 
evaluate the role of the AC17 test procedure under the GHG program.  EPA also anticipates that 
the ongoing test program by USCAR members will result in development of a guidance letter 
recommending best practices for conducting AC17 testing.  
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EPA will continue coordination with USCAR to obtain any additional data regarding the 
effectiveness of the AC17 test in discerning A/C efficiency differences in A-to-B comparisons.  
Sources of this data may include additional A-to-B testing by USCAR, as well as any future 
applications for A/C off-cycle credits that are supported by the results of AC17 testing.  EPA 
will also continue to coordinate with manufacturers through meetings with industry stakeholders, 
participation in the SAE interior climate control committees, coordination with the SAE CRP, 
and any other applicable venues.  

The agencies invite additional comment regarding stakeholder experience with the AC17 test 
procedure and its ability to resolve GHG emissions differences by A-to-B testing. 

Although it is anticipated that new A/C technologies may have emerged since the 2012 FRM 
that are not represented in the credit menu, the agencies do not have plans to add additional items 
to the credit menu nor change the values assigned to those that are currently in the menu.  
Manufacturers may continue to apply for credits for new technologies through the off cycle 
credit program.  

5.2.9.2 A/C Leakage Reduction and Alternative Refrigerant Substitution 

5.2.9.2.1 Leakage 

As we observed in the rule, manufacturers have developed a number of technologies for 
reducing the leakage of refrigerant to the atmosphere.  These include fittings, seals, heat 
exchanger/compressor designs, and hoses.  Vehicle manufacturers consider low-leak 
technologies to be among the most cost-effective approaches to improving overall vehicle GHG 
emission performance.   

Table 5.28 shows two metrics of the continued industry-wide progress toward durable, low-
leak systems.  One trend is the annual increase in the generation of leakage credits already 
apparent in the early years of the program as manufacturers have taken advantage of leakage-
reduction incentives.  More on this trend, as well as a breakdown of leakage credits by 
manufacturer, are found in EPA's Manufacturer Performance Report for the 2014 Model Year.470  
Specifically, 15 manufacturers reported A/C leakage credits in the 2014 model year, amounting 
to more than 16.5 million Megagrams (Mg) of credits, or more than 40 percent of the total net 
credits reported for the model year.  This equates to GHG reductions of about 5 grams per mile 
across the 2014 vehicle fleet.  The table also shows the trend toward more leak-proof A/C 
systems in terms of refrigerant leakage scores across the industry, as indicated by the average 
industry-wide A/C system leakage scores that the State of Minnesota requires automakers to 
report (using the SAE J-2727 method).471    

Table 5.28  Trends in Fleetwide Mobile Air Conditioner Leakage Credits and Average Leakage Rates  

 2009 2010 2011 2012 2013 2014 2015 

Credits: (Million Megagrams) 6.2 8.3 8.9 11.1 13.2 16.6 Not Yet Reported 

MN SAE J-2727 Leakage Rate (g/yr) 15.1 14.7 14.6 14.5 13.9 13.0 12.1 

 

5.2.9.2.2 Low-GWP Refrigerants 

In support of the LD GHG rules, EPA projected that the industry would fully transition to 
lower-GWP refrigerants between Model Year (MY) 2017 and MY2021, beginning with 20 
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percent transition in MY2017, to be followed by a 20 percent increase in substitution in each 
subsequent model year, completing the transition by MY2021 (77 FR 62779, 62778, 62805).  Put 
another way, the stringency of the MY2021 and later light duty GHG standards is predicated on 
100 percent substitution of refrigerants with lower GWPs than HFC-134a.  On July 20, 2015, 
EPA published a final rule under the Significant New Alternatives Policy (SNAP) program that 
changes the listing status of HFC–134a to unacceptable for use in A/C systems of newly-
manufactured LD motor vehicles beginning in MY2021, except where permitted for some export 
vehicles through MY2025 (80 FR 42870).MM  EPA’s decision to take this action was based on 
the availability of other substitutes that pose less overall risk to human health and the 
environment, when used in accordance with required use conditions.  Thus all new LD vehicles 
sold in the United States will have transitioned to an alternative, lower-GWP refrigerant by 
MY2021.   

The July 20, 2015 SNAP final rule has no effect on how manufacturers may choose to 
generate and use air conditioning leakage credits under the LD GHG standards.  As stated in that 
final rule, " [n]othing in this final rule changes the regulations establishing the availability of air 
conditioning refrigerant credits under the GHG standards for MY2017-2025, found at 40 CFR 
86.1865-12 and 1867-12.  The stringency of the standards remains unchanged…. 
[M]anufacturers may still generate and utilize credits for substitution of HFC-134a through the 
2025 model year."  EPA also there noted that the SNAP rule was not in conflict with the 
Supplemental Notice of Intent (76 FR 48758, August 9, 2011) that described plans for EPA and 
NHTSA's joint proposal for model years 2017-2025, since EPA's GHG program continues to 
provide the level of air conditioning credits available to manufacturers as specified in that 
Notice:  "[T]he Supplemental Notice of Intent states that '(m)anufacturers will be able to earn 
credits for improvements in air conditioning . . . systems, both for efficiency improvements . . . 
and for leakage or alternative, lower-GWP refrigerants used (reduces [HFC] emissions).' 76 FR 
at 48761.  These credits remain available under the light-duty program at the level specified in 
the Supplemental Notice of Intent, and using the same demonstration mechanisms set forth in 
that Notice." 80 FR 42896-97. 

EPA has listed three lower-GWP refrigerants as acceptable, subject to use conditions (listed at 
40 CFR Part 82, Subpart G), for use in newly-manufactured LD vehicles: HFO-1234yf, HFC-
152a, and carbon dioxide (CO2 or R-744).  Manufacturers are currently manufacturing LD 
vehicles using HFO-1234yf, and they are actively developing LD vehicles using CO2472 and 
considering the use of HFC-152a in a secondary loop A/C systems.473  

EPA expects that vehicle manufacturers will use HFO-1234yf for the vast majority of 
vehicles.  As discussed in the EPA Manufacturer Performance Report referenced above, the use 
of HFO-1234yf expanded considerably in the 2014 model year, from two manufacturers and 
42,384 vehicles in the 2013 model year, to five manufacturers and 628,347 vehicles in the 2014 
model year.  Although this is a large increase, it is still a relatively small fraction (less than 5 
percent) of the total 2014 model year production.  This trend reinforces EPA's projection that the 
industry will have transitioned 20 percent of the fleet by MY2017, as discussed above.  Fiat 

                                                 
MM HFC-134a will remain listed as acceptable subject to narrowed use limits through MY2025 for use in newly 

manufactured LD vehicles destined for export, where reasonable efforts have been made to ascertain that other 
alternatives are not technically feasible because of lack of infrastructure for servicing with alternative refrigerants 
in the destination country. (40 CFR Part 82, Subpart G, Appendix B. 
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Chrysler accounted for 86 percent of these vehicles, introducing HFO-1234yf across a number of 
models, including the 300, Challenger, Charger, Cherokee, Dart, and Ram 1500 trucks.  Jaguar 
Land Rover achieved the greatest penetration within their fleet, using HFO-1234yf in 
approximately 80 percent of Jaguar Land Rover vehicles produced in the 2014 model year. 

Finally, regarding supply of alternative refrigerants, the July 2015 SNAP final rule stated that 
EPA “considered the supply of the alternative refrigerants in determining when alternatives 
would be available.  At the time the light-duty GHG rule was promulgated, there was a concern 
about the potential supply of HFO-1234yf.  Some commenters indicated that supply is still a 
concern, while others, including two producers of HFO-1234yf, commented that there will be 
sufficient supply.  Moreover, some automotive manufacturers are developing systems that can 
safely use other substitutes, including CO2, for which there is not a supply concern for the 
refrigerant.  If some global light-duty motor vehicle manufacturers use CO2 or another 
acceptable alternative, additional volumes of HFO-1234yf that would have been used by those 
manufacturers will then become available.  Based on all of the information before the agency, 
EPA believes production plans for the refrigerants are in place to make available sufficient 
supply no later than MY2021 to meet current and projected demand domestically as well as 
abroad, including, but not limited to, the EU.” (80 FR 42891; July 20, 2015) 

5.2.9.2.3 Conclusions 

As described in this section, there is strong evidence that auto manufacturers are continuing to 
improve the leak-tightness of their A/C systems.  In addition, many manufacturers are 
transitioning to the use of low-GWP alternative refrigerants in a number of vehicle models.  We 
believe that the current trends among automakers toward the use of alternative refrigerants to 
comply with the LD vehicle GHG standards, EPA's change in listing status of HFC-134a to 
"unacceptable" by MY2021, and the parallel increase in the supply of the leading alternative 
refrigerant ensure that our earlier projections that a complete transition to alternative refrigerants 
by MY2021 will in fact become reality. 

The MY2017-2025 LD GHG rule also encourages manufacturers to continue to use low-
leakage technologies even when using alternative refrigerants.  Although some leakage may still 
occasionally occur, the low GWPs of the new refrigerants, as compared to that of HFC-134a, 
considerably reduce concerns about refrigerant leakage from a climate perspective.   

5.2.10 Off-cycle Technology Credits 

5.2.10.1 Off-cycle Credits Program  

5.2.10.1.1 Off-cycle Credits Program Overview 

EPA and NHTSA provide an opportunity for credits for off-cycle technologies.  EPA initially 
included off-cycle technology credits in the MY2012-2016 rule and revised the program in the 
MY2017-2025 rule.474  NHTSA adopted equivalent off-cycle credits for MYs 2017 and later in 
the MY2017-2025 rule.475  “Off-cycle” emission reductions and fuel consumption improvements 
can be achieved by employing off-cycle technologies that result in real-world benefits, but where 
that benefit is not adequately captured on the test procedures used by manufacturers to 
demonstrate compliance with and fuel economy emission standards. 
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The intent of the off-cycle provisions is to provide an incentive for CO2 and fuel consumption 
reducing off-cycle technologies that would otherwise not be developed because they do not offer 
a significant 2-cycle benefit.  EPA and NHTSA limited the eligibility to technologies whose 
benefits are not adequately captured on the 2-cycle test and NHTSA added further limitations on 
technologies that might otherwise be incentivized through its safety regulations.476  The 
preamble to the final rule provided a detailed discussion of eligibility for off-cycle credits.477  
Technologies that are integral or inherent to the basic vehicle design including engine, 
transmission, mass reduction, passive aerodynamics, and base tires are not eligible.  Any 
technology that was included in the agencies’ standard-setting analysis also may not generate 
off-cycle credits (with the exception of active aerodynamics and engine stop-start systems).  EPA 
established this approach believing that the use of 2-cycle technologies would be driven by the 
standards and no additional credits would be necessary or appropriate.  This approach also limits 
the program to off-cycle technologies that could be clearly identified as add-on technologies 
more conducive to A/B testing that would be able to demonstrate the benefits of the technology. 

There are three pathways by which a manufacturer may generate off-cycle CO2 credits.  The 
first is a predetermined list of credit values for specific off-cycle technologies that may be used 
beginning in MY2014.478  This pathway allows manufacturers to use conservative credit values 
established in the MY2017-2025 final rule for a wide range of technologies, with minimal data 
submittal or testing requirements.  In cases where additional laboratory testing can demonstrate 
emission benefits, a second pathway allows manufacturers to use a broader array of emission 
tests (known as “5-cycle” testing because the methodology uses five different testing procedures) 
to demonstrate and justify off-cycle CO2 credits.479  The additional emission tests allow emission 
benefits to be demonstrated over some elements of real-world driving not captured by the GHG 
compliance tests, including high speeds, rapid accelerations, and cold temperatures.  Credits 
determined according to this methodology do not undergo additional public review.  The third 
and last pathway allows manufacturers to seek EPA approval to use an alternative methodology 
for determining the off-cycle CO2 credits.480  This option is only available if the benefit of the 
technology cannot be adequately demonstrated using the 5-cycle methodology.  Manufacturers 
may also use this option for model years prior to 2014 to demonstrate off-cycle CO2 reductions 
for technologies that are on the predetermined list, or to demonstrate reductions that exceed those 
available via use of the predetermined list.  The manufacturer must also demonstrate that the off-
cycle technology is effective for the full useful life of the vehicle. Unless the manufacturer 
demonstrates that the technology is not subject to in-use deterioration, the manufacturer must 
account for the deterioration in their analysis. 

The pre-defined list of technologies and associated car and light truck credits is shown in the 
tables below.481  The regulations include a definition of each technology that the technology 
must meet in order to be eligible for the menu credit.482  Manufacturers are not required to 
submit any other emissions data or information beyond meeting the definition and useful life 
requirements to use the pre-defined credit value.  Credits based on the pre-defined list are subject 
to an annual manufacturer fleet-wide cap of 10 g/mile. 
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Table 5.29  Off-cycle Technologies for Cars and Light Trucks 

Technology Credit for Cars Credit for Light Trucks 

g/mi (gallons/mi) g/mi (gallons/mi) 

High Efficiency Exterior Lighting (at 100W) 1.0 (0.000113) 1.0 (0.000113) 

Waste Heat Recovery (at 100W; scalable) 0.7 (0.000079) 0.7 (0.000079) 

Solar Roof Panels (for 75 W, battery charging only) 3.3 (0.000372) 3.3 (0.000372) 

Solar Roof Panels (for 75 W, active cabin ventilation 
plus battery charging) 

2.5 (0.000282) 2.5 (0.000282) 

Active Aerodynamic Improvements (scalable) 0.6 (0.000068) 1.0 (0.000113) 

Engine Idle Start-Stop w/ heater circulation system 2.5 (0.000282) 4.4 (0.000496) 

Engine Idle Start-Stop without/ heater circulation 
system 

1.5 (0.000169) 2.9 (0.000327) 

Active Transmission Warm-Up 1.5 (0.000169) 3.2 (0.000361) 

Active Engine Warm-Up 1.5 (0.000169) 3.2 (0.000361) 

Solar/Thermal Control Up to 3.0 (0.000338) Up to 4.3 (0.000484) 

 

Table 5.30  Off-cycle Technologies and Credits for Solar/Thermal Control Technologies for Cars and Light 
Trucks  

Thermal Control 
Technology 

Credit (g CO2/mi) 

Car Truck 

Glass or Glazing Up to 2.9 (0.000326) Up to 3.9 (0.000439) 

Active Seat Ventilation 1.0 (0.000113) 1.3 (0.000146) 

Solar Reflective Paint 0.4 (0.00005) 0.5 (0.00006) 

Passive Cabin Ventilation 1.7 (0.000191) 2.3 (0.000259) 

Active Cabin Ventilation 2.1 (0.000236) 2.8 (0.000315) 

 

The two other pathways available to generate off-cycle credits require additional data.  The 5-
cycle testing pathway requires 5-cycle testing with and without the off-cycle technology to 
determine the off-cycle benefit of the technology.  The final pathway, often referred to as the 
public process includes a public comment period and is available for technologies that cannot be 
demonstrated on the 5-cycle test.  Manufacturers must develop a methodology for demonstrating 
the benefit of the off-cycle technology and the methodology is made available for public 
comment prior to an EPA determination whether or not to allow the use of the methodology to 
generate credits.  The data needed for this demonstration may be extensive, especially in cases 
where the effectiveness of the technology is dependent on driver response or interaction with the 
technology.  As discussed below, all three methods have been used successfully by 
manufacturers to generate off-cycle credits. 

5.2.10.2 Use of Off-cycle Technologies to Date  

A wide array of off-cycle technologies were used by manufacturers in MY2014 to generate off-
cycle GHG credits using the pre-defined menu. 483  Table 5.31 below shows the percent of each 
manufacturers' production volume using each of the menu technologies reported to EPA for 
MY2014 by the manufacturer.  Table 5.32 shows the g/mile benefit that each manufacturer 
reported across its fleet from each off-cycle technology.  Like the preceding table, Table 5.32 
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provides the mix of technologies used in MY2014 across the manufacturers and the extent to 
which each technology benefits each manufacturer's fleet.  Fuel consumption improvement off-
cycle credits are not available in the CAFE program until MY2017 and therefore only GHG off-
cycle credits have been generated by manufacturers thus far. 

Table 5.31  Percent of 2014 Model Year Vehicle Production Volume with Credits from the Menu, by 
Manufacturer & Technology (%) 

Manufacturer Active 
Aerodynamics 

Thermal Control Technologies Engine & Transmission 
Warmup 

Other 
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BMW 0.0  0.0  0.0  85.1  3.9 2.9  0.0  78.5  0.0  0.0  98.1  0.0  

Fiat Chrysler 16.4  3.6  99.3  0.0  6.1 99.3  1.3  58.0  11.7  0.0  73.3  0.0  

Ford 38.4  0.0  0.0  0.0  2.6 97.2  12.5  9.6  16.2  3.4  52.9  0.0  

GM 6.7  0.0  0.0  0.0  1.2 52.3  15.6  0.0  0.0  6.7  28.2  0.0  

Honda 0.0  0.0  0.0  0.0  1.3 0.0  0.0  0.0  58.5  0.0  28.2  0.0  

Hyundai 2.1  0.0  0.0  0.0  0.8 84.4  0.0  0.0  16.7  0.0  36.2  0.0  

Jaguar Land 
Rover 

0.0  0.0  0.0  0.0  5.0 98.1  0.0  0.0  0.0  93.0  100.0  0.0  

Kia 1.8  0.0  0.0  0.0  0.9 76.1  0.0  0.0  22.7  0.6  59.5  0.0  

Mercedes 0.0  0.0  0.0  0.0  2.2 3.9  0.0  0.0  0.0  65.3  35.7  0.0  

Nissan 4.6  0.0  0.0  0.0  1.8 0.0  0.0  19.5  55.7  0.9  50.1  0.2  

Subaru 2.0  0.0  0.0  0.0  0.0 0.0  0.0  0.0  0.0  0.0  0.0  0.0  

Toyota 0.0  0.2  11.4  0.0  2.5 52.9  25.5  9.2  53.8  12.5  44.5  0.0  

Fleet Total 9.8  0.0  15.0  2.1  2.3 50.7  8.7  14.2  23.2  5.5  43.0  0.0  
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Table 5.32  Off-Cycle Technology Credits from the Menu, by Manufacturer and Technology (g/mi) 
Manufacturer Active 

Aerodynamics 
Thermal Control Technologies Engine & Transmission 

Warmup 
Other 
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BMW - - - 2.0 0.0 0.0 - 1.6 - - 0.3 - 

Fiat Chrysler 0.1 0.0 2.0 - 0.0 1.8 0.0 1.7 0.4 0.0 0.2 - 

Ford 0.3 - - - 0.2  1.3 0.1 0.2 0.4 0.1 0.1 - 

GM 0.0 - - - 0.2 0.7 0.1 - - 0.1 0.1 - 

Honda - - - - 0.0 - - - 1.3 - 0.1 - 

Hyundai 0.0 - - - 0.1 0.3 - - 0.3 - 0.0 - 

Jaguar Land 
Rover 

- - - - 0.8 1.2 - - - 2.5 0.5 - 

Kia 0.0 - - - 0.2 0.3 - - 0.3 0.0 0.1 - 

Mercedes - - - - 0.1 0.1 - - - 1.7 0.4 - 

Nissan 0.0 - - - 0.1 - - 0.3 1.2 0.0 0.2 0.0 

Subaru 0.0 - - - - - - - - - - - 

Toyota - 0.0 0.2 - 0.2 0.6 0.1 0.1 1.1 0.2 0.1 - 

Fleet Total 0.1 0.0 0.3 0.0 0.1 0.7 0.0 0.3 0.5 0.1 0.1 0.0 

0.0” indicates that the manufacturer did implement that technology, but that the overall penetration rate was not high enough to round to 0.1 
grams/mile, whereas a dash indicates no use of a given technology by a manufacturer. 

 

The credits shown above are based on the pre-defined credit list.  Thus far, GM is the only 
manufacturer to have been granted off-cycle credits based on 5-cycle testing.  These credits are 
for an off-cycle technology used on certain GM gasoline-electric hybrid vehicles.  The 
technology is an auxiliary electric pump, which keeps engine coolant circulating in cold weather 
while the vehicle is stopped and the engine is off, thus allowing the engine stop-start system to 
be active more frequently in cold weather.   

The third pathway allows manufacturers to seek approval to use an alternative methodology 
for determining the off-cycle technology CO2 credits.  Several manufacturers have petitioned for 
and been granted use of an alternative methodology for generating credits.  In the fall of 2013, 
Mercedes requested off-cycle credits for the following off-cycle technologies in use or planned 
for implementation in the 2012-2016 model years: stop-start systems, high-efficiency lighting, 
infrared glass glazing, and active seat ventilation.  EPA approved methodologies for Mercedes to 
determine these off-cycle credits in September of 2014.484  Subsequently, FCA, Ford, and GM 
requested off-cycle credits under this pathway.  FCA and Ford submitted applications for off-
cycle credits from high efficiency exterior lighting, solar reflective glass/glazing, solar reflective 
paint, and active seat ventilation.  Ford’s application also demonstrated off-cycle benefits from 
active aerodynamic improvements (grill shutters), active transmission warm-up, active engine 
warm-up technologies, and engine idle stop-start.  GM’s application described the real-world 
benefits of an air conditioning compressor with variable crankcase suction valve technology.  
EPA approved the credits for FCA, Ford, and GM in September of 2015.485  Although EPA has 
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granted the use of alternative methodologies, manufacturers have yet to report credits to EPA 
based on those alternative methodologies.   

As discussed above, the vast majority of credits in MY2014 were generated using the pre-
defined menu.  Even though the program has been in place for only a few model years, and 
MY2014 is the first year the pre-defined list may be used, the level of credits achieved has 
already been significant for some manufacturers.  FCA and Jaguar Land Rover generated the 
most off-cycle credits on a fleet-wide basis, reporting credits equivalent to about 6 g/mile and 5 
g/mile, respectively.NN  Several other manufacturers report fleet-wide credits in the range of 
about 1 to 4 g/mile.  The fleet total across all manufacturers was equivalent to about 2 g/mile for 
MY2014.  The agencies expect that as manufacturers continue to expand their use of off-cycle 
technologies, the fleet-wide impacts will continue to grow with some manufacturers potentially 
approaching the 10 g/mile fleet-wide cap applicable to credits that are based on the pre-defined 
list. 

5.3 GHG Technology Assessment 

5.3.1 Fundamental Assumptions 

5.3.1.1 Technology Time Frame and Measurement Scale for Effectiveness and Cost 

The effectiveness and cost associated with applying a technology will depend on the starting 
technologies from which improvements are measured.  For example, two vehicles that start with 
different technologies will likely have different cost and effectiveness associated with adopting 
the same combination of technologies.  The importance of clearly specifying the point of 
comparison for cost and effectiveness estimates was highlighted in the 2015 NAS committee's 
finding "that understanding the base or null vehicle, the order of technology application, and the 
interactions among technologies is critical for assessing the costs and effectiveness for meeting 
the standards."  

As long as the point of comparison is maintained consistently throughout the analysis for both 
the baseline and future fleets, the decision of where to place an origin along the scale of cost and 
effectiveness is inconsequential.  For EPA's technology assessment, the origin is defined to 
coincide with a "null technology package,” which represents a technology floor such that all 
technology packages considered in this assessment will have equal or greater effectiveness, 
consistent with the FRM approach.  While other choices would have been equally valid, this 
definition of a "null package" has the practical benefit of avoiding technology packages with 
negative effectiveness values, while also allowing for a direct comparison of effectiveness 
assumptions with the FRM. 

                                                 
NN The credits are reported to EPA by manufacturers in Megagrams. EPA has estimated a g/mile equivalent.   
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Figure 5.80  The "Null Technology Package" and Measurement Scale for Cost and Effectiveness 

When technologies can be specifically identified for individual vehicle models, it is possible 
to estimate cost and effectiveness values specifically for those models.  To the extent possible 
with the available information, EPA has attempted to consider this.  This is the case, for 
example, with mass reduction and improvements in aerodynamics and tire rolling resistance, 
where for this assessment EPA has uniquely characterized the various levels of those 
technologies for individual models based on available road load data.  For other technologies, the 
information that is broadly available across the entire fleet is not detailed enough to distinguish 
differences that arise to different implementations of the technologies. 

5.3.1.2 Performance Assumptions 

When determining cost and effectiveness values for specific technologies, it is important to 
compare the technologies on a consistent basis, so that the relative cost-effectiveness of the 
technologies can be fairly compared. The National Academy of Science states in their 2011 
report: "Estimating the cost of decreasing fuel consumption requires one to carefully specify a 
basis for comparison. The committee considers that to the extent possible, fuel consumption cost 
comparisons should be made at equivalent acceleration performance and equivalent vehicle 
size."486 This is because "objective comparisons of the cost-effectiveness of different 
technologies for reducing [fuel consumption] can be made only when vehicle performance 
remains equivalent."487 The National Academy of Science engaged the University of Michigan 
for their 2015 report to perform a set full vehicle simulations. As a ground rule, "Each engine 
configuration was modeled to maintain, as closely as possible, the torque curve of the baseline 
naturally aspirated engine so that equal performance, as measured by 0-60 mph acceleration 
time, would be maintained"488 The agencies agree that it is appropriate to objectively compare 
technology costs and effectiveness, that maintaining constant vehicle performance is the 
appropriate way to achieve that goal, and that the NAS's recommendation of "equivalent 
acceleration performance" is appropriate. Thus, the costs and effectiveness presented in this 
document are based on the application of technology packages while holding the underlying 
acceleration performance constant.  

In most cases, equivalent acceleration performance is achieved by "engine downsizing": 
reducing the size (and thus the output power/torque) of the engine in advanced vehicle packages 
until a series of performance metrics are maintained within a reasonable range of the target value 
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similar to the methodology used in the FRM. A smaller engine will typically be more efficient at 
the same speed and torque than a larger engine (as pumping losses are reduced), so this 
methodology properly accounts for effectiveness that could be used for acceleration performance 
as fuel consumption reduction, thus allowing an objective and fair comparison of technologies. 
Our process maintains performance neutrality. As recommended by the NAS (2011), EPA is 
working under the premise that technology cost assessments should be made under the 
assumption of equivalent performance. As such, the ALPHA modeling runs generate 
effectiveness values which maintain a set of acceleration metrics within a reasonably small 
window. 

EPA recognizes that manufacturers have many vehicle attribute and manufacturing 
constraints. Manufacturers will make many product planning decisions and the final products 
will have engine displacement which represent the OE’s decision in its product plans. As a 
modeling convenience, when calculating effectiveness, EPA assumes the appropriate component 
sizing to maintain performance. Even if our model produces a greater variation in technology 
packages than exists today (for example, by producing two levels of tire rolling resistance on a 
vehicle platform compared to just one today), this does not require that manufactures actually 
produce a greater variety of component sizes than exist currently in order for our overall results 
to be valid. In actual vehicle design, manufacturers will design discretely sized components, and 
for each vehicle choose the available size closest to the optimal for the given load and 
performance requirements. For example, in some cases, the chosen engine will be slightly 
smaller than optimal (and thus lower fuel consumption), and in some cases the chosen engine 
will be slightly larger than optimal (and thus higher fuel consumption). The same assumption is 
applied to drivetrain, suspension, chassis components, etc. For example, brake rotors may be 
sized in 15mm diameter increments, and manufacturers will apply the size that most closely 
matches the performance and load requirements of that application. Just as the manufacturers are 
doing today, EPA expects that they will average these product decisions across their entire fleet. 
In our analysis, on average, the actual fleet of vehicles will use the appropriate component size, 
and CO2 emissions and performance of the fleet will average out, with no significant net change 
compared to the original analysis with unconstrained component sizes. 

In gathering information on technology effectiveness, the agencies relied on a wide variety of 
sources. These sources provided information on the costs and effectiveness of various 
technologies, but not all comparisons were done on a rigorously performance-neutral basis. 
Thus, it was often necessary to recalculate the effectiveness of a particular technology when the 
original comparison was done without the assumption of equivalent performance. For example, 
the 2011 NAS report, in discussing continuously variable valve lift (CVVL)489 cites Energy and 
Environmental Analysis, Inc.,490 which "estimates a 6.5 to 8.3 percent reduction in fuel 
consumption at constant engine size and 8.1 to 10.1 percent with an engine downsize to maintain 
constant performance." 

When EPA modeled effectiveness of specific technologies of their combinations, it was 
careful to maintain a minimum deviation of acceleration performance from the baseline vehicle. 
As the NAS notes, "truly equal performance involves nearly equal values for a large number of 
measures such as acceleration (e.g., 0-60 mph, 30-45 mph, 40-70 mph, etc.), launch (e.g., 0-30 
mph), grade-ability (steepness of slopes that can be climbed without transmission downshifting), 
maximum towing capability, and others."491 However, they furthermore state that "in the usage 
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herein, equal performance means 0-60 mph times within 5 percent. This measure was chosen 
because it is generally available for all vehicles."  

In vehicle simulations conducted in support of the FRM using MSC EASY5 or using the 
Response Surface Model (RSM) data analysis tool, EPA defined overall equivalent performance 
such that 0-30 mph and 0-60 mph acceleration times were kept within a performance window 
defined as no more than 5 percent slower or 10 percent faster than a baseline vehicle. Additional 
performance criteria were then cross-checked to ensure no significant degradation in vehicle 
utility. For example, simulation of grade-ability at 60 mph with a 5,000 lb. trailer (both in top 
gear and in any transmission gear) was used to cross check maintaining the utility of full size 
trucks. Within the FRM analysis, the 0-30 mph and 0-60 mph performance window criteria were 
found to be sufficient to maintain equivalence with other indicators of vehicle performance and 
utility, including trailer grade-ability. 

In vehicle simulation modeling in ALPHA performed since the FRM, EPA investigated using 
additional performance criteria to define an overall performance metric. Four acceleration 
performance metrics were chosen: 0-60 time, ¼ mile time, 30-50 passing time, and 50-70 
passing time. These metrics were chosen to give a reasonably broad set of acceleration metrics 
that would be sensitive enough to represent true acceleration performance, but not so sensitive 
that minor changes in vehicle parameters would significantly change the final metric. For each 
vehicle class, a baseline configuration was chosen, the vehicle package was run over the 
performance cycle, and the times for each performance metric were extracted. These four metrics 
were summed for the baseline vehicle. For each vehicle technology package based on the same 
vehicle class, a nominal engine size was determined based on the estimated performance effect 
of the technologies included in the package. The same performance cycle was run and the sum of 
the four metrics compared to the baseline sum. If the sum was not within three percent (tighter 
than the 5 percent band suggested by NAS), the size of the engine was adjusted and the 
performance cycle rerun until an equivalent acceleration performance was attained. When the 
sum was within three percent, the CO2 emissions modeling over the standard drive cycles was 
performed using the engine size determined.  

In general, the criteria used to define equivalent performance for the FRM analysis and for 
analyses using the ALPHA model since the FRM have resulted in comparable changes in engine 
displacement when comparable levels of vehicle technology are applied within the EPA 
"standard car" class for effectiveness analyses. For the Draft TAR, EPA has continued to rely on 
the performance criteria from the FRM analysis within its analyses of technology effectiveness, 
however, the addition of ¼ mile time, 30-50 passing time, and 50-70 passing time performance 
metrics are still under consideration for the Proposed and Final Determinations. 

For the purpose of specification and costing of plug-in vehicles (BEVs and PHEVs, or 
collectively, PEVs), acceleration performance was maintained by a different method to account 
for differences in the way power is developed by electric motors and conventional engines. 
Originally, in the 2012 FRM analysis, PEVs of a given vehicle class (small car, large car, etc.) 
were assigned an electric motor power rating (kW) that would preserve the same engine-power-
to-weight ratio that was observed in conventional vehicles of that class. This method assumed 
that the all-electric acceleration of an electrified vehicle relates to the power rating of the electric 
motor in the same way that the engine-powered acceleration of a conventional vehicle relates to 
the power rating of the engine. However, electric motors differ from combustion engines in that 
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they deliver maximum torque at the lowest end of their speed range, while combustion engines 
must develop significant speed to deliver a comparable torque. This can allow an electric motor 
to deliver higher acceleration at low speeds than a comparable engine of the same nominal power 
rating, and potentially higher acceleration overall. An analysis of 2012 FRM motor power 
assumptions suggested that the modeled PEV motors may have been significantly more powerful 
than necessary for the intended acceleration performance. For this Draft TAR analysis, EPA 
derived an empirical equation relating PEV power-to-weight ratio to reported 0-60 acceleration 
time based on an informal study of MY2012-2016 BEVs and PHEVs. A target 0-60 time was 
selected for each PEV configuration comparable to that of conventional vehicles, and the motor 
power assigned based on this equation. The PEV motor sizing methodology is described in more 
detail in Section 5.3.4.3.7.1.  

5.3.1.3 Fuels 

Fuel specifications for the gasoline and diesel fuels used for demonstration of compliance 
with light-duty vehicle GHG and CAFE standards are contained within the Title 40, Part 86 of 
the U.S. Code of Federal Regulations. Tabulated values are reproduced here for reference 
purposes in  Table 5.33 and Table 5.34 for gasoline and diesel, respectively. Analyses of the 
effectiveness of powertrain technologies over the regulatory drive cycles used fuel properties 
conforming to these specifications.  

Table 5.33  Test Fuel Specifications for Gasoline without Ethanol (from 40 CFR §86.113-04) 

Item Regular Reference Procedure1 

Research octane, Minimum2 93 ASTM D2699; ASTM D2700 

Octane sensitivity2 7.5 ASTM D2699; ASTM D2700 

Distillation Range ( °F):   

Evaporated initial boiling point3 75-95 ASTM D86 

10% evaporated 120-135  

50% evaporated 200-230  

90% evaporated 300-325  

Evaporated final boiling point 415 Maximum  

Hydrocarbon composition (vol %):   

Olefins 10% Maximum ASTM D1319 

Aromatics 35% Maximum  

Saturates Remainder  

Lead, g/gallon (g/liter), Maximum 0.050 (0.013) ASTM D3237 

Phosphorous, g/gallon (g/liter), Maximum 0.005 (0.0013) ASTM D3231 

Total sulfur, wt. %4 0.0015-0.008 ASTM D2622 

Dry Vapor Pressure Equivalent (DVPE), psi (kPa)5 8.7-9.2 (60.0-63.4) ASTM D5191 
  

 

Table 5.34  Petroleum Diesel Test Fuel (from 40 CFR §86.113-94) 

Property Unit Type 2-D Reference 
Procedure1 

(i) Cetane Number  40-50 ASTM D613 

(ii) Cetane Index  40-50 ASTM D976 

(iii) Distillation range:    

(A) IBP  340-400 (171.1-204.4)  

(B) 10 pct. Point  400-460 (204.4-237.8)  
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(C) 50 pct. Point °F ( °C) 470-540 (243.3-282.2) STM D86 

(D) 90 pct. Point  560-630 (293.3-332.2)  

(E) EP  610-690 (321.1-365.6)  

(iv) Gravity °API 32-37 ASTM D4052 

(v) Total sulfur ppm 7-15 ASTM D2622 

(vi) Hydrocarbon composition: Aromatics, 
minimum (Remainder shall be paraffins, 

naphthenes, and olefins) 

pct 27 ASTM D5186 

(vii) Flashpoint, min °F ( °C) 130 (54.4) ASTM D93 

(viii) Viscosity centistokes 2.0-3.2 ASTM D445 
1 ASTM procedures are incorporated by reference in §86.1 

 

EPA's analysis of effectiveness with gasoline fueled engines did not include analysis of 
effectiveness using Tier 3 certification gasoline (E10, 87 AKI) although protection for operation 
in-use on 87 AKI E10 gasoline was included in the analysis of engine technologies considered 
both within the original FRM and within the Draft TAR. A correction factor (or R-factor) for 
application to future vehicles certified using Tier 3 gasoline that will allow correction of CO2 
emissions in a manner that accounts for differences between Tier 2 and Tier 3 certification fuels 
is currently under regulatory development.   

5.3.1.4 Vehicle Classification 

The vehicle classes for which EPA has estimated effectiveness are consistent with the FRM 
and six vehicle classes developed for the lumped parameter model. Table 5.35 presents the 
mapping of lumped parameter model vehicle classes into model-specific vehicles to help the 
reader understand how the vehicle classes are used for modeling.  

Table 5.35  EPA Vehicle Classes 

EPA Vehicle Class  Lump Parameter 
Classification  

Example OMEGA Model 
Vehicle Type 

Subcompact/ Small Car Small Car Fiesta 
Focus 
Yaris 

1 

Standard Car Standard Car Fusion 
Taurus 
Camry 

2, 3, 4 

Large Car Large Car 300 
Mustang 

5, 6 

Small MPV Small MPV Escape 
Rav4 

Tacoma 

7, 13 

Large MPV Large MPV  Explorer 
4Runner 
Caravan 

8, 9, 10, 14, 15, 18 

Truck Truck F150 
Tundra 

11, 12, 16, 17, 19 
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5.3.2 Approach for Determining Technology Costs 

Section 5.3.2.1 presents sources and approaches to estimating direct manufacturing costs. 
Section 5.3.2.1.4 presents the methods used to address indirect costs in this analysis. Section 
5.3.2.1.4 presents the learning effects applied throughout this analysis. In Section 5.3.2.1 the 
individual technology costs are presented including: the direct manufacturing costs (DMC), their 
indirect costs (IC) and their total costs (TC, TC=DMC+IC). 

5.3.2.1 Direct Manufacturing Costs 

Estimates of direct manufacturing costs (DMC) come from many sources: detailed paper 
studies and analyses; published reports; supplier and OEM provided data which would generally 
be confidential business information (CBI); etc. The agencies consider the best source of DMC 
estimates to be those from tear-down studies. The 2015 NAS report503 agreed with this 
assessment and encouraged the agencies to make use of tear-down studies where available 
stating, “the use of teardown studies has improved the agencies’ estimates of costs” (NAS pp. S-
3) and “Updated cost estimates using teardown cost studies of recently introduced spark-ignition 
engine technologies, including all vehicle integration costs, should be developed to support the 
mid-term review,” (NAS pp. S-4) and “EPA and NHTSA should conduct a teardown cost study 
of a modern diesel engine with the latest technologies to provide an up-to-date estimate of diesel 
engine costs.” (NAS pp. S-5) The summary below provides our sources for many of the 
technologies considered in this analysis. 

5.3.2.1.1 Costs from Tear-down Studies  

As in the 2017-2025 FRM, there are a number of technologies in this analysis that have been 
costed using the rigorous tear-down method described in this section. As a general matter, the 
agencies believe, and the NAS agrees,492 that the most rigorous method to derive technology cost 
estimates is to conduct studies involving tear-down and analysis of actual vehicle components. A 
“tear-down” involves breaking down a technology into its fundamental parts and manufacturing 
processes by completely disassembling actual vehicles and vehicle subsystems and precisely 
determining what is required for its production. The result of the tear-down is a “bill of 
materials” for each and every part of the vehicle or vehicle subsystem. This tear-down method of 
costing technologies is often used by manufacturers to benchmark their products against 
competitive products. Historically, vehicle and vehicle component tear-down has not been done 
on a large scale by researchers and regulators due to the expense required for such studies. Many 
technology cost studies in the literature are based on information collected from OEMs, 
suppliers, or "experts" in the industry and are thus non-reproducible and non-transparent. In 
contrast, EPA sponsored teardown studies are completely transparent and include a tremendous 
amount of data and analyses to improve accuracy. While tear-down studies are highly accurate at 
costing technologies for the year in which the study is intended, their accuracy, like that of all 
cost projections, may diminish over time as costs are extrapolated further into the future because 
of uncertainties in predicting commodities (and raw material) prices, labor rates, and 
manufacturing practices. The projected costs may be higher or lower than predicted.  

Since the early development of the 2012-2016 rule, EPA has contracted with FEV, Inc. to 
conduct tear-down cost studies for a number of key technologies evaluated by the agencies in 
assessing the feasibility of future GHG and CAFE standards. The analysis methodology included 
procedures to scale the tear-down results to smaller and larger vehicles, and also to different 
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technology configurations. FEV’s methodology was documented in a report published as part of 
the MY2012-2016 rulemaking process.493 

Additional cost studies were completed and used in support of the 2017-2025 FRM. These 
include vehicle tear downs of a Ford Fusion power-split hybrid and a conventional Ford Fusion 
(the latter served as a baseline vehicle for comparison). In addition to providing power-split HEV 
costs, the results for individual components in these vehicles were subsequently used to develop 
costs for the P2 hybrid used in the following MY2017-2025 FRM.OO This approach to costing P2 
hybrids was undertaken because P2 HEVs were not yet in volume production at the time of 
hardware procurement for tear-down. Finally, an automotive lithium-polymer battery was torn 
down to provide supplemental battery costing information to that associated with the NiMH 
battery in the Fusion, because automakers were moving to Li-ion battery technologies due to the 
higher energy and power density of these batteries. As noted, this HEV cost work, including the 
extension of results to P2 HEVs, has been documented in a report prepared by FEV and was used 
in support of the 2017-2025 FRM. Because of the complexity and comprehensive scope of this 
HEV analysis, EPA commissioned a separate peer review focused exclusively on the new tear 
down costs developed for the HEV analysis. Reviewer comments generally supported FEV’s 
methodology and results, while including a number of suggestions for improvement, many of 
which were subsequently incorporated into FEV’s analysis and EPA final report. The peer 
review comments and responses were made available in the rulemaking docket.  

Additional cost studies were completed and used in support of the Draft TAR. These include 
an I4 mild hybrid system (2013 Malibu with eAssist) replacing a conventional I4 engine, an I4 
diesel engine replacing a conventional V6 gasoline engine, and a turbocharged I4 engine 
replacing a V6 gasoline engine. This latest turbocharged study replaces the original study as this 
technology has evolved significantly over the past few years. Peer reviews have been completed 
for the mild hybrid and diesel cost studies.  

Over the course of this contract between EPA and FEV, FEV performed teardown-based 
studies on the technologies listed below. These completed studies provide a thorough evaluation 
of the new technologies’ costs relative to their baseline (or replaced) technologies.  

1) Stoichiometric gasoline direct injection (SGDI) and turbocharging with engine 
downsizing (T-DS) on a DOHC (dual overhead cam) I4 engine, replacing a 
conventional DOHC I4 engine 

2) SGDI and T-DS on a SOHC (single overhead cam) on a V6 engine, replacing a 
conventional 3-valve/cylinder SOHC V8 engine 

3) SGDI and T-DS on a DOHC I4 engine, replacing a DOHC V6 engine  
4) 6-speed automatic transmission (AT), replacing a 5-speed AT 
5) 6-speed wet dual clutch transmission (DCT) replacing a 6-speed AT. 
6) 8-speed AT replacing a 6-speed AT 
7) 8-speed DCT replacing a 6-speed DCT 
8) Power-split hybrid (Ford Fusion with I4 engine) compared to a conventional vehicle 

(Ford Fusion with V6). The results from this tear-down were extended to address P2 
hybrids. In addition, costs from individual components in this tear-down study were 
used by the agencies in developing cost estimates for PHEVs and EVs. 

                                                 
OO Describe what P2 hybrid means. 
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9) Fiat Multi-Air engine technology. (Although results from this cost study are included 
in the rulemaking docket, they were not used in the 2017-2025 rulemaking’s technical 
analyses because the technology is under patent and therefore not considered in the 
2017-2025 timeframe). 

 
In addition, FEV and EPA extrapolated the engine downsizing costs for the following 

scenarios that were based on the above study cases:  

 Downsizing a SOHC 2 valve/cylinder V8 engine to a DOHC V6 
 Downsizing a DOHC V8 to a DOHC V6 
 Downsizing a SOHC V6 engine to a DOHC 4 cylinder engine 
 Downsizing a DOHC 4 cylinder engine to a DOHC 3 cylinder engine 

 
Since the 2017-2025 FRM, the following teardown studies have been completed: 

1) Mild hybrid with stop-start technology (Chevrolet Malibu I4 engine with eAssist), 
replacing a conventional I4 engine.  

2) I4 diesel engine, replacing a conventional V6 gasoline engine.  
3) New iteration of SGDI and T-DS on a DOHC I4 engine, replacing a DOHC V6 

engine.  
FEV has also updated the cost estimates for all of the teardown studies. 

Additional teardown work has been done in the area of mass reduction technologies. This 
work is highlighted in greater detail in Section 5.2 of this report.  

The agencies have relied on the findings of FEV for estimating the cost of the technologies 
covered by the tear-down studies. However, note that FEV based their costs on the assumption 
that these technologies would be mature when produced in large volumes (450,000 units or more 
for each component or subsystem). If manufacturers are not able to employ the technology at the 
volumes assumed in the FEV analysis with fully learned costs, then the costs for each of these 
technologies would be expected to be higher. There is also the potential for stranded capital if 
technologies are introduced too rapidly for some indirect costs to be fully recovered. While the 
agencies consider the FEV tear-down analysis results to be generally valid for the 2022-2025 
timeframe for fully mature, high sales volumes,  FEV performed supplemental analysis to 
consider potential stranded capital costs, and we have included these in our primary analyses of 
program costs.  

5.3.2.1.2 Electrified Vehicle Battery Costs 

As in the 2012 FRM, EPA has used the BatPaC model494 to estimate battery costs for 
electrified vehicles. Developed by Argonne National Laboratory (ANL) for the Vehicle 
Technologies Program of the U.S. Department of Energy (DOE) Office of Energy Efficiency and 
Renewable Energy, the BatPaC model allows users to estimate the manufacturing cost of battery 
packs for various types of electrified powertrains given battery power and energy requirements 
as well as other design parameters.  

In the 2015 NAS report (p. 4-25), the NAS committee endorsed the importance of the use of a 
bottom-up battery cost model such as BatPaC, further finding that "the battery cost estimates 
used by the agencies are broadly accurate" (Finding 4.4, p. 4-43). Since the publication of the 
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FRM, BatPaC has been further refined and updated with new costs for some cathode chemistries 
and cell components, improved thermal management calculations, and improved accounting for 
plant overhead costs. Further changes were released in late 2015 and include additional 
chemistries, updated material costs, improved calculation of electrode thickness limits, and 
improved estimation of cost and energy requirements of certain manufacturing steps and material 
production processes.495 EPA has used the most recent version of BatPaC to revise the battery 
cost projections used in the GHG assessment of this Draft TAR analysis.  

In the 2012 FRM, the agencies developed costs and effectiveness values for the mild and P2 
HEV configurations, two different all-electric mileage ranges for PHEVs (20 and 40 in-use 
miles) and three different mileage ranges for BEVs (75, 100 and 150 in-use miles). In this Draft 
TAR analysis, EPA has developed cost and effectiveness values for a new 48-Volt mild hybrid, 
and has changed the 150-mile BEV configuration to a 200-mile configuration. Additional 
updates to the inputs and methodology applied to electrified vehicles are described in Section 
5.3.4. 

5.3.2.1.3 Specific DMC Changes since the 2012 FRM 

EPA looked at all the latest public data and information, carefully reviewed all the NAS 
estimates, the latest teardown studies, and in the end determined that teardown studies remain the 
most robust source of cost estimates. This analysis uses updated technology costs from teardown 
studies conducted since the FRM including mild hybrid (high voltage) and mild hybrid (48V) 
which is based in large part on the mild hybrid high voltage teardown. EPA has updated costs 
from prior teardowns (largely the transmission teardowns) based on updated studies conducted 
by FEV to those prior teardowns. Remaining costs for technologies such as valve timing and lift, 
friction reduction, etc., have been updated to 2013 dollars since all costs in this analysis are in 
2013 dollars. Lastly, EPA has updated battery and non-battery costs for electrified vehicles based 
on a newer version of the ANL BatPaC model. Key battery pack design parameters such as 
usable capacity and cell sizes have been reviewed and revised where appropriate to reflect trends 
in industry practice that have been observed since the FRM. Additionally, EPA has added new 
technologies not used in the FRM, specifically a 48-Volt mild hybrid, a more capable naturally 
aspirated Atkinson cycle engine with a high compression ratio, a Miller cycle engine and 
electrified vehicles with different ranges. For the more capable Atkinson cycle engine, costs 
reported by NAS have been used as technology cost inputs.  

5.3.2.1.4 Approach to Cost Reduction through Manufacturer Learning 

For some of the technologies considered in this analysis, manufacturer learning effects would 
be expected to play a role in the actual end costs. The “learning curve” or “experience curve” 
describes the reduction in unit production costs as a function of accumulated production volume. 
In theory, the cost behavior it describes applies to cumulative production volume measured at the 
level of an individual manufacturer, although it is often assumed—as both agencies have done in 
past regulatory analyses—to apply at the industry-wide level, particularly in industries that 
utilize many common technologies and component supply sources. The agencies believe there 
are indeed many factors that cause costs to decrease over time. Research in the costs of 
manufacturing has consistently shown that, as manufacturers gain experience in production, they 
are able to apply innovations to simplify machining and assembly operations, use lower cost 
materials, and reduce the number or complexity of component parts. All of these factors allow 
manufacturers to lower the per-unit cost of production (i.e., the manufacturing learning curve).  
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NAS recommended that the agencies “continue to conduct and review empirical evidence for 
the cost reductions that occur in the automobile industry with volume, especially for large-
volume technologies that will be relied on to meet the CAFE/GHG standards.” (NAS pp. 7-23) 
EPA has conducted such a review under contract to ICF looking at learning in mobile source 
industries. The goal of the effort was to provide an updated assessment on learning and its 
existence in manufacturing industries. An extensive literature review was conducted and the 
most applicable and appropriate studies were chosen with the help of a subject matter expert 
(SME) that is one of the leading experts in this area.PP EPA hoped that the study would provide 
clear learning rates that could be applied in various mobile source manufacturing industries 
rather than the more general learning rates used in the past. That study was completed in 
September of 2015. A peer review was initiated and completed, but the subsequent final report, 
which would include responses to the peer review, was not completed in time for inclusion in the 
docket supporting this Draft TAR.  

In the contracted study, ICF performed this literature review and analysis of learning in the 
mobile source sector with the assistance of a Subject Matter Expert (Dr. Linda Argote of 
Carnegie Mellon University).  The draft report, Cost Reduction through Learning in 
Manufacturing Industries and in the Manufacture of Mobile Sources, was subsequently peer-
reviewed by three well-known experts in the field of learning (Marvin Lieberman, Ph.D., 
University of California, Los Angeles (UCLA) Anderson School of Management; Natarajan 
Balasubramanian, Ph.D., Whitman School of Management, Syracuse University; and Chad 
Syverson, Ph.D., University of Chicago Booth School of Business).  The peer review was carried 
out for EPA by RTI International based on EPA Science Policy Council Peer Review Handbook, 
4th Edition, and was completed in May 2016. 

The study consists of two parts: a literature review and an estimate of a mobile source 
progress ratio.  A total of 53 studies on learning were examined, with 20 of these selected for 
detailed review (the other 33 received a more cursory review and are not discussed in detail in 
the report).  Five of these studies were used as the basis to estimate the progress ratio for the 
mobile source sector. On the basis of these studies, the SME noted: "The mean learning rate is 
estimated to be -0.245, with a standard error of 0.0039.  Thus, the lower bound for a 95 percent 
confidence interval for the learning rate is -0.253; the upper bound is -0.238.  These estimates 
translate into a mean progress ratio of 84.3 percent.  The confidence interval around this number 
ranges from 83.9 percent to 84.8 percent, suggesting that one can be reasonably confident that 
the progress ratio falls in this interval.  Thus, the best estimate of the progress ratio in mobile 
source industries is 84 percent." This is the value that EPA has used in this Draft TAR. 

As a result, the learning curve recommended for use by the report has slightly lower learning 
rates than those EPA has used in the past. Past EPA studies have used a learning rate based on a 
curve that resulted in a 20 percent cost reduction for each doubling of volume; the recommended 
rate results in cost reductions of 15 percent. As such, EPA has updated learning rates to be 
consistent with the recommendation of the report. The curve used in this analysis is: 

𝑦𝑡+1 = 𝑎𝑥𝑡+1
𝑏  

Where: 

                                                 
PP The SME was Dr. Linda Argote of Carnegie Mellon University. 
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 yt+1 = Costs required to produce a unit at time t+1 

 a = Costs required to produce the first unit 
 xt+1 = Cumulative number of units produced through period t+1 
 b = A parameter measuring the rate at which unit costs change as 

cumulative output increases; i.e., the learning rate 

 

For this analysis, EPA has used this equation to estimate the learning effects and have 
generated the learning curves shown below. How these learning curves were actually generated 
using the above curve is described in a memorandum contained in the docket.496 In general, the 
new learning factors were generated in a way to provide similar results to past analyses. 
However, because the new rate is lower, there are subtle differences especially in years further 
from the "base" year (i.e., the year where the learning factor is 1.0). The docket memorandum 
makes this clearer by providing the new factors alongside the factors used in the 2012 FRM for 
comparison. 

Learning effects are applied to most but not all technologies because some of the expected 
technologies are already used rather widely in the industry and, presumably, learning impacts 
have already occurred. Learning effects on the steep-portion of the learning curve was applied 
for only a handful of technologies that are considered to be new or emerging technologies. Most 
technologies have been considered to be more established given their current use in the fleet and, 
hence, learning effects on the flat portion of the learning curve have been applied. The learning 
factor curve applied to each technology are summarized in Table 5.36 with the actual year-by-
year factors for each corresponding curve shown in Table 5.37. 
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Table 5.36  Learning Effect Algorithms Applied to Technologies Used in this Analysis 

Technology Learning Factor “Curve”a 

Aero, active 24 

Aero, passive 24 

Atkinson, level 1 24 

Atkinson, level 2 24 

Cam configuration changes  

V6 OHV to V6 DOHC 28 

V6 SOHC to V6 DOHC 23 

V8 OHV to V8 DOHC 28 

V8 SOHC to V8 DOHC 23 

V8 SOHC3V to V8 DOHC 23 

Charger, in-home, EV 26 

Charger, in-home, PHEV20 26 

Charger, in-home, PHEV40 26 

Charger, in-home, labor 1 

Cylinder deactivation 24 

Direct injection, stoichiometric, gasoline 23 

Diesel, advanced (Tier3) 23 

Diesel, lean NOx trap 23 

Diesel, selective catalytic reduction 23 

Downsizing, associated with turbocharging  

I4 DOHC to I3 DOHC 23 

I4 DOHC to I4 DOHC 23 

V6 OHV to I4 DOHC 28 

V6 SOHC to I4 DOHC 23 

V6 DOHC to I4 DOHC 23 

V8 OHV to V6 DOHC 28 

V8 SOHC to V6 DOHC 23 

V8 SOHC3V to V6 DOHC 23 

Engine friction reduction, level 1 1 

Engine friction reduction, level 2 1 

EGR, cooled 23 

Electric power steering 24 

EV75, battery pack 26 

EV100, battery pack 26 

EV200, battery pack 26 

EV75, non-battery items 28 

EV100, non-battery items 28 

EV200, non-battery items 28 

HEV, Mild, battery pack 31 

HEV, Mild, non-battery items 23 

HEV, Strong, battery pack 31 

HEV, Strong, non-battery items 23 

HEV, Plug-in, battery pack 26 

HEV, Plug-in, non-battery items 23 

Improved accessories, level 1 24 

Improved accessories, level 2 24 

Low drag brakes 1 

Lower rolling resistance tires, level 1 1 
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Lower rolling resistance tires, level 2 32 

Lube, engine changes to accommodate low friction lubes 1 

Mass reduction <15% 30 

Mass reduction >=15% 30 

Secondary axle disconnect 24 

Stop-start 25 

Turbo, 18-21 bar 23 

Turbo, 24 bar 23 

Turbo, Miller-cycle 23 

TRX11/12 23 

TRX21/22 23 
Note: 
a See table below. 
 

The actual year-by-year factors for the numbered curves shown in Table 5.37. 

Table 5.37  Year-by-year Learning Curve Factors for the Learning Curves Used in this Analysis 

Curve 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

22 1.37 1.33 1.29 1.25 1.21 1.18 1.15 1.13 1.11 1.08 1.06 1.04 1.02 1.00 

23 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 0.85 0.84 0.83 0.82 0.82 

24 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 0.85 0.84 

25 2.03 1.62 1.28 1.00 0.91 0.84 0.80 0.76 0.74 0.71 0.69 0.67 0.66 0.64 

26 3.05 2.44 2.11 1.89 1.74 1.61 1.51 1.43 1.36 1.30 1.25 1.20 1.16 1.12 

27 1.00 0.91 0.84 0.80 0.76 0.74 0.71 0.69 0.67 0.66 0.64 0.63 0.62 0.61 

28 1.13 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 0.85 

29 1.17 1.13 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 0.89 0.88 0.87 

30 1.29 1.24 1.20 1.17 1.13 1.09 1.06 1.03 1.00 0.98 0.96 0.94 0.92 0.91 

31 3.18 2.54 2.03 1.62 1.28 1.00 0.91 0.84 0.80 0.76 0.74 0.71 0.69 0.67 

32 1.74 1.61 1.51 1.43 1.36 1.30 1.25 1.20 1.16 1.12 1.09 1.06 1.04 1.01 

 

Importantly, where the factors shown in Table 5.37 equal “1.00” represents the year for which 
any particular technology’s cost is based. Thus, if curve 1 is applied to a technology – such as in 
the case of low friction lubes - it assumes no additional learning takes place over time. In the 
case of stop-start technology, curve 25 is applied.  In this case, the cost estimate used for stop-
start is considered a MY2015 cost. Therefore, its learning factor equals 1.00 in 2015 and then 
decreases going forward to represent lower costs due to learning effects. Its learning factors are 
greater than 1.00 in years before 2015 to represent “reverse” learning, i.e., higher costs than our 
2015 estimate since production volumes have, presumably, not yet reached the point where our 
cost estimate can be considered valid. Not all of the learning curve factors follow this rule using 
the updated curve approach used in this Draft TAR. Also of interest is that only curves 25 (stop-
start), 26 (EV & PHEV batteries) and 31 (mild and strong HEV batteries) show any steeper 
learning beyond the 2017-2020 timeframe, and even those curves show less than 5 percent year-
over-year cost reductions beyond 2020. In other words, most curves are well into the flatter 
portion of the learning curve, and even those that are not are well beyond the steep learning that 
occurs at the early stages of learning, by the timeframe considered in this Draft TAR. 
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Because of the nature of full electric and plug-in electric vehicle battery pack development, 
the industry is arguably early in the learning-by-doing phase for the types of batteries considered. 
Our approach, consistent with that used in the FRM, has been to develop a direct manufacturing 
cost based on sales of 450,000 units. EPA has considered that to be a valid MY2025 cost (i.e., 
the cost is based in 2025). With that as the MY2025 cost, the costs are considered as understood 
today and a best fit learning curve is projected between the costs in those near-term and long-
term years. This is described in more detail in the docket memorandum mentioned earlier.497 
Note that the 450,000 unit sales is considered a valid MY2025 volume for batteries because that 
volume is meant to represent volumes at a given production line (a battery supplier production 
line, not an OEM vehicle production line) and takes into consideration worldwide demand for 
automotive and other mobile source battery packs not just U.S. directed automotive battery 
packs.  

Note that the effects of learning on individual technology costs can be seen in the cost tables 
presented in Section 5.3.4, below. For each technology, the direct manufacturing costs for the 
years 2017 through 2025 are shown. The changes shown in the direct manufacturing costs from 
year-to-year reflect the cost changes due to learning effects. 

5.3.2.2 Indirect Costs  

5.3.2.2.1 Methodologies for Determining Indirect Costs 

To produce a unit of output, vehicle manufacturers incur direct and indirect costs. Direct costs 
include cost of materials and labor costs. Indirect costs are all the costs associated with 
producing the unit of output that are not direct costs – for example, they may be related to 
production (such as research and development [R&D]), corporate operations (such as salaries, 
pensions, and health care costs for corporate staff), or selling (such as transportation, dealer 
support, and marketing). Indirect costs are generally recovered by allocating a share of the costs 
to each unit of good sold. Although it is possible to account for direct costs allocated to each unit 
of good sold, it is more challenging to account for indirect costs allocated to a unit of goods sold. 
To make a cost analysis process more feasible, markup factors, which relate total indirect costs 
to total direct costs, have been developed. These factors are often referred to as retail price 
equivalent (RPE) multipliers. 

Cost analysts and regulatory agencies (including both EPA and NHTSA) have frequently used 
these multipliers to predict the resultant impact on costs associated with manufacturers’ 
responses to regulatory requirements. The best approach, if it were possible, to determining the 
impact of changes in direct manufacturing costs on a manufacturer’s indirect costs would be to 
actually estimate the cost impact on each indirect cost element. However, doing this within the 
constraints of an agency’s time or budget is not always feasible, or the technical, financial, and 
accounting information to carry out such an analysis may simply be unavailable.  

RPE multipliers provide, at an aggregate level, the relative shares of revenues (Revenue = 
Direct Costs + Indirect Costs + Net Income) to direct manufacturing costs. Using RPE 
multipliers implicitly assumes that incremental changes in direct manufacturing costs produce 
common incremental changes in all indirect cost contributors as well as net income. However, a 
concern in using the RPE multiplier in cost analysis for new technologies added in response to 
regulatory requirements is that the indirect costs of vehicle modifications are not likely to be the 
same for different technologies. For example, less complex technologies could require fewer 
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R&D efforts or less warranty coverage than more complex technologies. In addition, some 
simple technological adjustments may, for example, have no effect on the number of corporate 
personnel and the indirect costs attributable to those personnel. The use of RPEs, with their 
assumption that all technologies have the same proportion of indirect costs, is likely to 
overestimate the costs of less complex technologies and underestimate the costs of more 
complex technologies.  

To address this concern, modified multipliers have been developed by EPA, working with a 
contractor, for use in rulemakings.498 These multipliers are referred to as indirect cost multipliers 
(or ICMs). In contrast to RPE multipliers, ICMs assign unique incremental changes to each 
indirect cost contributor as well as net income. 

 ICM = (direct cost + adjusted indirect cost)/(direct cost) 

Developing the ICMs from the RPE multipliers requires developing adjustment factors based 
on the complexity of the technology and the time frame under consideration: the less complex a 
technology, the lower its ICM, and the longer the time frame for applying the technology, the 
lower the ICM. This methodology was used in the cost estimation for the recent light-duty MYs 
2012-2016 and MYs 2017-2025 rulemaking and for the heavy-duty MYs 2014-2018 rulemaking. 
There was no serious disagreement with this approach in the public comments to any of these 
rulemakings. The ICMs for the light-duty context were developed in a peer-reviewed report from 
RTI International and were subsequently discussed in a peer-reviewed journal article.499  
Importantly, since publication of that peer-reviewed journal article, the agencies have revised the 
methodology to include a return on capital (i.e., profits) based on the assumption implicit in 
ICMs (and RPEs) that capital costs are proportional to direct costs, and businesses need to be 
able to earn returns on their investments.  

There is some level of uncertainty surrounding both the ICM and RPE markup factors. The 
ICM estimates used in this Draft TAR, consistent with the FRM, group all technologies into 
three broad categories and treat them as if individual technologies within each of the three 
categories (low, medium, and high complexity) will have exactly the same ratio of indirect costs 
to direct costs. This simplification means it is likely that the direct cost for some technologies 
within a category will be higher and some lower than the estimate for the category in general. 
Additionally, the ICM estimates were developed using adjustment factors developed in two 
separate occasions: the first, a consensus process, was reported in the RTI report; the second, a 
modified Delphi method, was conducted separately and reported in an EPA memorandum. Both 
these panels were composed of EPA staff members with previous background in the automobile 
industry; the memberships of the two panels overlapped but were not the same. The panels 
evaluated each element of the industry’s RPE estimates and estimated the degree to which those 
elements would be expected to change in proportion to changes in direct manufacturing costs. 
The method and the estimates in the RTI report were peer reviewed by three industry experts and 
subsequently by reviewers for the International Journal of Production Economics. However, the 
ICM estimates have not yet been validated through a direct accounting of actual indirect costs for 
individual technologies. RPEs themselves are also inherently difficult to estimate because the 
accounting statements of manufacturers do not neatly categorize all cost elements as either direct 
or indirect costs. Hence, each researcher developing an RPE estimate must apply a certain 
amount of judgment to the allocation of the costs. Since empirical estimates of ICMs are 
ultimately derived from the same data used to measure RPEs, this affects both measures. 
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However, the value of RPE has not been measured for specific technologies, or for groups of 
specific technologies. Thus applying a single average RPE to any given technology by definition 
overstates costs for very simple technologies, or understates them for advanced technologies. 

5.3.2.2.2 Indirect Cost Estimates Used in this Analysis 

Since their original development in February 2009, the agencies have made some changes to 
both the ICM factors and to the method of applying those factors relative to the factors 
developed by RTI and presented in their reports. These changes have been described and 
explained in several rulemakings over the years, most notably the 2017-2025 FRM and the more 
recent Heavy-duty GHG Phase 2 NPRM (80 FR 40137). In the 2015 NAS study, the committee 
stated:  “The committee conceptually agrees with the Agencies’ method of using an indirect cost 
multiplier instead of a retail price equivalent to estimate the costs of each technology since ICM 
takes into account design challenges and the activities required to implement each technology. In 
the absence of empirical data, however, the committee was unable to determine the accuracy of 
the Agencies’ ICMs.” (NAS Finding 7.1)  EPA continues to study the issues surrounding ICMs 
but has not yet pursued further efforts given resource constraints and priorities in areas such as 
technology benchmarking and cost teardowns. For this Draft TAR analysis, recognizing there are 
uncertainties in the use of either ICM or RPE as indicators of indirect costs, as discussed above, 
EPA chose to assess indirect costs using both the ICM and RPE approaches.  NHTSA is 
employing a similar approach of assessing costs based on both ICM and RPE factors for the 
CAFE analysis, as described in Section 5.4.   For the ICM case, EPA has applied the ICMs as 
shown in Table 5.38.  Near term values account for differences in the levels of R&D, tooling, 
and other indirect costs that will be incurred. Once the program has been fully implemented, 
some of the indirect costs will no longer be attributable to the standards and, as such, a lower 
ICM factor is applied to direct costs.  For the RPE case, EPA has applied an RPE factor of 1.5x 
direct costs.  (EPA has also applied an RPE factor of 2.0x direct costs for mass reduction costs, 
as discussed below).    

Table 5.38  Indirect Cost Multipliers Used in this Analysis500 

 2017-2025 FRM and this Draft TAR 

Complexity Near term Long term 

Low 1.24 1.19 

Medium 1.39 1.29 

High1 1.56 1.35 

High2 1.77 1.50 

 

Here are two important aspects to the ICM method employed by EPA. First, the ICM consists 
of two portions: a small warranty-related term and a second, larger term to cover all other 
indirect costs elements. The breakout of warranty versus non-warranty portions to the ICMs are 
presented in Table 5.39. The latter of these terms does not decrease with learning and, instead, 
remains constant year-over-year despite learning effects which serve to decrease direct 
manufacturing costs. Learning effects are described in the next section. The second important 
note is that all indirect costs are forced to be positive, even for those technologies estimated to 
have negative direct manufacturing costs.  
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Table 5.39  Warranty and Non-Warranty Portions of ICMs 

 Near term Long term 

Complexity Warranty Non-warranty Warranty Non-warranty 

Low 0.012 0.230 0.005 0.187 

Medium 0.045 0.343 0.031 0.259 

High1 0.065 0.499 0.032 0.314 

High2 0.074 0.696 0.049 0.448 

 

The complexity levels and subsequent ICMs applied throughout this analysis for each 
technology are shown in Table 5.40. 

Table 5.40  Indirect Cost Markups (ICMs) and Near Term/Long Term Cutoffs Used in EPA's Analysis 

Technology ICM Complexity Short term thru 

Aero, active Low2 2018 

Aero, passive Med2 2024 

Atkinson, level 1 Med2 2018 

Atkinson, level 2 Med2 2024 

Cam configuration changes   

V6 OHV to V6 DOHC Med2 2018 

V6 SOHC to V6 DOHC Med2 2018 

V8 OHV to V8 DOHC Med2 2018 

V8 SOHC to V8 DOHC Med2 2018 

V8 SOHC3V to V8 DOHC Med2 2018 

Charger, in-home, EV High1 2024 

Charger, in-home, PHEV20 High1 2024 

Charger, in-home, PHEV40 High1 2024 

Charger, in-home, labor None 2024 

Cylinder deactivation Med2 2018 

Direct injection, stoichiometric, gasoline Med2 2018 

Diesel, advanced (Tier3) Med2 2018 

Diesel, lean NOx trap Med2 2018 

Diesel, selective catalytic reduction Med2 2018 

Downsizing, associated with turbocharging   

I4 DOHC to I3 DOHC Med2 2018 

I4 DOHC to I4 DOHC Med2 2018 

V6 OHV to I4 DOHC Med2 2018 

V6 SOHC to I4 DOHC Med2 2018 

V6 DOHC to I4 DOHC Med2 2018 

V8 OHV to V6 DOHC Med2 2018 

V8 SOHC to V6 DOHC Med2 2018 

V8 SOHC3V to V6 DOHC Med2 2018 

Engine friction reduction, level 1 Low2 2018 

Engine friction reduction, level 2 Low2 2024 

EGR, cooled Med2 2024 

Electric power steering Low2 2018 

EV75, battery pack High2 2024 

EV100, battery pack High2 2024 

EV200, battery pack High2 2024 

EV75, non-battery items High2 2024 
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EV100, non-battery items High2 2024 

EV200, non-battery items High2 2024 

HEV, Mild, battery pack High1 2024 

HEV, Mild, non-battery items Med2 2018 

HEV, Strong, battery pack High1 2024 

HEV, Strong, non-battery items High1 2018 

HEV, Plug-in, battery pack High2 2024 

HEV, Plug-in, non-battery items High1 2018 

Improved accessories, level 1 Low2 2018 

Improved accessories, level 2 Low2 2018 

Low drag brakes Low2 2018 

Lower rolling resistance tires, level 1 Low2 2018 

Lower rolling resistance tires, level 2 Low2 2018 

Lube, engine changes to accommodate low friction lubes Low2 2018 

Mass reduction <15% Low2 2024 

Mass reduction >=15% Med2 2024 

Secondary axle disconnect Low2 2018 

Stop-start Med2 2018 

Turbo, 18-21 bar Med2 2018 

Turbo, 24 bar Med2 2024 

Turbo, Miller-cycle Med2 2024 

TRX11/12 Low2 2018 

TRX21/22 Low2 2024 

 

For mass reduction costs, EPA has developed a new approach to calculating indirect costs due 
to the unique nature of the direct manufacturing costs that EPA has developed (see Section 
5.3.4.6.1). Mass reduction strategies, unlike other efficiency technologies, often involve multiple 
systems and components on a vehicle. A portion of the indirect costs for parts that have design 
and production outsourced to suppliers are incorporated into the direct manufacturing cost 
estimates. Components that are designed in-house and possibly produced in-house by the 
manufacturer, such as the body and frame structures, have higher indirect costs applied. This 
distinction between supplier and in-house parts is consistent with the recommendations of a 
study done by Argonne National Laboratory.501 In that study, the authors suggested retail price 
equivalent markups of 1.5x direct costs for parts sourced from a supplier, and 2x direct costs for 
parts sourced internally. The end result, presumably, is an equal total cost, but the markups 
account for differences in where the indirect costs are incurred. Using that as a basis EPA 
adjusted the supplied technology ICMs (shown in Table 5.38) by the ratio 2/1.5 to determine in-
house ICMs at the "engineered solution" mass reduction point (described in Sections 5.3.4.6.1.1 
and 5.3.4.6.1.2) which happened to be approximately 20 percent mass reduction level for the car 
teardown study and the truck teardown study. Since those mass reduction levels were deemed 
"medium" complexity levels in the FRM, and because EPA still believes that to be a good 
assessment of the complexity level, EPA has worked with only the medium complexity ICMs in 
the context of mass reduction. As a result, the ICMs used for mass reduction are as shown in 
Table 5.41. For RPE based indirect costs, EPA simply used the 1.5x and 2x multipliers applied to 
the same DMCs used in the ICM case. 
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Table 5.41  Mass Reduction Markup Factors used by EPA in this Draft TAR 

 Supplier Provided Mass Reduction In-house Provided Mass Reduction 

Markup & Complexity Near term Long term Near term Long term 

ICM - Medium complexity 1.39 1.29 1.85 1.72 

RPE - complexity not applicable 1.5 1.5 2.0 2.0 

 

The final element of the unique nature of the indirect cost calculations developed by EPA for 
mass reduction in this analysis, is to calculate the indirect costs using the above ICMs or RPEs 
only at the engineered solution point. Notably, EPA applied the markups to the sum of the 
absolute values of all mass reduction ideas throughout the entire direct manufacturing cost curve. 
In that way, negative direct costs that are projected at the lower mass reduction levels still have a 
positive impact on calculated indirect costs. Once the indirect costs were determined via this 
methodology at the engineered solution, EPA generated an indirect cost curve extending through 
$0/kg at 0 percent mass reduction and $8.75/kg/% at the engineered solution for cars and 
$13.23/kg/% for trucks (see Table 5.42 and Table 5.43 for the values of X). The indirect costs at 
all mass reduction levels between those points lie on that generated cost curve. Inherent in this 
approach is the assumption that the proportion of mass reduction from supplier and in-house 
components remains constant at all levels of mass reduction, based on the proportion at the 
engineered solution. Those curves are shown in Table 5.42 for cars and in Table 5.43 for trucks. 

Table 5.42  Mass Reduction Indirect Cost Curves used by EPA for Cars Using ICMs 

  $/kg DMC* ICM $/kg IC at 
Engineered 

Solution 

$/kg IC at Engineered 
Solution 

$/kg/% 
IC 

curve** 

Near term Supplied tech 
DMC 

$1.75 0.39 $0.678 $0.678+0.986=1.66 $8.75x 

In-house tech 
DMC 

$1.16 0.85 $0.986 

Long term Supplied tech 
DMC 

$1.75 0.29 $0.507 $0.507+0.835=1.34 $7.06x 

In-house tech 
DMC 

$1.16 0.72 $0.835 

Notes: 
* Calculated as the absolute value of all direct manufacturing costs needed to achieve the engineered solution. 
** Where x is the percent mass reduction. 

Table 5.43  Mass Reduction Indirect Cost Curves used by EPA for Trucks Using ICMs 

  $/kg DMC* ICM $/kg IC at 
Engineered 

Solution 

$/kg IC at Engineered 
Solution 

$/kg/% 
IC 

curve** 

Near term Supplied tech 
DMC 

$2.59 0.39 $1.00 $1.00+1.78=2.78 $13.23x 

In-house tech 
DMC 

$2.09 0.85 $1.78 

Long term Supplied tech 
DMC 

$2.59 0.29 $0.75 $0.75+1.50=2.25 $10.73x 

In-house tech 
DMC 

$2.09 0.72 $1.50 

Notes: 
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* Calculated as the absolute value of all direct manufacturing costs needed to achieve the engineered solution. 
** Where x is the percent mass reduction. 

Table 5.44  Mass Reduction Indirect Cost Curves used by EPA for Cars Using RPEs 

  $/kg DMC* RPE $/kg IC at 
Engineered 

Solution 

$/kg IC at Engineered 
Solution 

$/kg/% 
IC 

curve** 

Near & Long 
term 

Supplied tech 
DMC 

$1.75 0.5 $0.875 $0.875+1.16=2.04 $10.71x 

In-house tech 
DMC 

$1.16 1.0 $1.16 

Notes: 
* Calculated as the absolute value of all direct manufacturing costs needed to achieve the engineered solution. 
** Where x is the percent mass reduction. 

Table 5.45  Mass Reduction Indirect Cost Curves used by EPA for Trucks Using RPEs 

  $/kg DMC* ICM $/kg IC at 
Engineered 

Solution 

$/kg IC at Engineered 
Solution 

$/kg/% 
IC 

curve** 

Near & Long 
term 

Supplied tech 
DMC 

$2.59 0.5 $1.30 $1.30+2.09=3.39 $16.12x 

In-house tech 
DMC 

$2.09 1.0 $2.09 

Notes: 
* Calculated as the absolute value of all direct manufacturing costs needed to achieve the engineered solution. 
** Where x is the percent mass reduction. 

5.3.2.3 Maintenance and Repair Costs 

5.3.2.3.1 Maintenance Costs 

To estimate maintenance costs that could reasonably be attributed to the 2017-2025 standards, 
the agencies looked—in the 2017-2025 FRM—at vehicle models for which there exists a version 
with a fuel efficiency and GHG emissions improving technology and a version with the 
corresponding baseline technology. The difference between maintenance costs for the two 
models represent a cost which the agencies attributed to the standards. For example, the Ford 
Escape Hybrid versus the Ford Escape V6 was considered when estimating the types of 
maintenance cost differences that might be present for a hybrid vehicle versus a non-hybrid, and 
a Ford F150 with EcoBoost versus the Ford F150 5.0L was considered when estimating the types 
of maintenance cost differences that might be present for a turbocharged and downsized versus a 
naturally aspirated engine. In the case of low rolling resistance tires, specific parts were 
considered rather than specific vehicle models.  

By comparing the manufacturer recommended maintenance schedule of the items compared, 
the differences in maintenance intervals for the two was estimated. With estimates of the costs 
per maintenance event, a picture of the maintenance cost differences associated with the “new” 
technology was developed.  

EPA continues to believe that the maintenance estimates used in the FRM are still reasonable 
and have therefore used them again in this analysis. EPA distinguished maintenance from repair 
costs as follows: maintenance costs are those costs that are required to keep a vehicle properly 
maintained and, as such, are usually recommended by auto makers to be conducted on a regular, 
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periodic schedule. Examples of maintenance costs are oil and air filter changes, tire 
replacements, etc. Repair costs are those costs that are unexpected and, as such, occur randomly 
and uniquely for every driver, if at all. Examples of repair costs would be parts replacement 
following an accident or a mechanical failure, etc. 

In Chapter 3.6 of the final joint TSD supporting the 2012 FRM, the agencies presented a 
lengthy discussion of maintenance costs and the impacts projected as part of that rule.502 Table 
5.46 shows the results of that analysis, the maintenance impacts used in the 2012 FRM and again 
in this analysis, although the costs here have been updated to 2013$. Note that the technologies 
shown in Table 5.46 are those for which EPA believes that maintenance costs would change; it is 
clearly not a complete list of technologies expected to meet the MY2025 standards. 

Table 5.46  Maintenance Event Costs & Intervals (2013$) 

New Technology Reference 
Technology 

Cost per Maintenance 
Event 

Maintenance Interval 
(miles) 

Low rolling resistance tires level 1 Standard tires $6.71 40,000 

Low rolling resistance tires level 2 Standard tires $51.55 40,000 

Diesel fuel filter replacement Gasoline vehicle $51.93 20,000 

EV oil change Gasoline vehicle -$40.78 7,500 

EV air filter replacement Gasoline vehicle -$30.16 30,000 

EV engine coolant replacement Gasoline vehicle -$62.21 100,000 

EV spark plug replacement Gasoline vehicle -$87.52 105,000 

EV/PHEV battery coolant 
replacement 

Gasoline vehicle 
$123.37 150,000 

EV/PHEV battery health check Gasoline vehicle $40.78 15,000 

 

Note that many of the maintenance event costs for EVs are negative. The negative values 
represent savings since EVs do not incur these costs while their gasoline counterparts do. Note 
also that the 2010 FRM is expected to result in widespread use of low rolling resistance tires 
level 1 (LRRT1) on the order of 85 percent penetration. Therefore, as 2012 FRM results in 
increasing use of low rolling resistance tire level 2 (LRRT2), there is a corresponding decrease in 
the use of LRRT1. As such, as LRRT2 maintenance costs increase with increasing market 
penetration, LRRT1 maintenance costs decrease. Importantly, the maintenance costs associated 
with lower rolling resistance tires is the incremental cost of the tires at replacement; it is not 
associated in any way with a decrease in durability of these tires.  

5.3.2.3.2 Repair Costs 

Both EPA's and NHTSA's FRM central analyses accounted for the costs of repairs covered by 
manufacturers’ warranties, and a sensitivity analysis estimated costs for post-warranty repairs. 
The indirect cost multipliers (ICMs) applied in the agencies’ analyses include a component 
representing manufacturers’ warranty costs. For the cost of repairs not covered by OEMs’ 
warranties, the agencies evaluated the potential to apply an approach similar to that described 
above for maintenance costs. As for specific scheduled maintenance items, the ALLDATA 
subscription database applied above provides estimates of labor and part costs for specific repairs 
to specific vehicle models. However, although ALLDATA also provides service intervals for 
scheduled maintenance items, it does not provide estimates of the frequency at which specific 
failures may be expected to occur over a vehicle’s useful life. The agencies have not yet been 
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able to develop an alternative method to estimate the frequencies of different types of repairs, 
and are therefore unable to apply these ALLDATA estimates in order to quantify the cost of 
repairs throughout vehicles’ useful lives. Moreover, the frequency of repair of technologies that 
do not yet exist in the fleet, or are only emerging today provides insufficient representation of 
what they will be in the future with wider penetration of those technologies. As a result, the 
agencies assume per-vehicle repair costs during the post-warranty period are the same as the 
OEM warranty period. To ensure repair costs for newer technologies are considered, those costs 
are proportional to incremental direct costs. The frequency of repair is scaled by vehicle survival 
rates.  

5.3.2.4 Costs Updated to 2013 Dollars 

EPA is using technology costs from many different sources. These sources, having been 
published in different years, present costs in different year dollars (i.e., 2009 dollars or 2012 
dollars). For this analysis, the agencies sought to have all costs in terms of 2013 dollars to be 
consistent with the dollars used by EIA in its Annual Energy Outlook 2015. While the factors 
used to convert from 2009 dollars (or other) to 2013 dollars are small, the agencies prefer to be 
overly diligent in this regard to ensure consistency across our analyses. The agencies have used 
the GDP Implicit Price Deflator for Gross Domestic Product as the converter, with the actual 
factors used as shown in Table 5.47. 

Table 5.47  Implicit Price Deflators and Conversion Factors for Conversion to 2013$ 

Calendar Year  2006 2007 2008 2009 2010 2011 2012 2013 

Implicit Price Deflators for Gross 
Domestic Product 

94.814 97.337 99.246 100 101.221 103.311 105.166 106.733 

Factor applied to convert to 2013$ 1.126 1.097 1.075 1.067 1.054 1.033 1.015 1.000 
Source: Bureau of Economic Analysis, Table 1.1.9 Implicit Price Deflators for Gross Domestic Product; last revised 
on June 24, 2015; accessed on 7/8/2015 at www.bea.gov. 
 

5.3.3 Approach for Determining Technology Effectiveness 

EPA reevaluated the effectiveness values for all technologies discussed in 2017-2025 LD 
final rule for this Draft TAR, as well as prominent technologies that have emerged since then. 
The process used to determine the effectiveness of each technology for this Draft TAR is similar 
to the one used for the FRM. Along with the vehicle benchmarking and full vehicle simulation 
process, EPA reviewed available data including the 2015 LD National Academy of Sciences 
report503, confidential manufacturer estimates, OE and supplier meetings, technical conferences, 
literature reviews, and press announcements regarding technology effectiveness. In most cases, 
multiple sources of information were considered in the process of determining the effectiveness 
values used in this assessment. 

Full vehicle simulation modeling has been used in both of the previous light-duty greenhouse 
gas rules to establish the effectiveness of technologies, and is regularly applied by vehicle 
manufacturers, suppliers, and academia to evaluate and choose alternative technologies to 
improve vehicle efficiency. In the 2015 NAS report,503 the committee recognized the important 
contribution of full vehicle simulation and lumped parameter modeling in these previous 
rulemakings, and recommended continued use of these methods as the best way of assessing 
technologies and the combination of technologies. While the full vehicle simulation modeling 
results from Ricardo Engineering used in the 2017-2025MY FRM have been found to be robust 

http://www.bea.gov/
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and accurate, some of the underlying analyses performed by Ricardo were proprietary and could 
not be fully disclosed to the public.  

For this Draft TAR, EPA is employing its own full vehicle simulation model; Advanced 
Light-duty Powertrain and Hybrid Analysis tool (ALPHA). The ALPHA model has been 
developed and refined over several years and used in multiple rulemakings to evaluate the 
effectiveness of vehicle technology packages. Using ALPHA improves the transparency of the 
process and provides additional flexibility to allow consideration of the most recent 
technological developments and vehicle implementations of technologies. Input data for the 
ALPHA model has been created largely through benchmarking activities. Benchmarking is a 
commonly used technique that is intended to create a detailed characterization of a vehicle's 
operation and performance. For the purposes of developing ALPHA, and for establishing overall 
technology effectiveness, EPA performed many benchmarking activities including measuring 
vehicle performance over the standard emission cycles and measuring system and component 
performance on various test stands. 

5.3.3.1 Vehicle Benchmarking 

As part of its mandated evaluation of the appropriateness of the MY2022-2025 standards, 
EPA is re-assessing any potential changes to the cost and the effectiveness of advanced 
technologies available to manufacturers.  See section 86.1818-12 (h) (1)(i) and (ii). 
Benchmarking is a process by which detailed vehicle, system, and component performance is 
characterized. Benchmarking is commonly used by vehicle manufacturers, automotive suppliers, 
national laboratories, and universities in order to gain a better understanding of how vehicles are 
engineered and to create large datasets that can be applied in modeling and other analyses. In its 
effort to assess light-duty vehicles in preparation for the MTE, EPA has benchmarked over 
twenty vehicles, with the results summarized in 15 peer-reviewed SAE papers.504 505 As the 
result of these activities, EPA has calibrated the ALPHA full vehicle simulation model and 
applied the results of this model to establish and confirm technology effectiveness. In addition, 
EPA has also been able to capture the performance of current vehicles, which is an important 
goal of the MTE. Over the coming years, the agency intends to continue to benchmark additional 
vehicles to inform the Proposed and Final Determination. 

The ALPHA model has been used to confirm and update, where necessary, efficiency data 
from the previous Ricardo study, such as from advanced downsized turbo and naturally aspirated 
engines. It is also being used to quantify effectiveness from advanced technologies which the 
agencies did not project to be part of a compliance pathway during the FRM, such as 
continuously variable transmissions (CVTs), multi-mode normally aspirated engines, and clean 
diesel engines. The ALPHA model accounts for synergistic effects between technologies and has 
been used by EPA to calibrate the Lumped Parameter Model to incorporate the latest technology 
package effectiveness data into the OMEGA compliance model. 

To simulate drive cycle performance, the ALPHA model requires various vehicle input 
parameters, including vehicle inertia and road loads, and component efficiencies and operations. 
Vehicle benchmarking is the detailed process for obtaining these parameters.  

5.3.3.1.1 Detailed Vehicle Benchmarking Process 
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The following discussion describes the vehicle benchmarking elements used as required for 
the vehicles tested by EPA for this Draft TAR. The vehicle benchmarked in this example is a 
2013 Chevy Malibu 1LS as detailed in Table 5.48. This vehicle was chosen as representative of a 
midsize car with a typical conventional powertrain with a naturally aspirated engine and a 6 
speed automatic transmission. The first task of the vehicle benchmarking process involved 
collecting data from on-road and dynamometer testing (Figure 5.81) before removing the engine 
and transmission for separate component testing. Major components such as the engine and 
transmission of a vehicle must be isolated and evaluated separately to create accurate 
performance maps to be included in the ALPHA model.  

Table 5.48  Benchmark Vehicle Description 

Model 2013 Chevy Malibu 1LS 
Engine 2.5L inline-4, GDI, naturally aspirated 
Powertrain Conventional FWD 6-speed automatic, GM6T40 

transmission 
Gear Ratios 4.584, 2.965, 1.912, 1.446, 1.000, 0.746 with 2.89 final drive 
Tire Size 215/60/R16 
EPA Label Fuel Economy 22 City, 34 Highway, 26 Combined MPG 
Emissions Equivalent Test Weight (ETW)  4,000 lbs (1814 kg) 
Emissions Target Road Load A 38.08 lbs (169.4 N) 
Emissions Target Road Load B 0.2259 lbs/mph (2.248 N/m/s) 
Emissions Target Road Load C 0.01944 lbs/mph^2 (0.4327 N/(m/s)^2) 
Fuel Economy ETW 3,625 lbs (1644 kg) 
Fuel Economy Target Road Load A 28.62 lbs (127.3 N) 
Fuel Economy Target Road Load B 0.1872 lbs/mph (1.863 N/m/s) 
Fuel Economy Target Road Load C 0.01828 lbs/mph^2 (0.4069 N/(m/s)^2) 

 

 

Figure 5.81  Chevy Malibu Undergoing Dynamometer Testing 

 

5.3.3.1.1.1 Engine Testing 

The engine was removed from the vehicle and installed in an engine dynamometer test cell, as 
shown in Figure 5.82. The complete vehicle exhaust and emission control systems were included 
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in the test setup. All necessary signals including the transmission input and output shaft speed 
signals were supplied by the test stand to prevent engine controller fault codes. The engine was 
fully instrumented to collect detailed performance information (e.g., exhaust/coolant 
temperatures, cam angles, throttle position, mass airflow). 

 

Figure 5.82  Engine Test Cell Setup 

 
The engine fuel consumption was measured at the steady state torque and speed operating 

points as shown in Figure 5.83.   

 

Figure 5.83  Engine Map Points 

5.3.3.1.1.2 Transmission Testing 

The 6-speed automatic transmission was removed from the vehicle and installed on a test 
stand as shown in Figure 5.84. The transmission control solenoid commands were reverse 
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engineered and the transmission was manually controlled during testing. Transmission line 
pressure was externally regulated to match the pressures measured during chassis dynamometer 
testing. Torque and speed were measured at the input of the transmission and both outputs. The 
input to the transmission was driven by an electric motor. 

 

Figure 5.84  GM6T40 Transmission during Testing 

The transmission losses were measured at input torques ranging from 25 to 250 Nm and input 
speeds ranging from 500 to 5000 RPM. For efficiency testing the torque converter clutch was 
fully locked by manually overriding the clutch control solenoid. Tests were performed at two 
transmission oil temperatures, 37 C and 93 C. Total efficiency for each gear during operation at 
93 C, including pump and spin losses, is shown in Figure 5.85.  

 

Figure 5.85  Transmission Efficiency Data at 93 C and 10 Bar Line Pressure 
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The torque converter was tested unlocked in 6th gear to determine speed ratio (SR), K 
factorQQ and torque ratio curves. The input speed to the transmission was held at 2000 RPM 
while decreasing the output speed to traverse the SR curve from 1.0 to 0.35 (limited due to line 
pressure and transmission slip). The data below SR 0.35 was extrapolated using the higher SR 
data. The torque converter data is shown in Figure 5.86, with the K factor curve normalized by 
dividing by the K factor at SR 0 (torque converter stall). Normalizing the K factor curve allows 
for scaling the curve up or down by multiplying by a new stall K value. 

 

Figure 5.86  Torque Converter Torque Ratio and Normalized K Factor Versus Speed Ratio 

Transmission spin losses were measured in each gear with a locked torque converter and no 
load applied to the output shaft while varying the input speed from 500 RPM to 3000 to 5000 
RPM depending on the chosen gear. Spin loss testing was performed at 5 bar and 10 bar line 
pressures and 37 C (cold) and 93 C (operating) oil temperatures. Figure 5.87 shows the spin loss 
data at 93 C for all gears and both line pressures. 

                                                 
QQ K-factor is approximately equal to rpm/sqrt(torque). 
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Figure 5.87  Transmission Spin Losses at 93C 

 

5.3.3.1.2 Development of Model Inputs from Benchmarking Data 

After compiling the raw data, it was necessary to adapt the data to a form suitable for use by 
the ALPHA model, including filling any data gaps and interpolating or extrapolating as required. 

5.3.3.1.2.1 Engine Data 

For use with the ALPHA model, the engine’s fuel consumption map was created by 
converting the set of points to a rectangular surface. In addition, an estimate of the engine inertia 
was required since it plays a significant role in the calculation of vehicle performance and fuel 
economy.506 The resulting engine data was reviewed with manufacturers prior to use in the 
ALPHA model. 

5.3.3.1.2.2 Engine Map 

Figure 5.88 shows one of the engine maps generated from the test stand data in terms of 
brake-specific fuel consumption (BSFC). 
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Figure 5.88  Chevy Malibu 2.5L BSFC Map 

 

5.3.3.1.2.3 Inertia 

Engine inertia plays a significant role in vehicle performance and fuel economy, particularly 
in the lower gears due to the high effective inertia (proportional to the square of the gear ratio) 
and higher acceleration rates. 

To estimate the combined inertia of the engine, its attached components, and the torque 
converter impeller, a simple test was performed in-vehicle: the engine was accelerated with the 
transmission in park to the engine’s maximum governed speed, then the ignition was keyed off, 
and the engine speed and torque were observed until the engine stopped. Engine speed and 
reported engine torque data (shown as negative during ignition off) were collected. The data was 
then run through a simple simulation and the inertia varied until the model deceleration rate 
reasonably matched the observed deceleration rate down to 500 RPM. Figure 5.89 shows the 
model result using a 0.2 kg-m^2 total inertia with the engine drag torque. 
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Figure 5.89  Engine Spin down Inertia Test 

A wet torque converter from the 2013 Malibu was weighed and measured to estimate the 
inertia. The weight of 12.568 kg and total diameter of 0.273 m gives an estimated 0.0585 kg-m^2 
total inertia. For the purposes of modeling this inertia was then proportioned 2/3 for the impeller 
side and 1/3 for the turbine side based on the inertia split from other known torque converters. 

Subtracting the estimated torque converter inertia results in an engine (including all attached 
components) inertia of approximately 0.161 kg-m^2 (0.2 – 2/3*0.0585). 

The exact proportioning of the inertia makes no difference to the outcome of the model (since 
the total inertia is always the same) but can guide future work or estimates of component inertias. 

5.3.3.1.2.4 Transmission Data 

For use with the model, the total transmission efficiency data needed to be separated into gear 
efficiency and pump/spin torque losses. Torque converter back-drive torque ratio and K factor 
also needed to be calculated. 

5.3.3.1.2.5 Gear Efficiency and Spin Losses 

To separate the gear efficiency from the total efficiency (which includes the pump/spin 
losses), the total efficiency data for each gear was converted to torque loss data and the spin loss 
torques were subtracted. The resulting gear torque loss data was then converted to an efficiency 
lookup tables. Some data points had to be extrapolated to cover the full speed and/or torque 
range. For example, first gear was only tested to 150 Nm but the full table required data up to 
250 Nm. Figure 5.90 shows the estimated gear efficiencies for all gears. This process was 
followed for both the 37 C and 93 C data. 
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Transmission pump losses were factored out of the spin losses (as a rough approximation, 
since no pump loss data was available), using the lowest common spin loss to represent the pump 
loss.  

 

Figure 5.90  Gear Efficiency Data At 93 C and 10 Bar Line Pressure 

 

5.3.3.1.2.6 Torque Converter 

To complete the model inputs for the torque converter, the torque ratio and K factor need to 
be calculated for the full range of speed ratios. 

The torque converter back-drive torque ratio is assumed to be 0.98 for all speed ratios. The 
back-drive K factor is calculated from the drive K factor mirrored relative to speed ratio (SR) 1 
and shifted upwards by 70 percent. The K factor at SR 1 is calculated, for modeling purposes, as 
7.5 times the highest drive K factor. In practice the K factor at SR 1 is either poorly defined or 
near infinite so the model requires a large value but not so large as to make the solver unstable. 
Figure 5.91 shows the given (SR < 0.95) and calculated torque converter data. 

These additional data points have little effect on the modeled fuel economy but are required 
for model operation and smooth transitions from positive to negative torques. 
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Figure 5.91  Torque Converter Drive and Back-Drive Torque Ratio and Normalized K Factor versus Speed 
Ratio 

  

5.3.3.1.3 Vehicle Benchmarking Summary 

Section 5.3.3.1 outlined the vehicle benchmarking process for a typical vehicle. While 
complex, this process yields the necessary input parameters for physics based full vehicle 
simulation models such as ALPHA. The following list represents the main model input 
parameters generated from the benchmarking process: 
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development of the ALPHA model, this complete data set from several vehicles was used to 
validate all of the internal calculations of the model. Once the model was validated, a wide 
variety of engines, transmissions, and other vehicle components were introduced to model 
current and future vehicles. This process is described in Section 5.3.3.2. 

5.3.3.2 ALPHA Vehicle Simulation Model 

The Advanced Light-Duty Powertrain and Hybrid Analysis (ALPHA) tool was created by 
EPA to evaluate the Greenhouse Gas (GHG) emissions of Light-Duty (LD) vehicles. In the two 
prior rules, EPA relied on Ricardo to conduct full vehicle simulations. In order to have additional 
flexibilities and transparency, EPA developed an in-house full vehicle simulation model that 
could freely be released to the public. Model development, along with the data collection and 
benchmarking that comes along with model calibration, is an extremely effective means of 
developing expertise and deeper understanding on technologies. Better understanding of 
technologies makes for more robust regulatory analysis. Having a model available in-house also 
allows EPA to make rapid modifications as new data is collected, which cannot be done easily 
with contractors.  

For the Draft TAR, EPA has achieved significantly higher levels of transparency for its 
modeling than was anticipated when beginning the work several years ago.  Throughout this 
section of the Draft TAR, EPA has provided details on the major technology assumptions built 
into ALPHA.  EPA has also provided extensive technical details in the docket for the Draft TAR 
describing the process used to build the fuel consumption maps for six of the engines mentioned 
in the Draft TAR, as well as data maps for two transmissions.507  In the time leading up to the 
publication of the Draft TAR, EPA has published over 15 peer-reviewed papers describing 
results of key testing, validation and analyses.   

In-house development of the models continues to be more accurate, efficient, transparent, and 
cost-effective than relying on contractors.  EPA began developing both light-and heavy-duty 
vehicle simulations simultaneously as these vehicles share many of the same basic components. 
The light-duty vehicle model (ALPHA), and the heavy-duty model (GEM), share the same basic 
architecture.  

EPA has validated the ALPHA model using several sources including vehicle 
benchmarking,508 stakeholder data, and industry literature.  While the ALPHA model is 
continuing to be refined and calibrated, the version in use as of April 26, 2016 was externally 
peer reviewed.509  To further enhance transparency, EPA has included the results of this external 
peer review on its website along with a copy of this specific version of the ALPHA model that 
was reviewed (peer review input data and run-able MatLab Simulink source code).    

5.3.3.2.1 General ALPHA Description. 

ALPHA is a physics-based, forward-looking, full vehicle computer simulation capable of 
analyzing various vehicle types with different powertrain technologies, showing realistic vehicle 
behavior. The software tool is a MATLAB/Simulink based desktop application. 

Within ALPHA, an individual vehicle is defined by specifying the appropriate vehicle road 
loading (inertia weight and coast-down coefficients) and specifications of the powertrain 
components. Powertrain components (such as engines or transmissions) are individually 
parameterized and can be exchanged within the model.  
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Vehicle control strategies are also modeled, including engine accessory loading, decel fuel 
shutoff, hybrid behavior, torque converter lockup, and transmission shift strategy. Transmission 
shifting is parameterized and controlled by ALPHAshift,510 a shifting strategy algorithm that 
ensures an appropriate shifting strategy when engine size or vehicle loading changes. The control 
strategies used in ALPHA are modeled after strategies recorded during actual vehicle testing. 

Vehicle packages defined within ALPHA can be run over any pre-determined vehicle cycle. 
To determine fuel consumption values used to calculate LD GHG rule CO2 values, an FTP and 
HWFET cycle are simulated, separated by a HWFET prep cycle as normally run during 
certification testing. ALPHA does not include a temperature model, so the FTP is simulated 
within the model assuming warm component efficiencies for all bags. Additional fuel 
consumption due to the FTP cold start is calculated in post-processing by applying a fuel 
consumption penalty to bags 1 and 2, depending on the assumed warmup strategy. Any vehicle 
drive cycle can be defined and fuel economy simulated in ALPHA. For example, the results from 
the US06, NEDC, and WLTP cycles (among others) are used to tune vehicle control strategy 
parameters to match simulation results to measured vehicle test results across a variety of 
conditions. In addition, performance cycles have been defined, which are used to determine 
acceleration performance metrics. 

5.3.3.2.2 Detailed ALPHA Model Description 

The ALPHA model architecture is comprised of four systems: Ambient, Driver, Powertrain, 
and Vehicle as seen in Figure 5.92. With the exception of Ambient and Driver, each system 
consists of one or more subcomponents. The function of each system and its respective 
component models are discussed in this chapter. The structure and operation described in this 
section incorporate numerous constructive comments from both public comments and peer 
reviews. The model has been upgraded to integrate new technologies, improve the fidelity of the 
simulation results and better match the operation of the benchmarked vehicles. This all supports 
our primary goal of accurately reflecting changes in technology for both the current and future 
light duty fleet. As part of this effort, substantial effort has been put forth to accurately track and 
audit power flows through the model to ensure conservation of energy, and provide better data 
on technology effectiveness. 
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Figure 5.92  ALPHA Model Top Level View 

 

One of the novel features of ALPHA is the inclusion of dynamic lookup tables. These tables 
allow additional customization of models for specific vehicles. This is enabled by a table 
description within the parameters for a component. This allows tables in the model such as 
transmission losses to be parameterized in a way that best matches the available data for that 
particular component.  

5.3.3.2.2.1 Ambient System 

This system defines ambient conditions such as pressure, temperature, and road gradient, 
where vehicle operations are simulated. ALPHA has been calibrated to generate fuel economy 
results corresponding to chassis dynamometer certification tests; therefore conditions within the 
simulation have been maintained to align with current test procedures.  

5.3.3.2.2.2 Driver System 

The driver model in ALPHA is a purely proportional-integral control driver that features a 
small look ahead to anticipate upcoming accelerations in the drive cycle. This is especially useful 
at launch where the vehicle response may be delayed due to the large effective inertia in lower 
gears. The driver in ALPHA is designed to follow a vehicle speed versus time driving cycle such 
as the UDDS or HWFET. The driver is tuned to mimic activities of a real driver during a chassis 
test, including starting the engine, putting the transmission into gear and then operating both the 
accelerator and brake pedals. 
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5.3.3.2.2.3 Powertrain System 

The engine, transmission, electrical systems and accessories discussed in the following 
section are combined to form vehicle powertrain systems. The conventional powertrain system 
shown in Figure 5.13 contains sub-models representing each of the components. Additional 
powertrains were constructed to simulate power split and P2 hybrid as well as full electric 
drivetrains. 

 
Figure 5.93  ALPHA Conventional Vehicle Powertrain Components 

 

5.3.3.2.2.3.1 Engine Subsystem 

The engine model is built around a steady-state fuel map covering all engine speed and torque 
conditions with torque curves restricting operation between wide open throttle (full load) and 
closed throttle (no load). The engine fuel maps for various engines are provided by benchmark 
data, generated via tools like GT-Power, or adapted from other data sources. The engine fuel 
map contains fuel mass flow rates vs engine crankshaft speed and brake torque. In-cylinder 
combustion processes are not modelled.  

The steady-state fuel map used in ALPHA is adapted from the available test data or model 
output by creating an interpolant grid covering the area between idle speed and redline speed, 
and between the wide open throttle and closed throttle curves. In some circumstances, portions of 
the map (for example, those near redline speed or near the closed throttle curve) are extrapolated 
from the original data. In general, these area represent engine operation which is either outside of 
that used in two-cycle operation (near redline speed) or which uses little fuel in general (near the 
closed throttle curve). 

During the simulation, the engine speed at a given point in the drive cycle is calculated from 
the physics of the downstream speeds. The quantity of torque required is calculated from the 
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driver model accelerator demand, an idle speed controller, and requests from the transmission 
during shifts. The torque request is then limited by a torque response model which has been 
tuned to match the torque response of naturally aspirated and turbocharged gasoline and diesel 
engines. The resulting engine torque and speed are used to interpolate a fuel rate from the fuel 
map.  

Additional sources of fuel consumption documented in benchmarking activities have been 
included in the model as well. On gasoline engines, the torque management that occurs during 
shifting is implemented such that the reduction in torque does not cause a corresponding 
reduction in the fuel rate. This approximates the effect of the observed spark retard to lessen the 
lurch associated with decelerating engine inertia during upshifts. Another source of additional 
fueling occurs after engines transition out of decel fuel cutoff. Additional fuel is applied for a 
few seconds for emissions control. Finally, there are additional fuel penalties applied within the 
simulation associated with rapid changes in engine power. 

5.3.3.2.2.3.2 Electric Subsystem 

The electric subsystem consists of 3 major components, battery, starter, and alternator. 

The battery model for ALPHA was created after a literature review of battery models, 
particularly for hybrid vehicle applications. The same battery model structure511,512 is used for 
both conventional and hybrid vehicles, with different calibrations used to simulate different 
chemistries such as lead-acid or lithium ion. The model features an open circuit voltage that 
varies with state of charge, a series resistance, and dual RC time constant filters to provide 
realistic voltage response. Calibrations were generated from published literature or benchmark 
testing for the open circuit voltage and transient behavior. The simulated battery also features a 
thermal model, with the output current limited at extremes in temperature or state of charge. 

The engine starter is modeled as a simplified electric motor. It has a fixed efficiency and is 
commanded via a Boolean activation signal. The operation of the starter is characterized by a 
desired cranking speed and a torque capacity. These values are generally calculated to match the 
engine specifications. When an engine start is requested a proportional integral controller is used 
to determine the torque applied to accelerate the engine to the desired cranking speed, limited by 
the torque capacity. The mechanical power required and efficiency then determine the resulting 
electrical power consumed. 

The engine alternator is modeled as a simplified electric generator with fixed efficiency. The 
electrical output current is determined by a charging controller. The efficiency and electrical 
power output can then be used to compute the mechanical load applied to the engine. The 
charging controller can operate in two different modes. In a basic mode it always tries to charge 
the battery to a fixed voltage target. It also features an adaptive charging / alternator regen mode 
that varies the voltage target and thus current output to driving conditions. Lower electrical 
output is provided during cruising, enough to maintain a minimal state of charge. During 
decelerations and transmission upshifts electrical output and thus mechanical load are increased 
to capture energy that would otherwise be dissipated via the brakes or transmission. The adaptive 
charging / alternator regen strategy exhibits increased variability of battery state of charge over 
various driving cycles. Therefore it is necessary to precondition the model with a prep cycle just 
as would be done on a test such as the HWFET to get accurate results. 
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5.3.3.2.2.3.3 Accessories Subsystem 

The accessories subsystem in ALPHA is responsible for applying electrical and mechanical 
loads to mimic those observed during testing. The system is capable of applying 4 different 
loads: power steering, air conditioning, fan and a generic load to cover the remaining losses 
observed. Each load can apply mechanical loads to the engine crankshaft and/or electrical loads 
to the battery. Each load can be independently correlated to model signals via dynamic lookup 
tables, and is calibrated to match test data. Baseline vehicles with mechanical power steering 
often have mechanical losses that vary with engine speed, while future vehicles featuring electric 
power steering have electrical losses that vary with vehicle speed. 

5.3.3.2.2.3.4 Transmission Subsystem 

The transmission subsystem features different variants representing the major types of 
transmissions that are currently in use in LD vehicles. The different transmission models are 
built from similar components, but each features a unique control algorithm matching behaviors 
observed during vehicle benchmarking.  

One of the features in ALPHA, which is required for the model to conserve energy, is 
multiple speed integrators. One is located at each of the points in the driveline where rotational 
inertias may become decoupled such as the transmission gearbox. These integrators use the 
torque and upstream inertia to compute the resulting acceleration and thus speed for the upstream 
components. For couplings that may become locked up, such as completing a transmission shift, 
the torques and rotational inertia are then passed down toward the next integrator in the model.  

5.3.3.2.2.3.4.1 Transmission Gear Selection 

All of the gear transmission models use a dynamic shift algorithm, ALPHAshift,513 to 
determine the operating gear over the cycle. This employs a rule based approach utilizing the 
engine torque curve and fuel map to select gears that optimize efficient engine operation and 
provide a torque reserve as a traditional transmission calibration would. The ALPHAshift 
algorithm attempts to select the minimum fuel consumption gear after applying constraints on 
engine speed and torque reserve. It also allows downshifts due to high driver demand.RR  

The ALPHAshift algorithm contains calibration parameters that can be tuned to match 
benchmarked shift behavior data from a particular engine and transmission. A generic calibration 
tuning strategy has been developed from these specific benchmarked calibrations, and is useful 
for simulating the shifting behavior of engine and transmission combinations that are from 
different vehicles or represent future technologies. 

The CVT transmission model uses a similar ALPHAshiftCVT514 algorithm for determining 
gear ratio selection. It attempts to maintain operation on an engine speed vs requested power line 
that minimizes fuel consumed. This method also has constraints for minimum engine speed and 
the rate at which the gear ratio can be changed. 

  

                                                 
RR Also known as a power downshift or kickdown. 
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5.3.3.2.2.3.4.2 Clutch Model 

The clutch model in ALPHA can be modulated during launch and requires a fixed time to 
engage. Torque is conserved across the clutch during engagement and the inertial effects of 
accelerating and decelerating the upstream inertias are captured. This additional fidelity 
necessitates a more complicated control algorithm to manage clutch slip during launch which is 
included in the control strategy for the appropriate transmissions. 

Two clutches are bundled together to create the dual clutch module for the dual clutch 
transmission. The dual clutch features a single integrator for calculating engine speed during 
shifts. 

5.3.3.2.2.3.4.3 Gearbox Model 

The gearbox model for ALPHA has been developed with the goal of simulating realistic 
operation during shifts for all types of transmissions. The gearbox contains gear ratios and 
properly scales torque and rotational inertia through the ratio change. Power loss within the 
gearbox are applied via dynamic lookup tables which determine torque loss and/or gearbox 
efficiency. These loss tables are typically constructed using signals such as input torque, input 
speed, commanded gear and/or line pressure.  

Realistic shifting behavior is achieved with appropriate delays provided by a synchronizer 
clutch model. The layout of the gearbox model is most similar to a manual transmission, but the 
application for a planetary gearbox is a reasonable approximation once the neutral delay between 
gears is omitted. 

The gearbox rotational inertias are split between a common input inertia, common output 
inertia and a gear specific inertia. The common inertias represent rotational inertia always 
coupled to the input or output shafts. The gear specific inertias, which are only used for planetary 
automatic transmissions, are added or removed as gears are engaged or disengaged and incur 
additional losses as the rotational inertia is spun up.  

5.3.3.2.2.3.4.4 Torque Converter Model 

The torque converter model in ALPHA simulates a lockup-type torque converter. The torque 
multiplication and resulting engine load are calculated via torque ratio and K-factor curves that 
vary as a function of speed ratio across the torque converter. Base torque ratio and the K-factor 
curves are often scaled in situations where detailed torque converter information is unavailable.  

The lockup behavior of the torque converter is accomplished by integrating a clutch model 
similar to the one discussed above. The torque converter model also contains a pump loss torque 
that is implemented via a dynamic lookup table to simulate the power required to operate the 
pump on an automatic transmission.  

5.3.3.2.2.3.4.5 Automatic Transmission & Controls 

The automatic transmission (AT) is composed of the torque converter and gearbox systems 
discussed above. The AT is allowed to shift under load. During upshifts and torque converter 
lockup the engine output torque is slightly reduced to minimize the resultant torque pulse 
encountered by decelerating the engine inertia.  



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-263 

The torque converter lockup clutch command is determined based on transmission gear and 
gearbox input speed. The thresholds that trigger lock and unlock of the torque converter are 
calibrated to match benchmark data.  

5.3.3.2.2.3.4.6 DCT Transmission & Control 

The ALPHA DCT model is constructed from two separate gearbox components and a dual 
clutch module as described above. The dual clutch module features a dynamic lookup torque loss 
table that can be used to represent all the gearbox losses in one location if loss information for 
the separate gearboxes is not available. After a gear change to a new preselected gear is 
requested, the dual clutch module will transition and begin applying torque through the new gear.  

The DCT transmission controller also includes a low speed clutch engagement routine to 
feather the clutch for low speed operation or launch. Similar to the automatic transmission 
engine output torque is reduced during upshifts to minimize the torque pulse at the wheels. 

5.3.3.2.2.3.4.7 CVT Transmission & Control 

The CVT transmission in ALPHA consists of the torque converter and gearbox modules. 
When operating as a CVT the gearbox maintains a state of partial engagement allowing the gear 
ratio to be constantly changed.  

5.3.3.2.2.3.4.8 Driveline 

The driveline system contains all of the components that convert the torque at the 
transmission output to force at the wheels. This includes drive shafts as well as driven axles, 
consisting of a differential, brakes and tires. ALPHA is capable of simulating multiple axles, but 
it is often simpler to convert a driveline to a single axle equivalent. 

The driveshaft is a simple component for transferring torque while adding additional 
rotational inertia. It is only used for rear wheel drive vehicles.  

The final drive is modeled as a gear ratio change with an associated torque loss and/or 
efficiency.  These losses are applied via a dynamic lookup table. For front wheel drive 
transmissions, the final drive losses are often difficult to separate. In these situations all losses 
are applied in the gearbox. 

The brake system on each axle applies a torque to the axle proportional to the brake pedal 
position from the driver model. The brake torque capacity is scaled to match the stopping 
requirements of the vehicle.  

The tire component model transfers the torques and rotational inertias from upstream 
components to a force and equivalent mass that is passed to the vehicle model. This conversion 
uses the loaded tire radius and adds the tire’s rotational inertia. A force associated with the tire 
rolling resistance is not simulated because these losses are included in the road load ABC 
coefficients applied within the vehicle subsystem. 

5.3.3.2.2.3.5 Vehicle System 

 The vehicle system consists of the chassis, its mass and forces associated with aerodynamic 
drag, rolling resistance, and changes in road grade. The vehicle system also contains the vehicle 
speed integrator that computes acceleration from the input force and equivalent mass which is 
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integrated to generate vehicle speed and distance traveled. The road load force is calculated from 
the ABC coefficients determined through coast down testing, or modified to simulate future 
improvements.  

5.3.3.2.3 Energy Auditing 

One of the quality control components within the ALPHA model is an auditing of all the 
energy flows.  This auditing enables verification that the physics represented in the model is 
done correctly, generally resulting in a simulation energy error less than a few hundredths of a 
percent. The audit data can also be compared between simulations to verify that individual 
component losses are reasonable when compared to baseline packages or products that may 
feature similar technologies.  An example energy audit report for a package similar to a current 
production sedan is shown in the figure below.  It should be noted that the lack of final drive 
losses in this case is attributed to the vehicle being front wheel drive, and the thus the final drive 
losses are included in the gearbox. 

 
Figure 5.94  Sample ALPHA Energy Audit Report  
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5.3.3.2.4 ALPHA Simulation Runs 

ALPHA was used to perform a series of simulation runs, where various technology packages 
were compared to a baseline vehicle. The baseline vehicle was chosen to have component 
efficiencies and vehicle loads consistent with the baseline vehicles used in the modeling runs in 
the FRM. Four acceleration performance metrics were calculated for the baseline vehicle: 0-60 
time, ¼ mile time, 30-50 passing time, and 50-70 passing time. These metrics were chosen to 
give a reasonably broad set of acceleration metrics that would be sensitive enough to represent 
true acceleration performance, but not so sensitive that minor changes in vehicle parameters 
would significantly change the final metric.  

For each subsequent comparative run, a vehicle package was defined within ALPHA by 
specifying powertrain components and road load specifications. ALPHA’s road load force at a 
specific vehicle velocity (v) is determined by using the following formula: F = Cv2 + Bv + A 
where the coastdown coefficients (A, B, and C) are derived from a least squares fit of data from 
track coast-down tests.  

In ALPHA modeling, it is assumed that the A coefficient is a factor for the road load force 
that is mostly associated with tire rolling resistance, the B coefficient is a small factor, which 
represents higher order rolling resistance and gearing loss factors, and the C coefficient is a 
factor which mostly represents aerodynamic air drag. Thus, changes in aerodynamic losses are 
modeled by changing the C coefficient, and changes in rolling resistance losses are modeled by 
changing the A coefficient. Changes in mass reduction are modeled by reducing the test weight, 
and by reducing the A coefficient (as rolling resistance is a function of vehicle weight). 

The nominal engine size for the package was determined based on the estimated performance 
effect of the technologies included in the package. The same performance metrics calculated for 
the baseline vehicle were calculated for each package, and the sum compared to the baseline 
sum. If the sum was not within three percent, the torque output (and thus size) of the engine was 
adjusted and the performance cycle rerun until an equivalent acceleration performance was 
attained.  

Once the appropriate engine size was determined, the base engine map was adjusted by first 
scaling the torque output of the original map by the appropriate factor, and then adjusting the 
BSFC so as not to overestimate the efficiency gain from using a smaller engine. As engine size is 
reduced, the cylinder surface area to volume ratio increases, which increases the relative heat 
losses and decreases efficiency. An adjustment factor corresponding to approximately 1 percent 
increase in BFSC for every 10 percent decrease in engine displacement was used to adjust the 
engine maps. This factor is consistent with the well-known rule of thumb governing efficiency 
losses due to wall heat losses515, and with the process used by Ricardo, Inc. in the FRM, to scale 
the BSFC maps. 

Once the engine was appropriately scaled, the final vehicle package was run through an FTP 
and HWFET cycle simulation as described above to determine fuel consumption values. 

5.3.3.2.5 Post-processing 

ALPHA simulation runs are performed assuming warm component efficiencies. Additional 
fuel consumption due to the FTP cold start is calculated in post-processing by applying a fuel 
consumption penalty to bags 1 and 2. These fuel consumption penalty factors represent 
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additional fuel used to heat the catalyst, and additional energy lost to higher viscosity lubricating 
oil in the engine and transmission. The fuel consumption penalties for "present" and "past" 
vehicles are set at 15 percent (present) to 17 percent (past) for bag 1 and 2.5 percent for bag 2. 
The penalty factors are applied during post-processing so that the fuel consumption for the 
appropriate bag is increase by the indicated amount. These factors were determined by 
comparing the "cold" FTP bags 1 and 2 to the "warm" bags 3 and 4 for a range of vehicles.  

Since the three-bag FTP is a standard test, the difference in fuel consumption between bags 1 
and 3 of the FTP could be calculated for the entire fleet (available in the Test Car List data 
files516), as seen in the graph below. However, the data sources for bag 4 are more limited. EPA 
based the 2.5 percent penalty factor on test data available from conventional vehicle testing from 
Argonne National Labs517 and from internal testing, where differences between bags 2 and 4 
averaged about 2.5 percent. 

 

Figure 5.95  Example: Difference in 2016, Between Bags 1 and 3 of the FTP, from the Test Car List. 

For simulation of advanced vehicle packages which included thermal management of the 
engine or transmission, the penalty factors were reduced (to a minimum of 11 percent for bag 1 
and 0 percent for bag 2) to account for the reduction in losses associated with faster component 
warmup. 

5.3.3.2.6 Vehicle Component Vintage 

Vehicle components (engines and transmissions) are assigned a vintage of "past," "present," 
or "future." The vintage of the component determines the assumed technology package 
associated with the component, and thus the default value of some associated parameters. 

One parameter affected by vintage is electric accessory loading. The "past" value for electrical 
loads includes a base electrical load of 154 W, additional power draw based on engine speed 
(approximately 700 W at 2500 rpm and 1050 W at 6000 rpm), and an alternator efficiency of 55 
percent. These values are based on the modeling Ricardo did for the FRM, and assumes 
mechanical power steering. The "present" value for electrical load includes a base electrical load 
of 490 W, no additional variable accessory power draw, and an alternator efficiency of 65 
percent. This is based on loads measured in various tested vehicles, in particular the Chevrolet 
Malibu.518 The "future" electrical load maintains the same 490 W base electrical load, but with a 
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high-efficiency (70 percent efficient) alternator. EPA is reviewing the values used for accessory 
loading, and may update them based on the results of the review. 

Another parameter is the cold start penalty applied during post-processing. It is assumed that a 
bag 1 cold start penalty of 17 percent is associated with past engines, and a bag 1 cold start 
penalty of 15 percent is associated with present engines, as described in the section above. Future 
engines receive a bag 1 cold start penalty of 11 percent, representing the effect of thermal 
management of the engine included in the engine friction reduction package. Likewise, for past 
and present transmissions, a bag 2 cold start penalty of 2.5 percent, while for future 
transmissions the high-efficiency gearbox fast warmup technology is assumed, and a bag 2 cold 
start penalty of 0 percent is applied. 

Future vintage transmissions are also assumed to be associated with early torque converter 
lockup.  

Although the assigned vintage determines default values for accessory loads and cold start 
penalty, these defaults can be overridden in the model to examine the effects of specific 
technologies separately. 

5.3.3.2.7 Additional Verification 

As an additional verification of ALPHA model simulations, technology package combinations 
are further compiled and executed using a hardware-in-the-loop (HIL) system.  This process 
enables powertrain, vehicle, and driver behavior to be observed in real time for both on-cycle 
and off-cycle situations.  Any undesirable behavior is analyzed and used to fine tune the 
modeling process.  These compiled HIL models are also utilized in the vehicle benchmarking 
process when testing vehicle subsystems such as engines, transmissions, battery modules, and 
other components.  Figure 5.96 shows an example ALPHA model simulation observation 
display. 
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Figure 5.96  Example ALPHA Model UDDS Simulation Observation Display 

 

As part of EPA's on-going quality process, several comparative analyses were completed as 
part of the ongoing MTE work.  ALPHA results have been compared Ricardo EASY5 results 
from the original MY2017-2025 Light-Duty FRM, as well as with results from  
Autonomie.519  When viewing the models as a calculators, then providing the same inputs to the 
calculators should provide the same outputs.  Results of both comparisons showed only minor 
differences between simulation results due to specific model behaviors or implementations, 
convincing EPA that these models are very close in terms of computational results when run 
using the same input data and assumptions. 

5.3.3.3 Determining Technology Effectiveness for MY2022-2025 

EPA collected information on the effectiveness of current CO2 emission reducing 
technologies from a wide range of sources. The primary sources of information were the 2017-
2025 FRM, EPA's ALPHA model, EPA's vehicle benchmarking studies, the 2015 NAS Report, 
OEM and Supplier meetings, and industry literature. In addition, EPA considered confidential 
data submitted by vehicle manufacturers, along with confidential information shared by 
automotive industry component suppliers in meetings with EPA, CARB, and NHTSA staff. 
These confidential data sources were used primarily as a validation of the estimates since EPA 
prefers to rely on public data rather than confidential data wherever possible. 

EPA recognizes that technologies will be further developed and introduced for MY2022-2025 
and that innovation by automobile manufacturers and suppliers will continue to occur. While it is 
impossible for the agency to predict all of the technologies that will come to fruition, likely 
trends can be identified in the development of automotive systems that impact GHG emissions 
over the next decade. EPA uses methods similar to those used by industry to identify and 
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evaluate emerging automotive technology trends. The use of computer aided engineering (CAE) 
tools for technology evaluation has been a key source of technology effectiveness data for 
MY2022-2025 vehicle technology packages. A number of other sources of data are also used to 
either validate CAE results or as independent sources of effectiveness data. Sources of data 
include: 

1) Engineering analysis of logical developments based on current or near-term 
technology 

2) Review of peer-reviewed journal papers, U.S. Department of Energy Reports, and 
other public sources of peer-reviewed data 

3) Purchase and review of proprietary reports by major automotive industry analytical 
firms (e.g., R.L. Polk, IHS Automotive) 

4) Meetings with automobile manufacturers 
5) Meetings with Tier 1 automotive suppliers 
6) Contracts with major automotive engineering design, analysis, and services firms 

(e.g., FEV, Munro and Associates, Southwest Research Institute, Ricardo PLC) to 
purchase data or engineering services 

7) “Proof of concept” research either conducted directly by EPA at EPA-NVFEL or 
under contract with engineering services firms 

8) CAE tools, including: 
a) Engine modeling (e.g., Ricardo WAVE, Gamma Technologies GT-POWER) 
b) Vehicle modeling (e.g., EPA LPM, EPA ALPHA, Ricardo RSM, MSC EASY5) 
c) HIL simulation of drive cycles 
d) Computational fluid dynamics (CFD) for initial component development 

9) Chassis dynamometer testing 
10) Engine dynamometer testing 
11) Transmission dynamometer testing 

 

Data from all sources listed above is used to develop and validate vehicle effectiveness within 
the EPA ALPHA model and EPA LPM. Modeling of technology package effectiveness within 
the ALPHA model and LPM is the source of all technology package effectiveness data contained 
within the OMEGA cost-effectiveness analyses. With respect to engine and powertrain 
technologies, the general progression of data into the OMEGA analyses for this Draft TAR has 
been: 

1) Develop physics-based models of the technology with extensive validation of a base 
configuration to actual hardware (e.g., validation of an engine model to actual engine 
performance, combustion measurements and knock characteristics) 

2) Use the validated physics-based model to evaluate hardware changes and to develop  
calibrations necessary to account for such hardware changes 

3) Use the ALPHA model to determine the CO2 effectiveness of the powertrain package 
for different vehicle configurations 

4) Compare the energy balance of ALPHA model results with vehicle benchmark results 
as an additional plausibility analysis. 

5) Use ALPHA modeling results to provide a calibration for technology package 
effectiveness within the LPM 
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6) Validate ALPHA modeling results using a variety of data sources (chassis 
dynamometer testing of production or developmental vehicles, HIL testing of 
developmental engine configurations, comparison with automobile manufacturer and 
Tier 1 supplier data, comparison with peer-reviewed/published data sources) 

7) Update LPM calibration with validated ALPHA model technology package 
effectiveness 

8) Use technology package effectiveness from the LPM within the OMEGA cost-
effectiveness analysis for this Draft TAR 

 

The EPA analysis of naturally aspirated Atkinson cycle engines provides an example of an 
analytical framework that integrates CAE together with other methods used by EPA to evaluate 
future vehicle technologies. The 2.0L Mazda SKYACTIV-G engine was introduced in 2012 in 
the U.S. This engine represents state-of-the art brake thermal efficiency and is the first non-HEV 
application of an Atkinson cycle engine in a U.S. light-duty vehicle application. EPA conducted 
chassis dynamometer testing of Mazda vehicles with the SKYACTIV-G engine and also 
purchased versions of this engine marketed in the U.S. (13:1 geometric compression ratio) and 
EU (14:1 geometric compression ratio) for detailed engine dynamometer mapping and HIL 
testing. After both chassis dynamometer testing and initial engine dynamometer testing, an 
engineering analysis was conducted to prioritize near-term technologies that could potentially 
yield further brake thermal efficiency improvements, broaden areas of high thermal efficiency 
and/or better align high brake thermal efficiency operation with both the regulatory drive cycles 
and with urban driving with the goal of meeting the 2022-2025 GHG standards in a “standard 
car” configuration (approximately D-segment size-class).  

The technologies chosen for further analysis included: 

 Improving alignment of high brake thermal efficiency operation with urban driving 
via road load reduction, switching to an advanced 8-speed automatic transmission, 
and using fixed 4/2 cylinder deactivation  

 Improving brake thermal efficiency by increasing expansion the ratio from 13:1 to 
14:1 along with the addition of low-pressure-loop EGR for additional knock 
mitigation on standard pump fuel and additional pumping loss improvements 

 

An initial proof of concept evaluation of increased expansion ratio, low-pressure-loop cooled 
EGR and cylinder deactivation was conducted using GT-POWER engine modeling.520 Engine 
dynamometer testing with HIL simulation of regulatory drive cycles was used for initial proof of 
concept evaluation of switching to use of an advanced 8-speed automatic transmission and using 
road-load reduction and application of the 2.0L SKYACTIV-G to larger D-segment vehicles.521 
Combinations of these technologies were also compared to similar vehicle configurations using 
turbocharged, downsized GDI engines using the ALPHA vehicle model.522 An important part of 
EPA’s use of CAE has been to validate CAE results using other data sources. For example, 
ALPHA modeling and HIL testing were validated using chassis dynamometer test data and GT-
POWER modeling was validated using engine dynamometer test data.  
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5.3.3.4 Lumped Parameter Model 

It is widely acknowledged that full-scale physics-based vehicle simulation modeling is the 
most thorough approach for estimating future benefits of a package of new technologies. This is 
especially important for quantifying the efficiency of technologies and groupings (or packages) 
of technologies that do not currently exist in the fleet or as prototypes. However, developing and 
executing every possible combinations of technologies directly in a fleet compliance model using 
full scale vehicle simulation would not be practical to implement.  

As part of rulemakings, EPA analyzes a wide array of potential technology options rather than 
attempt to pre-select the “best” solutions. For example, analysis for the MYs 2017-2025 Light 
Duty Vehicle GHG rule, EPA built over 800,000 packages for use in its OMEGA compliance 
model, which spanned 19 vehicle classes and over 1,200 baseline vehicle models. The Draft 
TAR analysis has expanded the number of baseline vehicle models to approximately 2,200. The 
lumped parameter approach was again chosen as the most practical surrogate to estimate the 
effectiveness of the technology package combinations for the Draft TAR analysis.    

As in the FRM, the basis for calibrating and validating the lumped parameter model for this 
assessment is the effectiveness data generated by the benchmarking and full vehicle simulation 
modeling activities described earlier in this section.  The lumped parameter model also allows 
benchmarked and/or simulated vehicle packages to be separated into individual components to 
properly account for the technologies already in the vehicle fleet to avoid any double counting of 
these technologies. General Motors (Patton et al)523 presented a vehicle energy balance analysis 
to highlight the synergies that arise with the combination of multiple vehicle technologies.  This 
report demonstrated an alternative methodology (to vehicle simulation) to estimate these 
synergies, by means of a “lumped parameter” approach.  This approach served as the basis for 
EPA’s lumped parameter model.  The Lumped Parameter approach has recently been endorsed 
by the National Academy of Science: "In particular, the committee notes that the use of full 
vehicle simulation modeling in combination with lumped parameter modeling has improved the 
agencies’ estimation of fuel economy impacts."524 

As described in Section 5.3.3.2.3, the ALPHA simulation results used to calibrate the lumped 
parameter model are checked against conservation of energy requirements as part of the quality 
assurance process. Similarly, the basis for EPA’s lumped parameter analysis is a first-principles 
energy balance that estimates the manner in which the chemical energy of the fuel is converted 
into various forms of thermal and mechanical energy on the vehicle. The analysis accounts for 
the dissipation of energy into the different categories of energy losses, including each of the 
following: 

 Second law losses (thermodynamic losses inherent in the combustion of fuel) 
 Heat lost from the combustion process to the exhaust and coolant 
 Pumping losses, i.e., work performed by the engine during the intake and exhaust 

strokes 
 Friction losses in the engine 
 Transmission losses, associated with friction and other parasitic losses of the gearbox, 

torque converter (when applicable) and driveline 
 Accessory losses, related directly to the parasitics associated with the engine 

accessories 
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 Vehicle road load (tire and aerodynamic) losses 
 Inertial losses (energy dissipated as heat in the brakes) 

 

It is assumed that each baseline vehicle has a fixed percentage of fuel lost to each category. 
Each technology is grouped into the major types of engine loss categories it reduces. In this way, 
interactions between multiple technologies that are applied to the vehicle may be determined. 
When a technology is applied, the lumped parameter model estimates its effects by modifying 
the appropriate loss categories by a given percentage. Then, each subsequent technology that 
reduces the losses in an already improved category has less of a potential impact than it would if 
applied on its own. 

Using a lumped parameter approach for calculating package effectiveness provides necessary 
grounding to physical principles. Due to the mathematical structure of the model, it naturally 
limits the maximum effectiveness achievable for a family of similar technologies. This can prove 
useful when computer-simulated packages are compared to a “theoretical limit” as a plausibility 
check. Additionally, the reduction of certain energy loss categories directly impacts the effects 
on others. For example, as mass is reduced the benefits of brake energy recovery decreases 
because there is not as much inertia energy to recapture.  

The LP model has been updated from the MYs 2017-2025 final rule for this Draft TAR. 
Changes were made to include new technologies for 2017 and beyond and to improve fidelity for 
baseline attributes and technologies. In addition, the LP model has been calibrated to follow the 
results of the ALPHA full vehicle simulation model to facilitate the vehicle package building 
process used in the OMEGA model.  

5.3.3.4.1 Lumped Parameter Model Usage in OMEGA 

The Lumped Parameter Model (LPM) is used in the OMEGA model to incrementally improve 
the effectiveness of vehicle models in the baseline fleet. As a first step, approximately fifty 
technology packages are created with increasing effectiveness for each vehicle type. Several 
example packages are shown in Table 5.49.  

Table 5.49  Example OMEGA Vehicle Technology Packages (values are for example only) 

Package # Technology Package Technology 
Package 

Effectiveness 

0 4-Speed Auto 0% 

1 6-Speed Auto 4% 

2 8-Speed Auto + DCP 10% 

10 8-Speed + DCP + TURB24 20% 

20 8-Speed + DCP + Aero2 + TURB24 + 10%MR 28% 

 

Step two selects the next vehicle in the baseline fleet and applies all fifty technology packages 
in sequence using the LPM to calculate a new effectiveness value at each step. As the 
technologies in the baseline vehicles have been tabulated based on publically available data, the 
incremental effectiveness improvement will not include these baseline vehicle technologies to 
avoid double counting. Table 5.50 contains an example baseline vehicle. Table 5.51 illustrates 
the package application process. 
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Table 5.50  Example Baseline Vehicle (values are for example only) 

Baseline Vehicle Technologies Baseline Vehicle 
Effectiveness 

6-Speed Auto + DCP 6% 

 

Table 5.51  Example Package Application Process (values are for example only) 

Package # Technology Package Technology 
Package 

Effectiveness 

Resulting 
Vehicle 

Incremental 
Effectiveness 

0 4-Speed Auto 0% 0% 

1 6-Speed Auto 4% 0% 

2 8-Speed Auto + DCP 10% 3% 

10 8-Speed + DCP + TURB24 20% 11% 

20 8-Speed + DCP + Aero2 + TURB24 + 10%MR 28% 17% 

 

As shown, the incremental effectiveness is not simply additive as the LPM takes into account 
synergies and dis-synergies between the existing and applied technologies. This process also 
enables the OMEGA model to assign baseline vehicles a cost to represent their existing 
technologies and calculate an incremental cost to match with the incremental effectiveness as 
each technology package is applied. The completed technology package effectiveness values 
from the LPM are compared to the corresponding ALPHA model results as shown in Table 5.52 
as a final check before they are used in the OMEGA model. This calibration process is an 
important step to ensure that full vehicle simulation results from the ALPHA model are used as 
the primary effectiveness inputs to the OMEGA model. 
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Table 5.52  Example LPM Calibration Check 

Technology Package Mass Aero Roll 

ALPHA 
Effectiveness 
from 
Reference 
Package 

LPM 
Effectiveness 
from 
Reference 
Package 

Delta 
Effectiveness 
from 
Reference 
Package 

LPM 
Effectiveness 
from Null 
Package 

Standard Car+LUB 
+EFR1+DCP+SGDI+6AT 
+HEG1+EPS+IACC1 

0% 0% 0% 
0.0% 0.0% 0.0% 16.5% 

Standard Car+LUB 
+EFR1+DCP+SGDI+8AT 
+HEG1+EPS+IACC1 

0% 0% 0% 
7.1% 6.9% -0.2% 22.3% 

Standard Car+LUB 
+EFR2+ATK2+DCP 
+SGDI+6AT+HEG1+EPS
+IACC1 

0% 0% 0% 

4.9% 4.8% -0.1% 20.5% 

Standard Car+LUB 
+EFR2+ATK2+DCP 
+SGDI+8AT+HEG1+EPS
+IACC1 

0% 0% 0% 

11.2% 11.2% 0.0% 25.9% 

Standard Car+LUB 
+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

0% 0% 0% 

26.9% 26.8% -0.1% 38.9% 

Standard Car+LUB 
+EFR2+TURB24+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

0% 0% 0% 

26.3% 26.2% -0.1% 38.4% 

Standard Car+LUB 
+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

10% 0% 0% 

30.5% 30.5% 0.0% 42.0% 

Standard Car+LUB 
+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

0% 20% 0% 

30.4% 30.3% -0.1% 41.8% 

Standard Car+LUB 
+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

0% 0% 20% 

30.3% 30.3% 0.0% 41.8% 

Standard Car+LUB 
+EFR2+ATK2+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

10% 20% 20% 

37.8% 37.5% -0.3% 47.8% 

Standard Car+LUB 
+EFR2+TURB24+CEGR 
+DEAC+DCP+SGDI+8AT
+HEG2+EPS+IACC2 

10% 20% 20% 

37.3% 37.1% -0.2% 47.4% 

 

The complete list of baseline fleet vehicles each incremented approximately fifty times results 
in approximately 100,000 improved vehicles as input to the OMEGA model.  
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The effectiveness reductions and costs that are associated with applying a technology will 
depend on the starting point technologies from which the cost and effectiveness improvements 
are measured. For example, two vehicle models that start with different packages of technologies 
will likely have different costs and effectiveness, even if both models finally arrive at the same 
package combination of technologies. The agencies' recognition of the importance of clearly 
specifying the point of comparison for cost and effectiveness estimates is consistent with the 
NAS committee's finding "that understanding the base or null vehicle, the order of technology 
application, and the interactions among technologies is critical for assessing the costs and 
effectiveness for meeting the standards."  

As long as the point of comparison is maintained consistently throughout the analysis for both 
the baseline and future fleets, the decision of where to place an origin along the scale of cost and 
effectiveness is inconsequential. For EPA's technology assessment, the origin is defined to 
coincide with a "null technology package,” which represents a technology floor such that all 
technology packages considered in this assessment will have equal or greater effectiveness, 
consistent with the FRM approach. While other choices would have been equally valid, this 
definition of a "null package" has the practical benefits of avoiding technology packages with 
negative effectiveness values, while also allowing for a direct comparison of effectiveness 
assumptions with the FRM. 

5.3.4 Data and Assumptions Used in GHG Assessment 

5.3.4.1 Engines: Data and Assumptions for this Assessment 

The majority of engine technologies used in this assessment are detailed in Section 5.2 of this 
Draft TAR.  This section details engine technology information specific to the EPA GHG 
analysis. 

In an effort to characterize the efficiency and performance of late model vehicle powertrains, 
and to update our engine data from that used in the FRM, EPA tested several engines at the 
National Vehicle and Fuel Emission Laboratory and contractor facilities.  Depending on the 
information required, the engines were tested with their factory and/or developmental engine 
management systems that allowed EPA engineering staff to calibrate engine control parameters.  
Figure 5.97 illustrates a typical engine test. 

 

Figure 5.97  2.0L I4 Mazda SKYACTIV-G engine Undergoing Engine Dynamometer Testing at the EPA-
NVFEL Facility. 
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In some cases, future engine configurations can be modeled using engine simulation software.   
EPA used Gamma Technologies GT-POWER engine simulation software to model future engine 
configurations based upon the Mazda 2.0L I4 SKYACTIV-G engine and the MAHLE 
turbocharged/downsized 1.2L I3 GDI Di3 engine.  Computer-aided engineering tools, including 
GT-POWER, are commonly used during the initial stages of product development by automotive 
manufacturers and academia to establish the potential performance of engine design features, 
with respect to efficiency, emissions, and performance.  GT-POWER is a physics based suite of 
software that combines predictive diesel or spark-ignition combustion models; CAD-based, 
preprocessed libraries of the physical layout of induction, exhaust and combustion systems; 
models of chemical kinetics; wave dynamics models; turbocharger turbine and compressor 
models with surge, reverse-flow and pressure wave prediction; induction turbulence models; a 
kinetic knock model; injector spray models and an ability to apply minor adjustments to model-
predicted parameters using data from engine dynamometer measurements.  Engine dynamometer 
data was also used to directly validate simulations of specific engine hardware configurations via 
comparisons of measured vs. modeled values for knock intensity, combustion phasing, FMEP, 
BTE and other parameters.   

5.3.4.1.1 Low Friction Lubricants (LUB)  

Based on the analysis for the 2017-2025 FRM, the agencies estimated the effectiveness of 
LUB to be 0.5 to 0.8 percent. EPA has reviewed this technology and finds the effectiveness 
estimate remains applicable for this Draft TAR. 

The cost associated with making the engine changes needed to accommodate low friction 
lubes is equivalent to that used in the 2012 FRM except for updates to 2013 dollars. The costs 
are shown below.  

Table 5.53  Costs for Engine Changes to Accommodate Low Friction Lubes (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $3 1  $3 $3 $3 $3 $3 $3 $3 $3 $3 

IC Low2 2018 $1 $1 $1 $1 $1 $1 $1 $1 $1 

TC   $4 $4 $4 $4 $4 $4 $4 $4 $4 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.1.2 Engine Friction Reduction (EFR1, EFR2) 

Based on the analysis for the 2017-2025 FRM, EPA estimated the effectiveness of EFR1 at 
2.0 to 2.7 percent.  Based on the analysis for the 2017-2025 FRM, EPA estimated the 
effectiveness of EFR2 at 3.4 to 4.8 percent.  EPA has reviewed this technology and finds the 
effectiveness estimate remains applicable for this Draft TAR. 

The costs associated with engine friction reduction are equivalent to those used in the 2012 
FRM except for updates to 2013 dollars. The costs are shown below first for engine friction 
reduction level 1 and then for level 2.  
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Table 5.54  Costs for Engine Friction Reduction Level 1 (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

I3 DMC $37 1  $37 $37 $37 $37 $37 $37 $37 $37 $37 

I4 DMC $50 1  $50 $50 $50 $50 $50 $50 $50 $50 $50 

V6 DMC $74 1  $74 $74 $74 $74 $74 $74 $74 $74 $74 

V8 DMC $99 1  $99 $99 $99 $99 $99 $99 $99 $99 $99 

I3 IC Low2 2018 $9 $9 $7 $7 $7 $7 $7 $7 $7 

I4 IC Low2 2018 $12 $12 $10 $10 $10 $10 $10 $10 $10 

V6 IC Low2 2018 $18 $18 $14 $14 $14 $14 $14 $14 $14 

V8 IC Low2 2018 $24 $24 $19 $19 $19 $19 $19 $19 $19 

I3 TC  2018 $46 $46 $44 $44 $44 $44 $44 $44 $44 

I4 TC  2018 $62 $62 $59 $59 $59 $59 $59 $59 $59 

V6 TC  2018 $92 $92 $89 $89 $89 $89 $89 $89 $89 

V8 TC  2018 $123 $123 $118 $118 $118 $118 $118 $118 $118 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.55  Costs for Engine Friction Reduction Level 2 (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

I3 DMC $81 1  $81 $81 $81 $81 $81 $81 $81 $81 $81 

I4 DMC $106 1  $106 $106 $106 $106 $106 $106 $106 $106 $106 

V6 DMC $155 1  $155 $155 $155 $155 $155 $155 $155 $155 $155 

V8 DMC $205 1  $205 $205 $205 $205 $205 $205 $205 $205 $205 

I3 IC Low2 2024 $20 $20 $20 $20 $20 $20 $20 $20 $16 

I4 IC Low2 2024 $26 $26 $26 $26 $26 $26 $26 $26 $20 

V6 IC Low2 2024 $38 $38 $38 $38 $38 $38 $38 $38 $30 

V8 IC Low2 2024 $50 $50 $50 $50 $50 $50 $50 $50 $39 

I3 TC  2024 $101 $101 $101 $101 $101 $101 $101 $101 $97 

I4 TC  2024 $131 $131 $131 $131 $131 $131 $131 $131 $126 

V6 TC  2024 $193 $193 $193 $193 $193 $193 $193 $193 $185 

V8 TC  2024 $254 $254 $254 $254 $254 $254 $254 $254 $244 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.1.3 Cylinder Deactivation (DEAC) 

Within the analysis for the 2017-2025 FRM, EPA estimated an effectiveness of 6 percent for 
DEAC.  EPA has reviewed this technology and changed the effectiveness estimate to 3.9 to 5.3 
percent for this Draft TAR. 

The costs associated with cylinder deactivation are equivalent to those used in the 2012 FRM 
except for updates to 2013 dollars and use of a new learning curve (curve 24). Note that the 2012 
FRM did not carry a cost for cylinder deactivation on an I-4 engine. For this Draft TAR, we have 
used half the cost of cylinder deactivation on a V8 engine. The costs are shown below.  

Table 5.56  Costs for Cylinder Deactivation (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

I4 DMC $86 24  $82 $80 $79 $78 $76 $75 $74 $73 $72 

V6 DMC $153 24  $146 $143 $141 $138 $136 $134 $132 $130 $129 

V8 DMC $172 24  $164 $161 $158 $155 $153 $151 $149 $147 $145 

I4 IC High1 2018 $48 $48 $29 $29 $29 $29 $29 $29 $29 

V6 IC Med2 2018 $59 $59 $44 $44 $44 $44 $44 $44 $43 

V8 IC Med2 2018 $66 $66 $49 $49 $49 $49 $49 $49 $49 

I4 TC   $130 $129 $108 $107 $106 $105 $104 $103 $102 

V6 TC   $205 $202 $184 $182 $180 $178 $176 $174 $172 

V8 TC   $230 $227 $207 $205 $202 $200 $198 $196 $194 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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5.3.4.1.4 Intake Cam Phasing (ICP) 

Within the analysis for the 2017-2025 FRM, EPA estimated an effectiveness of 2.1 to 2.7 
percent for ICP.  EPA has reviewed this technology and finds the effectiveness estimate remains 
applicable for this Draft TAR. 

The costs associated with intake cam phasing are equivalent to those used in the 2012 FRM 
except for updates to 2013 dollars and use of a new learning curve (curve 24). The costs are 
shown below.  

Table 5.57  Costs for Intake Cam Phasing (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $41 24  $39 $38 $37 $37 $36 $36 $35 $35 $34 

OHC-V DMC $81 24  $78 $76 $75 $73 $72 $71 $70 $69 $68 

OHV-V DMC $41 24  $39 $38 $37 $37 $36 $36 $35 $35 $34 

OHC-I IC Low2 2018 $10 $10 $8 $8 $8 $8 $8 $8 $8 

OHC-V IC Low2 2018 $20 $20 $16 $16 $16 $16 $16 $16 $16 

OHV-V IC Low2 2018 $10 $10 $8 $8 $8 $8 $8 $8 $8 

OHC-I TC   $49 $48 $45 $44 $44 $43 $43 $42 $42 

OHC-V TC   $97 $96 $90 $89 $88 $87 $86 $85 $84 

OHV-V TC   $49 $48 $45 $44 $44 $43 $43 $42 $42 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs.  
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5.3.4.1.5 Dual Cam Phasing (DCP) 

Based on the analysis for the 2017-2025 FRM, EPA estimated the effectiveness of DCP to be 
between 4.1 to 5.5 percent.  EPA has reviewed this technology and finds the effectiveness 
estimate remains applicable for this Draft TAR. 

The costs associated with dual cam phasing are equivalent to those used in the 2012 FRM 
except for updates to 2013 dollars and use of a new learning curve (curve 24). The costs are 
shown below.  

Table 5.58  Costs for Dual Cam Phasing (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $74 24  $71 $70 $68 $67 $66 $65 $64 $63 $63 

OHC-V DMC $160 24  $153 $150 $147 $145 $142 $140 $138 $136 $135 

OHC-I IC Med2 2018 $29 $29 $21 $21 $21 $21 $21 $21 $21 

OHC-V IC Med2 2018 $61 $61 $46 $46 $46 $46 $46 $46 $45 

OHC-I TC   $100 $98 $90 $89 $87 $86 $86 $85 $84 

OHC-V TC   $214 $211 $193 $190 $188 $186 $184 $182 $180 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.1.6 Discrete Variable Valve Lift (DVVL) 

Based on the analysis for the 2017-2025 FRM, EPA estimated the effectiveness for DVVL at 
4.1 to 5.6 percent. EPA has reviewed this technology and finds the effectiveness estimate 
remains applicable for this Draft TAR. 

The costs associated with discrete variable valve lift are equivalent to those used in the 2012 
FRM except for updates to 2013 dollars and use of a new learning curve (curve 24). The costs 
are shown below.  

Table 5.59  Costs for Discrete Variable Valve Lift (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $127 24  $122 $119 $117 $115 $113 $112 $110 $109 $107 

OHC-V DMC $184 24  $176 $173 $170 $167 $164 $162 $160 $158 $156 

OHV-V DMC $263 24  $252 $247 $243 $239 $235 $231 $228 $225 $222 

OHC-I IC Med2 2018 $49 $49 $37 $36 $36 $36 $36 $36 $36 

OHC-V IC Med2 2018 $71 $71 $53 $53 $53 $53 $53 $53 $53 

OHV-V IC Med2 2018 $101 $101 $76 $76 $75 $75 $75 $75 $75 

OHC-I TC   $171 $168 $154 $152 $150 $148 $146 $145 $144 

OHC-V TC   $247 $244 $223 $220 $217 $215 $212 $210 $208 

OHV-V TC   $353 $348 $318 $314 $310 $307 $303 $300 $297 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.1.7 Continuously Variable Valve Lift (CVVL) 

Based on the analysis for the 2017-2025 FRM, EPA estimated the effectiveness for CVVL at 
5.1 to 7.0 percent. EPA has reviewed this technology and finds the effectiveness estimate 
remains applicable for this Draft TAR. 

The costs associated with continuously variable valve lift are equivalent to those used in the 
2012 FRM except for updates to 2013 dollars and use of a new learning curve (curve 24). The 
costs are shown below.  
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Table 5.60  Costs for Continuously Variable Valve Lift (dollar values in 2013$) 
Engine Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

OHC-I DMC $191 24  $182 $179 $176 $173 $170 $167 $165 $163 $161 

OHC-V DMC $350 24  $334 $328 $322 $317 $312 $307 $303 $299 $295 

OHV-V DMC $381 24  $365 $358 $351 $345 $340 $335 $330 $326 $322 

OHC-I IC Med2 2018 $73 $73 $55 $55 $55 $55 $54 $54 $54 

OHC-V IC Med2 2018 $135 $134 $100 $100 $100 $100 $100 $100 $100 

OHV-V IC Med2 2018 $147 $147 $110 $109 $109 $109 $109 $109 $109 

OHC-I TC   $256 $252 $230 $227 $225 $222 $220 $217 $215 

OHC-V TC   $469 $462 $422 $417 $412 $407 $403 $399 $395 

OHV-V TC   $512 $504 $461 $455 $449 $444 $439 $435 $431 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.1.8 Investigation of Potential Future Non-HEV Atkinson Cycle Engine Applications 

EPA initiated an internal study to investigate potential improvements in the incremental 
effectiveness of Atkinson Cycle engines through the application of cooled EGR, an increase in 
compression ratio, and 2/4 cylinder deactivation.  Cooled EGR offered the potential for 
additional knock mitigation, increased compression ratio, and reduced pumping losses.  The use 
of cylinder deactivation held potential for additional pumping loss reduction under light-load 
conditions.  Initially, the potential for improvements was studied using 1-D gas dynamics/0-D 
combustion simulation software.SS  A 2.0L Mazda SKYACTIV-G GDI Atkinson Cycle engine 
was thoroughly benchmarked by EPA with the engine dynamometer test facilities at the EPA-
NVFEL laboratory in Ann Arbor, MI.  Performance data and physical dimensions for the engine 
and its gas exchange and combustion processes were used to build and validate the simulation.  
Details of the study, including methods used to build the engine model, model validation and 
initial engine modeling results are provided in Lee et al. 2016.520 Simulation results show 
potential for an approximately 3 percent to 9 percent incremental effectiveness in areas of 
operation of importance for the regulatory drive cycles using a combination of cooled EGR and a 
1-point increase in compression ratio (14:1), with the largest improvements (6 to 9 percent 
incremental) occurring between 4-bar and 8-bar BMEP.  

                                                 
SS Gamma Technologies "GT-Power.” 
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Figure 5.98  Comparison of a 2.0L Mazda SKYACTIV-G engine with a  13:1 geometric compression ratio to 
engine simulation results of a comparable engine with a 1-point increase in geometric compression ratio 

(14:1) and cooled, low-pressure EGR.TT 

Simulation results show potential for an approximately 3 percent to 12 percent incremental 
effectiveness in areas of engine operation with significant importance for the regulatory drive 
cycles using a combination of cooled EGR, a 1-point increase in compression ratio (14:1), and 
with fixed (2-cylinder) cylinder deactivation below 5-bar BMEP and for engine speeds of 1000 
rpm to 3000 rpm.  Simulation results also show an incremental effectiveness of approximately 3 
percent to 7 percent when comparing the cooled EGR/higher geometric compression ratio results 
with and without cylinder deactivation.  This is consistent with other published results for both 
production and proof-of-concept fixed (not dynamic) cylinder deactivation.525,526,527   

 

Figure 5.99  Comparison of a 2.0L Mazda SKYACTIV-G engine with a  13:1 geometric compression ratio to 
engine simulation results of a comparable engine with a 1-point increase in geometric compression ratio 
(14:1), cooled, low-pressure EGR and cylinder deactivation with operation on 2 cylinders at below 5-bar 

BMEP and 1000 - 3000 rpm. 

                                                 
TT The simulation results presented in Figure 5.98 and Figure 5.99 include kinetic knock modeling and calibration of 

the simulation to knock induction comparable to the original engine configuration for both Tier 2 certification test 
fuel (E0, 96 RON) and LEV III certification test fuel (E10, 88 AKI, 91 RON).  An adequate representation of 
knock-limited torque within an engine simulation requires careful experimental validation of the kinetic knock 
model used by the simulation, which is currently under way at EPA-NVFEL.  While the simulation results show 
comparable WOT torque between the different engine configurations, experimental validation of the achievable 
knock-limited torque at WOT was still underway at the time of publication of this assessment. 

Note: Engine maps scaled equivalent torque to allow direct comparisons at 20 operational points

Future GDI Atkinson Cycle
Atkinson Cycle, Naturally Aspirated GDI, DOHC, DCP 

14:1 CR (geometric), Cooled EGR

37%

27%

33%

35%

37%

37%

37%

27%

33%

36%

37%

38%

38%

37%

27%

32%

35%

36%

38%

38%

0

2

4

6

8

10

12

B
M

EP
 (B

ar
)

0

20

40

60

80

100

140

180

160

120

200

To
rq

ue
 (N

·m
)

1000          2000          3000         4000         5000          6000
Engine Speed (rpm)

7.5 kW

30 kW

45 kW

60 kW

75kW

90 kW

120 kW

105 kW

15 kW

2014 Mazda 2.0L SkyActivG
Atkinson Cycle, Naturally Aspirated GDI, DOHC, DCP 

13:1 CR (geometric)

35%

26%

31%

33%

34%

36%

37%

36%

26%

31%

33%

35%

36%

37%

36%

26%

31%

34%

35%

36%

0

2

4

6

8

10

12

B
M

EP
 (B

ar
)

0

20

40

60

80

100

140

180

160

120

200

To
rq

ue
 (N

·m
)

1000          2000         3000          4000         5000         6000          
Engine Speed (rpm)

7.5 kW

30 kW

45 kW

60 kW

75kW

90 kW

120 kW

105 kW

15 kW

Note: Engine maps scaled equivalent torque to allow direct comparisons at 38 operational points

Future GDI Atkinson Cycle w/CDA
Atkinson Cycle, Naturally Aspirated GDI, DOHC, DCP 

14:1 CR (geometric), Cooled EGR, Cylinder Deactivation

37%

29%

34%

37%

38%

36%

37%

29%

34%

37%

38%

38%

38%

37%

29%

34%

36%

37%

38%

38%

0

2

4

6

8

10

12

B
M

EP
 (B

ar
)

0

20

40

60

80

100

140

180

160

120

200

To
rq

ue
 (N

·m
)

1000          2000          3000         4000         5000          6000
Engine Speed (rpm)

7.5 kW

30 kW

45 kW

60 kW

75kW

90 kW

120 kW

105 kW

15 kW

2014 Mazda 2.0L SkyActivG
Atkinson Cycle, Naturally Aspirated GDI, DOHC, DCP 

13:1 CR (geometric)

35%

26%

31%

33%

34%

36%

37%

36%

26%

31%

33%

35%

36%

37%

36%

26%

31%

34%

35%

36%

0

2

4

6

8

10

12

B
M

EP
 (B

ar
)

0

20

40

60

80

100

140

180

160

120

200

To
rq

ue
 (N

·m
)

1000          2000         3000          4000         5000         6000          
Engine Speed (rpm)

7.5 kW

30 kW

45 kW

60 kW

75kW

90 kW

120 kW

105 kW

15 kW



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-282 

The EPA internal study on Atkinson Cycle engines has entered a second phase involving 
engine dynamometer validation of the simulation results using a EU-market version of the 
Mazda SKYACTIV-G engine with increased geometric compression ratio (14:1), a proof-of 
concept, low-pressure-loop, cooled EGR system, and the use of a dual-coil offset (DCO) ignition 
system to improve EGR tolerance of the engine (see Figure 5.100).528,529  Initial results have 
been promising.  The improved ignition characteristics of the DCO ignition system has allowed 
an increase in the range of part-load engine operation at relatively high rates (approximately 20 
percent) of cooled EGR beyond that of the relatively conservative, fixed EGR map used in the 
simulation study.  This allowed further reductions in part-load pumping losses while maintaining 
a COV of IMEPUU of less than 3-4 percent, which is comparable to that of the original engine 
configuration.  

 

Figure 5.100  Mazda 2.0L SKYACTIV-G engine with 14:1 geometric compression ratio, cooled low-pressure 
external EGR system, DCO ignition system, and developmental engine management system undergoing 

engine dynamometer testing at the U.S. EPA-NVFEL facility in Ann Arbor, MI.  

Future work will include validation of the engine model, particularly the kinetic knock model, 
and proof-of-concept dynamometer testing of fixed cylinder deactivation of cylinder numbers 2 
and 3.  Costs for this technology (future non-HEV Atkinson cycle, referred to as Atkinson-level 
2 by EPA) are new as they were not part of the 2012 FRM. We have based our Atkinson-2 
technology costs on the 2015 NAS report. Table S.2 of that report shows the cost estimates 
presented below. Note that the NAS costs include the costs of gasoline direct injection (shown as 
"DI" in the NAS report row header). EPA has removed those costs (using the NAS reported 
values) since EPA accounts for those costs separately rather than including them in the Atkinson-

                                                 
UU Coefficient of variation of indicated mean effective pressure based on high-speed in-cylinder pressure 

measurements.  This is a commonly used indicator of combustion instability and would typically be kept to values 
that are under 3% to 5% depending on operating conditions and engine application. 
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2 costs. Note also that EPA always includes costs for direct injection, along with variable valve 
timing and other costs when building an Atkinson-2 package. 

Table 5.61  Direct Manufacturing Costs (DMC) for Atkinson-2 Technology (2010$) 

Tech Midsize 
Car 

I4 DOHC 

Large 
Car 
V6 

DOHC 

Large Light 
Truck 

V8 OHV 

Relative to 

Stoichiometric Gasoline Direct Injection (NAS 2015) 164 246 296 Previous 
tech 

Compression Ratio Increase (CR~13.1, exh. Scavenging, DI (e.g. 
SKYACTIV-G)) (NAS 2015) 

250 375 500 Baseline 

EPA estimate (Row 2 minus Row 1) 86 129 204 Stoich GDI 

 

Consistent with the NAS report, we have considered the NAS costs to be 2025 costs in terms 
of 2010$. Adjusting to 2013$, applying a learning curve (22) that bases that cost in MY2025, 
and applying medium 2 level complexity in calculating indirect costs results in the costs 
presented below for each engine type in this Draft TAR analysis. 

Table 5.62  Costs for Atkinson-2 Technology, Exclusive of Enablers such as Direct Inject and Valve Timing 
Technologies (dollar values in 2013$) 

Engine Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

I3 DMC $91 22  $107 $104 $102 $100 $98 $96 $94 $93 $91 

I4 DMC $91 22  $107 $104 $102 $100 $98 $96 $94 $93 $91 

V6 DMC $136 22  $160 $157 $154 $150 $147 $145 $142 $139 $136 

V8 DMC $215 22  $253 $248 $243 $238 $233 $229 $224 $219 $215 

I3 IC Med2 2024 $36 $36 $36 $36 $35 $35 $35 $35 $26 

I4 IC Med2 2024 $36 $36 $36 $36 $35 $35 $35 $35 $26 

V6 IC Med2 2024 $54 $54 $53 $53 $53 $53 $53 $53 $39 

V8 IC Med2 2024 $85 $85 $85 $84 $84 $84 $84 $83 $62 

I3 TC   $142 $140 $138 $136 $134 $132 $130 $128 $117 

I4 TC   $142 $140 $138 $136 $134 $132 $130 $128 $117 

V6 TC   $214 $210 $207 $204 $201 $198 $195 $192 $175 

V8 TC   $338 $333 $327 $322 $317 $312 $308 $303 $277 
Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

5.3.4.1.9 GDI, Turbocharging, Downsizing 

The TDS24 and TDS27 configurations used by EPA within the FRM analysis were originally 
developed as part of engine and vehicle simulation work conducted by Ricardo, Inc. and SRA 
Corporation under contract with EPA, hereto referred in the Draft TAR as the “Ricardo 
Study.”530  In recent years, Ricardo has developed a number of turbocharged and downsized 
engine concepts with a number of characteristics in common.531,532,533,534 

 Gasoline direct injection (GDI) 
 Dual camshaft phasing and, in some cases, discrete variable valve lift 
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 Relatively high boost and subsequently high levels of BMEP (over 30-bar in some 
cases) 

 Cooled, external EGR 
 Advanced turbocharger boosting systems 

 

Fuel mapping for different engine technologies was developed by Ricardo within the Study 
using a combination of dynamometer test results, 1D gas dynamics/0D combustion modeling, 
application of correction factors for displacement scaling, and use of engineering judgment. The 
development of fuel maps for turbocharged GDI engines within the Ricardo Study began with 
BSFC data obtained from Ricardo’s EBDI engine development program.531 Specifications for 
this engine are shown in Table 5.63 and a contour plot of BSFC versus engine speed and BMEP 
is shown in Figure 5.101. 

 

Table 5.63  Specification of Ricardo 3.2L V6 Turbocharged, GDI “EBDI” Proof-of-concept Engine. 

Base Engine Prototype V6 with IEM  

Swept Volume 3190cc  

Max Power @ 5,000 rpm 450 hp on E85, 400 hp on 98 RON gasoline 

Max Torque @ 3,000 rpm 900 Nm on E85, 775 Nm on 98 RON gasoline 

Target Max BMEP 35 bar on E85, 30 bar on Indolene (98 RON) 

Compression Ratio 10.0:1  

Maximum Cylinder 180 bar  

Cam Phaser Authority 50 degCA  

Intake Boosting System Twin, sequential turbochargers with charge air cooling 
after each boosting stage 

Transient Torque Response Time <1.5s to 90% SS torque at 1,500 rpm 
<1.0s to 90% SS torque at 2,000 rpm  
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Figure 5.101  Contour plot of BSFC in g/kW-hr versus engine speed and BMEP for the Ricardo “EBDI” 
engine equipped with sequential turbocharging, DCP, DVVL, cEGR, IEM, and with a 10:1 compression ratio 

using 98 RON Indolene.   

Although not captured within this map, Cruff et al. show performance data up to 30-bar 
BMEP with this engine configuration. 

Technical direction from EPA included a peak BMEP limit of 27-bar, which obviated the 
necessity for some of the reciprocating assembly measures taken with the EBDI engine. Taking 
into account the capabilities of the combustion system, valvetrain configuration, EGR system, 
and reduced BMEP levels, Ricardo recommended a small increase in compression ratio (from 
10:1 to 10.5:1) while maintaining protection for in-use fuel octanes of approximately 91 RON 
(e.g. 87 AKI E10).  All fuel consumption results developed in the Ricardo Study assumed use of 
U.S. Certification Gasoline (95 RON, E0).   A fuel consumption improvement of 3.5 percent was 
also applied to account for continued application of friction reduction from a combination of 
technology advances, including piston ring-pack improvements, bore finish improvements, low-
friction coatings, improved valvetrain components, bearings improvements, and lower-viscosity 
crankcase lubricants.  BMEP levels were held approximately constant for particular classes of 
engines within EPA’s FRM analyses and analyses for the Draft TAR. A BSFC correction was 
applied as engine displacements were changed within an engine class in the Ricardo Study to 
account for different vehicle applications.  This correction was predominantly a correction of 
thermal losses relative to combustion system surface-to-volume ratio and is expressed within the 
displacement correction shown in Figure 5.102.  Boosting requirements over the reduced 
operational range for TDS24 (up to 24-bar BMEP) were assumed to be achievable using a VNT 
within EPA’s analyses for the FRM and the Draft TAR.  Sequential turbocharging was 
maintained for TDS27 within EPA analyses for the FRM, but TDS27 was not included within 
the analyses for the Draft TAR.  
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Figure 5.102  BSFC Multiplier Used For Scaling Engine Maps In The Ricardo Study Based On The Ratio:  
𝑫𝒊𝒔𝒑𝒍𝒂𝒄𝒆𝒎𝒆𝒏𝒕[𝑵𝒆𝒘]

𝑫𝒊𝒔𝒑𝒍𝒂𝒄𝒆𝒎𝒆𝒏𝒕[𝑩𝒂𝒔𝒆𝒍𝒊𝒏𝒆]
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Figure 5.103  Schematic Representation of the Development of BSFC Mapping for TDS24 

A graphical example of how BSFC maps were developed for varying displacements of 
TDS24 are shown in Figure 5.103. The brake thermal efficiency (BTE) of the modeled and 
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corrected TDS24 engine maps are compared to contemporary turbocharged engines in Figure 
5.104 through Figure 5.106. 535,536,537,538,539  The Honda 1.5L turbocharged GDI engine achieves 
higher peak break thermal efficiency than TDS24, and has a larger area of operation above 35 
percent BTE.  TDS24 had improved efficiency at low-speed, light load conditions, possibly from 
pumping loss improvements due to the use of discrete variable valve lift and cooled external 
EGR. The 2017 VW EA211 TSI EVO engine appears to have a broader area of operation above 
34 percent BTE than TDS 24 and the BTE reported at 2-bar, 2000 rpm of 30 percent is higher 
than the corresponding operational point with TDS24.  The coarseness of published BTE map for 
the VW EA211 precludes further comparison.  The larger 2.0L VW EA888-3B engine was 
compared with a 1.51L variant of TDS24.  The VW EA888 had a significantly larger area of 
operation above 35 percent BTE.  Once again, TDS24 had improved efficiency at low-speed, 
light load conditions; possibly due to pumping loss reduction due to the greater extent of 
boosting and displacement downsizing and the use of discrete variable valve lift.  On the whole, 
contemporary turbocharged engines can achieve higher peak BTE and high BTE over a broader 
range of engine operating conditions than TDS24 modeling results.  TDS24 shows improved 
BTE at lower speeds and lighter loads. Further development of contemporary turbocharged 
engines from 2017 to 2022, including use of more advanced boosting systems (e.g., VNT or 
series sequential turbochargers), engine downsizing to 22-bar BMEP or greater, use of external 
cooled EGR, and use of variable valve lift systems would further improve low-speed, light load 
pumping losses and allow such engines to meet or exceed the BTE modeled for TDS24. 

 

Figure 5.104  Comparison between a 1.15L I3 version of TDS24 (left)VV and the 1.5L turbocharged, GDI 
engine used in the 2017 Civic (right)WW.  

Dark green shading denotes areas of BTE>35%. 

                                                 
VV Adapted from Ricardo Study modeling results. 
WW Adapted from Wada et al. 2016 and Nakano et al 2016. 
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Figure 5.105  Comparison between a 1.15L I3 version of TDS24 (left)XX and the 2017 Golf 1.5L EA211 TSI 
EVO EngineYY.   

Light-green shading denotes areas of BTE>34%.  Dark green shading denotes areas of BTE>35%.  The area of 
BTE>35% for the VW EA211 is not discernable due to the coarseness of the data provided by the originally 
published source. 

 

Figure 5.106  Comparison between a 1.51L I3 version of TDS24 (left)XX  and the 2017 Audi A3 2.0L 888-3B 
Engine (right)ZZ.   

Dark green shading denotes areas of BTE>35%.   

Since the FRM, a significant amount of new information has become available from 
production vehicles, industry data, benchmarking, and simulation to inform the effectiveness of 
engine technologies.  The most notable changes from the FRM are the inclusion of non-hybrid 
Atkinson engines, Miller Cycle engines, and the reduction in effectiveness of turbocharged 
engines due to additional resolution in the ALPHA model.  Table 5.64 compares the 
effectiveness (percent CO2 improvement from the null vehicle) of several FRM and Draft TAR 
engine technology packages as used in OMEGA. 

                                                 
XX Adapted from Ricardo Study modeling results. 
YY Adapted from Eichler et al. 2016. 
ZZ Adapted from Wurms et al. 2015. 
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Table 5.64  FRM to Draft TAR Engine Technology Package Effectiveness Comparison 

Engine Technology Package Small Car  
 

FRM - TAR 

Standard 
Car  

FRM - TAR 

Large Car  
 

FRM - TAR 

Small MPV  
 

FRM - TAR 

Large MPV  
 

FRM - TAR 

Truck  
 

FRM - TAR 

PFI DOHC + VVT 4.1 - 4.1 5.2 - 5.2 5.5 - 5.5 4.1 - 4.1 5.1 - 5.1 4.9 - 4.9 

SGDI DOHC + VVT 5.6 - 5.6 6.6 - 6.6 6.9 - 6.9 5.5 - 5.5 6.6 - 6.6 6.3 - 6.3 

SGDI DOHC + VVT + DEAC + EFR1 10.5 - 9.9 12.8 - 12.1 13.5 - 12.7 10.4 - 9.8 12.8 - 12.0 12.1 - 11.4 

18 Bar BMEP Turbo + SGDI 12.2 - 10.1 14.2 - 11.5 14.9 - 11.9 12.1 - 10.0 14.2 - 11.4 13.6 - 11.1 

Atkinson + VVT + SGDI + EFR2 NA - 11.7 NA - 12.9 NA - 13.3 NA - 11.7 NA - 12.9 NA - 12.6 

Atkinson + VVT + SGDI + CEGR + EFR2 NA - 19.3 NA - 19.4 NA - 19.5 NA - 19.3 NA - 19.4 NA - 19.4 

24 Bar BMEP Turbo + SGDI + CEGR 19.4 - 17.2 22.1 - 19.1 23.0 - 19.7 19.3 - 17.1 22.1 - 19.1 21.3 - 18.6 

Miller + SGDI + CEGR NA - 23.0 NA - 23.3 NA - 23.4 NA - 23.0 NA - 23.3 NA - 23.2 

 

Costs associated with gasoline direct injection are equivalent to those used in the FRM except 
for updates to 2013 dollars and use of a new learning curve (curve 23). The GDI costs 
incremental to port-fuel injection for I4, V6 and V8 engines are shown below.  

Table 5.65  Costs for Gasoline Direct Injection on an I3 & I4 Engine (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $234 23  $211 $208 $205 $202 $200 $197 $195 $193 $190 

IC Med2 2018 $89 $89 $67 $67 $67 $67 $66 $66 $66 

TC   $301 $297 $272 $269 $266 $264 $261 $259 $257 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.66  Costs for Gasoline Direct Injection on a V6 Engine (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $352 23  $319 $314 $309 $305 $301 $297 $293 $290 $287 

IC Med2 2018 $135 $135 $101 $101 $100 $100 $100 $100 $100 

TC   $454 $448 $410 $405 $401 $397 $394 $390 $387 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.67  Costs for Gasoline Direct Injection on a V8 Engine (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $423 23  $383 $377 $372 $367 $362 $357 $353 $349 $345 

IC Med2 2018 $162 $162 $121 $121 $121 $121 $120 $120 $120 

TC   $545 $539 $493 $487 $482 $478 $473 $469 $465 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with turbocharging are equivalent to those used in the FRM except for three 
important updates: (1) we have updated costs to 2013 dollars; and, (2) we are using of a new 
learning curve (curve 23); and, (3) we have added $44 (DMC, 2013$) to the costs of 24-bar 
turbocharging (and Miller cycle turbocharging) to reflect the use of a variable geometry 
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turbocharger which was not properly accounted for in the 2012 FRM costs. The turbo costs 
incremental to naturally aspirated I-configuration and V-configuration engines are shown below.  

Table 5.68  Costs for Turbocharging, 18/21 bar, I-Configuration Engine (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $443 23  $401 $395 $389 $384 $379 $374 $369 $365 $361 

IC Med2 2018 $170 $169 $127 $126 $126 $126 $126 $126 $126 

TC   $571 $564 $516 $510 $505 $500 $495 $491 $487 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.69  Costs for Turbocharging, 18/21 bar, V-Configuration Engine (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $747 23  $676 $666 $656 $647 $638 $630 $623 $616 $609 

IC Med2 2018 $286 $286 $213 $213 $213 $213 $212 $212 $212 

TC   $962 $951 $869 $860 $851 $843 $835 $828 $821 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.70  Costs for Turbocharging, 24 bar, I-Configuration Engine & for Miller-cycle I-Configuration 
Engine (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $708 23  $641 $631 $622 $613 $605 $598 $591 $584 $578 

IC Med2 2024 $271 $271 $271 $270 $270 $269 $269 $269 $201 

TC   $913 $902 $893 $884 $875 $867 $860 $853 $779 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.71  Costs for Turbocharging, 24 bar, V-Configuration Engine & for Miller-cycle V-Configuration 
Engine (dollar values in 2013$) 

Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $1,208 23  $1,094 $1,077 $1,061 $1,046 $1,032 $1,019 $1,007 $996 $985 

IC Med2 2024 $463 $462 $461 $461 $460 $459 $459 $458 $343 

TC   $1,557 $1,539 $1,522 $1,507 $1,492 $1,479 $1,466 $1,454 $1,328 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with engine downsizing are equivalent to those used in the FRM except for 
updates to 2013 dollars and use of new learning curves (curve 23 and 28). The downsizing costs 
incremental to the baseline engine configuration are shown below. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-292 

Table 5.72  Costs for Downsizing as part of Turbocharging & Downsizing (dollar values in 2013$) 
Downsizing from & to Cost type DMC: base 

year cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

I4 DOHC to I3 DMC -$212 23  -$192 -$189 -$186 -$183 -$181 -$179 -$176 -$174 -$173 

I4 DOHC to I4 DMC -$93 23  -$84 -$83 -$82 -$81 -$80 -$79 -$78 -$77 -$76 

V6 DOHC to I4 DMC -$600 23  -$543 -$535 -$527 -$520 -$513 -$506 -$500 -$495 -$489 

V6 SOHC to I4 DMC -$419 23  -$380 -$374 -$368 -$363 -$358 -$354 -$350 -$346 -$342 

V6 OHV to I4 DMC $296 28  $289 $283 $278 $273 $268 $264 $260 $256 $253 

V8 DOHC to V6 DMC -$300 23  -$272 -$268 -$264 -$260 -$257 -$253 -$250 -$248 -$245 

V8 SOHC 3V to V6 DMC -$170   23  -$154 -$152 -$150 -$147 -$145 -$144 -$142 -$140 -$139 

V8 SOHC to V6 DMC -$92 23  -$83 -$82 -$81 -$80 -$78 -$78 -$77 -$76 -$75 

V8 OHV to V6 DMC $345 28  $337 $330 $324 $318 $313 $308 $303 $299 $295 

I4 DOHC to I3 IC Med2 2018 $81 $81 $61 $60 $60 $60 $60 $60 $60 

I4 DOHC to I4 IC Med2 2018 $36 $36 $27 $27 $27 $27 $26 $26 $26 

V6 DOHC to I4 IC Med2 2018 $230 $229 $172 $171 $171 $171 $171 $171 $170 

V6 SOHC to I4 IC Med2 2018 $161 $160 $120 $120 $120 $119 $119 $119 $119 

V6 OHV to I4 IC Med2 2018 $114 $114 $85 $85 $85 $85 $85 $85 $84 

V8 DOHC to V6 IC Med2 2018 $115 $115 $86 $86 $86 $86 $85 $85 $85 

V8 SOHC 3V to V6 IC Med2 2018 $65 $65 $49 $49 $49 $49 $48 $48 $48 

V8 SOHC to V6 IC Med2 2018 $35 $35 $26 $26 $26 $26 $26 $26 $26 

V8 OHV to V6 IC Med2 2018 $133 $133 $99 $99 $99 $99 $99 $99 $99 

I4 DOHC to I3 TC   -$111 -$108 -$125 -$123 -$120 -$118 -$116 -$114 -$112 

I4 DOHC to I4 TC   -$49 -$47 -$55 -$54 -$53 -$52 -$51 -$50 -$49 

V6 DOHC to I4 TC   -$313 -$305 -$355 -$348 -$342 -$335 -$330 -$324 -$319 

V6 SOHC to I4 TC   -$219 -$213 -$248 -$243 -$239 -$234 -$230 -$226 -$223 

V6 OHV to I4 TC   $404 $397 $363 $358 $353 $349 $345 $341 $337 

V8 DOHC to V6 TC   -$157 -$153 -$178 -$174 -$171 -$168 -$165 -$162 -$160 

V8 SOHC 3V to V6 TC   -$89 -$87 -$101 -$99 -$97 -$95 -$94 -$92 -$90 

V8 SOHC to V6 TC   -$48 -$47 -$54 -$53 -$52 -$51 -$50 -$50 -$49 

V8 OHV to V6 TC   $471 $463 $423 $417 $412 $407 $402 $398 $394 

Note:  
DMC=direct manufacturing costs; IC=indirect costs; TC=total costs;  
the downsized configuration is always a DOHC. 

Costs associated with turbocharging combined with engine downsizing (TDS) are similarly 
equivalent to those used in the FRM except for updates to 2013 dollars and use of new learning 
curves (curve 23 and 28). The TDS costs incremental to the baseline engine configuration are 
shown below. Note that the costs presented below do not include direct injection costs or other 
possible technologies such as cooled EGR. The costs presented are simply the combination of 
the above turbo costs and downsizing costs. 
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Table 5.73  Costs for Turbocharging & Downsizing (2013$) 
Turbo Downsize  2017 2018 2019 2020 2021 2022 2023 2024 2025 

TURB18-I I4 to I3 TC $460 $457 $390 $387 $384 $382 $379 $377 $375 

TURB18-I I4 DOHC to I4 TC $522 $517 $461 $456 $452 $448 $444 $441 $438 

TURB18-I V6 DOHC to I4 TC $257 $259 $160 $162 $163 $165 $166 $167 $168 

TURB18-I V6 SOHC to I4 TC $352 $351 $267 $267 $266 $266 $265 $265 $264 

TURB18-I V6 OHV to I4 TC $974 $961 $878 $868 $858 $849 $840 $832 $824 

TURB18-V V8 DOHC to V6 TC $805 $798 $691 $685 $680 $675 $670 $666 $661 

TURB18-V V8 SOHC 3V to V6 TC $873 $864 $768 $761 $754 $748 $742 $736 $730 

TURB18-V V8 SOHC to V6 TC $914 $904 $815 $806 $799 $791 $785 $778 $772 

TURB18-V V8 OHV to V6 TC $1,433 $1,414 $1,292 $1,277 $1,263 $1,250 $1,237 $1,226 $1,215 

TURB24-I I4 to I3 TC $802 $795 $767 $761 $755 $749 $744 $739 $666 

TURB24-I I4 DOHC to I4 TC $864 $855 $838 $830 $822 $815 $809 $803 $729 

TURB24-I V6 DOHC to I4 TC $599 $597 $537 $535 $534 $532 $530 $529 $460 

TURB24-I V6 SOHC to I4 TC $694 $689 $644 $640 $636 $633 $630 $626 $556 

TURB24-I V6 OHV to I4 TC $1,316 $1,300 $1,255 $1,241 $1,228 $1,216 $1,204 $1,194 $1,116 

TURB24-V V8 DOHC to V6 TC $1,400 $1,386 $1,344 $1,332 $1,321 $1,311 $1,301 $1,292 $1,169 

TURB24-V V8 SOHC 3V to V6 TC $1,468 $1,452 $1,421 $1,408 $1,395 $1,384 $1,373 $1,362 $1,238 

TURB24-V V8 SOHC to V6 TC $1,509 $1,492 $1,468 $1,453 $1,440 $1,427 $1,416 $1,405 $1,279 

TURB24-V V8 OHV to V6 TC $2,027 $2,002 $1,945 $1,924 $1,904 $1,886 $1,868 $1,852 $1,722 

Note: TC=total costs; the downsized configuration is always a DOHC. 

Costs associated with turbocharging combined with Atkinson-2 technology (i.e., Miller-cycle) 
are presented below. Note that the costs presented below do not include direct injection costs or 
other required technologies such as cooled EGR. The costs presented are simply the combination 
of the above turbo costs and Atkinson-2 costs presented in Section 5.3.4.1.8. Note also that the 
ATK2 engine as shown in the table is always a DOHC configuration engine so also not included 
in the table are the costs associated with converting, for example, a SOHC or OHV engine to a 
DOHC configuration. Those costs are presented below following the cooled EGR costs. 

Table 5.74  Costs for Miller Cycle (2013$) 

Turbo ATK2 engine  2017 2018 2019 2020 2021 2022 2023 2024 2025 

TURB24-I I3 TC $1,055 $1,043 $1,031 $1,019 $1,009 $999 $990 $981 $896 

TURB24-I I4 TC $1,055 $1,043 $1,031 $1,019 $1,009 $999 $990 $981 $896 

TURB24-V V6 TC $1,770 $1,749 $1,729 $1,710 $1,693 $1,676 $1,661 $1,646 $1,504 

TURB24-V V8 TC $1,894 $1,871 $1,849 $1,829 $1,810 $1,791 $1,774 $1,757 $1,606 
Note: TC=total costs; the downsized configuration is always a DOHC. 

Costs associated with cooled EGR are equivalent to those used in the FRM except for updates 
to 2013 dollars and use of new learning curve (curve 23). The cooled EGR costs incremental to 
the baseline engine configuration are shown below. 

Table 5.75  Costs for Cooled EGR (dollar values in 2013$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $258 23  $233 $230 $226 $223 $220 $217 $215 $212 $210 

IC Med2 2024 $99 $98 $98 $98 $98 $98 $98 $98 $73 

TC   $332 $328 $325 $321 $318 $315 $313 $310 $283 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with converting non-DOHC engines to a DOHC configuration without any 
engine downsizing are equivalent to those used in the 2012 FRM except for updates to 2013$ 
and use of new learning curves (curves 23 and 28). These costs are used when converting a non-
DOHC engine to a DOHC configuration when downsizing is not also included. The primary 
example for this Draft TAR analysis is converting to a DOHC configuration to enable Atkinson-
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2 technology. The costs are presented below and do not include other potential technologies such 
as variable valve timing or lift or cylinder deactivation, all of which are accounted for separately 
by EPA. 

Table 5.76  Costs for Valvetrain Conversions from non-DOHC to DOHC (dollar values in 2013$) 

Conversion Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

V6 SOHC to V6 
DOHC DMC $181 23  $164 $161 $159 $157 $154 $153 $151 $149 $147 

V6 OHV to V6 
DOHC DMC $518 28  $506 $496 $486 $477 $469 $462 $455 $449 $443 

V8 SOHC 3V to V8 
DOHC DMC $130 23  $118 $116 $114 $113 $111 $110 $108 $107 $106 

V8 SOHC to V8 
DOHC DMC $208 23  $189 $186 $183 $181 $178 $176 $174 $172 $170 

V8 OHV to V8 
DOHC DMC $568 28  $554 $543 $532 $523 $514 $506 $498 $491 $485 

V6 SOHC to V6 
DOHC IC Med2 2018 $69 $69 $52 $52 $52 $52 $51 $51 $51 

V6 OHV to V6 
DOHC IC Med2 2018 $200 $200 $149 $149 $149 $148 $148 $148 $148 

V8 SOHC 3V to V8 
DOHC IC Med2 2018 $50 $50 $37 $37 $37 $37 $37 $37 $37 

V8 SOHC to V8 
DOHC IC Med2 2018 $80 $80 $60 $60 $59 $59 $59 $59 $59 

V8 OHV to V8 
DOHC IC Med2 2018 $219 $219 $163 $163 $163 $162 $162 $162 $162 

V6 SOHC to V6 
DOHC TC   $233 $230 $210 $208 $206 $204 $202 $200 $199 

V6 OHV to V6 
DOHC TC   $706 $695 $635 $626 $618 $610 $603 $597 $591 

V8 SOHC 3V to V8 
DOHC TC   $168 $166 $151 $150 $148 $147 $145 $144 $143 

V8 SOHC to V8 
DOHC TC   $269 $266 $243 $240 $238 $235 $233 $231 $229 

V8 OHV to V8 
DOHC TC   $774 $761 $696 $686 $677 $668 $661 $653 $647 
Note:  
DMC=direct manufacturing costs; IC=indirect costs; TC=total costs;  
the downsized configuration is always a DOHC. 

5.3.4.2 Transmissions: Data and Assumptions for this Assessment 

In assessing the effectiveness of transmission technology, EPA used multiple data sources.   
These data sources include benchmarking activities, conducted at both the National Vehicle and 
Fuel Emissions Lab (NVFEL) in Ann Arbor, Michigan and through contract work, technical 
literature, technical conferences, vehicle certification data and stakeholder meetings.  To ensure 
the data were consistent, it was important to understand the assumptions made in determination 
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of the effectiveness.  It is also important to note the engine with which the transmission is being 
paired.  Since much of the effectiveness associated with advanced transmissions is in the 
transmission's ability to alter the operation range of the engine, and thus minimize pumping 
losses, the engine efficiency in the area of operation is a major part of the effectiveness 
calculation. The National Academy of Science, in their 2015 report, noted that "as engines 
incorporate new technologies to improve fuel consumption, including variable valve timing and 
lift, direct injection, and turbocharging and downsizing, the benefits of increasing transmission 
ratios or switching to a CVT diminish."540  This is not to say that transmissions are not an 
important technology going forward, but rather a recognition that future engines will have larger 
"islands" of low fuel consumption that potentially rely less on the transmission to improve the 
overall efficiency of the vehicle.  Thus, effectiveness percentages reported for transmissions 
paired with unimproved engines would be expected to be reduced when the same transmission is 
paired with a more advanced engine.   Regardless of the engine with which a particular 
transmission is mated, it is expected that vehicle manufacturers and suppliers will continue to 
improve the overall efficiency of the transmission itself by reducing friction and parasitic losses.   

This approach to effectiveness calculation is consistent with the approach used in the analysis 
contained in the FRM, and with EPA's lumped parameter model (LPM) in use during the 
rulemaking.  For example, in the LPM, an advanced eight-speed AT (with optimized shift logic, 
TC lockup, and high efficiency gearbox level 1) on a standard car had an effectiveness of 13.4 
percent when paired with a null engine.  When paired with an improved PFI engine (with dual 
cam phasing and engine friction reduction), the same transmission had an effectiveness of 11.7 
percent.  With a more advanced GDI engine (adding GDI, low friction lubrication, and more 
engine friction reduction), the effectiveness was 11.1 percent.  Finally, with a turbo-downsized 
engine with EGR, the transmission effectiveness was 8.6 percent.  Table 5.77 puts this example 
in table form. 

Table 5.77  Standard Car Effectiveness 

Engine Level 

 Effectiveness for an 
Advanced Eight-Speed AT 
(with optimized shift logic, 

TC lockup, and high 
efficiency gearbox level 1) 

Null 13.4 

Improved PFI Engine (with dual cam phasing and engine friction reduction) 11.7 

Advanced GDI Engine (adding GDI, low friction lubrication, and more 
engine friction reduction) 

11.1 

Turbo-Downsized Engine with EGR 8.6 

 

5.3.4.2.1 Assessment of Automated Transmissions (AT, AMT, DCT, CVT) 

For this Draft TAR, EPA is assessing the baseline fleet in the following manner (MY2014): 

1) All manufacturers have incorporated some level of early torque converter lockup, as 
well as an appropriate level of advanced shift logic, into automatic transmissions with 
six speeds and above. 
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2) All manufacturers have incorporated some level gear of box efficiency improvements 
(called out in the FRM as "high efficiency gearbox" or HEG), and advanced shift 
logic (called out in the FRM as "advanced shift logic" or ASL) into automatic 
transmissions with six speeds and above.   

3) All types of automated transmissions will improve between now and 2025 MY.  EPA 
expects that similar gains in efficiency can be made, independent of the transmission 
type.  Figure 5.107 shows that all three of the main transmission types moving across 
their respective paths toward their ultimate level of efficiency.  The term "Flexibility" 
here is denotes how well the transmission can keep the engine on its optimal 
efficiency line. 

 
Figure 5.107  Comparison of the Different Transmission Types 

4) The incremental effectiveness and cost for all automated transmissions are based on 
data from conventional automatics. 

EPA does not believe that the technologies represented by HEG and ASL have been 
incorporated into all transmissions in the 2014 fleet, but are presumed included to be in both the 
base 6- speed and 8-speed transmission (higher-gear transmissions) in the 2014 fleet. 

Under the premise that automated transmissions that are currently in the fleet demonstrate 
different effectiveness, and with the expectation that all automated transmissions will be 
improved between now and 2025 MY, 2014 transmissions were mapped to three different 
designations Null, TRX11 and TRX21.  Table 5.78 shows the mapping between the existing 
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transmissions in the 2014 baseline fleet and the transmission designations that have been 
established for this Draft TAR analysis.   Note that manual transmission were left alone unless 
the vehicle was determined to need electrification in order to comply in which case it would be 
upgraded to either a hybrid or electric vehicle transmission.  In the "TRX" numbering system the 
first digit specifies the number of gears in the transmission and the second digit specifies the 
HEG level.  A "1" in the first digit represents an 8-speed transmission and a "2" in the first digit 
represents an 8-speed.  Similarly, a "1" in the second digit represents HEG1 and a "2" in the 
second digit represents HEG2.  An important aspect of using the TRX system is that it meant to 
estimate the effectiveness of both the current transmission technology and future transmission 
technology.  This is appropriate because it allows EPA to account for technology already found 
in the baseline fleet, as well as apply future transmission technology as a means of improving 
vehicle efficiency.  With the predominant transmission type in the 2014 MY baseline fleet (73.8 
percent) being a conventional automatic transmission, EPA believes that this approach most 
closely approximates the overall incremental effectiveness and cost associated with all 
automated transmissions.  In the future, if a particular transmission technology develops in such 
a way that it becomes more cost effective compared to our estimates, and it demonstrates the 
capability of meeting vehicle functional objectives, EPA expects that vehicle manufacturers may 
adopt that technology instead. 

Table 5.78  Transmission Level Map 

Trans code from Data Transmission Type Number of Gears Transmission Level 

A Automatic 4 Null 

A Automatic 5 Null 

A Automatic 6 TRX11 

A Automatic 7 TRX21 

A Automatic 8 TRX21 

A Automatic 9 TRX21 

AM Automated Manual 5 Null 

AM Automated Manual 6 TRX11 

AM Automated Manual 7 TRX21 

C CVT 0 TRX11 

D Dual Clutch 6 TRX11 

D Dual Clutch 7 TRX21 

 

The effectiveness associated with TRX11 is based on a benchmarked GM six-speed 
transmission from the 2013 Malibu541.  The expectation is that transmission mapped to the 
TRX11 can still be improved to a level that that would bring the transmission effectiveness to the 
efficiency level of the TRX22 (with effectiveness based on a ZF 8 speed with HEG level 2).  
Table 5.79 shows the effectiveness of a TRX11 level transmission vs. the null transmission on 
the different vehicle types with a null engine.  Table 5.79 also shows the effect of adding HEG 
level 2 to the GM 6 speed giving us TRX12. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-298 

Table 5.79  TRX11 and TRX12 Null Engine Effectiveness 

Vehicle Type 

Transmission Level 

TRX11 (HEG1) TRX12 (HEG2) 

Small car 5.9 9.9 

Standard car 7.3 11.9 

Large car 7.5 11.9 

Small MPV 6.1 10.6 

Large MPV 7.1 11.3 

Truck 5.5 9.4 

 

The effectiveness of TRX21 is based on the benchmarked 845REeight-speed transmission (a 
ZF licensed FCA clone) from the 2014 Dodge Ram542.  The expectation is that transmission 
mapped to the TRX21 can be improved to a level that that would bring the transmission 
effectiveness to the efficiency level of the TRX22 (ZF 8 speed with HEG level 2).  Table 5.80 
shows the effectiveness of a TRX21 level transmission vs. the null transmission on the different 
vehicle types with a null engine.  Table 5.80 also shows TRX22 the effect of adding HEG level 2 
to the ZF which was modeled using EPA's ALPHA model based on information in various SAE 
papers from ZF describing how they intend to create a future higher efficiency version of their 
current 8 speed transmission. 

Table 5.80  TRX21 and TRX22 Null Engine Effectiveness 

Vehicle Type 

Transmission Level 

TRX21 (HEG1) TRX22 (HEG2) 

Small car 11.5 14 

Standard car 13.4 16.3 

Large car 13.2 15.9 

Small MPV 12.3 15.1 

Large MPV 12.7 15.4 

Truck 12.8 15.2 

 

The aggregation of effectiveness values represents the best data available to EPA for the Draft 
TAR analysis.  EPA plans on performing extensive CVT benchmarking and a cost tear-down in 
support of the Proposed Determination.  EPA feels that these effectiveness values are appropriate 
since it allows a maximum of 9.7 percent improvement in effectiveness from a TRX11 to a 
TRX22. A 9.7 percent improvement in effectiveness is achievable given that most transmission 
can gain 6-10 percent from efficiency improvements alone, and designs for increased gear counts 
and wider ratio spans from 8-10 are expected. 

Currently available CVT transmissions in the 2014 MY baseline fleet have been characterized 
as TRX11 level transmissions.  However, a limitation was added to vehicles with CVT 
transmissions that prevented the transmissions from being improved to the TRX22 level.  
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Vehicles with CVTs can increase to TRX21 which is about a 6 percent effectiveness 
improvement.  Most CVT transmissions are 85 percent efficient and are expected to be 90-94 
percent efficient by 2025.  They are also expected to have their ratio span increase from the 
current 6-7.3 to between 8 and 8.5. 

Effectiveness for all transmission types will be evaluated after the Draft TAR as more data is 
available from the ALPHA model. 

5.3.4.2.2 Technology Applicability and Costs 

For future vehicles, it was assumed that the costs for transitioning from one technology level 
(TRX11-TRX22) to another level is the same for each transmission type (AT, AMT, DCT, and 
CVT).  The costs used are based on AT transmission which make up 73.8 percent of 
transmissions in the 2014 fleet.  This is a reasonable approach based on the costs used in the 
FRM for the different transmission types.    

Transmission technology costs are presented in Table 5.81. 

Table 5.81  Costs for Transmission Improvements for all Vehicles (dollar values in 2013$) 

Tech Cost 
type 

DMC: base 
cost 
IC: 

complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

TRX11 DMC $39 23  $35 $35 $34 $34 $33 $33 $32 $32 $32 

TRX12 DMC $252 23 $228 $225 $222 $218 $216 $213 $210 $208 $206 

TRX21 DMC $171 23 $155 $152 $150 $148 $146 $144 $142 $141 $139 

TRX22 DMC $384 23 $348 $342 $337 $333 $328 $324 $320 $317 $313 

TRX11 IC Low2 2018 $17 $17 $14 $14 $13 $13 $13 $13 $13 

TRX12 IC Low2 2018 $111 $110 $89 $88 $88 $87 $87 $86 $86 

TRX21 IC Low2 2024 $75 $74 $74 $73 $73 $72 $72 $72 $58 

TRX22 IC Low2 2024 $169 $167 $166 $165 $164 $163 $162 $161 $131 

TRX11 TC   $52 $52 $48 $47 $47 $46 $46 $45 $45 

TRX12 TC   $339 $335 $310 $307 $303 $300 $297 $294 $291 

TRX21 TC   $230 $227 $224 $221 $219 $217 $214 $212 $197 

TRX22 TC   $516 $510 $504 $498 $492 $487 $483 $478 $444 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

As a comparison to how the Draft TAR transmission, or TRX, costs presented above would 
compare to the transmission costs EPA used in the FRM, see the table below. To construct this 
table, EPA has added various FRM transmission technologies (updated to 2013$) together on a 
year-over-year basis and presented them along with the conceptual intent behind the new TRX 
structure discussed above. Note that the FRM costs were presented in 2010$ and, importantly, 
EPA revised the FRM transmission costs in 2013 due to FEV-generated updates to the tear down 
costs used in the 2012 FRM.543The FRM costs presented in the table below reflect the updates 
made to the FRM costs by FEV. We present the updated values rather than the actual FRM 
values since the updated values, if they were being used in this Draft TAR analysis, are the 
values we would have used. 

Table 5.82  Comparison of Transmission Costs Using the 2012 FRM Methodology to Draft TAR Costs for 
Transmissions (2013$) 

Tech Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 
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6sp DCT-dry+ASL2+HEG1 TC -$68 -$66 -$83 -$81 -$79 -$77 -$76 -$74 -$75 

6sp DCT-wet+ASL2+HEG1 TC -$29 -$28 -$39 -$38 -$37 -$36 -$35 -$35 -$35 

6sp AT+ASL2+HEG1 TC $24 $24 $23 $23 $22 $22 $22 $22 $20 

TRX11 TC $52 $52 $48 $47 $47 $46 $46 $45 $45 

           

6sp DCT-dry+ASL2+HEG2 TC $192 $190 $169 $167 $166 $164 $163 $162 $149 

6sp DCT-wet+ASL2+HEG2 TC $231 $228 $213 $210 $208 $206 $204 $202 $188 

6sp AT+ASL2+HEG2 TC $285 $280 $275 $271 $267 $264 $261 $258 $243 

TRX12 TC $339 $335 $310 $307 $303 $300 $297 $294 $291 

           

8sp DCT-dry+ASL2+HEG1 TC $89 $88 $87 $86 $85 $84 $83 $82 $76 

8sp DCT-wet+ASL2+HEG1 TC $185 $182 $180 $178 $176 $175 $173 $172 $158 

8sp AT+ASL2+HEG1 TC $120 $119 $111 $110 $108 $107 $106 $105 $103 

TRX21 TC $230 $227 $224 $221 $219 $217 $214 $212 $197 

           

8sp DCT-dry+ASL2+HEG2 TC $349 $344 $339 $334 $330 $326 $322 $319 $300 

8sp DCT-wet+ASL2+HEG2 TC $445 $438 $432 $426 $421 $416 $412 $408 $381 

8sp AT+ASL2+HEG2 TC $380 $374 $363 $358 $353 $349 $345 $341 $326 

TRX22 TC $516 $510 $504 $498 $492 $487 $483 $478 $444 

 

5.3.4.3 Electrification: Data and Assumptions for this Assessment 

As in the 2012 FRM analysis, this Draft TAR GHG assessment relies on estimates of cost and 
effectiveness of each GHG-reducing technology in order to project its expected role in fleet 
compliance with the standards.  Electrification technologies represent a particularly broad range 
of cost and effectiveness, ranging from relatively low-cost technologies offering incremental 
degrees of effectiveness, such as stop-start and mild hybrids, to higher-cost, highly effective 
technologies such as plug-in hybrids and pure electric vehicles. 

In this analysis, the costs associated with electrification are divided into battery and non-
battery costs.  The agencies' joint Section 5.2 reviewed industry developments in battery and 
non-battery technology since the 2012 FRM As anticipated in the FRM, many of these 
developments have resulted in cost reductions for both battery and non-battery components as 
the industry has gained in experience and production scale.  For this Draft TAR analysis, EPA 
has reviewed its 2012 FRM projections of electrification costs for the 2022-2025 time frame, and 
revised them based on these developments. 

Also as anticipated in the FRM, many of these developments have resulted in gradual 
improvements in effectiveness as the industry has continued to innovate and compete.  EPA has 
therefore reviewed its FRM projections of electrification effectiveness for the 2022-2025 time 
frame, and have revised them based on these developments.   

5.3.4.3.1 Cost and Effectiveness for Non-hybrid Stop-Start 

For the 2012 FRM analysis, the agencies' primary reference for effectiveness of stop-start 
technology was the Ricardo simulation study.  Based on this study the agencies estimated the on-
cycle effectiveness of stop-start technology to be in the range of 1.8 to 2.4 percent, depending on 
vehicle class. 
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 As reviewed in Section 5.2, several new implementations of stop-start have been produced, 
proposed or described in the literature since the 2012 FRM.  These examples have provided a 
much broader picture of the potential effectiveness of stop-start technology.  Based in part on 
these examples, EPA has chosen to update the effectiveness estimates for stop-start for use in 
this Draft TAR analysis to reflect an effectiveness of 3.0 to 4.0 percent depending on vehicle 
class, as shown in Table 5.83. 

Table 5.83  GHG Technology Effectiveness of Stop-Start 

Technology Technology Effectiveness [%] 

Small Car Standard 
Car 

Large 
Car 

Small 
MPV 

Large 
MPV 

Small 
Truck 

Large 
Truck 

12V Stop-Start - 2012 FRM 1.8 2.1 2.4 2.2 2.2 1.8 2.2 

12V Stop-Start - Draft TAR 3.0 3.5 4.0 3.7 3.7 3.0 3.7 

 

We have assumed costs associated with stop-start equivalent to those used in the FRM except 
for updates to 2013 dollars and use of new learning curves (curve 25). The costs incremental to 
the baseline engine configuration for our different vehicle classes are shown below. 

Table 5.84  Costs for Stop-Start for Different Vehicle Classes (dollar values in 2013$) 
Tech Cost 

type 
DMC: base 

cost 
IC: complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

Small car DMC $308 25  $260 $246 $235 $227 $219 $213 $208 $203 $198 

Standard 
car DMC $308 25  $260 $246 $235 $227 $219 $213 $208 $203 $198 

Large car DMC $349 25  $294 $279 $267 $257 $248 $241 $235 $230 $225 

Small MPV DMC $349 25  $294 $279 $267 $257 $248 $241 $235 $230 $225 

Large MPV DMC $349 25  $294 $279 $267 $257 $248 $241 $235 $230 $225 

Truck DMC $383 25  $323 $306 $293 $282 $273 $265 $258 $252 $247 

Small car IC Med2 2018 $117 $116 $87 $87 $86 $86 $86 $86 $86 

Standard 
car IC Med2 2018 $117 $116 $87 $87 $86 $86 $86 $86 $86 

Large car IC Med2 2018 $133 $132 $99 $98 $98 $98 $98 $97 $97 

Small MPV IC Med2 2018 $133 $132 $99 $98 $98 $98 $98 $97 $97 

Large MPV IC Med2 2018 $133 $132 $99 $98 $98 $98 $98 $97 $97 

Truck IC Med2 2018 $146 $145 $108 $108 $107 $107 $107 $107 $107 

Small car TC   $377 $362 $322 $313 $306 $299 $294 $289 $284 

Standard 
car TC   $377 $362 $322 $313 $306 $299 $294 $289 $284 

Large car TC   $427 $411 $365 $355 $346 $339 $333 $327 $322 

Small MPV TC   $427 $411 $365 $355 $346 $339 $333 $327 $322 

Large MPV TC   $427 $411 $365 $355 $346 $339 $333 $327 $322 

Truck TC   $469 $451 $401 $389 $380 $372 $365 $359 $354 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.3.2 Cost and Effectiveness for Mild Hybrids 

In the 2012 FRM analysis, the agencies based their cost and effectiveness estimates for mild 
hybrid technology on an analysis of BISG technology as exemplified by the General Motors 
eAssist.  EPA sized the system using a 10 to 15 kW starter/generator and a 0.25 to 0.5 kWh Li-
ion battery pack.  The same effectiveness results were applied by both NHTSA and EPA.  The 
absolute effectiveness for the CAFE analysis ranged from 8.5 to 11.6 percent depending on 
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vehicle subclass.  The effectiveness values include technologies that would be expected to be 
incorporated with BISG, which are stop-start (MHEV) and improved accessories (IACC1 and 
IACC2).  The effectiveness values did not include electric power steering (EPS). 

As reviewed in Section 5.2, several new implementations of mild hybrid technology have 
emerged since the 2012 FRM.  These examples provide a much broader picture of the potential 
effectiveness of mild hybrid technology. 

For this Draft TAR analysis, EPA has updated the assumed BISG configuration to include a 
12 kW electric machine.  The Lumped Parameter Model estimates that a BISG with 12 kW 
electric machine results in a GHG effectiveness estimate of 9.5 percent and 9.4 percent for small 
cars and standard (mid-size) cars, respectively.  Based on this result as well as the examples 
discussed in Section 5.2, EPA has updated the GHG effectiveness of CISG P1 and TISG 48V P2 
mild hybrids as shown in Table 5.85.   

Table 5.85  GHG Technology Effectiveness of Mild Hybrids 

Technology Technology Effectiveness [%] 

Small 
Car 

Standard 
Car 

Large 
Car 

Small 
MPV 

Large 
MPV 

Small 
Truck 

Large 
Truck 

High voltage Mild Hybrid - 2012 FRM 7.4 7.3 7.2 6.9 6.9 6.8 8.0 

12-15 kW BISG 48-120V Mild Hybrid - Draft TAR 9.5 9.4 9.2 8.8 8.9 8.2 8.3 

20 kW CISG/TISG 48-120V Mild Hybrid - Draft TAR 15.2 15.0 14.8 14.2 14.2 12.0 12.2 

 

For this Draft TAR analysis, EPA has updated the battery costs for high-voltage (non-48V) 
mild hybrids, as described in Section 5.3.4.3.7.2. Non-battery costs for high-voltage mild hybrids 
that were used in the 2012 FRM analysis have been retained for this analysis and updated to 
2013$. In adding 48V mild hybrids to the analysis, new battery and non-battery costs were 
developed as discussed in Section 5.2.  

5.3.4.3.3 Cost and Effectiveness for Strong Hybrids 

In the 2012 FRM, P2 hybrid was the only hybrid architecture that was applied in the EPA 
analysis.  Although PSHEV and 2MHEV technology were discussed because they were present 
in the market at the time of the FRM, they were not included in the analysis because the industry 
was expected to trend toward more cost-effective hybrid configurations such as P2. 

The primary reference EPA used for strong hybrid effectiveness in the 2012 FRM was the 
Ricardo modeling study which modeled a P2 with a future DCT.  On this basis EPA estimated an 
absolute CO2 effectiveness for P2 strong hybrids ranging from 13.4 to 15.7 percent depending on 
vehicle class (see 2012 RIA, p. 1-18).   

As reviewed in Section 5.2, several new production and research examples of strong hybrid 
technology have emerged since the 2012 FRM.  These examples provide a much broader picture 
of the potential effectiveness of strong hybrid technology. 

The ANL-VOLPE analysis found about 34.3 percent total GHG effectiveness (including other 
technologies present on the vehicle) for an input power-split HEV based on the 2010 Toyota 
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Prius with a 1.8L PFI Atkinson cycle engine and a combined electric motor-generator power of 
77kW.  The 34.3 percent GHG effectiveness estimate is comparable to the 33.3 percent GHG 
effectiveness of Toyota Camry power-split from the two-cycle combined results from 
certification test data when comparing the 2015 Toyota Camry HEV to the non-HEV, 4-cylinder 
version of the 2015 Camry.  The ANL-VOLPE analysis also found approximately 32.6 percent 
GHG effectiveness for a P2 parallel hybrid with a 30 kW traction motor.  The 32.6 percent GHG 
effectiveness of 30 kW P2 hybrid is comparable to 33.9 percent total GHG effectiveness of 2016 
Hyundai Sonata P2 parallel hybrid calculated from a comparison of two-cycle combined 
certification test data between the 2016 Hyundai Sonata Hybrid with a 2.0L Atkinson cycle 
engine and a non-HEV 2015 Sonata with a 2.4L GDI engine.  In the 2016 Hyundai Sonata P2 
hybrid, a 38 kW traction motor and wet clutches are integrated into the transmission and replace 
the torque converter in a planetary gearset six-speed automatic transmission.  A second, 10.5 kW 
high voltage Hybrid Starter Generator (HSG) BISG is incorporated for torque smoothing 
between the engine and the traction motor, automatic engine re-starting, and battery charging at 
idle in Hyundai Sonata hybrid.   

Many aspects of hybrid technology effectiveness can be estimated by means of computational 
tools such as ANL-Autonomie, Gamma Technology GT-Power/GT-Suite, MSC EASY5, EPA-
ALPHA and other vehicle models.  A standalone hybrid vehicle model544 was used to correlate 
recent ANL chassis dynamometer test data and 2010 Toyota Prius power-split hybrid and 2011 
Hyundai Sonata P2 parallel hybrid model simulations over U.S. regulatory driving cycles.  The 
model was successfully validated using ANL test data within 5 percent of test cycle fuel 
economy.   

EPA also calculated overall strong hybrid effectiveness by comparing the non-hybrid variants 
from the same vehicle manufacturers.   For example, the 2015 2.5L I4 engine non-hybrid Camry 
was used to estimate the overall effectiveness of 2015 2.5L Camry hybrid.  The use of a PFI 
Atkinson Cycle engine, improved aero-dynamics, and reduced tire rolling resistance technology 
effectiveness were applied within the Lumped Parameter Model (LPM) to better estimate the 
overall system effectiveness of strong hybrid electrification since the Camry Hybrid vehicle 
package includes these differences in addition to the power-split HEV system.  Two-cycle fuel 
economy (MPG) data over the city and highway drive cycles were used to estimate the relative 
effectiveness improvement of the hybrid electric vehicles.  Hybrid technology effectiveness can 
then be estimated by subtracting the LPM/NRC-estimated effectiveness of non-hybrid 
technologies present on the vehicle from the total effectiveness.   

Hybrid technology effectiveness of input power-split hybrids and P2 parallel hybrids appear 
to be converging and this appears to be confirmed by the fuel economy achieved with the 2017 
Hyundai IONIQ P2 hybrid with a highly hybrid-optimized 6 speed DCT transmission.  Hence, 
the GHG effectiveness was updated to 20.1 percent for mid-size standard car strong hybrids 
compared to the 15.5 percent effectiveness used in the 2012 FRM, as shown in Table 5.86.  
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Table 5.86  GHG Technology Effectiveness of Strong Hybrids 

Technology Technology Effectiveness [%] 

Small Car Standard 
Car 

Large 
Car 

Small 
MPV 

Large 
MPV 

Small 
Truck 

Large 
Truck 

P2 Full Hybrid Drivetrain - 2012 FRM 15.5 15.5 15.4 14.6 14.6 13.4 15.7 

Strong Hybrid - Draft TAR      19.0 20.1     19.9 18.8 19.1 17.2 17.7 

 

For this Draft TAR analysis, EPA has updated the battery costs for strong hybrids, as 
described in Section 5.3.4.3.7.2. Non-battery costs for strong hybrids that were used in the 2012 
FRM analysis have been retained for this analysis and updated to 2014$. 

5.3.4.3.4 Cost and Effectiveness for Plug-in Hybrids 

Plug-in hybrid electric vehicles (PHEVs) utilize two sources of energy, electricity and liquid 
fuel, which are accounted for differently according to the effectiveness accounting methods 
established in the 2012 FRM. 

As discussed in the 2012 TSD that accompanied the FRM, the overall GHG effectiveness 
potential of PHEVs depends on many factors, the most important being the energy storage 
capacity designed into the battery pack, and the vehicle's ability to provide all electric range to 
the operator.  Section 3.4.3.6.4 of the TSD detailed the methods by which EPA and NHTSA 
estimated PHEV effectiveness.  According to the method used by EPA, which estimates 
effectiveness based on the SAE J1711 utility factor calculation, the AER, and the vehicle class, 
the assumed effectiveness for a PHEV20 would be approximately 58 percent GHG reduction for 
a midsize car and approximately 47 percent GHG reduction for a large truck. 

The 2012 FRM established an incentive multiplier for compliance purposes for PHEVs sold 
in MYs 2017 through 2021.  This multiplier approach means that each PHEV would count as 
more than one vehicle in the manufacturer’s compliance calculation.  The multiplier value for 
PHEVs starts at 1.6 in MY2017 and phases down to a value of 1.3 in MY2021.  There is no 
PHEV multiplier for MYs 2022-2025.   

The 2012 FRM also set the tailpipe compliance value for the electricity portion of PHEV 
energy usage to 0 g/mi for MYs 2017-2021, with no limit on the quantity of vehicles eligible for 
0 g/mi tailpipe emissions accounting.  For MYs 2022-2025, 0 g/mi will only be allowed up to a 
per-company cumulative sales cap: 1) 600,000 vehicles for companies that sell 300,000 
BEV/PHEV/FCVs in MYs 2019-2021; 2) 200,000 vehicles for all other manufacturers.  For 
sales above these thresholds, manufacturers will be required to account for the net upstream 
GHG emissions for the electric portion of operation, using accounting methodologies set out in 
the FRM. 

As with other electrified vehicles, costs for PHEVs are separated into battery and non-battery 
costs.  EPA has updated these costs as described in Sections 5.3.4.3.6 and 5.3.4.3.7.   

5.3.4.3.5 Cost and Effectiveness for Electric Vehicles 

The 2012 FRM established an incentive multiplier for compliance purposes for BEVs sold in 
MYs 2017 through 2021.  This multiplier approach means that each BEV counts as more than 
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one vehicle in the manufacturer’s compliance calculation.  The multiplier value for BEVs starts 
at 2.0 in MY2017 and phases down to a value of 1.5 in MY2021.  There is no BEV multiplier for 
MYs 2022-2025.   

The 2012 FRM also set the tailpipe compliance value for the electricity usage of BEVs to 0 
g/mi for MYs 2017-2021, with no limit on the quantity of vehicles eligible for 0 g/mi tailpipe 
emissions accounting.  For MYs 2022-2025, 0 g/mi will only be allowed up to a per-company 
cumulative sales cap: 1) 600,000 vehicles for companies that sell 300,000 BEV/PHEV/FCVs in 
MYs 2019-2021; 2) 200,000 vehicles for all other manufacturers.  For sales above these 
thresholds, manufacturers will be required to account for the net upstream GHG emissions for 
the electric portion of operation, using accounting methodologies set out in the FRM.  In this 
Draft TAR analysis, the GHG effectiveness of BEVs is unchanged from that used in the FRM, 
which is 100 percent GHG reduction. 

As with other electrified vehicles, costs for BEVs are separated into battery and non-battery 
costs.  EPA has updated these costs as described in Sections 5.3.4.3.6 and 5.3.4.3.7.   

5.3.4.3.6 Cost of Non-Battery Components for xEVs 

At this time, EPA is continuing to use the 2012 FRM cost assumptions for non-battery 
components as a basis for draft OMEGA runs.  Costs for electric motors are slightly modified by 
changes in motor sizing resulting from the revised battery sizing methodology described below, 
but are based on the underlying motor cost assumptions of the FRM. 

The 2015 NAS report correctly noted that raw material costs for propulsion motors tends to be 
a stronger function of torque output than of power output, and recommended that the agencies 
scale motor costs on a torque basis.  While EPA acknowledges the technical basis of this 
recommendation, practical considerations make it difficult to do so while remaining compatible 
with other aspects of the analysis that require motors to be characterized by power output.  
Accurately converting between a torque basis and a power basis would require a greater amount 
of information to be specified about the individual propulsion systems and drivelines of each of 
the modeled PHEVs, possibly limiting the applicability of the analysis to a narrower range of 
configurations than intended.  Further, through additional research and through stakeholder 
meetings with OEMs, EPA has found that it is not unusual to encounter motor cost projections or 
targets being expressed in terms of power, such as dollars per kilowatt.  The US DRIVE cost 
targets for electric motors published by the Department of Energy are also expressed in dollars 
per kilowatt.  Finally, the cost of the power electronics that accompany a propulsion motor 
system are closely related to the power specification of the propulsion motor, and are also 
commonly projected or targeted as a function of power.  For these reasons, EPA has chosen to 
continue to scale motor and power electronics costs in terms of power rather than torque. 

Several possible sources for updated non-battery costs may become available after the June 
2016 publication of this Draft TAR but prior to the proposed determination.   

In May 2016, CARB commissioned a study on non-battery costs for strong HEVs and 
PHEVs.545  Initial results from this study may become available in late 2016 and will be 
considered for future inclusion in the EPA non-battery cost model.  EPA is also considering 
commissioning a teardown study of a BEV or PHEV through a contractor, with the goal of 
further quantifying non-battery costs for these vehicles.   
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EPA is also studying the possibility of using US DRIVE cost targets for motors and power 
electronics, based on information gained through stakeholder meetings that suggests that some 
OEMs may already be meeting or exceeding some of these targets, or are on track to do so 
within the time frame of the rule. 

EPA has also reviewed many cost estimates by applying engineering judgement informed by 
ongoing survey of industry literature, announcements of new products, and discussions with 
OEMs and suppliers. 

For this Draft TAR, EPA has continued to use the same non-battery costs as used in the 2012 
FRM with two exceptions: costs have been updated to 2013$; and, MHEV48V non-battery costs 
are new since they were not considered in the 2012 FRM. All applicable non-battery costs are 
presented in the tables below, first in terms of cost curves as were presented in the 2012 FRM, 
and then for each vehicle class at various mass reduction levels. 

Table 5.87  Linear Regressions of Strong & Plug-in Hybrid Non-Battery System Direct Manufacturing Costs 
vs Net Mass Reduction Applicable in MY2012 (2013$) 

Vehicle Class Strong HEV PHEV20 PHEV40 

Small car -$277x+$1,766 -$426x+$2,122 -$852x+$2,597 

Standard car -$412x+$1,958 -$672x+$2,443 -$1,343x+$3,175 

Large car -$737x+$2,293 -$1,390x+$3,214 -$2,780x+$4,705 

Small MPV -$349x+$1,874 -$601x+$2,344 -$1,203x+$2,997 

Large MPV -$533x+$2,164 n/a  n/a 

Truck -$683x+$2,287 n/a n/a 
Note: “x” in the equations represents the net weight reduction as a percentage. 

Table 5.88  Linear Regressions of Battery Electric Non-Battery System Direct Manufacturing Costs vs Net 
Mass Reduction Applicable in MY2016 (2013$) 

Vehicle Class EV75 EV100 EV200 

Small car -$978x+-$134 -$978x+-$134 -$978x+-$133 

Standard car -$1,542x+$526 -$1,542x+$526 -$1,542x+$527 

Large car -$3,190x+$1,365 -$3,190x+$1,365 -$3,190x+$1,366 

Small MPV -$1,381x+-$516 -$1,381x+-$516 -$1,381x+-$516 

Large MPV n/a  n/a  n/a 

Truck n/a n/a n/a 
Note: “x” in the equations represents the net weight reduction as a percentage. 

Table 5.89  Costs for MHEV48V Non-Battery Items (dollar values in 2013$) 
Vehicle Class Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $440 23  $398 $392 $386 $381 $376 $371 $367 $362 $359 

All IC Med2 2018 $168 $168 $126 $126 $125 $125 $125 $125 $125 

All TC   $567 $560 $512 $506 $501 $496 $492 $487 $483 

Note:  
DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-307 

 

 

 

Table 5.90  Costs for Strong Hybrid Non-Battery Items (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 5 DMC $1,752 23  $1,587 $1,562 $1,539 $1,517 $1,497 $1,479 $1,461 $1,444 $1,429 

SmCar 15 10 DMC $1,738 23  $1,574 $1,549 $1,526 $1,505 $1,485 $1,467 $1,449 $1,433 $1,418 

SmCar 20 15 DMC $1,725 23  $1,561 $1,537 $1,514 $1,493 $1,474 $1,455 $1,438 $1,422 $1,406 

StCar 10 5 DMC $1,937 23  $1,754 $1,727 $1,701 $1,678 $1,655 $1,635 $1,615 $1,597 $1,580 

StCar 15 10 DMC $1,917 23  $1,736 $1,708 $1,683 $1,660 $1,638 $1,617 $1,598 $1,580 $1,563 

StCar 20 15 DMC $1,896 23  $1,717 $1,690 $1,665 $1,642 $1,620 $1,600 $1,581 $1,563 $1,546 

LgCar 10 5 DMC $2,257 23  $2,043 $2,011 $1,981 $1,954 $1,928 $1,904 $1,882 $1,860 $1,840 

LgCar 15 10 DMC $2,220 23  $2,010 $1,978 $1,949 $1,922 $1,897 $1,873 $1,851 $1,830 $1,810 

LgCar 20 15 DMC $2,183 23  $1,976 $1,945 $1,917 $1,890 $1,865 $1,842 $1,820 $1,799 $1,780 

SmMPV 10 5 DMC $1,857 23  $1,681 $1,655 $1,630 $1,608 $1,586 $1,567 $1,548 $1,530 $1,514 

SmMPV 15 10 DMC $1,839 23  $1,665 $1,639 $1,615 $1,592 $1,572 $1,552 $1,533 $1,516 $1,500 

SmMPV 20 15 DMC $1,822 23  $1,649 $1,624 $1,600 $1,577 $1,557 $1,537 $1,519 $1,502 $1,485 

LgMPV 10 6 DMC $2,132 23  $1,930 $1,900 $1,872 $1,846 $1,822 $1,799 $1,778 $1,757 $1,738 

LgMPV 15 11 DMC $2,105 23  $1,906 $1,876 $1,849 $1,823 $1,799 $1,777 $1,755 $1,735 $1,717 

LgMPV 20 16 DMC $2,079 23  $1,882 $1,853 $1,825 $1,800 $1,776 $1,754 $1,733 $1,714 $1,695 

Truck 10 6 DMC $2,246 23  $2,034 $2,002 $1,972 $1,945 $1,919 $1,895 $1,873 $1,852 $1,831 

Truck 15 11 DMC $2,212 23  $2,003 $1,971 $1,942 $1,915 $1,890 $1,866 $1,844 $1,823 $1,804 

Truck 20 16 DMC $2,178 23  $1,972 $1,941 $1,912 $1,886 $1,861 $1,838 $1,816 $1,795 $1,776 

SmCar 10 5 IC High1 2018 $977 $975 $598 $598 $597 $597 $596 $595 $595 

SmCar 15 10 IC High1 2018 $969 $968 $594 $593 $592 $592 $591 $591 $590 

SmCar 20 15 IC High1 2018 $961 $960 $589 $588 $588 $587 $587 $586 $586 

StCar 10 5 IC High1 2018 $1,080 $1,078 $662 $661 $660 $660 $659 $658 $658 

StCar 15 10 IC High1 2018 $1,069 $1,067 $655 $654 $653 $653 $652 $651 $651 

StCar 20 15 IC High1 2018 $1,057 $1,055 $648 $647 $646 $646 $645 $644 $644 

LgCar 10 5 IC High1 2018 $1,258 $1,256 $771 $770 $769 $768 $767 $767 $766 

LgCar 15 10 IC High1 2018 $1,237 $1,235 $758 $757 $756 $756 $755 $754 $754 

LgCar 20 15 IC High1 2018 $1,217 $1,215 $745 $745 $744 $743 $742 $742 $741 

SmMPV 10 5 IC High1 2018 $1,035 $1,033 $634 $633 $633 $632 $631 $631 $630 

SmMPV 15 10 IC High1 2018 $1,025 $1,024 $628 $627 $627 $626 $626 $625 $624 

SmMPV 20 15 IC High1 2018 $1,016 $1,014 $622 $621 $621 $620 $620 $619 $619 

LgMPV 10 6 IC High1 2018 $1,189 $1,187 $728 $727 $727 $726 $725 $724 $724 

LgMPV 15 11 IC High1 2018 $1,174 $1,172 $719 $718 $717 $717 $716 $715 $715 

LgMPV 20 16 IC High1 2018 $1,159 $1,157 $710 $709 $708 $708 $707 $706 $706 

Truck 10 6 IC High1 2018 $1,252 $1,250 $767 $766 $765 $765 $764 $763 $763 

Truck 15 11 IC High1 2018 $1,233 $1,231 $755 $755 $754 $753 $752 $752 $751 

Truck 20 16 IC High1 2018 $1,214 $1,212 $744 $743 $742 $741 $741 $740 $739 

SmCar 10 5 TC   $2,563 $2,537 $2,137 $2,115 $2,094 $2,075 $2,057 $2,040 $2,024 

SmCar 15 10 TC   $2,543 $2,517 $2,120 $2,098 $2,078 $2,059 $2,041 $2,024 $2,008 

SmCar 20 15 TC   $2,523 $2,497 $2,103 $2,082 $2,061 $2,042 $2,024 $2,008 $1,992 

StCar 10 5 TC   $2,834 $2,805 $2,363 $2,338 $2,316 $2,294 $2,274 $2,255 $2,238 

StCar 15 10 TC   $2,804 $2,775 $2,338 $2,314 $2,291 $2,270 $2,250 $2,231 $2,214 

StCar 20 15 TC   $2,774 $2,745 $2,313 $2,289 $2,266 $2,246 $2,226 $2,207 $2,190 

LgCar 10 5 TC   $3,301 $3,267 $2,752 $2,724 $2,697 $2,672 $2,649 $2,627 $2,606 

LgCar 15 10 TC   $3,247 $3,214 $2,707 $2,679 $2,653 $2,629 $2,606 $2,584 $2,564 

LgCar 20 15 TC   $3,193 $3,160 $2,662 $2,635 $2,609 $2,585 $2,562 $2,541 $2,521 

SmMPV 10 5 TC   $2,716 $2,688 $2,264 $2,241 $2,219 $2,199 $2,179 $2,161 $2,144 

SmMPV 15 10 TC   $2,691 $2,663 $2,243 $2,220 $2,198 $2,178 $2,159 $2,141 $2,124 

SmMPV 20 15 TC   $2,665 $2,637 $2,222 $2,199 $2,177 $2,157 $2,138 $2,121 $2,104 

LgMPV 10 6 TC   $3,119 $3,087 $2,600 $2,573 $2,548 $2,525 $2,503 $2,482 $2,462 

LgMPV 15 11 TC   $3,080 $3,048 $2,568 $2,541 $2,516 $2,493 $2,471 $2,451 $2,432 
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LgMPV 20 16 TC   $3,041 $3,009 $2,535 $2,509 $2,485 $2,462 $2,440 $2,420 $2,401 

Truck 10 6 TC   $3,286 $3,252 $2,739 $2,711 $2,685 $2,660 $2,637 $2,615 $2,594 

Truck 15 11 TC   $3,236 $3,202 $2,698 $2,670 $2,644 $2,620 $2,597 $2,575 $2,555 

Truck 20 16 TC   $3,186 $3,153 $2,656 $2,629 $2,603 $2,579 $2,557 $2,535 $2,515 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.91  Costs for 20 Mile Plug-in Hybrid Non-Battery Items (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 15 6 DMC $2,097 23  $1,898 $1,869 $1,841 $1,815 $1,792 $1,769 $1,748 $1,728 $1,710 

SmCar 20 11 DMC $2,075 23  $1,879 $1,850 $1,822 $1,797 $1,773 $1,751 $1,730 $1,711 $1,692 

StCar 15 6 DMC $2,402 23  $2,175 $2,141 $2,109 $2,080 $2,053 $2,027 $2,003 $1,980 $1,959 

StCar 20 11 DMC $2,369 23  $2,145 $2,111 $2,080 $2,051 $2,024 $1,999 $1,975 $1,953 $1,931 

LgCar 15 5 DMC $3,145 23  $2,847 $2,803 $2,761 $2,723 $2,687 $2,654 $2,622 $2,592 $2,564 

LgCar 20 10 DMC $3,075 23  $2,784 $2,741 $2,700 $2,663 $2,628 $2,595 $2,564 $2,535 $2,508 

SmMPV 15 6 DMC $2,307 23  $2,089 $2,056 $2,026 $1,998 $1,972 $1,947 $1,924 $1,902 $1,882 

SmMPV 20 11 DMC $2,277 23  $2,062 $2,030 $2,000 $1,972 $1,946 $1,922 $1,899 $1,877 $1,857 

LgMPV 15 4 DMC $2,797 23  $2,533 $2,493 $2,456 $2,422 $2,390 $2,360 $2,332 $2,306 $2,281 

LgMPV 20 9 DMC $2,750 23  $2,490 $2,450 $2,414 $2,381 $2,349 $2,320 $2,293 $2,267 $2,242 

Truck 15 6 DMC $2,943 23  $2,664 $2,623 $2,584 $2,548 $2,514 $2,483 $2,454 $2,426 $2,400 

Truck 20 11 DMC $2,884 23  $2,611 $2,571 $2,533 $2,497 $2,465 $2,434 $2,405 $2,378 $2,352 

SmCar 15 6 IC High1 2018 $1,169 $1,167 $716 $715 $714 $714 $713 $712 $712 

SmCar 20 11 IC High1 2018 $1,157 $1,155 $709 $708 $707 $707 $706 $705 $705 

StCar 15 6 IC High1 2018 $1,339 $1,337 $820 $819 $819 $818 $817 $816 $816 

StCar 20 11 IC High1 2018 $1,321 $1,318 $809 $808 $807 $806 $806 $805 $804 

LgCar 15 5 IC High1 2018 $1,753 $1,750 $1,074 $1,073 $1,072 $1,071 $1,070 $1,069 $1,068 

LgCar 20 10 IC High1 2018 $1,714 $1,712 $1,050 $1,049 $1,048 $1,047 $1,046 $1,045 $1,044 

SmMPV 15 6 IC High1 2018 $1,286 $1,284 $788 $787 $786 $786 $785 $784 $783 

SmMPV 20 11 IC High1 2018 $1,270 $1,267 $778 $777 $776 $775 $775 $774 $773 

LgMPV 15 4 IC High1 2018 $1,559 $1,557 $955 $954 $953 $952 $951 $950 $950 

LgMPV 20 9 IC High1 2018 $1,533 $1,530 $939 $938 $937 $936 $935 $934 $934 

Truck 15 6 IC High1 2018 $1,640 $1,638 $1,005 $1,004 $1,003 $1,002 $1,001 $1,000 $999 

Truck 20 11 IC High1 2018 $1,608 $1,605 $985 $984 $983 $982 $981 $980 $979 

SmCar 15 6 TC   $3,067 $3,035 $2,557 $2,531 $2,506 $2,483 $2,461 $2,441 $2,421 

SmCar 20 11 TC   $3,036 $3,005 $2,531 $2,505 $2,481 $2,458 $2,436 $2,416 $2,397 

StCar 15 6 TC   $3,514 $3,478 $2,930 $2,900 $2,871 $2,845 $2,820 $2,797 $2,775 

StCar 20 11 TC   $3,465 $3,429 $2,889 $2,859 $2,831 $2,805 $2,781 $2,758 $2,736 

LgCar 15 5 TC   $4,600 $4,553 $3,835 $3,796 $3,759 $3,724 $3,692 $3,661 $3,632 

LgCar 20 10 TC   $4,499 $4,452 $3,751 $3,712 $3,676 $3,642 $3,610 $3,580 $3,552 

SmMPV 15 6 TC   $3,376 $3,341 $2,814 $2,785 $2,758 $2,733 $2,709 $2,686 $2,665 

SmMPV 20 11 TC   $3,332 $3,297 $2,778 $2,749 $2,722 $2,697 $2,673 $2,651 $2,630 

LgMPV 15 4 TC   $4,092 $4,050 $3,411 $3,376 $3,343 $3,312 $3,284 $3,256 $3,230 

LgMPV 20 9 TC   $4,022 $3,981 $3,353 $3,319 $3,286 $3,256 $3,228 $3,201 $3,176 

Truck 15 6 TC   $4,305 $4,260 $3,589 $3,552 $3,517 $3,485 $3,454 $3,426 $3,399 

Truck 20 11 TC   $4,219 $4,176 $3,518 $3,481 $3,447 $3,416 $3,386 $3,358 $3,331 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.92  Costs for 40 Mile Plug-in Hybrid Non-Battery Items (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 20 6 DMC $2,546 23  $2,305 $2,269 $2,235 $2,204 $2,175 $2,148 $2,122 $2,098 $2,076 

StCar 20 5 DMC $3,108 23  $2,814 $2,770 $2,729 $2,691 $2,656 $2,623 $2,592 $2,562 $2,534 

LgCar 20 3 DMC $4,622 23  $4,185 $4,119 $4,058 $4,002 $3,949 $3,900 $3,854 $3,810 $3,769 

SmMPV 20 7 DMC $2,912 23  $2,637 $2,596 $2,557 $2,522 $2,489 $2,457 $2,428 $2,401 $2,375 

LgMPV 20 0 DMC $3,850 23  $3,486 $3,432 $3,381 $3,334 $3,290 $3,249 $3,210 $3,174 $3,140 

Truck 20 5 DMC $4,133 23  $3,742 $3,683 $3,629 $3,579 $3,532 $3,487 $3,446 $3,407 $3,370 

SmCar 20 6 IC High1 2018 $1,419 $1,417 $869 $868 $867 $867 $866 $865 $864 

StCar 20 5 IC High1 2018 $1,733 $1,730 $1,062 $1,060 $1,059 $1,058 $1,057 $1,056 $1,055 

LgCar 20 3 IC High1 2018 $2,577 $2,572 $1,578 $1,577 $1,575 $1,573 $1,572 $1,571 $1,569 

SmMPV 20 7 IC High1 2018 $1,624 $1,621 $995 $993 $992 $991 $991 $990 $989 

LgMPV 20 0 IC High1 2018 $2,147 $2,143 $1,315 $1,314 $1,312 $1,311 $1,310 $1,308 $1,307 

Truck 20 5 IC High1 2018 $2,304 $2,300 $1,411 $1,410 $1,408 $1,407 $1,406 $1,404 $1,403 

SmCar 20 6 TC   $3,724 $3,685 $3,105 $3,073 $3,043 $3,015 $2,988 $2,963 $2,940 

StCar 20 5 TC   $4,547 $4,500 $3,791 $3,752 $3,715 $3,681 $3,649 $3,618 $3,590 

LgCar 20 3 TC   $6,761 $6,692 $5,637 $5,579 $5,524 $5,473 $5,426 $5,381 $5,338 

SmMPV 20 7 TC   $4,261 $4,216 $3,552 $3,515 $3,481 $3,449 $3,419 $3,390 $3,364 

LgMPV 20 0 TC   $5,633 $5,575 $4,696 $4,648 $4,602 $4,560 $4,520 $4,482 $4,447 

Truck 20 5 TC   $6,046 $5,984 $5,041 $4,989 $4,940 $4,894 $4,852 $4,811 $4,773 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.93  Costs for 75 Mile BEV Non-Battery Items (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 10 DMC -$232 28  -$226 -$222 -$217 -$213 -$210 -$207 -$203 -$201 -$198 

SmCar 15 15 DMC -$281 28  -$274 -$268 -$263 -$258 -$254 -$250 -$246 -$243 -$240 

SmCar 20 20 DMC -$329 28  -$322 -$315 -$309 -$303 -$298 -$294 -$289 -$285 -$282 

StCar 10 10 DMC $371 28  $363 $355 $348 $342 $336 $331 $326 $322 $317 

StCar 15 15 DMC $294 28  $288 $282 $276 $271 $267 $262 $258 $255 $252 

StCar 20 20 DMC $217 28  $212 $208 $204 $200 $197 $194 $191 $188 $186 

LgCar 10 10 DMC $1,046 28  $1,022 $1,000 $981 $963 $947 $932 $918 $905 $894 

LgCar 15 15 DMC $886 28  $866 $848 $831 $816 $802 $790 $778 $767 $757 

LgCar 20 20 DMC $727 28  $710 $695 $681 $669 $658 $648 $638 $629 $621 

SmMPV 10 10 DMC -$654 28  -$639 -$626 -$614 -$603 -$593 -$583 -$575 -$567 -$559 

SmMPV 15 15 DMC -$723 28  -$707 -$692 -$678 -$666 -$655 -$645 -$635 -$626 -$618 

SmMPV 20 20 DMC -$792 28  -$774 -$758 -$743 -$730 -$718 -$706 -$696 -$686 -$677 

LgMPV 10 5 DMC $359 28  $351 $343 $337 $331 $325 $320 $315 $311 $307 

LgMPV 15 10 DMC $250 28  $244 $239 $234 $230 $226 $223 $219 $216 $213 

LgMPV 20 15 DMC $141  28  $137 $134 $132 $129 $127 $125 $123 $122 $120 

Truck 10 10 DMC -$653 28  -$638 -$624 -$612 -$601 -$591 -$582 -$573 -$565 -$558 

Truck 15 15 DMC -$787 28  -$769 -$753 -$738 -$725 -$713 -$701 -$691 -$682 -$673 

Truck 20 20 DMC -$921 28  -$900 -$881 -$864 -$848 -$834 -$821 -$809 -$798 -$787 

SmCar 10 10 IC High2 2024 $178 $178 $177 $177 $177 $177 $176 $176 $113 

SmCar 15 15 IC High2 2024 $216 $215 $215 $214 $214 $214 $214 $213 $137 

SmCar 20 20 IC High2 2024 $253 $253 $252 $252 $251 $251 $251 $250 $161 

StCar 10 10 IC High2 2024 $285 $285 $284 $284 $283 $283 $283 $282 $182 

StCar 15 15 IC High2 2024 $226 $226 $225 $225 $225 $224 $224 $224 $144 

StCar 20 20 IC High2 2024 $167 $167 $166 $166 $166 $166 $165 $165 $106 

LgCar 10 10 IC High2 2024 $803 $802 $800 $799 $798 $797 $796 $795 $512 

LgCar 15 15 IC High2 2024 $681 $680 $678 $677 $676 $675 $674 $674 $434 

LgCar 20 20 IC High2 2024 $558 $557 $556 $555 $555 $554 $553 $552 $356 

SmMPV 10 10 IC High2 2024 $503 $502 $501 $500 $499 $499 $498 $497 $320 

SmMPV 15 15 IC High2 2024 $556 $555 $554 $553 $552 $551 $551 $550 $354 

SmMPV 20 20 IC High2 2024 $609 $608 $607 $606 $605 $604 $603 $602 $388 

LgMPV 10 5 IC High2 2024 $276 $275 $275 $274 $274 $273 $273 $273 $176 

LgMPV 15 10 IC High2 2024 $192 $192 $191 $191 $191 $190 $190 $190 $122 

LgMPV 20 15 IC High2 2024 $108 $108 $108 $107 $107 $107 $107 $107 $69 

Truck 10 10 IC High2 2024 $502 $501 $500 $499 $498 $498 $497 $496 $320 

Truck 15 15 IC High2 2024 $605 $604 $602 $601 $601 $600 $599 $598 $385 

Truck 20 20 IC High2 2024 $708 $706 $705 $704 $703 $702 $701 $700 $451 

SmCar 10 10 TC   -$48 -$44 -$40 -$36 -$33 -$30 -$27 -$24 -$85 

SmCar 15 15 TC   -$59 -$53 -$48 -$44 -$40 -$36 -$33 -$30 -$102 

SmCar 20 20 TC   -$69 -$62 -$57 -$52 -$47 -$43 -$39 -$35 -$120 

StCar 10 10 TC   $648 $640 $633 $626 $620 $614 $609 $604 $499 

StCar 15 15 TC   $514 $507 $501 $496 $491 $487 $483 $479 $396 

StCar 20 20 TC   $379 $374 $370 $366 $363 $359 $356 $353 $292 

LgCar 10 10 TC   $1,825 $1,802 $1,781 $1,762 $1,745 $1,729 $1,714 $1,700 $1,405 

LgCar 15 15 TC   $1,547 $1,527 $1,509 $1,493 $1,479 $1,465 $1,453 $1,441 $1,191 

LgCar 20 20 TC   $1,268 $1,252 $1,238 $1,225 $1,213 $1,201 $1,191 $1,182 $977 

SmMPV 10 10 TC   -$136 -$124 -$113 -$103 -$93 -$85 -$77 -$69 -$239 

SmMPV 15 15 TC   -$151 -$137 -$125 -$113 -$103 -$93 -$85 -$76 -$264 

SmMPV 20 20 TC   -$165 -$150 -$137 -$124 -$113 -$102 -$93 -$84 -$289 

LgMPV 10 5 TC   $626 $618 $611 $605 $599 $593 $588 $584 $482 

LgMPV 15 10 TC   $436 $430 $425 $421 $417 $413 $409 $406 $336 

LgMPV 20 15 TC   $245 $242 $239 $237 $235 $232 $230 $229 $189 

Truck 10 10 TC   -$136 -$124 -$112 -$102 -$93 -$84 -$76 -$69 -$238 

Truck 15 15 TC   -$164 -$149 -$136 -$123 -$112 -$102 -$92 -$83 -$287 

Truck 20 20 TC   -$192 -$175 -$159 -$144 -$131 -$119 -$108 -$97 -$336 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.94  Costs for 100 Mile BEV Non-Battery Items (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 8 DMC -$212 28  -$207 -$203 -$199 -$195 -$192 -$189 -$186 -$184 -$181 

SmCar 15 13 DMC -$261 28  -$255 -$250 -$245 -$240 -$236 -$233 -$229 -$226 -$223 

SmCar 20 18 DMC -$310 28  -$303 -$296 -$291 -$285 -$281 -$276 -$272 -$268 -$265 

StCar 10 7 DMC $418 28  $408 $399 $392 $385 $378 $372 $367 $362 $357 

StCar 15 12 DMC $341 28  $333 $326 $319 $314 $308 $304 $299 $295 $291 

StCar 20 17 DMC $264 28  $257 $252 $247 $243 $239 $235 $231 $228 $225 

LgCar 10 8 DMC $1,110 28  $1,084 $1,061 $1,040 $1,022 $1,005 $989 $974 $961 $948 

LgCar 15 13 DMC $950 28  $928 $909 $891 $875 $860 $847 $834 $823 $812 

LgCar 20 18 DMC $791 28  $772 $756 $741 $728 $716 $705 $694 $685 $676 

SmMPV 10 7 DMC -$613 28  -$599 -$586 -$575 -$564 -$555 -$546 -$538 -$531 -$524 

SmMPV 15 12 DMC -$682 28  -$666 -$652 -$640 -$628 -$618 -$608 -$599 -$591 -$583 

SmMPV 20 17 DMC -$751 28  -$734 -$718 -$704 -$692 -$680 -$669 -$659 -$650 -$642 

LgMPV 10 3 DMC $403 28  $393 $385 $378 $371 $365 $359 $353 $349 $344 

LgMPV 15 8 DMC $293 28  $287 $281 $275 $270 $266 $261 $258 $254 $251 

LgMPV 20 13 DMC $184  28  $180 $176 $173 $170 $167 $164 $162 $160 $157 

Truck 10 7 DMC -$572 28  -$559 -$547 -$537 -$527 -$518 -$510 -$503 -$496 -$489 

Truck 15 12 DMC -$707 28  -$690 -$676 -$663 -$651 -$640 -$630 -$620 -$612 -$604 

Truck 20 17 DMC -$841 28  -$821 -$804 -$788 -$774 -$761 -$749 -$738 -$728 -$718 

SmCar 10 8 IC High2 2024 $163 $163 $162 $162 $162 $162 $161 $161 $104 

SmCar 15 13 IC High2 2024 $201 $200 $200 $199 $199 $199 $199 $198 $128 

SmCar 20 18 IC High2 2024 $238 $238 $237 $237 $236 $236 $236 $236 $152 

StCar 10 7 IC High2 2024 $321 $320 $320 $319 $319 $318 $318 $318 $204 

StCar 15 12 IC High2 2024 $262 $261 $261 $260 $260 $260 $259 $259 $167 

StCar 20 17 IC High2 2024 $202 $202 $202 $201 $201 $201 $201 $200 $129 

LgCar 10 8 IC High2 2024 $853 $851 $849 $848 $847 $846 $844 $843 $543 

LgCar 15 13 IC High2 2024 $730 $729 $727 $726 $725 $724 $723 $722 $465 

LgCar 20 18 IC High2 2024 $607 $606 $605 $604 $603 $602 $602 $601 $387 

SmMPV 10 7 IC High2 2024 $471 $470 $469 $468 $468 $467 $467 $466 $300 

SmMPV 15 12 IC High2 2024 $524 $523 $522 $521 $520 $520 $519 $518 $334 

SmMPV 20 17 IC High2 2024 $577 $576 $575 $574 $573 $572 $572 $571 $368 

LgMPV 10 3 IC High2 2024 $309 $309 $308 $308 $307 $307 $306 $306 $197 

LgMPV 15 8 IC High2 2024 $225 $225 $225 $224 $224 $224 $223 $223 $144 

LgMPV 20 13 IC High2 2024 $142 $141 $141 $141 $141 $140 $140 $140 $90 

Truck 10 7 IC High2 2024 $440 $439 $438 $437 $437 $436 $436 $435 $280 

Truck 15 12 IC High2 2024 $543 $542 $541 $540 $539 $538 $538 $537 $346 

Truck 20 17 IC High2 2024 $646 $645 $644 $643 $642 $641 $640 $639 $412 

SmCar 10 8 TC   -$44 -$40 -$37 -$33 -$30 -$27 -$25 -$22 -$77 

SmCar 15 13 TC   -$54 -$49 -$45 -$41 -$37 -$34 -$31 -$28 -$95 

SmCar 20 18 TC   -$65 -$59 -$53 -$49 -$44 -$40 -$36 -$33 -$113 

StCar 10 7 TC   $729 $720 $711 $704 $697 $691 $685 $679 $561 

StCar 15 12 TC   $594 $587 $580 $574 $568 $563 $558 $554 $458 

StCar 20 17 TC   $460 $454 $449 $444 $440 $436 $432 $429 $354 

LgCar 10 8 TC   $1,936 $1,912 $1,890 $1,870 $1,851 $1,834 $1,819 $1,804 $1,491 

LgCar 15 13 TC   $1,658 $1,637 $1,618 $1,601 $1,585 $1,571 $1,557 $1,545 $1,277 

LgCar 20 18 TC   $1,380 $1,362 $1,346 $1,332 $1,319 $1,307 $1,296 $1,285 $1,062 

SmMPV 10 7 TC   -$128 -$116 -$106 -$96 -$87 -$79 -$72 -$65 -$224 

SmMPV 15 12 TC   -$142 -$129 -$118 -$107 -$97 -$88 -$80 -$72 -$249 

SmMPV 20 17 TC   -$157 -$142 -$129 -$118 -$107 -$97 -$88 -$79 -$274 

LgMPV 10 3 TC   $703 $694 $686 $678 $672 $666 $660 $655 $541 

LgMPV 15 8 TC   $512 $506 $500 $494 $490 $485 $481 $477 $394 

LgMPV 20 13 TC   $322 $317 $314 $310 $307 $305 $302 $300 $248 

Truck 10 7 TC   -$119 -$108 -$99 -$90 -$81 -$74 -$67 -$61 -$209 

Truck 15 12 TC   -$147 -$134 -$122 -$111 -$101 -$91 -$83 -$75 -$258 

Truck 20 17 TC   -$175 -$159 -$145 -$132 -$120 -$109 -$98 -$89 -$307 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.95  Costs for 200 Mile BEV Non-Battery Items (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 20 8 DMC -$211 28 -$206 -$202 -$198 -$194 -$191 -$188 -$185 -$183 -$180 

StCar 20 8 DMC $403 28 $394 $386 $378 $371 $365 $359 $354 $349 $345 

LgCar 20 10 DMC $1,047 28 $1,023 $1,001 $982 $964 $948 $933 $920 $907 $895 

SmMPV 20 8 DMC -$626 28 -$612 -$599 -$587 -$577 -$567 -$558 -$550 -$542 -$535 

LgMPV 20 4 DMC $380 28 $372 $364 $357 $350 $344 $339 $334 $329 $325 

Truck 20 8 DMC -$597 28 -$583 -$571 -$560 -$550 -$540 -$532 -$524 -$517 -$510 

SmCar 20 8 IC High2 2024 $162 $162 $161 $161 $161 $161 $160 $160 $103 

StCar 20 8 IC High2 2024 $310 $309 $309 $308 $308 $307 $307 $307 $197 

LgCar 20 10 IC High2 2024 $805 $803 $802 $800 $799 $798 $797 $796 $513 

SmMPV 20 8 IC High2 2024 $481 $480 $479 $479 $478 $477 $477 $476 $307 

LgMPV 20 4 IC High2 2024 $292 $292 $291 $291 $290 $290 $289 $289 $186 

Truck 20 8 IC High2 2024 $459 $458 $457 $456 $455 $455 $454 $454 $292 

SmCar 20 8 TC   -$44 -$40 -$36 -$33 -$30 -$27 -$25 -$22 -$77 

StCar 20 8 TC   $704 $695 $687 $679 $673 $667 $661 $656 $542 

LgCar 20 10 TC   $1,828 $1,804 $1,784 $1,765 $1,747 $1,731 $1,716 $1,703 $1,407 

SmMPV 20 8 TC   -$131 -$119 -$108 -$98 -$89 -$81 -$73 -$66 -$229 

LgMPV 20 4 TC   $664 $655 $648 $641 $635 $629 $623 $619 $511 

Truck 20 8 TC   -$125 -$113 -$103 -$94 -$85 -$77 -$70 -$63 -$218 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

Table 5.96  Costs for In-Home Charger Associated with 20 Mile Plug-in Hybrid (dollar values in 2013$) 
Vehicle Class Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $32 26  $52 $49 $46 $44 $42 $40 $39 $37 $36 

All IC High1 2024 $19 $19 $19 $19 $19 $19 $19 $19 $11 

All TC   $72 $68 $65 $63 $61 $59 $57 $56 $47 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

Table 5.97  Costs for In-Home Charger Associated with 40 Mile Plug-in Hybrid (dollar values in 2013$) 
Vehicle Class Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar DMC $169 26 $273 $256 $242 $231 $220 $211 $203 $196 $190 

StCar DMC $197 26 $317 $298 $282 $268 $256 $246 $236 $228 $221 

LgCar DMC $215 26 $347 $326 $308 $293 $280 $268 $258 $249 $241 

SmMPV DMC $215 26 $347 $326 $308 $293 $280 $268 $258 $249 $241 

LgMPV DMC $215 26 $347 $326 $308 $293 $280 $268 $258 $249 $241 

Truck DMC $215 26 $347 $326 $308 $293 $280 $268 $258 $249 $241 

SmCar IC High1 2024 $102 $101 $100 $99 $99 $98 $98 $97 $59 

StCar IC High1 2024 $119 $117 $116 $116 $115 $114 $113 $113 $69 

LgCar IC High1 2024 $130 $128 $127 $126 $125 $125 $124 $123 $75 

SmMPV IC High1 2024 $130 $128 $127 $126 $125 $125 $124 $123 $75 

LgMPV IC High1 2024 $130 $128 $127 $126 $125 $125 $124 $123 $75 

Truck IC High1 2024 $130 $128 $127 $126 $125 $125 $124 $123 $75 

SmCar TC   $375 $357 $343 $330 $319 $310 $301 $294 $249 

StCar TC   $436 $415 $398 $383 $371 $360 $350 $341 $289 

LgCar TC   $477 $454 $435 $419 $405 $393 $382 $373 $316 

SmMPV TC   $477 $454 $435 $419 $405 $393 $382 $373 $316 

LgMPV TC   $477 $454 $435 $419 $405 $393 $382 $373 $316 

Truck TC   $477 $454 $435 $419 $405 $393 $382 $373 $316 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.98  Costs for In-Home Charger Associated with All BEVs (dollar values in 2013$) 
Vehicle Class & 

Range 
Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $215 26  $347 $326 $308 $293 $280 $268 $258 $249 $241 

All IC High1 2024 $130 $128 $127 $126 $125 $125 $124 $123 $75 

All TC   $477 $454 $435 $419 $405 $393 $382 $373 $316 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

Table 5.99  Costs for Labor Associated with All In-Home Chargers for Plug-in & BEV (dollar values in 
2013$) 

Vehicle Class & 
Range 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $1075 1  $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 

All IC None n/a $0 $0 $0 $0 $0 $0 $0 $0 $0 

All TC   $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 $1,075 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

5.3.4.3.7 Cost of Batteries for xEVs 

In order to develop cost estimates for electrified vehicles, it is necessary to determine the 
specifications of battery and non-battery components that can deliver the desired energy 
management, driving range and acceleration performance goals.  Once known, their properties 
can then be input to a costing methodology to develop detailed projections of their cost. 

Battery costs have many drivers, and future cost projections derived by any methodology are 
subject to significant uncertainties. The choice of costing methodology is therefore an important 
consideration. For costing of battery components, EPA uses BatPaC,546 a peer-reviewed battery 
costing model developed by Argonne National Laboratory (ANL).  As described later in Section 
5.3.4.3.7.3, the ANL BatPaC model employs a rigorous, bottom-up, bill-of-materials approach to 
battery cost analysis, and has undergone continual development and review since the 2012 FRM.  

BatPaC requires numerous input assumptions, including battery energy capacity, battery 
output power, and many other assumptions describing the chemistry, construction, and other 
aspects of the battery.  

A first step in this process is the determination of battery energy capacity and battery output 
power.  The following sections describe: (a) how EPA determined battery energy capacity and 
power for a population of modeled electrified vehicles; (b) how EPA selected other input 
assumptions to BatPaC that influence battery cost, and (c) how the inputs and assumptions that 
EPA employed in the FRM analysis were updated for this Draft TAR analysis. Source data for 
many of the charts in this section are available in the Docket.547 

5.3.4.3.7.1 Battery Sizing Methodology for BEVs and PHEVs 

This section discusses how EPA sized the batteries for BEVs and PHEVs (referred to 
collectively here as PEVs).  For HEVs, EPA used a different methodology that is described in 
the next section. 
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Sizing a PEV battery pack primarily involves determining the necessary energy storage 
capacity (in kWh) and power capability (in kW) to provide a desired driving range and level of 
acceleration performance.  Energy storage capacity has a strong influence on the weight of the 
pack as well as its overall cost because it determines the amount of active energy storage 
material that must be included in the battery.   Power capability has an influence on weight and 
also has a strong influence on cost because it determines how the materials are arranged as well 
as the relative proportion of active materials to inactive materials in each cell. 

Because most PEV battery chemistries are known to experience degradation in power and 
energy capacity over time (also known as power fade and capacity loss respectively), it is also 
important to consider how performance at end-of-life might differ from beginning-of-life, and 
consider the need for increasing the target capacity or power to ensure that performance goals 
can be met for the life of the vehicle. 

The choice of battery energy capacity is primarily a function of the energy efficiency of the 
vehicle and the target driving range.  Because range may decline over time due to battery 
degradation, this raises the question of whether the target range should be considered a 
beginning-of-life or end-of-life criterion.  Current regulatory practice, as exemplified by the EPA 
labeling guidelines for PHEVs and BEVs,548 measures range at beginning-of-life and omits any 
adjustment for future capacity degradation.  For PHEVs, however, current regulatory practice for 
the EPA GHG standards effectively requires vehicle manufacturers to consider degradation in 
range as it will directly affect the calculated in-use emissions when tested for compliance at any 
time during full useful life.AAA  Accordingly, for PHEVs, manufacturers typically use a 
combination of battery oversizing and an energy management strategy that provides for a 
consistent range throughout the useful life.  For BEVs, however, rather than oversizing the 
battery sufficiently to maintain the original EPA range over time, manufacturers have tended to 
make the customer aware of the possibility of range loss and in some cases have warranted the 
battery to a specified degree of capacity retention over a specified period of time.  For example, 
Nissan warrants their 24-kWh Leaf battery to retain nine of 12 capacity bars (corresponding to 
about 70 percent capacity) for 60 months or 60,000 miles, and warrants their 30-kWh battery for 
96 months or 100,000 miles.  As another example, Tesla does not warrant against a specific 
degree of capacity loss but makes it clear that some capacity loss is normal and provides the 
customer with recommendations for preserving battery capacity. 

The choice of battery power capability is primarily governed by vehicle performance 
expectations.   In the case of BEVs and many longer-range PHEVs, the battery is sufficiently 
large that its power capability is likely to naturally exceed that needed for acceleration 
performance alone.  These batteries effectively have a power reserve that provides a natural 
buffer against power fade.  Smaller batteries, such as those of shorter-range PHEVs, may lack 
this advantage and may need to be sized deliberately to meet a target power capability, in which 

                                                 
AAA As noted in Section 5.3.4.3.4, PHEV GHG emissions are calculated using the SAE J1711 utility factor and 

AER.  Accordingly, if range degrades during useful life, the utility factor correction would change and thus, the 
calculated GHG emissions would increase.  As EPA's GHG emission standards are full useful life standards and 
vehicles are considered noncompliant if their emissions exceed the certified emission level by more than 10 
percent during the useful life, manufacturers must account for degradation or risk exceeding the GHG standards 
in-use.   
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case power fade should be factored in to the sizing process because it could lead to loss of 
performance and loss of utility factor over the life of the vehicle.   

At the time of the 2012 FRM, the task of assigning battery capacity and power for the many 
PEV configurations to be analyzed was a very difficult task, with few well-developed techniques 
and tools available.  Further, it was necessary to choose assumptions to reflect an expected state 
of technology in the 2020-2025 time frame, even though few production vehicles were available 
at the time to either serve as a reference for the current state of technology or to establish trends 
for its advancement.  As described below, the EPA methodology therefore employed a wide 
variety of simplifying assumptions and estimation methods in order to conduct the effort in a 
practical way while using calculation tools that are easily accessible to external reviewers. 

For the FRM analysis, EPA determined battery energy capacities and power capabilities for 
modeled PEVs using a spreadsheet-based sizing methodology that was described in Section 
3.4.3.8.1 of the 2012 TSD.  Because battery capacity and power requirements are strongly 
influenced by vehicle weight, and battery weight is a function of capacity and power while also 
being a large component of vehicle weight, sizing the battery for a BEV or PHEV requires an 
iterative solution.  This problem is well suited to the iteration function available in common 
spreadsheet software.  A spreadsheet-based methodology was therefore selected as being 
sufficiently powerful while remaining accessible to public inspection using standard 
commercially available software.  EPA used Microsoft Excel for this purpose, with the Iteration 
setting enabled and set to 100 iterations. 

This Draft TAR analysis is based on the same methodology, with significant refinements to 
reflect developments in the industry since the FRM and to improve the fidelity of the sizing 
estimates.  The general methodology is reviewed below, followed by a review of the 
refinements. 

EPA built a battery and motor sizing methodology to estimate the required battery capacity 
and power output capability for a large array of modeled PEVs.  The array included five 
electrified vehicle types (EV75, EV100, EV200, PHEV20, and PHEV40), six baseline vehicle 
classes of different curb weights (Small Car, Standard Car, Large Car, Small MPV, Large MPV, 
and Truck); and five levels of target curb weight reduction (0, 2, 7.5, 10, and 20 percent).  This 
resulted in a total of 150 PEV vehicle instances,BBB each characterized by a driving range, a 
baseline curb weight, and a level of target curb weight reduction, as shown in Figure 5.108.  A 
sizing spreadsheet determined battery energy capacities and battery power requirements for each 
vehicle, in conjunction with ANL BatPaC which determined battery specific energy (kWh/kg) 
for use by the sizing spreadsheet, and ultimately a pack cost estimate.  Pack cost, electric drive 
power ratings, and the necessary level of mass reduction applied to the glider (the baseline 
vehicle minus powertrain components) for each vehicle were then utilized by the OMEGA 
model. 

                                                 
BBB For each of the 150 vehicles, two battery cathode chemistries (NMC622 and blended LMO/NMC) and four 

production volumes (50K, 125K, 250K and 450K) were also considered, resulting in the generation of 1,200 
individual battery cost estimates. 
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Figure 5.108  EPA PEV Battery and Motor Sizing Method 

 

Method for Sizing of Battery Energy Capacity 

Battery energy capacity was considered to be a function of desired driving range (mi) and 
vehicle energy consumption (Wh/mi).   

Driving range was defined by the various range configurations (EV75, EV100, EV200, 
PHEV20, and PHEV40) and was considered to be an approximate real-world, EPA-label range.   
The 2012 FRM analysis considered  PHEV range to be an all-electric range without assistance 
from the engine under any vehicle operating conditions, and therefore all PHEVs in that analysis 
were modeled with a range-extended electric vehicle (REEV) architecture rather than a blended-
operation architecture.  The Draft TAR analysis modifies this approach by adopting a blended 
configuration for PHEV20 but retaining REEV configuration for PHEV40. 

Energy consumption had to be estimated by an appropriate method that took into account the 
weight of the battery necessary to deliver this range, and many other factors. 

To estimate energy consumption for a given PEV instance, first its curb weight was estimated 
as equal to the curb weight CWbase of the corresponding baseline conventional vehicle, modified 
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by any applicable curb weight reduction WRtarget (2, 7.5, 10, or 20 percent), and further modified 
by subtraction of the weight of conventional powertrain components (for BEVs) and addition of 
the weight of electric content (for BEVs and PHEVs), as shown in Equation 2 through Equation 
5.   

Equation 2.   Target curb weight reduction 

WRtarget = %WR ∗ CWbase  

Equation 3.  Weight-reduced curb weight 

CWbase_reduced = CWbase − WRtarget 

Equation 4.   Raw curb weight of BEV 

CWBEV = CWbase_reduced − WICE_powertrain + Welectric_content 

Equation 5.   Raw curb weight of PHEV 

CWPHEV = CWbase_reduced + Welectric_content 

The curb weights CWbase of conventional baseline vehicles (detailed in Table 5.109 on page 
5-331) were derived from the applicable MY baseline fleet (MY2008 in the FRM, updated to 
MY2014 in this Draft TAR analysis) for each vehicle class (Small Car, Standard Car, Large Car, 
Small MPV, Large MPV, and Truck).   

The assumed weights of the removed conventional powertrain components (WICE_powertrain) 
varied for the six vehicle classes and are shown in Table 5.100.   

Table 5.100  Baseline ICE-Powertrain Weight Assumptions (Pounds), By Vehicle Class 

Class Engine Transmission* Fuel system* Engine mounts* Exhaust 12V battery Total 

Small car 250 125 50 25 20 25 495 

Std car 300 150 60 25 25 30 590 

Large car 375 175 70 25 30 35 710 

Small MPV 300 150 60 25 25 30 590 

Large MPV 400 200 80 25 30 40 775 

Truck 550 200 100 25 40 50 965 
Note: 
*Transmission minus differential; fuel system 50% fill; engine mounts include NVH treatments. 

Electric content weight (Welectric_content) consisted of estimated battery weight and electric drive 
weight (motor and power electronics).  Since the weight of this content is strongly influenced by 
total vehicle weight and many other variables, it is not a constant figure but is iteratively 
computed by the spreadsheet.  The computation included estimates of battery specific energy and 
motor specific power applicable to the 2020 time frame.  While the FRM used a fixed value for 
specific energy, this Draft TAR analysis utilizes a direct link to BatPaC to pull in dynamically 
updated values, as described later.  For BEVs, a gearbox weight of 50 pounds was also added. 

The "raw" curb weight calculations of Equation 4 and Equation 5, if used directly, would 
typically generate estimated PEV curb weights that are significantly larger than the curb weights 
of the baseline vehicles on which they are based, due to the added weight of the large battery 
which may weigh more than the removed components.  For several reasons noted below, EPA 
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chose to further constrain the iteration by forcing the projected curb weight (CWBEV or CWPHEV) 
of each PEV to match the curb weight (CWbase_reduced) of the corresponding baseline vehicle.  In 
order to achieve this objective, EPA solved for the exact percentage of mass reduction that would 
need to be applied to the glider in order to offset the difference in curb weight, and applied that 
level of mass reduction to cause the curb weights to match.  In cases where more than 20 percent 
mass reduction technology would have been necessary to offset the difference, it was capped at 
20 percent and only in these cases was the curb weight of the electrified vehicle allowed to vary. 

In part, EPA chose to constrain the PEV curb weights in this way because it helps to 
differentiate between “applied” mass reduction and “net” curb weight reduction throughout the 
analysis.  EPA differentiates between applied and net reduction because they are used in 
different ways in the analysis.  Net curb weight reduction refers to a reduction in curb weight, 
and is used for estimating energy consumption.  Applied mass reduction refers to percentage 
mass reduction applied to the glider, and is used for estimating the cost of mass reduction 
technology that has been embodied in the vehicle.  Often, to achieve a given amount of net curb 
weight reduction, more mass reduction technology might need to be applied to electrified 
vehicles than to conventional vehicles because of the added weight of the electric content.   

For example, the FRM analysis indicated that a typical EV150 battery pack and associated 
motors and other BEV-specific equipment may increase curb weight by roughly 18 percent.  As 
a result, as shown in Table 5.101, an EV150 that applied 20 percent mass reduction technology 
to the glider would have a net curb weight reduction of only about 2 percent.  In such a case, 
EPA would base the estimate of EV150 mass reduction technology costs on a 20 percent applied 
mass reduction, while basing the estimate of EV150 battery and motor costs on battery and 
motor sizings that are based on the energy and power requirements associated with only a 2 
percent net curb weight reduction. 

Table 5.101  Example Net Curb Weight Reduction for BEVs and PHEVs With 20% Applied Mass Reduction 
Technology 

 EV75 EV100 EV150 PHEV20 PHEV40 

Actual %MR vs. base vehicle: 2008 Baseline (FRM) 

Small car 19% 14% 2% 12% 7% 

Standard car 18% 13% 2% 12% 7% 

Large car 19% 13% 2% 12% 7% 

Small MPV 18% 13% 1% 12% 7% 

Large MPV 18% 13% 1% 12% 7% 

Truck 19% 14% 3% 11% 6% 

 

In theory, rather than constraining the PEV curb weights, a similar result could have been 
achieved by applying the various weight reduction cases directly to the glider and allowing the 
curb weights to grow as they might. This would have generated a different set of applied and net 
reduction data points, with more data points representing little or no applied mass reduction, 
higher curb weight, and higher energy consumption and larger batteries as a result.  However, 
because the high cost of battery capacity tends to improve the cost effectiveness of mass 
reduction technology in PEV applications, EPA expects that manufacturers are likely to 
implement significant mass reduction in most PEVs, meaning that cases with little or no applied 
mass reduction are of limited interest to the analysis.  The chosen method generates a greater 
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density of points at the higher percentages of applied weight reduction that are most likely to 
represent industry practice. 

After determining the PEV curb weight (which in most cases was constrained to match the 
baseline curb weight, but now carries a specific degree of applied mass reduction in order to do 
so), EPA then computed the loaded vehicle weight (also known as inertia weight or equivalent 
test weight (ETW)) by adding 300 pounds to the curb weight: 

Equation 6.   Equivalent test weight (ETW) of PEVs 

ETWPEV(𝑙𝑏) = CWPEV(𝑙𝑏) + 300 

EPA then used this test weight to develop an energy consumption estimate.  First, EPA 
estimated the fuel economy (mi/gal) for a conventional light-duty vehicle (LDV) of that test 
weight by a regression formula derived from the relationship between 2-cycle fuel economy and 
inertia weight as described in the EPA Trends Report for MY2008 (from Table M-80 of the 2008 
Trends Report).  Figure 5.109 depicts fuel economy trendlines derived from this source for all 
LDVs, and also for cars and SUVs alone.   

 

Figure 5.109  Average LDV Fuel Economy Based On Inertia Weight from MY2008 FE Trends Data 

The MY2008 trendline was retained for this Draft TAR analysis because it represents the null 
technology case, relative to which improvements in road load technology such as aerodynamic 
drag and rolling resistance are accounted for.  As will be discussed later, electrified vehicles are 
assumed to include a specific degree of aerodynamic drag and rolling resistance improvement 
relative to the 2008 baseline. 

EPA used the All LDV fuel economy trendline (the solid black line) to characterize the 
relationship between ETW and fuel economy for this analysis.  Because the LDV fuel economy 
trendline is derived from all MY2008 light-duty vehicles, it does not account for potential 
differences in aerodynamic drag coefficients and frontal areas among the various vehicle classes 
(for example, cars and MPVs, which are likely to have different frontal area and aerodynamic 
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features).  However, the All Cars trendline agrees well with the All LDV trendline, suggesting 
that use of the LDV trendline is accurate for the car classes within the range of weights modeled.   
Within the range of vehicle weights represented by MY2008 SUVs (3500 pounds and higher), 
the differences in fuel economy are also small, suggesting that the LDV trendline is also 
reasonably applicable to MPVs.  EPA then derived a regression formula for the All LDV fuel 
economy trendline, which is shown in Equation 7. 

Equation 7.   MY2008 conventional LDV fuel economy regression formula 

𝐹𝐸𝑐𝑜𝑛𝑣(𝑚𝑖/𝑔𝑎𝑙) = 0.0000017894 × ETWPEV
2 − 0.0219693 × ETWPEV + 85.988 

This was then converted to a gross Wh/mile figure, assuming 33,700 Wh of energy per gallon 
of gasoline as shown in Equation 8:  

Equation 8.   Gross energy consumption (Wh/mile) 

𝐸𝑔𝑟𝑜𝑠𝑠_𝐹𝑇𝑃(𝑊ℎ/𝑚𝑖) = (
1

𝐹𝐸𝑐𝑜𝑛𝑣
) × 33,700 

This figure was then brought into electrified vehicle space by applying a series of adjustments 
representing assumed differences in energy losses between conventional vehicles and electrified 
vehicles.  This required making assumptions for several powertrain efficiencies: 

(a) Brake efficiency: For conventional vehicles, this is the percentage of chemical fuel energy 
converted to energy at the engine crankshaft.  For electrified vehicles, it is the percentage of 
stored battery energy converted to shaft energy entering the transmission.  It therefore includes 
battery discharge efficiency and inverter and motor efficiency. 

(b) Driveline efficiency: the percentage of brake energy entering the transmission and 
delivered through the driveline to the wheels.  It includes transmission efficiency and 
downstream losses (such as wheel bearing, axle, and brake drag losses), but not tire rolling 
resistance. 

(c) Cycle efficiency: the percentage of energy delivered to the wheels that is used to overcome 
road loads in moving the vehicle (that is, the portion of wheel energy that is not later lost to 
friction braking).  This efficiency is larger for vehicles with regenerative braking. 

The efficiencies assumed for baseline conventional vehicles were based on efficiency terms 
derived from EPA’s lumped parameter model.  Brake efficiency for conventional vehicles was 
estimated at 24 percent, driveline efficiency at 81.3 percent, and cycle efficiency at 76.9 percent.   

In the FRM, brake efficiency for BEVs was estimated at 85 percent (the result of assuming a 
roughly 95 percent efficiency for each of the battery (discharge), motor, and power electronics).  
Driveline efficiency was estimated at 93 percent (based on the value calculated by the lumped 
parameter model for an advanced 6-speed dual-clutch transmission).  Cycle efficiency was 
estimated at 97 percent (representing regenerative braking recovering the bulk of braking energy 
rather than dissipating it in friction brakes).  EPA has since revised some of these values for the 
current analysis as described later. 

PEV road loads were also adjusted relative to conventional vehicles to represent assumed 
reductions in aerodynamic drag, rolling resistance, and vehicle weight applicable to these 
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vehicles.  All PEVs modeled for the 2012 FRM analysis were given a 10 percent reduction in 
both aerodynamic drag and rolling resistance, in addition to the varying levels of net and applied 
mass reduction.  For example, in the case of an EV100 with a 20 percent mass reduction applied 
to the glider (resulting in about 15 percent net curb weight reduction) and an assumed 10 percent 
reduction in rolling resistance and aerodynamic drag, road loads (as calculated by the LP model) 
were reduced to about 87 to 88 percent of the baseline conventional vehicle. 

The estimated energy consumption of each PEV is therefore derived from the energy 
consumption of a corresponding baseline conventional vehicle by applying a ratio of the road 
loads of the PEV (%RoadloadPEV) to those of the baseline vehicle (%Roadloadconv = 1) and a 
ratio of the assumed efficiencies of the respective powertrains, as shown in Equation 9. 

Equation 9.   PEV unadjusted energy consumption 

𝐸𝑃/𝐸𝑉_𝐹𝑇𝑃(𝑊ℎ/𝑚𝑖) = 𝐸𝑔𝑟𝑜𝑠𝑠_𝐹𝑇𝑃 ∗ (
%𝑅𝑜𝑎𝑑𝑙𝑜𝑎𝑑𝑃/𝐸𝑉

%𝑅𝑜𝑎𝑑𝑙𝑜𝑎𝑑𝑐𝑜𝑛𝑣
∗

𝜂𝑣𝑒ℎ𝑖𝑐𝑙𝑒_𝑐𝑜𝑛𝑣

𝜂𝑣𝑒ℎ𝑖𝑐𝑙𝑒_𝑃/𝐸𝑉
) 

Equation 9 yields a laboratory (unadjusted) two-cycle FTP energy consumption estimate.  To 
represent a real-world energy consumption, the 2012 FRM analysis applied a derating factor of 
70 percent to convert unadjusted fuel economy to real-world fuel economy.  This is consistent 
with the EPA 5-cycle fuel economy labeling rule as well as the EPA range labeling rule, both of 
which specify a default derating factor for converting two-cycle figures to five-cycle figures.  
The EPA range labeling rule specifies a default derating factor of 70 percent, with provisions for 
using a different (custom) factor based on optional 5-cycle testing. 

In energy consumption space, a 70 percent derating of fuel economy corresponds to a 43 
percent increase in energy consumption (1/0.70).  Applying this factor (as shown in Equation 10) 
results in the PEV on-road energy consumption estimate that EPA used to determine the required 
battery pack capacity for the vehicle.CCC   

Equation 10.   PEV on-road energy consumption 

𝐸𝑜𝑛𝑟𝑜𝑎𝑑(𝑊ℎ/𝑚𝑖) = 𝐸𝑃/𝐸𝑉_𝐹𝑇𝑃 ∗ (
1

0.70
) 

Finally, as shown by  

Equation 11, EPA determined the required battery energy capacity (BEC) as the on-road 
energy consumption in Wh/mile, multiplied by the desired range in miles, divided by the usable 
portion of the battery capacity, or usable SOC design window.  The assumed usable SOC design 
window (SOC%) varied between BEVs and PHEVs and is discussed in a later section. 

 

 

                                                 
CCC As described later, this Draft TAR analysis uses a 70 percent factor for most PEVs but applies a custom derating 

factor of 80 percent for EV200 based on examples of recent industry practice. 
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𝑩𝑬𝑪(𝑾𝒉) =
𝑬𝒐𝒏𝒓𝒐𝒂𝒅(

𝑾𝒉
𝒎𝒊 ) × 𝒓𝒂𝒏𝒈𝒆(𝒎𝒊)

𝑺𝑶𝑪%
 

Equation 11.   Required battery pack energy capacity for PEVs 

 

As mentioned previously, the intensively iterative nature of the battery capacity sizing 
problem means that all of the preceding calculations are constructed in a spreadsheet as circular 
references and performed iteratively by the spreadsheet software until the estimated weights, 
ranges, and energy consumption figures converge. 

Method for Sizing of Battery Power Capability 

Another input to the battery sizing process is the required power capability of the battery.  
Battery power capability was derived from an assigned peak motor power, which in turn was 
considered to be a function of desired acceleration performance.   

In this analysis, PHEV40 was conceptualized as a range-extended electric vehicle, with a 
motor and battery sized to be capable of providing pure all-electric range in all driving situations, 
while PHEV20 was modeled as a blended-operation vehicle where the motor is often assisted by 
the engine during the charge depletion phase.  This means that PHEV40 motor power ratings in 
this analysis are likely to be higher than would apply to a blended-operation PHEV40.  PHEVs 
were configured with a single propulsion motor, in contrast to some production PHEV designs 
that split the total power rating between two motors.  Most PHEVs also include a second electric 
machine used primarily as a generator.  The analysis does not explicitly assign a weight to this 
component but considers it as part of the weight of the conventional portion of the powertrain, 
which retains its original weight despite the likelihood of downsizing in a PHEV application. 

In the FRM analysis, acceleration performance was represented by the average power-to-
weight ratio of conventional vehicles in each vehicle class.  This meant that once the curb weight 
for a PEV was estimated, a simple linear calculation determined the peak motor power needed to 
meet the target power-to-weight ratio.  The battery power was then estimated as 15 percent 
greater than the peak motor power, to account for losses in the motor.  As with battery capacity, 
motor and battery power both interact with battery and vehicle weight, and the calculation must 
be performed iteratively in the spreadsheet as part of the overall battery sizing process. 

In preparation for this Draft TAR analysis, EPA studied trends in PEV motor sizing in 
production vehicles and used this information to improve the method for determining the 
assigned peak motor power as a function of acceleration performance goals.  Other assumptions 
were also revised.  These improvements, along with those affecting capacity sizing, are described 
below. 

Improvements to Battery Sizing Assumptions and Methodology 

Since the 2012 FRM, the emergence of a variety of production PEVs has provided an 
opportunity to validate the assumptions and methods of the 2012 FRM analysis.  Further, the 
industry appears to have begun proceeding toward stabilizing certain variables of PEV design 
that help to constrain the battery sizing problem.  As a result, EPA has significantly updated and 
refined the methods and input assumptions for assigning battery capacity, battery power, motor 
power, and other aspects of the PEV modeling problem.  The major changes include:  
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 (a) improvements to weight estimation for non-battery components;  

 (b) improvements to weight estimation for battery packs;  

 (c) improvements to the assignment of electric drive motor power;  

 (d) updated curb weights, representing a 2014 baseline;  

 (e) increase in usable battery capacity for BEVs and some PHEVs;  

 (f) an increase in the assumed electric drive efficiency;  

 (g) an increase in the battery power rating for PHEVs;  

 (h) an increase in battery power to compensate for battery power degradation;  

 (i) an increase in applied aerodynamic drag and rolling resistance reduction; 

 (j) a change in range derating factor for EV200; and 

 (k) a change in PHEV20 motor sizing to represent a blended PHEV configuration. 

These changes are described in detail in the following subsections (a) through (k). 

(a) Improved weight estimation for non-battery components 

At the time of the 2012 FRM, little data was available to characterize the weight of PEV non-
battery components (propulsion motor, power electronics, and cabling) due to the limited number 
of PEV models being produced.  Weight of non-battery components was therefore estimated in 
the 2012 FRM analysis as a function of total battery capacity, on the expectation that larger 
vehicles with larger battery packs would generally require larger non-battery components.  The 
FRM analysis thus estimated the combined weight of electric content (battery and non-battery 
components together) by assuming an overall specific energy of 120 Wh/kg, assessed on total 
battery capacity.  This figure embodied an assumed battery specific energy of 150 Wh/kg 
combined with nominal estimates for the weight of non-battery content as suggested by teardown 
data and other sources. 

Ideally, the weight of electric power components would more properly be estimated by means 
of a specific power metric (such as kW/kg) applicable to the component in question.  An 
appropriate metric could be determined by teardown study of a variety of electrified vehicles of 
varying power capability.  Although EPA was unable to conduct additional teardown studies of 
specific PHEVs or BEVs in time for this analysis, in the time since the FRM additional options 
have become available for characterizing the specific power of non-battery components. 

Performance targets for non-battery components published by US DRIVE provide one 
reference point.  US DRIVE549 is a consortium involving the U.S.  Department of Energy, 
USCAR (an organization of the major U.S. automakers), and several other organizations 
including major energy companies and public energy utilities.  This industry collaboration has 
established a number of cost and performance targets for automotive traction motors, inverters, 
chargers, and other power electronics components for the 2015 and 2020 time frames.550  These 
include targets for specific power of electric propulsion motors and power electronics, both 
separately and alone, as shown in Table 5.102.  These metrics are particularly relevant to the 
problem of component sizing.   
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Table 5.102  U.S.  Drive Targets for Non-Battery Specific Power for 2015 and 2020 

 
Component 

U.S Drive Target (kW/kg) 

2015 2020 

Electric motor and power electronics 1.2 1.4 

Electric motor alone 1.3 1.6 

Power electronics alone 12 14.1 

 

Since the EPA battery sizing methodology does not distinguish the power rating of the power 
electronics from that of the drive motor, the US DRIVE target that would be most relevant to the 
EPA analysis is the specific power of electric motor and power electronics combined, which US 
DRIVE places at 1.4 kW/kg for the 2020 time frame.   

This figure has some support in the literature.  A presentation by Bosch551 at The Battery 
Show 2015 states that the electric motor and power electronics for a 100 kW, 20 kWh BEV 
system in the 2025 time frame is expected to comprise about 37 percent of electric content 
weight, with battery weight comprising the remaining 63 percent.  Assuming the 20 kWh battery 
pack has a specific energy of about 140 Wh/kg (as indicated by BatPaC for an NMC622 pack at 
115 kW net battery power), and a corresponding weight of 143 kg, the non-battery content would 
be estimated at about 53 kg.  The 100 kW system would then represent 100 kW/53 kg or 1.88 
kW/kg, making the US DRIVE figure of 1.4 kW/kg appear conservative. 

Although the US DRIVE figures are targets and therefore not necessarily indicative of 
industry status, EPA has confidence that the targets for specific power represent attainable goals 
during the 2022-2025 time frame.  This is based in part on the observation that the 2020 specific 
power target for electric motor and power electronics combined is very close to levels that were 
already being attained by some production vehicles at the time they were set.552  Also, 
confidential business information conveyed to EPA through private stakeholder meetings with 
OEMs conducted since the FRM suggests that some of these targets are already being met or 
exceeded in production components today, or are expected to be met within the time frame of the 
rule. 

This Draft TAR analysis therefore estimates the weight of non-battery PEV components using 
the 2020 US DRIVE specific power target for motor and power electronics combined, at 1.4 
kW/kg. 

As mentioned above, teardown studies would be another source of validation.  As an 
alternative to conducting its own teardown studies, EPA has collected data on xEV component 
weights from a comprehensive teardown database produced by A2Mac1,553 an automotive 
benchmarking firm.  This database includes detailed weight analyses for the battery and non-
battery electrical components of several BEVs and PHEVs produced for U.S. and global markets 
up to 2015.  It therefore could provide a good source of data for the specific power of non-
battery components that were produced in the 2012-2015 time frame, for comparison with the 
1.4 kW/kg US DRIVE target.  Although EPA was unable to complete this analysis in time to 
include it as part of this Draft TAR analysis, EPA plans to complete the analysis prior to the 
proposed determination. 

(b) Improved weight estimation for battery components 
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In the 2012 FRM analysis, EPA had estimated battery pack weights by applying a constant 
specific energy value of 120 Wh/kg to account for the combined mass of the battery pack, 
electric motor, wiring, and power electronics.  This factor was applied to BEVs and PHEVs of 
all driving ranges and was based in part on an assumed specific energy of 150 Wh/kg for the 
battery pack alone.   

In practice, the specific energy of a battery pack will vary depending on its power-to-energy 
(P/E) ratio and its energy capacity.  In general, smaller more power-optimized batteries tend to 
show a lower specific energy than larger energy-optimized batteries.   

For this Draft TAR analysis, EPA therefore modified the method to allow the weight estimate 
for the battery pack to be more sensitive to the P/E ratio of the battery.  This was done by 
directly linking the battery sizing spreadsheets to the BatPaC model to retrieve the specific 
power computed by BatPaC for each individual battery pack.  This greatly improves the 
accuracy of the battery weight calculation.  This adjustment causes the battery weight calculation 
to increase slightly for PHEVs due to their typically higher P/E ratio, and to decrease slightly for 
longer-range BEVs. 

Accordingly, as shown by the selected examples in Table 5.103 and Table 5.104, the pack-
level specific energy figures EPA uses in this Draft TAR analysis vary significantly, ranging 
from about 140 to 180 Wh/kg for EV75 to EV200 (assuming NMC622 cathode), to about 140 to 
145 Wh/kg for PHEV40 (also NMC622), and about 110 to 125 Wh/kg for PHEV20 (assuming 
blended NMC/LMO cathode).   

Table 5.103  Examples of Pack-Level Specific Energy Calculated By BatPac for Selected PEV Configurations 
(0% WR) 

 EV75 
(NMC622-G) 

EV100 
(NMC622-G) 

EV200 
(NMC622-G) 

PHEV20 (NMC75%/ 
LMO25%-G) 

PHEV40 
(NMC622-G) 

 Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio 

Small Car 142.4 4.43 153.5 3.32 162.0 2.01 117.9 6.69 146.3 7.17 

Standard Car 146.3 5.56 158.9 4.17 170.6 2.52 118.1 8.41 139.1 9.01 

Large Car 141.5 8.97 157.6 6.73 171.1 4.07 111.2 13.56 107.3 14.54 

Small MPV 150.1 4.67 162.0 3.50 169.3 2.12 120.2 7.05 147.8 7.56 

Large MPV 159.8 5.63 167.9 4.23 175.6 2.56 124.3 8.52 138.5 9.13 

Truck 161.0 6.04 173.6 4.53 180.5 2.74 125.4 9.13 137.6 9.79 
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Table 5.104  Examples of Pack-Level Specific Energy Calculated By BatPac for Selected PEV Configurations 
(20% WR) 

 EV75 
(NMC622-G) 

EV100 
(NMC622-G) 

EV200 
(NMC622-G) 

PHEV20 (NMC75%/ 
LMO25%-G) 

PHEV40 
(NMC622-G) 

 Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio Wh/kg P/E ratio 

Small Car 142.3 4.12 149.1 3.12 160.1 1.94 116.5 6.46 146.6 7.00 

Standard Car 142.0 5.17 154.8 3.91 168.6 2.45 117.2 8.07 141.1 8.81 

Large Car 141.8 8.42 157.0 6.40 170.4 4.01 111.2 13.12 107.3 14.54 

Small MPV 145.7 4.32 157.9 3.27 167.5 2.05 118.8 6.76 147.7 7.37 

Large MPV 154.7 5.20 163.9 3.95 173.8 2.47 123.9 8.19 138.9 8.93 

Truck 158.5 5.52 169.1 4.21 178.4 2.63 125.4 8.78 137.9 9.65 

 

While these figures may appear very aggressive compared to batteries seen in 2012-2016MY 
applications, it should be noted that the technology assumptions in BatPaC are forecasts for the 
2020 time frame.  For comparison, in January 2016, GM announced that the 60 kWh Chevy Bolt 
BEV pack weighs 435 kg, suggesting that this EV200 pack has already achieved a specific 
energy of 138 Wh/kg today.554  The same specific energy was already seen in the 85 kWh Tesla 
Model S as early as 2012.555  Similarly, the 18.4 kWh pack of the 2016 Chevy Volt PHEV 
weighs 183 kg, suggesting this PHEV53 pack has achieved 101 Wh/kg today.  As has occurred 
in the time since the FRM, the level of industry activity in battery development suggests that 
similar advances are likely to continue through the 2022-2025 time frame. 

(c) Improved method for assignment of electric drive motor power 

In the FRM, in order to maintain acceleration performance equivalent to that of conventional 
vehicles, EPA assigned power-to-weight ratios for PEVs to be equal to those of MY2008 
conventional vehicles of their respective classes.  Weight was modeled as equivalent test weight 
(ETW), which is curb weight plus 300 pounds payload.  Table 5.105 below shows the power-to-
ETW ratios assigned in the FRM for each vehicle class.   

Table 5.105  Power-to-ETW Ratios Assigned to xEVs in the FRM 

Class hp/lb ETW kW/kg ETW 

Small Car 0.04364 0.07175 

Standard Car 0.05269 0.08662 

Large Car 0.08101 0.13318 

Small MPV 0.04266 0.07013 

Large MPV 0.05289 0.08695 

Truck 0.05825 0.09576 

 

These ratios were derived from published engine power ratings of conventional vehicles.  
However, it is well known that electric motors develop torque and power differently from 
internal combustion engines, and so may translate a rated power to an acceleration performance 
differently as well.  Therefore, EPA conducted further analysis to determine whether targeting 
PEV acceleration performance by sizing PEV motor power ratings based on engine power 
ratings is appropriate. 
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One of the most common metrics of acceleration performance is the time it takes a vehicle to 
accelerate from zero to sixty miles per hour, also known as the 0-to-60 time.  Although there are 
other metrics that describe acceleration performance, including metrics such as 0-to-30 time, 30-
to-60 time, and quarter-mile time (and grade-ability metrics as well), 0-to-60 time is likely the 
most familiar metric for understanding the acceleration performance of a vehicle. 

While in widespread popular use, this metric is not reported by manufacturers to EPA nor is 
its measurement subject to uniform standards.  As an alternative, acceleration times of vehicles 
with conventional powertrains are sometimes estimated by means of a methodology developed 
by Malliaris et al.556  The Malliaris methodology predicts 0-to-60 time as a function of the 
power-to-ETW ratio of the vehicle and two numerical coefficients empirically obtained from a 
least-squares fit of vehicle performance data.  The Malliaris equation is depicted in Equation 12 
below, with the coefficients 0.892 and 0.805 representing conventional vehicles with automatic 
transmissions. 

𝑡 = 0.892 (
ℎ𝑝

𝑙𝑏 𝐸𝑇𝑊
)

−0.805

 

Equation 12.  Malliaris equation for 0-60 acceleration time in seconds 

 

At the time of the FRM, EPA had historically used this equation and coefficients to estimate 
acceleration performance of vehicles for pre-2014 editions of the annual Trends Report.557  
Subsequent editions have used a newer method developed by MacKenzie et al.558 that EPA 
believes to be more accurate, particularly for newer vehicles.  The latter method relies on a more 
detailed set of input parameters and tends to estimate slightly faster 0-to-60 times than the 
previous method.   By the MacKenzie method, average 0-to-60 time for cars in MY2008 was at 
8.9 seconds and fell to 8.4 seconds in MY2014 (with trucks falling from 9.0 seconds to 8.1 
seconds).  The MacKenzie method is not directly applicable to electric powertrains due to the 
requirement for ICE-specific inputs. 

The existence of these methods means that power-to-ETW ratios assigned to PEVs in the 
FRM can therefore be converted to approximate acceleration times (for the ICE-powered 
conventional vehicles on which they were based).  Since the Malliaris method was in effect at 
the time of the FRM, that method is used to estimate the 0-60 times depicted in Table 5.106 
below.  By this method, the power-to-weight ratios assigned to PEVs in the FRM analysis were 
equivalent to 0-60 acceleration times between 8.8 and 11.3 seconds, with Large Car an outlier at 
6.75 seconds. 

Table 5.106  Estimated 0-60 mph Target Acceleration Times Corresponding to FRM Assumptions for xEV 
hp/lb ETW 

Class hp/lb ETW 0-60 mph 
(sec) 

Small Car 0.04364 11.1 

Standard Car 0.05269 9.5 

Large Car 0.08101 6.8 

Small MPV 0.04266 11.3 

Large MPV 0.05289 9.5 

Truck 0.05825 8.8 
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The practice of using ICE-based hp/lb to size the electric propulsion motor of an xEV 
assumes that the power ratings of electric powertrains translate to acceleration times in the same 
way as the power ratings of conventional powertrains.  At the time of the FRM, the small 
number of production BEVs made it difficult to validate this assumption.   

Since the FRM, a significant number of BEV models have entered the market and now 
provide an opportunity to better predict BEV acceleration performance as a function of motor 
power and weight.  Although comprehensive estimates of 0-60 acceleration time are not 
published by any single authority, estimates for many PEVs have been published by 
manufacturers and press organizations and provide a readily available source of empirical data. 

Figure 5.110 plots the approximate 0-60 mph acceleration times of MY2012-2016 BEVs and 
PHEVs as a function of their power-to-ETW ratio, as expressed by rated peak motor power (kW) 
divided by test weight (the published curb weight in kg, plus 136 kg payload).DDD  Acceleration 
times were collected from publicly available sources including manufacturers and press 
organizations, and in some cases were averaged when estimates from different sources had slight 
variation.  PHEVs for which an all-electric (battery only) acceleration time could not be 
established were not included. 

An empirical trendline was derived from this data and is shown in the Figure as a thin orange 
line.  For comparison, the acceleration times that would be predicted by the Malliaris equation 
for the same range of power-to-ETW ratios is shown in the Figure as a heavy black line.  As 
shown by Equation 13, the empirical trendline has the same equation form as the Malliaris 
equation, but with different coefficients of 0.9504 and 0.795 that result from a least-squares fit to 
the PEV data as expressed in SI units for power and weight. 

 

Figure 5.110  Acceleration Performance of MY2012-2016 PEVs Compared To Targets Generated By 
Malliaris Equation 

                                                 
DDD Tesla high-performance vehicles represented by 85 kWh Model S. 
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𝑡 = 0.9504 (
𝑘𝑊

𝑘𝑔 𝐸𝑇𝑊
)

−0.795

 

Equation 13.  Empirical equation for 0-60 all-electric acceleration time of MY2012-2016 PEVs 

 

The plot of Figure 5.110 suggests that use of the Malliaris equation to size the motor power 
rating of an electric powertrain results in higher power ratings and faster acceleration times for 
PEVs than intended in the FRM.  For example, to target a 0 to 60 mph acceleration time of 10 
seconds, the Malliaris equation (shown by the heavy line) would indicate that the motor should 
be sized to achieve a power-to-ETW ratio of 0.08 kW/kg.  However, the empirical PEV trendline 
indicates that this power-to-ETW ratio would actually provide an electric powertrain with an 
acceleration time of about 7 seconds.  The degree to which 0-60 performance was likely over 
specified in the FRM is shown in Table 5.107.  It appears that the 2012 FRM therefore assumed 
significantly greater motor power ratings (and by extension, battery power ratings) than required 
for the intended acceleration times. 

Table 5.107  PEV Acceleration Performance Intended in the FRM and Projected Probable Performance 

 0-60 mph time (sec) 

Class FRM intent FRM actual 

Small Car 11.1 7.7 

Standard Car 9.5 6.6 

Large Car 6.8 4.7 

Small MPV 11.3 7.9 

Large MPV 9.5 6.6 

Truck 8.8 6.1 

 

One option for improving the assignment of PEV power ratings would adopt the empirical 
trendline of Equation 13 in place of the Malliaris equation to assign the necessary motor power 
to match the originally targeted performance levels for each vehicle class.  According to the EPA 
Trends Report for 2015, average 0-to-60 time for cars in MY2014 as estimated by the Malliaris 
method was equal to that of MY2008 at 9.6 seconds (with trucks showing a slight performance 
increase from 9.7 seconds to 9.1 seconds), suggesting that the original power-to-ETW ratios 
targeted in the FRM remain reasonably valid for the current time frame. 

A second option would adopt the empirical trendline of Equation 13 while also updating the 
power-to-ETW ratios to values more representative of today's fleet.  This option retains good 
comparability with the original methodology, while allowing the performance targets to be 
updated to reflect changes in the fleet since MY2008.   

EPA has therefore updated the power-to-ETW targets for each PEV vehicle class to values 
derived from the MY2014 baseline.   These new values are shown in Table 5.108. 
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Table 5.108  Changes in PEV Power-To-Weight Ratios and 0-60 Targets for Draft TAR 

 Power-to-weight ratio 
(hp/lb ETW) 

Estimated 
equivalent 

0-60 time (sec) 

Class FRM Draft TAR FRM Draft 
TAR  

Small Car 0.04364 0.04718 11.1 10.4 

Standard Car 0.05269 0.05916 9.5 8.7 

Large Car 0.08101 0.09740 6.8 5.8 

Small MPV 0.04266 0.05000 11.3 9.9 

Large MPV 0.05289 0.06205 9.5 8.4 

Truck 0.05825 0.06569 8.8 8.0 

 

The revised power-to-ETW values are slightly greater than the values assumed in the 2012 
FRM, leading to slightly faster acceleration times.  EPA has carefully considered whether it is 
appropriate to target greater power levels in this Draft TAR analysis, since this would tend to 
divert some of the anticipated GHG benefit of the modeled vehicles toward vehicle performance 
rather than GHG reduction.  However, increased performance has in many cases been a factor in 
the marketing of some PEVs, with many production and announced PEVs targeting faster 
acceleration times than similarly appointed conventional vehicles. 

This adjustment to motor sizing should therefore allow the EPA PEV modeling methodology 
to better match the power-to-weight ratios and acceleration performance that PEV manufacturers 
appear to be following.  Assigning a more accurate power rating to PEV powertrains will allow 
greater fidelity in the projected cost of both the battery and non-battery components of PEVs.  
Further, basing the motor power sizing explicitly on an empirically derived estimate of 0-60 
acceleration time for each modeled vehicle will more clearly demonstrate the performance 
neutrality of the modeled PEVs. 

(d) Updated baseline curb weights 

For the FRM, the target curb weights for the six vehicle classes were based on the MY2008 
baseline.   For this Draft TAR, the baseline was updated to MY2014.  Also, PEVs were removed 
from the sample to better represent the weight and performance of conventional vehicles alone.   
Accordingly, the curb weights serving as inputs to the battery pack sizing analysis were updated 
to these non-PEV MY2014 values.  Most curb weights increased, with the exception of Small 
Car and Standard Car which declined slightly.  The new weights are shown in Table 5.109 
below. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-331 

Table 5.109  Changes to Baseline Curb Weights from FRM MY2008 to Draft TAR MY2014 

 
Vehicle Class 

Curb weight (lb)  

FRM 
(MY2008) 

MY2014 Change 

Small Car 2633 lb 2628 lb -0.19% 

Standard car 3306 lb 3296 lb -0.30% 

Large car 3897 lb 4117 lb +5.65% 

Small MPV 3474 lb 3500 lb +0.75% 

Large MPV 4351 lb 4448 lb +2.22% 

Truck 5108 lb 5161 lb +1.04% 

 

(e) Increase in usable battery capacity for BEVs and some PHEVs 

Based on observations of trends in recent BEV and PHEV usable capacity (discussed in 
Section 5.2), the usable battery capacity was increased to 85 percent for EV75 and EV100, and 
to 90 percent for EV200.  The use of 90 percent for EV200 was chosen on the recognition of two 
advantages associated with particularly high-capacity battery packs.  First, because the total 
available range is significantly larger than the average daily trip distance, vehicles with a long 
driving range may on average utilize a smaller portion of the total battery capacity on a daily 
basis, leading to generally shallower charge-discharge cycles.  Also, these longer-range vehicles 
require fewer charge-discharge cycles over the life of the battery to achieve a given lifetime 
mileage.  Both factors may act to widen the usable portion of the battery for the purpose of 
measuring maximum range without unduly affecting battery life in typical use. 

Since the battery of a PHEV40 is similar in size to that of a BEV, and based in part on the 
Chevy Volt example, the usable capacity for PHEV40 was increased from 70 percent to 75 
percent.  PHEV20 remained at 70 percent due to the smaller size of the battery. 

(f) Increase in electric powertrain brake and driveline efficiency 

In the 2012 FRM, brake efficiency and driveline efficiency for electric powertrains was 
assumed to be 85 percent and 93 percent respectively (or 79 percent combined).  Since the 2012 
FRM, some evidence has emerged that some electric powertrains are already performing beyond 
these levels.  In 2013, a GM executive described the drive unit of the yet-to-be-released Chevy 
Spark EV as having an average DC current-to-wheels efficiency of 85 percent in the city cycle 
and 92 percent in the highway cycle559.  This current-to-wheels metric appears similar to the 
product of brake and driveline efficiency, but neglecting battery discharge efficiency.  Assuming 
an average battery discharge efficiency of 95 percent, and a standard 55/45 city/highway 
weighting (amounting to 88.15 percent combined), the product of brake and driveline efficiency 
for this powertrain would be about 83.75 percent.   

To bring the FRM assumptions closer to this figure, for this Draft TAR analysis EPA adjusted 
the assumed brake and driveline efficiencies for BEVs to 87 percent and 95 percent respectively, 
or 82.7 percent combined.  Because the charge-depleting mode of a PHEV with AER is similar 
in nature to BEV operation, brake efficiency for PHEVs was also increased to 87 percent, with 
driveline efficiency remaining at 93 percent to reflect the more complex nature of the PHEV 
driveline. 
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(g) Increase in PHEV battery power target 

In the 2012 FRM, the battery pack power requirement for BEVs was assigned as 15 percent 
greater than the motor power rating.  This adjustment represented estimated energy losses in the 
electric motor, assuming an 85 percent motor efficiency.  Battery sizing for PHEVs did not 
employ this adjustment on the assumption that the engine could assist with acceleration.  In 
retrospect, this assumption is inconsistent with PHEVs that operate as range-extended vehicles, 
where all acceleration must be achieved by the battery and electric motor alone.  Further, since 
the FRM it has also appeared that some manufacturers of shorter-range, blended-operation 
PHEVs are trending toward providing a stronger electric drivetrain capable of keeping the engine 
off in a broader range of driving conditions.  For these reasons, use of the adjustment factor has 
been extended to PHEV battery sizing as well in order to better reflect an increased capability of 
electric-only propulsion.  Also, to reflect the assumed improvements in brake efficiency 
described above, the factor for both BEVs and PHEVs is reduced from 15 percent to 10 percent 
to reflect a 90 percent motor efficiency. 

(h) Allowance for power fade in battery power calculation 

As mentioned above, in the FRM analysis, the method of assigning motor power resulted in 
motor and battery power sizing that was significantly greater than that observed in later 
production PEVs.  Having modified the method to result in more representative (lower) motor 
power ratings, battery power ratings are therefore also lower in the new analysis.  This makes it 
more critical to account for power fade during the life of the battery, since the new analysis no 
longer over-sizes the battery as before. 

Battery power targets for PEVs were therefore nominally increased by an oversizing factor of 
20 percent to compensate for power fade.  In cases where a sufficiently large PEV battery 
naturally results in an excess power capability greater than 20 percent, the oversizing factor does 
not have an impact on the design of the battery. 

(i) Increase in applied aerodynamic drag and rolling resistance reduction 

In the construction of technology packages for the OMEGA analysis in the FRM, BEV and 
PHEV technology packages included an aerodynamic drag reduction of 20 percent (the 
technology case known as AERO2), and a tire rolling resistance reduction of 20 percent (the case 
known as LRRT2).  This was based in part on the expectation that manufacturers would find 
these technology improvements to be more cost effective for plug-in vehicles than for 
conventional vehicles due to the potential to reduce the size and cost of the battery.  The package 
costs thus reflected the cost of application of AERO2 and LRRT2 relative the 2008 baseline.   
However, the battery sizing methodology of the FRM applied only a 10 percent reduction in each 
(AERO1 and LRRT1).   

For consistency with the rest of the analysis, EPA has now revised the battery sizing 
methodology to apply AERO2 and LRRT2 in determining PEV energy consumption 
requirements.  This adjustment causes the assumed costs to be more representative of the 
assumed level of technology application, and also tends to slightly reduce the estimated battery 
capacity for a given range target. 

(j) Increase in derating factor for EV200 
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For certification purposes, EPA allows manufacturers to either use a default derating factor of 
70 percent to convert a two-cycle range test result to a label value, or to derive a custom derating 
factor by undergoing complete five-cycle testing.  Since the FRM, EPA certification data for 
2012-2016MY EVs indicates that most BEV manufacturers have chosen to apply the default 70 
percent derating factor in their certification tests.  Tesla Motors is the only BEV manufacturer 
that has elected to use a custom derating factor derived from 5-cycle testing.  Tesla has used a 
factor of 79.6 percent for the standard Model S configurations from 60 kWh to 90 kWh, and a 
factor ranging from 73 to 75 percent for higher-performance and AWD configurations of the 
Model S and Model X.  Since the nearest current production example of an EV200 is the Tesla 
Model S standard configuration, this Draft TAR analysis adopts a derate factor of 80 percent for 
EV200.  Because manufacturers of EV75 and EV100-type vehicles have only used the default 70 
percent derating factor and have not derived custom factors, EPA has retained the 70 percent 
derating factor for EV75 and EV100.  While these derating factors therefore represent the most 
recent trends in industry practice since the 2012 FRM, their appropriateness in modeling the 
label range of future PEVs will depend on the degree to which manufacturers continue to follow 
this pattern in selecting the derating factors used for certification.  

(k) PHEV20 motor sized for blended operation rather than EREV with AER 

Primarily in order to accommodate the high power requirements of the Large Car class as 
modeled in this analysis, the PHEV20 was assigned a lower motor power rating more in line 
with a blended-architecture PHEV rather than the EREV configuration of PHEV40. The blended 
motor power requirement was estimated as half of the power that would have been assigned to an 
EREV configuration. Modeling of PHEV20 as a blended PHEV is also consistent with the 
observation that many sub-20 mile PHEVs operate with at least a partially blended operating 
strategy rather than a strict EREV strategy that allows all-electric operation in all driving 
conditions. The reduction in motor power also allows the battery for Large Car to be sized with 
reasonable power requirements compatible with the specific chemistry formulations modeled in 
BatPaC. 

Summary of Changes to Battery Sizing Assumptions 

Table 5.110 reviews the major input assumptions to the battery sizing method and the changes 
that were made for this Draft TAR analysis. 
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Table 5.110  PEV Battery Sizing Assumptions and Changes from FRM to Draft TAR 

Assumption 2012 FRM 2016 Draft TAR 

Small Car base curb weight 2633 lb 2628 lb 

Standard car base curb weight 3306 lb 3296 lb 

Large car base curb weight 3897 lb 4117 lb 

Small MPV base curb weight 3474 lb 3500 lb 

Large MPV base curb weight 4351 lb 4448 lb 

Truck base curb weight 5108 lb 5161 lb 

Applied aero reduction from 2008 baseline 10% 20% 

Applied tire reduction from 2008 baseline 10% 20% 

Applied mass reduction to glider from 2008 baseline Varies; max 20% unchanged 

Short range BEV (mi) EV75 unchanged 

Mid-range BEV (mi) EV100 unchanged 

Long range BEV (mi) EV150 EV200 

Short range PHEV (mi) PHEV20 unchanged 

Long range PHEV (mi) PHEV40 unchanged 

Usable battery capacity, HEV 40% unchanged 

Usable battery capacity, PHEV20 70% unchanged 

Usable battery capacity, PHEV40 70% 75% 

Usable battery capacity, EV75 80% 85% 

Usable battery capacity, EV100 80% 85% 

Usable battery capacity, EV150/200 80% 90% 

Electric content specific energy 120 Wh/kg N/A 

Battery specific energy included with 
electric content 

Wh/kg computed by BatPaC 

Non-battery specific power included with 
electric content 

1.4 kW/kg 

Motor sizing Based on MY2008 
baseline ICE hp/lb 
for each vehicle 

class 

Based on MY2014 baseline 
0-60 performance estimate 
and new empirical equation 

for PEVs 

Brake efficiency, PEV 85% 87% 

Driveline efficiency, BEV 93% 95% 

Cycle efficiency, PEV 97% unchanged 

BEV battery power as fn of motor power 1.15x 1.1x 

PHEV battery power as fn of motor power 1x 1.1x 

Allowance for power fade none 20% 

Road loads, PEV from LPM unchanged 

2-cycle to 5-cycle derating factor, PHEV and EV75/100 70% unchanged 

2-cycle to 5-cycle derating factor, EV200 70% 80% 

PHEV20 motor sizing basis EREV blended 
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Analysis of Changes 

The changes above result in significant changes to the projected sizing of PEV batteries and 
motors compared to those of the FRM.  Table 5.111 shows examples of the battery capacities 
and motor power ratings generated by the revised sizing methodology and compares them to the 
corresponding estimates generated by the FRM analysis.   

It can be seen that battery capacity estimates have declined under the new methodology. It can 
also be seen that estimated motor power ratings have declined in all cases (even for EV200, 
despite the increase in range and vehicle weight vs. EV150).  The declines in motor power are 
largely the result of using the empirical trendline equation to assign the motor power rating 
necessary for the desired acceleration performance. For PHEV20, the motor power declines are 
also the result of adopting a blended powertrain architecture in place of an EREV architecture, 
which leads to lower motor power rating.   
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Table 5.111  Example Changes in Projected PEV Battery Capacity and Motor Power, FRM to Draft TAR 
(20% weight reduction case) 

 EV75 EV100 EV150*/200** PHEV20 PHEV40 

FRM (2008 baseline) 

 
Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh)* 

Motor 
(kW)* 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Small Car 20.5 77.5 28.2 82.6 45.3 94.0 6.5 84.3 13.4 88.9 

Standard Car 25.2 115.5 34.7 123.0 55.8 139.6 8.0 124.8 16.4 131.4 

Large Car 29.9 206.2 41.1 219.6 66.2 249.5 9.5 223.5 19.5 235.4 

Small MPV 26.7 98.7 36.7 105.1 59.0 119.2 8.4 105.5 17.3 111.1 

Large MPV 33.6 150.0 46.5 160.0 74.8 181.9 10.7 161.6 21.9 170.3 

Truck 38.6 189.6 53.0 201.8 85.3 229.1 12.4 209.6 25.4 220.6 

Draft TAR analysis 

 
Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh)** 

Motor 
(kW)** 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Small Car 17.3 54.0 23.5 55.6 41.2 60.6 6.1 29.7 11.7 61.9 

Standard Car 21.4 83.8 29.1 86.2 50.2 93.4 7.5 45.8 14.4 96.3 

Large Car 27.7 176.8 37.4 181.6 65.0 197.4 9.5 94.6 18.8 206.7 

Small MPV 22.7 74.5 30.9 76.6 53.7 83.4 7.9 40.6 15.1 84.6 

Large MPV 29.3 115.3 39.8 119.0 69.2 129.5 10.2 63.2 19.7 133.5 

Truck 33.0 138.3 44.6 142.3 77.6 154.7 11.7 78.0 22.6 165.0 

Change from FRM 

 
Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh) 

Motor 
(kW) 

Battery 
(kWh)† 

Motor 
(kW)† 

Battery 
(kWh) 

Motor 
(kW)†† 

Battery 
(kWh) 

Motor 
(kW) 

Small Car -15.6% -30.3% -16.7% -32.7% -9.1% -35.5% -6.2% -64.8% -12.7% -30.4% 

Standard Car -15.1% -27.4% -16.1% -29.9% -10.0% -33.1% -6.3% -63.3% -12.2% -26.7% 

Large Car -7.4% -14.3% -9.0% -17.3% -1.8% -20.9% 0.0% -57.7% -3.6% -12.2% 

Small MPV -15.0% -24.5% -15.8% -27.1% -9.0% -30.0% -6.0% -61.5% -12.7% -23.9% 

Large MPV -12.8% -23.1% -14.4% -25.6% -7.5% -28.8% -4.7% -60.9% -10.0% -21.6% 

Truck -14.5% -27.1% -15.8% -29.5% -9.0% -32.5% -5.6% -62.8% -11.0% -25.2% 

Notes: 
* For EV150 
**For EV200 
†Compares EV200 (Draft TAR) to EV150 (FRM)  
††Compares blended PHEV20 (Draft TAR) to EREV PHEV20 (FRM)  

 

The following figures compare the newly projected battery capacities to those observed in 
MY2012-2016 BEVs and PHEVs.  Both figures show that the revised methodology produces 
capacity estimates that center more accurately on the 2012-2016 trendline than did the analogous 
FRM estimates reviewed in Section 5.2). 
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Figure 5.111  Comparison of Draft TAR Projected BEV Battery Capacities to MY2012-2016 BEVs 

 

 

 

Figure 5.112  Comparison of Draft TAR Projected PHEV Battery Capacities to MY2012-2016 PHEVs 

 

To compare the Draft TAR capacity projections to specific production vehicles, Table 5.112 
and Table 5.113 show the projected battery capacities and assumed curb weights for each 
electrified vehicle type and vehicle class at 0 percent and 20 percent nominal weight reduction, 
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respectively.  These tables are useful for drawing comparisons of the projected battery capacities 
to those of specific production BEVs and PHEVs.  In the battery sizing analysis, differences in 
energy consumption among the six vehicle classes (Small Car to Truck) is primarily derived 
from differences in curb weight.  Therefore matching a production vehicle's curb weight, range 
and capacity to the values in these tables provides a fair comparison regardless of whether the 
indicated classification or weight reduction case matches that of the vehicle. 

Table 5.112  Draft TAR Projected Battery Capacities and Assumed Curb Weights, 0% Nominal Weight 
Reduction 

 EV75 (NMC622) EV100 (NMC622) EV200 (NMC622) PHEV20 
(25NMC/75LMO) 

PHEV40 (NMC622) 

 Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh 

Small Car 2628 19.5 2628 26.0 2628 42.9 2628 6.4 2628 12.0 

Std Car 3296 23.9 3296 31.9 3296 52.7 3296 7.9 3296 14.8 

Lg Car 4117 30.2 4117 40.3 4117 66.6 4117 10.0 4146 18.8 

Sm MPV 3500 25.4 3500 33.9 3500 56.0 3500 8.4 3500 15.7 

Lg MPV 4448 32.7 4448 43.7 4448 72.1 4448 10.8 4448 20.2 

Truck 5161 37.2 5161 49.6 5161 82.0 5161 12.3 5161 23.0 

 

Table 5.113  Draft TAR Projected Battery Capacities and Assumed Curb Weights, 20% Nominal Weight 
Reduction 

 EV75 (NMC622) EV100 (NMC622) EV200 (NMC622) PHEV20 
(25NMC/75LMO) 

PHEV40 (NMC622) 

 Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh Curb wt 
(lb) 

kWh 

Small Car 2119 17.3 2192 23.5 2419 41.2 2363 6.1 2474 11.7 

Std Car 2689 21.4 2775 29.1 3029 50.2 2968 7.5 3132 14.4 

Lg Car 3505 27.7 3607 37.4 3948 65.0 3773 9.5 4148 18.8 

Sm MPV 2849 22.7 2940 30.9 3227 53.7 3129 7.9 3277 15.1 

Lg MPV 3617 29.3 3741 39.8 4100 69.2 3994 10.2 4237 19.7 

Truck 4134 33.0 4263 44.6 4660 77.6 4701 11.7 4992 22.6 

 

In most cases, the projected capacities are reasonably close to those of production vehicles, 
although somewhat larger.  As one example, the 30 kWh trim of the Nissan Leaf was recently 
announced as achieving an EPA range of 107 miles at a curb weight of 1515 kg (3340 lb).   On a 
curb weight basis, the closest match in the tables above would be EV100 Standard Car (Table 
5.112) at 3296 lb.  The projected battery capacity for this vehicle is 31.9 kWh.  While this figure 
is larger than the 30 kWh capacity of the Leaf, it represents a vehicle with a 20 percent reduction 
in aerodynamic drag and rolling resistance from a 2008 baseline vehicle.  If the Leaf applies 
more reduction than this, it could achieve its 107 mile range with a smaller battery. 

As another example, the Chevy Bolt EV was announced in 2016 as an EV200 with a 60 kWh 
battery and a curb weight of 3580 lb.  On a curb weight basis, the closest match in the tables 
above would be EV200 Small MPV at 3500 lb (this is also consistent with GM's description of 
this vehicle as a "crossover").  The projected battery capacity is 56 kWh, compared to the 60 
kWh of the Bolt.  While the projected capacity is lower than that of the Bolt, the Bolt is 80 
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pounds heavier than the example, and may have a driving range in excess of 200 miles (the 
driving range of the Bolt has not been rated by EPA but is commonly described as possibly 
exceeding 200 miles). 

As a third example, the 60 kWh version of the Tesla Model S achieved an EPA range of 208 
miles (EV200) at an advertised curb weight of 1961 kg (4323 lb).  The closest EV200 match to 
this curb weight in the tables above would be about halfway between the two examples of Large 
MPV at 4100 and 4448 pounds (projected at 69.2 and 72.1 kWh respectively).  The average 
battery capacity of the two is 70.65 kWh.  While larger than the 60 kWh Tesla provides, part of 
the difference might be explained by the slightly larger 208-mile range of the vehicle 

As a final example, the 2016 Chevy Volt PHEV achieves an EPA AER of 53 miles with an 
18.4 kWh battery at a curb weight of 1607 kg (3543 lb).  The closest match is to the PHEV40, 0 
percent, Small MPV at 3500 lb, which projects a 15.7 kWh battery.  The greater range of the 
Volt (53 miles vs. 40 miles) obscures the comparison, but is directionally correct. 

By these examples, it is clear that the methodology tends to predict somewhat larger BEV 
battery capacity than 2012-2016 MY production BEVs, leading to a conservative assessment on 
the basis of battery capacity alone.   

This trend is more clearly shown by normalizing the projected capacities to curb weight.  
Figure 5.113 compares the BEV battery capacity per unit curb weight (kWh/kg CW) projected 
by the revised methodology against that of production BEVs that are most comparable to the 
modeled vehicles.  This comparison removes the effect of weight differences and more clearly 
expresses the efficiency with which gross battery capacity is converted to label range for a given 
vehicle weight.  For the purpose of this plot, comparable BEVs are defined as BEVs that were 
available as 2016MY vehicles, but with D variants of the Tesla vehicles excluded (due to their 
dual-motor architecture which differs from other BEVs, and because only non-D variants were 
certified using a range derating factor similar to the 0.8 factor that was assumed for EV200).  
The Tesla Roadster, although not a 2016 vehicle, is included because of its powertrain 
similarities with other single-motor Tesla vehicles. 

It is clear from this plot that the revised battery sizing methodology has significantly 
improved its prediction of battery capacity per unit curb weight compared to the methodology 
used in the 2012 FRM analysis. However, it does continue to assign BEVs a slightly higher 
battery capacity per unit weight than seen in production BEVs of the same range.   

 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-340 

 

Figure 5.113  Projected BEV Battery Capacity per Unit Curb Weight Compared To Comparable BEVs 

Seen another way, the plot suggests that at least some current production vehicles have been 
able to deliver a given range with slightly less battery capacity than this Draft TAR analysis 
predicts for a future time frame.  While this supports a conservative estimate, this trend deserves 
further examination because the goal of the Draft TAR is to represent a future state of technology 
in 2022-2025.   

There are several potential reasons why the capacity estimates generated by the battery sizing 
methodology may not match the capacities observed in specific production vehicles.   

As previously observed, there could be differences in assumed powertrain efficiencies or 
differences in application of road load reducing technologies (mass reduction, aerodynamic drag 
reduction, and rolling resistance reduction) between the production vehicles and the modeled 
vehicles.  For example, if xEV manufacturers are applying more than the 20 percent reduction in 
aerodynamic drag and rolling resistance (from a baseline vehicle) assumed in the analysis, or are 
applying more mass reduction, it could result in substantially smaller battery capacity 
requirements.  Also, the larger battery capacity of longer-range BEVs may slightly improve their 
discharge efficiency relative to shorter range vehicles, because discharge would take place at a 
lower C rate.  Efficiency of regenerative braking might also improve slightly for these vehicles.  
These factors could account for some of the disparity for longer-range vehicles. 

While it is tempting to consider calibrating the battery sizing methodology to the observed 
2012-2016MY battery capacities (perhaps by simply assigning battery capacities based on the 
2012-2016MY trendline shown above), this would compromise the analysis' accounting for the 
cost of applied road load reduction technology, because the level of road load technologies 
applied to the vehicles that compose the trendline is not known, and probably varies from vehicle 
to vehicle.  For example, even if the application level for one EV75 were known, the larger 
battery and weight of an EV100 or EV200 may have incentivized greater reductions which 
would have to be accounted for accurately as well.   
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In contrast, the current methodology applies known levels of road load reduction technology 
in order to clearly account for its cost and allow extrapolation to other application levels.  If the 
cost of applying road load technologies in excess of these levels is similar to the value of the 
battery capacity saved, it is possible that smaller battery sizes could result, but not necessarily at 
a lower net vehicle cost.   

5.3.4.3.7.2 Battery Sizing Methodology for HEVs 

HEV battery packs were sized using a simpler methodology described below.  This method is 
continued in the current analysis. 

Because there is no “all-electric range” requirement for HEVs, battery pack sizes are 
relatively consistent for a given weight class.  Furthermore, because battery pack sizes are at 
least an order of magnitude smaller for HEVs than for all-electric vehicles, the sensitivity of 
HEV vehicle weight (and hence energy consumption) to battery pack size is relatively 
insignificant.  For these reasons, a more direct approach (rather than an iterative process) works 
for battery sizing of HEVs.   

In the FRM analysis and the current analysis, HEV batteries were scaled similarly to the 2010 
Fusion Hybrid battery, based on a metric of nominal battery energy per pound of equivalent test 
weight (ETW).  Although the Fusion battery utilized a nickel-metal hydride (Ni-MH) chemistry 
in contrast to the lithium-ion chemistries of the current analysis, the energy window required for 
hybrid operation and thus gross battery sizing is expected to be similar for either chemistry. 

The Fusion Hybrid Ni-MH battery had an ETW ratio of 0.37 Wh/lb.  The battery was 
understood to utilize a 30 percent usable SOC window.  The FRM analysis and the current 
analysis assumes 40 percent for HEVs in the 2020 time frame.  The rationale for this assumption 
is outlined in more detail in Section 5.2.4.4.3.  This results in a 25 percent reduction of the 
energy capacity of the base Fusion battery, or a 0.28 Wh/lb ETW ratio.  This value was used to 
size strong HEV batteries for the analysis. 

In comparing anecdotal data for HEVs, EPA assumed a slight weight increase of 4-5 percent 
for HEVs compared to baseline non-hybridized vehicles.  The added weight of the Li-ion pack, 
motor and other electric hardware were offset partially by the reduced size of the base engine.   

5.3.4.3.7.3 ANL BatPaC Battery Design and Cost Model 

The U.S. Department of Energy (DOE) has established long term industry goals and targets 
for advanced battery systems as it does for many energy efficient technologies.  Prior to the 2012 
FRM, Argonne National Laboratory (ANL) was funded by DOE to provide an independent 
assessment of Li-ion battery costs because of their expertise in the field as one of the primary 
DOE National Laboratories responsible for basic and applied battery energy storage technologies 
for future HEV, PHEV and BEV applications.  This led to the development of a Li-ion battery 
cost model, later named BatPaC. 

A basic description of the battery cost model that formed the basis of BatPaC was published 
in a peer-reviewed technical paper presented at EVS-24.560  ANL later extended the model to 
include analysis of manufacturing costs for BEVs and HEVs as well has PHEVs.561 In early 
2011, ANL issued a draft report detailing the methodology, inputs and outputs of their Battery 
Performance and Cost (BatPaC) model.562  Soon after, EPA contracted a complete independent 
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peer-review of the BatPaC model and its inputs and results for HEV, PHEV and BEV 
applications.563  ANL also provided EPA with an updated report documenting the BatPaC model 
that fully addressed the issues raised within the peer review.564 ANL has continued to develop 
the model on an ongoing basis, adding several new features and refinements to the latest 
version.565  For this Draft TAR analysis, EPA used Version 3.0 of BatPac, which was provided to 
EPA on December 17, 2015.566 

BatPaC is based on a bill of materials approach in addition to specific design criteria for the 
intended application of a battery pack.  The costs include materials, manufacturing processes, the 
cost of capital equipment, plant area, and labor for each manufacturing step. The design criteria 
include detailed parameters such as power and energy storage capacity requirements, cathode 
and anode chemistry, and the number of cells per module and modules per battery pack.  The 
model assumes use of a stiff-pouch, laminated multi-layer prismatic cell, and battery modules 
consisting of double-seamed rigid containers.  The model supports both liquid-cooling and air-
cooling, with appropriate accounting for the resultant structure, volume, cost, and heat rejection 
capacity of the modules.  The model takes into consideration the cost of capital equipment, plant 
area and labor for each step in the manufacturing process for battery packs and places relevant 
limits on electrode coating thicknesses and other processes limited by existing and near-term 
manufacturing processes.  The ANL model also takes into consideration annual pack production 
volume and economies of scale for high-volume production. 

EPA chose to adopt the ANL BatPaC model for the following reasons.   First, BatPaC has 
been described and presented in the public domain and does not rely upon confidential business 
information (which would therefore not be reviewable by the public).  The model was developed 
by scientists at ANL who have significant experience in this area.  The model uses a bill of 
materials methodology which the agencies believe is the preferred method for developing cost 
estimates.  BatPaC appropriately considers the target power and energy requirements of the 
vehicle, which are two of the fundamental parameters when designing a lithium-ion battery for 
an HEV, PHEV, or BEV.  BatPaC can estimate high volume production costs, which the 
agencies believe is appropriate for the 2025 time frame.   Finally, its cost estimates are consistent 
with some of the supplier cost estimates EPA received from large-format lithium-ion battery 
pack manufacturers.   A portion of that data was received from EPA on-site visits to vehicle 
manufacturers and battery suppliers in 2008. 

Since the FRM, EPA has worked closely with ANL to test new versions of BatPaC and to 
guide the development of features that would support the midterm review and this Draft TAR 
analysis.  ANL has since published several iterations of the model that incorporate updated costs, 
improved costing methods and other improvements. 

EPA has worked closely with ANL since 2010 to evaluate each successive version of the 
BatPaC model, to make suggestions for its improvement, and to specifically request features to 
assist with its use for the purpose of battery costing for the rule.  EPA also worked with ANL to 
arrange for an independent peer review of the model in 2011.  This peer review along with EPA 
input led to many improvements that were described in the TSD that accompanied the 2012 
FRM.  ANL has continued to make improvements and add new features since the FRM, many at 
EPA request.  Recent development has included: support for additional battery module 
topologies, improved modeling of impedance and electrode thickness, improved evaluation of 
battery thermal capabilities, revised electrode chemistries such as NMC622, improved 
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accounting for plant costs and overhead, improved cost accounting for solvent recovery, 
customization of cell thickness parameters, generation of USABC parameters, and updated costs 
for all constituent cell materials. 

To conduct this Draft TAR analysis, in December 2015 ANL provided EPA with a beta copy 
of BatPaC Version 3.  After testing and evaluation, this version was used in this Draft GHG 
Assessment. A copy of this file is available in Docket EPA-HQ-OAR-2015-0827. 

Basic user inputs to BatPaC include performance goals (power and energy capacity), choice 
of battery chemistry (of several predefined chemistries), the vehicle type for which the battery is 
intended (HEV, PHEV, or BEV), the desired number of cells and modules and their layout in the 
pack, and the volume of production.   BatPaC then designs the electrodes, cells, modules, and 
battery pack, and provides a complete, itemized cost breakdown at the specified production 
volume. 

BatPaC provides default values for engineering properties and material costs that allow the 
model to operate without requiring the user to supply detailed technical or experimental data.  In 
general, the default properties and costs represent what the model authors consider to be 
reasonable values representing the state of the art expected to be available to large battery 
manufacturers in the year 2020.  Users are able to edit these values as necessary to represent their 
own expectations or their own proprietary data. 

In using BatPaC, it is extremely important that the user monitor certain properties of the cells, 
modules, and packs that it generates, to ensure that they stay within practical design guidelines, 
adjusting related inputs if necessary.  In particular, pack voltage and individual cell capacity 
should be limited to appropriate ranges for the application.  These design guidelines are not 
rigidly defined, but approximate ranges are beginning to emerge in the industry. 

The cost outputs used by EPA to determine 2025 HEV, PHEV and BEV battery costs were 
based on the inputs and assumptions described in the next section.  For engineering properties 
and material costs, and for other parameters not identified below, EPA used the defaults provided 
in the model.    

5.3.4.3.7.4 Assumptions and Inputs to BatPaC 

EPA chose basic user inputs to BatPaC as follows. 

For performance goals, EPA used the power and energy requirements derived from the 
battery sizing analysis described in the previous section.  Additional inputs include battery 
chemistry, vehicle type (BEV, PHEV, or HEV), cell and module layout, and production 
volumes, as outlined below.   

In addition to these inputs, EPA monitored certain outputs to ensure that the resultant cell and 
pack specifications were realistic.  In particular, pack voltages, electrode dimensions, cooling 
capability, and individual cell capacities were monitored to ensure that they were consistent with 
current and anticipated industry practice. 

Additionally, EPA did not include warranty costs computed by BatPaC in the total battery 
cost because these are accounted for elsewhere in the analysis by means of indirect cost 
multipliers (ICMs). 
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Battery chemistry 

In the 2012 FRM analysis, chemistries were chosen due to their known characteristics and to 
be consistent with both publicly available information on current and near term HEV, PHEV and 
BEV product offerings from OEMs as well as confidential business information on future 
products currently under development.  Therefore in that analysis, BEV and PHEV40 packs were 
configured with NMC441 cathode chemistry, and PHEV20 and HEV packs were configured 
with LMO cathode chemistry.  Although EPA considered NMC to be the preferred future 
chemistry for all xEV packs at the time of the FRM, the choice of LMO was necessary due to the 
relatively high power-to-energy ratio of PHEV20 and HEV, which precluded use of NMC as 
modeled by BatPaC.  All packs had a graphite anode chemistry.  These represented the most 
appropriate chemistry choices among those offered in Version 2 of BatPaC at the time. 

Version 3 of BatPaC replaces NMC441 with NMC622, a more commonly cited formulation 
of NMC567 with a long cycle life.568 A blended NMC/LMO cathode option was also added, 
representing increasing popularity of blended cathodes over pure LMO.  Therefore in this Draft 
TAR analysis, EPA selected NMC622 for BEV and PHEV40 packs, and a blended cathode (25 
percent NMC and 75 percent LMO, the BatPaC default value) for PHEV20 and HEV packs.  
Although most current Li-Ion HEV packs are reported to be using NMC cathodes,569 EPA found 
it necessary to model a blended HEV cathode because the default NMC formulations modeled by 
BatPaC did not always support the power-to-energy ratios required by some of the modeled HEV 
configurations.  This might be due to variations in NMC formulations and particle morphologies 
that manufacturers might employ to optimize the chemistry for HEV use but which are not 
represented in the BatPaC default formulations.   

Pack topology and cell capacity 

In the 2012 FRM, the number of cells per module for all packs had been fixed at 32 cells and 
the pack topology (number of modules and their arrangement in rows) followed nominal rules 
and was not optimized.  In this Draft TAR analysis, EPA optimized the pack topology for BEVs 
and PHEVs by choosing values for cells per module, number of modules and arrangement of 
modules to target a preferred cell capacity.   

Since the number of modules per pack must be a whole number, varying the number of cells 
per module allows the number of cells per pack and their capacities to be better targeted.  EPA 
varied the number of cells per module to between 24 and 36.  Based in part on the 55.5 Ampere-
hour cells that appear to be used by Nissan and GM in their recently announced 60-kWh packs, 
and larger cell sizes currently produced or recently announced by leading suppliers, EPA 
targeted an individual cell capacity of 60 A-hr for BEV packs (not to exceed 75 A-hr) and 45 A-
hr for PHEV packs (not to exceed 50 A-hr).  Although constraints such as pack voltage and pack 
capacity prevent matching these targets exactly, cell capacities now cluster more closely to the 
preferred values than in the 2012 FRM analysis.  In many cases this tends to reduce pack costs 
by tending toward smaller numbers of cells of a larger capacity than assumed in the FRM.  HEV 
packs, which consist of a single module, are configured with 32 cells as before. 

Thermal management 

In the FRM, BEV and PHEV packs were modeled with liquid cooling while HEV packs were 
modeled with passive air cooling.  Since BatPaC did not provide an option for passive air 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-345 

cooling in which only the outside of the pack is cooled, EPA substituted the BatPaC cooling 
costs with costs derived from an FEV teardown of an HEV.570 

As before, the current version of BatPaC continues to provide an option for active air cooling 
in which individual cells are separated by air passages through which cabin air or cooled air is 
circulated.  Use of this option results in package volumes that are much larger than for a liquid 
cooled pack.  Although passive air cooling continues to be prevalent in HEV packs at the time of 
this writing, some industry sources have indicated that liquid cooling may also be preferable for 
HEV packs in order to improve utilization of capacity and increase service life.  Minimization of 
underhood package volume is also a growing concern.  EPA therefore chose to utilize liquid 
cooling for HEV packs as well as BEV and PHEV packs for this Draft TAR analysis. 

Pack voltage 

For this Draft TAR analysis, EPA limited BEV and PHEV voltages to a slightly narrower 
range to reflect expected standardization of power electronics voltages.  Based on knowledge of 
current practices and developing trends of battery manufacturers and OEMs, supplemented by 
discussions with the BatPaC authors, EPA targeted allowable pack voltage to approximately 
120V for HEVs (except 48V HEVs) and approximately 300-400V for BEVs and PHEVs. 

Electrode dimensions 

For electrode coating thickness, the 100 micron maximum limit used in the FRM analysis is 
retained in this Draft TAR analysis.   

Recent developments in pack design (as described in Section 5.2.4.4.6,   Electrode 
Dimensions) suggest that the industry may be moving toward low-profile or flat floor-mounted 
packs.  For this reason, in this Draft TAR analysis EPA has revised the 1.5:1 aspect ratio used in 
the FRM analysis and now adopts the BatPaC default aspect ratio of 3:1. 

Manufacturing volumes 

The assumed manufacturing volume for BEV, PHEV and HEV battery packs was retained at 
450,000 per year as in the FRM.  For a full discussion of considerations with regard to the 
assumed manufacturing volume, please refer to Section 5.2.4.4.7, Pack Manufacturing Volumes. 

Summary of Battery Design Assumptions 

Table 5.114 shows a summary of battery design assumptions used in the FRM and those 
adopted for the Draft TAR analysis. 
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Table 5.114  Battery Design Assumptions Input to BatPaC and Changes from 2012 FRM to 2016 Draft TAR 

Assumption 2012 FRM 2016 Draft TAR 

EV75 chemistry NMC441-G NMC622-G 

EV100 chemistry NMC441-G NMC622-G 

EV150/200 chemistry NMC441-G NMC622-G 

PHEV20 chemistry LMO-G 25%NMC/75%LMO-G 

PHEV40 chemistry NMC441-G NMC622-G 

HEV chemistry LMO-G 25%NMC/75%LMO-G 

Pack topology varies optimized to target 
preferred cell capacity 

Maximum cell capacity (A-hr) 80 BEV: target 60, max 75  
PHEV: target 45, max 50 

Cells per module 32 24 to 32 

BEV thermal medium Liquid unchanged 

PHEV thermal medium Liquid unchanged 

HEV thermal medium Air Liquid 

BEV pack voltage range (V) 300V-600V 300V to 400V 

PHEV pack voltage range (V) 300-400 300V to 400V 

HEV pack voltage range (v) ~120V unchanged 

Maximum electrode thickness (microns) 100 unchanged 

Electrode aspect ratio 1.5:1 3:1 

BEV battery 2020 annual mfg volume 450000 unchanged 

PHEV battery 2020 annual mfg volume 450000 unchanged 

HEV battery 2020 annual mfg volume 450000 unchanged 

 

5.3.4.3.7.5 Battery Cost Projections for xEVs 

Table 5.116 through Table 5.121 show the battery pack direct manufacturing costs (DMC) 
that EPA used in this analysis, and the degree of change from those used in the FRM, for each 
level of applied mass reduction technology.  The costs are quoted in 2013 dollars and the 
analysis assigns them to the year 2025 for EVs and PHEVs and the year 2017 for HEVs. This 
assignment follows the convention used in the 2012 FRM analysis, where HEV battery costs 
were assigned to the earlier year to reflect considerations such as the relatively larger number of 
HEV batteries that were in production relative to PHEV and BEV batteries. 

The costs shown are BatPaC output figures minus warranty costs.  The warranty costs 
computed by BatPaC are subtracted because the EPA analysis accounts for warranty costs by 
means of indirect cost multipliers (ICMs).   

In the wider analysis, EPA uses these cost figures combined with a learning curve that assigns 
battery costs for each year over the full time frame of the rule.  This curve was developed by first 
considering the BatPaC costs as applicable to the 2025 MY for EVs and PHEVs and to the 2017 
MY for HEVs.  EPA then unlearned those costs back to the present year using the curve shown 
in Section 5.3.2.1.4.  This allows EPA to estimate costs applicable to MYs 2017 through 2025.  
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The changes in direct manufacturing costs from year-to-year reflect cost changes due to learning 
effects. 

As shown in Table 5.115, projected battery costs for many electrified vehicle configurations 
have fallen substantially from those projected in the FRM.  These changes are the result of many 
influences, including changes to cost assumptions and methodology inherent to BatPaC Version 
3, changes to EPA sizing assumptions (usable battery capacity, motor power, energy efficiency, 
etc.) that have in many cases resulted in reductions to gross battery capacity and power 
requirements, and changes to EPA inputs to BatPaC (particularly, use of improved pack and 
module topologies).   

Table 5.115  Average Change in Projected Battery Pack DMC from 2012 FRM to 2016 Draft TAR 

 
Electrified 

Vehicle Type 

Average change 

Change in 
pack cost 

Change in cost 
per kWh 

EV75 -24.9% -13.4% 

EV100 -27.1% -15.0% 

EV150/200 -24.0% -18.7% 

PHEV40 -12.2% -1.5% 

PHEV20 -8.7% -3.2% 

HEV 29.6% 27.7% 

 

Costs for EV75 and EV100 have fallen by an average of about 25 percent on a total cost basis 
and by about 13 to 15 percent on a cost per kWh basis.  The main influences on this change stem 
from improvement to pack topology and cell sizing, reductions in pack capacity and P/E ratio, 
etc. 

Although EV200 costs are not directly comparable because the FRM modeled EV150, 
projected costs have fallen by about 24 percent relative to EV150 despite the increase in range. 

PHEV40 battery costs have fallen by about 13 percent, having benefited from forces similar 
to those that have reduced BEV costs, but not as much, because PHEV target battery power has 
increased relative to the FRM. 

PHEV20 battery costs have decreased slightly.  The main reason would be the decision to 
model PHEV20 as a blended PHEV with half the electric motor power of the previous EREV 
configuration.  The reduction due to this is reduced by the increase in PHEV battery power 
requirements relative the FRM, which increases the P/E ratio and accordingly the cost.   

HEV costs have increased significantly by an average of almost 30 percent.  This appears to 
be a result of the change to a mixed NMC and LMO cathode, increased costs projected by 
BatPaC Version 3 relating in part to the use of thinner electrodes for a given power requirement, 
and the use of BatPaC liquid cooling costs instead of the FEV teardown costs for air cooling that 
were used in the FRM.  It should be noted that BatPaC does not model passively cooled cell 
assemblies without significant air flow passages between the cells, which would probably have a 
lower cost than a liquid cooled pack.  However, as modeled by BatPaC, liquid cooled HEV 
packs have a slightly lower cost than the available air cooled options. 
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Table 5.116  Estimated Direct Manufacturing Costs in MY2025 for EV75 Battery Packs 

EV75* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

FRM (2008 baseline) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 5,115   $ 224   $ 5,098   $ 225   $ 4,996   $ 228   $ 4,962   $ 229   $ 4,768   $ 233  

Standard Car  $ 6,021   $ 215   $ 5,965   $ 215   $ 5,818   $ 216   $ 5,755   $ 216   $ 5,509   $ 219  

Large Car  $ 7,724   $ 232   $ 7,635   $ 232   $ 7,397   $ 231   $ 7,295   $ 231   $ 6,907   $ 231  

Small MPV  $ 5,995   $ 203   $ 5,952   $ 204   $ 5,843   $ 206   $ 5,800   $ 207   $ 5,625   $ 211  

Large MPV  $ 7,310   $ 195   $ 7,237   $ 196   $ 7,045   $ 196   $ 6,963   $ 196   $ 6,610   $ 197  

Truck  $ 8,332   $ 193   $ 8,242   $ 193   $ 8,005   $ 193   $ 7,883   $ 194   $ 7,474   $ 194  

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $3,962   $203   $3,940   $205   $3,893   $208   $3,873   $210   $3,788   $219  

Standard Car  $4,411   $184   $4,391   $186   $4,331   $189   $4,308   $190   $4,203   $196  

Large Car  $5,807   $192   $5,752   $193   $5,603   $193   $5,538   $194   $5,404   $195  

Small MPV  $4,514   $177   $4,489   $179   $4,431   $182   $4,406   $183   $4,301   $189  

Large MPV  $5,380   $164   $5,351   $165   $5,278   $168   $5,248   $169   $5,121   $175  

Truck  $5,856   $157   $5,805   $158   $5,674   $159   $5,614   $159   $5,457   $165  

Change from FRM 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car -22.5% -9.4% -22.7% -9.0% -22.1% -8.6% -21.9% -8.4% -20.5% -5.9% 

Standard Car -26.7% -14.2% -26.4% -13.7% -25.6% -12.6% -25.2% -12.1% -23.7% -10.1% 

Large Car -24.8% -17.2% -24.7% -17.0% -24.3% -16.4% -24.1% -16.1% -21.8% -15.5% 

Small MPV -24.7% -12.7% -24.6% -12.5% -24.2% -11.9% -24.0% -11.7% -23.5% -10.3% 

Large MPV -26.4% -15.9% -26.1% -15.5% -25.1% -14.2% -24.6% -13.7% -22.5% -11.0% 

Truck -29.7% -18.5% -29.6% -18.3% -29.1% -17.6% -28.8% -17.6% -27.0% -14.8% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 5.117  Estimated Direct Manufacturing Costs in MY2025 for EV100 Battery Packs 

EV100* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

FRM (2008 baseline) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 6,105   $ 201   $ 6,083   $ 201   $ 5,950   $ 204   $ 5,906   $ 205   $ 5,817   $ 206  

Standard Car  $ 7,054   $ 189   $ 7,001   $ 189   $ 6,826   $ 190   $ 6,770   $ 191   $ 6,662   $ 192  

Large Car  $ 8,630   $ 195   $ 8,535   $ 195   $ 8,283   $ 194   $ 8,175   $ 194   $ 7,999   $ 194  

Small MPV  $ 7,293   $ 186   $ 7,237   $ 186   $ 7,096   $ 188   $ 7,039   $ 189   $ 6,953   $ 190  

Large MPV  $ 8,641   $ 173   $ 8,571   $ 174   $ 8,392   $ 175   $ 8,321   $ 176   $ 8,215   $ 177  

Truck  $ 9,962   $ 173   $ 9,879   $ 174   $ 9,676   $ 175   $ 9,554   $ 176   $ 9,392   $ 177  

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $4,533   $175   $4,511   $176   $4,450   $179   $4,428   $180   $4,345   $185  

Standard Car  $5,306   $166   $5,278   $167   $5,207   $170   $5,179   $171   $5,095   $175  

Large Car  $6,476   $161   $6,417   $161   $6,265   $162   $6,197   $162   $6,122   $164  

Small MPV  $5,404   $159   $5,374   $160   $5,342   $164   $5,312   $165   $5,223   $169  

Large MPV  $6,266   $144   $6,227   $144   $6,139   $147   $6,102   $148   $5,995   $151  

Truck  $6,266   $135   $6,227   $135   $6,139   $137   $6,102   $138   $5,995   $142  

Change from FRM 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car -25.8% -13.1% -25.8% -12.7% -25.2% -12.3% -25.0% -12.0% -25.3% -10.6% 

Standard Car -24.8% -11.9% -24.6% -11.6% -23.7% -10.4% -23.5% -10.1% -23.5% -8.9% 

Large Car -25.0% -17.3% -24.8% -17.1% -24.4% -16.5% -24.2% -16.3% -23.5% -15.9% 

Small MPV -25.9% -14.1% -25.7% -13.9% -24.7% -12.5% -24.5% -12.3% -24.9% -10.9% 

Large MPV -27.5% -17.2% -27.3% -17.0% -26.8% -16.3% -26.7% -16.0% -27.0% -14.7% 

Truck -37.1% -22.3% -37.0% -22.1% -36.6% -21.5% -36.1% -21.4% -36.2% -19.9% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 5.118  Estimated Direct Manufacturing Costs in MY2025 for EV200 Battery Packs 

EV200* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

EV150 in FRM (2008 baseline) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 8,080   $ 177   $ 8,048   $ 178   $ 8,048   $ 178   $ 8,048   $ 178   $ 8,048   $ 178  

Standard Car  $ 9,753   $ 174   $ 9,714   $ 174   $ 9,714   $ 174   $ 9,714   $ 174   $ 9,714   $ 174  

Large Car  $ 11,120   $ 167   $ 11,073   $ 167   $ 11,073   $ 167   $ 11,073   $ 167   $ 11,073   $ 167  

Small MPV  $ 10,109   $ 171   $ 10,109   $ 171   $ 10,109   $ 171   $ 10,109   $ 171   $ 10,109   $ 171  

Large MPV  $ 12,114   $ 162   $ 12,112   $ 162   $ 12,112   $ 162   $ 12,112   $ 162   $ 12,112   $ 162  

Truck  $ 13,878   $ 161   $ 13,818   $ 161   $ 13,759   $ 161   $ 13,759   $ 161   $ 13,759   $ 161  

EV200 in Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $6,712   $156   $6,675   $157   $6,588   $160   $6,572   $161   $6,588   $160  

Standard Car  $7,394   $140   $7,351   $141   $7,246   $143   $7,224   $144   $7,224   $144  

Large Car  $8,851   $133   $8,797   $134   $8,743   $134   $8,743   $134   $8,743   $134  

Small MPV  $7,734   $138   $7,688   $139   $7,555   $141   $7,555   $141   $7,555   $141  

Large MPV  $9,160   $127   $9,101   $128   $8,966   $130   $8,966   $130   $8,966   $130  

Truck  $9,795   $119   $9,732   $120   $9,579   $122   $9,515   $123   $9,515   $123  

Change from FRM (including change from EV150 to EV200) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car -16.9% -11.8% -17.1% -11.4% -18.1% -9.9% -18.3% -9.5% -18.1% -9.9% 

Standard Car -24.2% -19.4% -24.3% -19.0% -25.4% -17.7% -25.6% -17.5% -25.6% -17.5% 

Large Car -20.4% -20.4% -20.6% -20.1% -21.0% -19.6% -21.0% -19.6% -21.0% -19.6% 

Small MPV -23.5% -19.5% -23.9% -19.0% -25.3% -18.0% -25.3% -18.0% -25.3% -18.0% 

Large MPV -24.4% -21.6% -24.9% -21.2% -26.0% -20.0% -26.0% -20.0% -26.0% -20.0% 

Truck -29.4% -25.7% -29.6% -25.4% -30.4% -24.4% -30.8% -24.0% -30.8% -24.0% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 5.119  Estimated Direct Manufacturing Costs in MY2025 for PHEV20 Battery Packs 

PHEV20* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

FRM (2008 baseline) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 2,531   $ 364   $ 2,517   $ 364   $ 2,469   $ 370   $ 2,447   $ 371   $ 2,431   $ 373  

Standard Car  $ 2,962   $ 347   $ 2,938   $ 348   $ 2,835   $ 345   $ 2,808   $ 346   $ 2,784   $ 347  

Large Car  $ 3,734   $ 368   $ 3,696   $ 369   $ 3,592   $ 369   $ 3,546   $ 368   $ 3,510   $ 369  

Small MPV  $ 2,835   $ 316   $ 2,813   $ 317   $ 2,754   $ 319   $ 2,730   $ 320   $ 2,703   $ 323  

Large MPV  $ 3,424   $ 300   $ 3,393   $ 301   $ 3,309   $ 302   $ 3,274   $ 303   $ 3,244   $ 303  

Truck  $ 3,874   $ 295   $ 3,834   $ 295   $ 3,732   $ 295   $ 3,681   $ 297   $ 3,671   $ 296  

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $2,463   $382   $2,454   $385   $2,433   $394   $2,424   $397   $2,420   $399  

Standard Car  $2,690   $340   $2,678   $342   $2,649   $349   $2,638   $352   $2,638   $352  

Large Car  $3,157   $316   $3,136   $318   $3,080   $321   $3,070   $322   $3,070   $322  

Small MPV  $2,737   $325   $2,727   $328   $2,699   $335   $2,688   $337   $2,683   $339  

Large MPV  $3,025   $279   $3,008   $281   $2,962   $285   $2,942   $287   $2,937   $288  

Truck  $3,190   $259   $3,169   $261   $3,115   $264   $3,103   $265   $3,103   $265  

Change from FRM 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car -2.7% 4.9% -2.5% 5.8% -1.4% 6.5% -0.9% 7.1% -0.5% 7.0% 

Standard Car -9.2% -1.9% -8.9% -1.6% -6.6% 1.1% -6.0% 1.7% -5.2% 1.4% 

Large Car -15.4% -14.2% -15.1% -13.8% -14.3% -12.8% -13.4% -12.4% -12.5% -12.6% 

Small MPV -3.4% 3.1% -3.1% 3.6% -2.0% 4.9% -1.5% 5.5% -0.7% 5.1% 

Large MPV -11.6% -7.0% -11.4% -6.7% -10.5% -5.6% -10.1% -5.2% -9.5% -5.0% 

Truck -17.6% -12.0% -17.3% -11.6% -16.5% -10.6% -15.7% -10.8% -15.5% -10.5% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*Blended LMO-NMC cathode. 
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Table 5.120  Estimated Direct Manufacturing Costs in MY2025 for PHEV40 Battery Packs 

PHEV40* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

FRM (2008 baseline) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 3,644   $ 262   $ 3,619   $ 262   $ 3,542   $ 264   $ 3,542   $ 264   $ 3,542   $ 264  

Standard Car  $ 4,390   $ 257   $ 4,343   $ 257   $ 4,228   $ 258   $ 4,228   $ 258   $ 4,228   $ 258  

Large Car  $ 6,006   $ 296   $ 5,921   $ 295   $ 5,671   $ 291   $ 5,671   $ 291   $ 5,671   $ 291  

Small MPV  $ 4,247   $ 236   $ 4,207   $ 237   $ 4,101   $ 238   $ 4,100   $ 237   $ 4,100   $ 237  

Large MPV  $ 5,269   $ 231   $ 5,212   $ 231   $ 5,065   $ 231   $ 5,065   $ 231   $ 5,065   $ 231  

Truck  $ 6,122   $ 233   $ 6,050   $ 233   $ 5,900   $ 232   $ 5,900   $ 232   $ 5,900   $ 232  

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $3,130   $260   $3,111   $262   $3,077   $264   $3,078   $264   $3,077   $264  

Standard Car  $3,705   $251   $3,599   $246   $3,559   $247   $3,559   $247   $3,559   $247  

Large Car  $5,528   $295   $5,550   $296   $5,552   $296   $5,550   $296   $5,552   $296  

Small MPV  $3,661   $233   $3,635   $234   $3,579   $236   $3,579   $236   $3,579   $236  

Large MPV  $4,620   $229   $4,622   $231   $4,574   $232   $4,574   $232   $4,574   $232  

Truck  $5,073   $221   $5,026   $221   $4,999   $222   $4,999   $222   $4,999   $222  

Change from FRM 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car -14.1% -0.8% -14.0% -0.1% -13.1% -0.1% -13.1% -0.1% -13.1% -0.1% 

Standard Car -15.6% -2.4% -17.1% -4.1% -15.8% -4.2% -15.8% -4.2% -15.8% -4.2% 

Large Car -8.0% -0.5% -6.3% 0.2% -2.1% 1.7% -2.1% 1.7% -2.1% 1.7% 

Small MPV -13.8% -1.4% -13.6% -1.1% -12.7% -0.5% -12.7% -0.5% -12.7% -0.5% 

Large MPV -12.3% -1.1% -11.3% 0.0% -9.7% 0.2% -9.7% 0.2% -9.7% 0.2% 

Truck -17.1% -5.1% -16.9% -4.8% -15.3% -4.5% -15.3% -4.5% -15.3% -4.5% 

Note: 
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*NMC622 cathode. 
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Table 5.121  Estimated Direct Manufacturing Costs in MY2017 for strong HEV Battery Packs 

STRONG HEV* 
(450k/yr) 

0% CWR 2% CWR 7.5% CWR 10% CWR 20% CWR 

FRM (2008 baseline) 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 726   $ 896   $ 722   $ 909   $ 712   $ 950   $ 708   $ 970   $ 700   $ 1,008  

Standard Car  $ 801   $ 804   $ 796   $ 815   $ 783   $ 849   $ 777   $ 866   $ 765   $ 901  

Large Car  $ 938   $ 809   $ 929   $ 817   $ 909   $ 848   $ 900   $ 862   $ 882   $ 894  

Small MPV  $ 779   $ 747   $ 775   $ 758   $ 762   $ 790   $ 757   $ 806   $ 746   $ 839  

Large MPV  $ 876   $ 682   $ 870   $ 691   $ 853   $ 718   $ 846   $ 731   $ 830   $ 760  

Truck  $ 1,010   $ 676   $ 1,003   $ 685   $ 983   $ 711   $ 974   $ 724   $ 957   $ 747  

Draft TAR 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car  $ 984  $ 1,216  $ 980  $ 1,236  $ 971  $ 1,297  $ 966   $1,326  $ 958   $ 1,383  

Standard Car  $ 1,051   $ 1,057   $ 1,046   $ 1,074   $ 1,033   $ 1,123   $ 1,027   $1,148   $ 1,016   $ 1,198  

Large Car  $ 1,197   $ 976  $ 1,188   $ 988   $ 1,168   $ 1,029   $ 1,158   $1,050   $ 1,140   $ 1,093  

Small MPV  $ 1,033   $ 984   $ 1,029   $ 1,000   $ 1,017   $ 1,047   $ 1,011   $1,070   $ 1,001   $ 1,118  

Large MPV  $ 1,123   $ 855   $ 1,117   $ 868   $ 1,100   $ 907   $ 1,093   $ 925   $ 1,078   $ 966  

Truck  $ 1,194   $ 792   $ 1,187   $ 803   $ 1,167   $ 836   $ 1,158   $ 853   $ 1,142   $ 882  

Change from FRM 

 Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh Pack $/kWh 

Small Car 35.6% 35.8% 35.8% 36.0% 36.3% 36.5% 36.6% 36.7% 37.0% 37.2% 

Standard Car 31.2% 31.5% 31.4% 31.7% 32.0% 32.2% 32.3% 32.5% 32.8% 33.0% 

Large Car 27.7% 20.7% 27.9% 20.9% 28.4% 21.5% 28.7% 21.7% 29.2% 22.2% 

Small MPV 32.6% 31.7% 32.8% 31.9% 33.4% 32.5% 33.6% 32.7% 34.2% 33.3% 

Large MPV 28.2% 25.5% 28.4% 25.7% 29.0% 26.3% 29.2% 26.5% 29.8% 27.1% 

Truck 18.3% 17.1% 18.4% 17.2% 18.7% 17.5% 18.8% 17.7% 19.3% 18.2% 

Note:  
CWR = target percent reduction in vehicle curb weight.  
Actual reduction will be less if it would require applying more than 20 percent mass reduction to glider. 
*Blended LMO-NMC cathode. 
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5.3.4.3.7.6 Discussion of Battery Cost Projections 

In Section 5.2.4.4.9 (Evaluation of 2012 FRM Battery Cost Projections),  the agencies 
reviewed the 2020-2022 cell-level costs projected by GM for its LG-supplied cells for the Chevy 
Bolt EV, and converted them to estimated pack-level costs per gross kWh.  These estimated 
costs were shown to appear generally lower than the pack-level costs for EV150 that were 
generated by the 2012 FRM analysis.  Figure 5.114 extends this comparison to the pack-level 
costs for EV200 projected by this Draft TAR analysis. Although these Draft TAR projected costs 
are significantly lower than the costs projected in the 2012 FRM analysis, they appear consistent 
with and in many cases appear to remain conservative with respect to the trend established by the 
GM/LG pack-converted cost estimates. 

 

 

Figure 5.114  Comparison of Estimated Pack-Converted GM/LG Costs to 2012 FRM EV150 and Draft TAR 
EV200 Projections 

 

As discussed in Section 5.2.4.4.9, comparisons of the GM/LG costs to those of the 2012 FRM 
and Draft TAR analyses are subject to some uncertainty. However, comparison on this basis to 
the 2012 FRM projections suggests that those projections may have been conservative with 
respect to trends in battery cost that have occurred since the FRM.  This outcome suggests that 
EPA's battery costing methodology, with the updates and refinements discussed previously, is an 
appropriate basis on which to derive updated projections for this Draft GHG Assessment.  As 
suggested throughout this analysis, it should be noted that battery costs have many drivers, and 
future cost projections derived by any methodology are subject to significant uncertainties. 
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5.3.4.3.7.7 Battery Pack Costs Used in OMEGA 

Table 5.122 Linear Regressions of Strong Hybrid Battery System Direct Manufacturing Costs vs Net Mass 
Reduction Applicable in MY2017 (2013$) 

Vehicle Class Strong HEV 

Small car -$176x+$984 

Standard car -$235x+$1,051 

Large car -$379x+$1,196 

Small MPV -$217x+$1,033 

Large MPV -$299x+$1,123 

Truck -$365x+$1,194 
    Note: “x” in the equations represents the net weight reduction as a percentage. 

Table 5.123  Linear Regressions of Battery Electric Battery System Direct Manufacturing Costs vs Net Mass 
Reduction Applicable in MY2025 (2013$) 

Vehicle Class PHEV20 PHEV40 EV75 EV100 EV200 

Small car -$403x+$2,463 -$891x+$3,130 -$885x+$3,960 -$1,121x+$4,534 -$1,628x+$6,710 

Standard car -$518x+$2,689 -$2,607x+$3,685 -$1,123x+$4,414 -$1,319x+$5,306 -$2,063x+$7,394 

Large car -$1,039x+$3,157 -$28,870x+$5,337 -$2,702x+$5,807 -$2,823x+$6,475 -$2,630x+$8,851 

Small MPV -$502x+$2,737 -$1,293x+$3,661 -$1,136x+$4,515 -$1,064x+$5,407 -$2,315x+$7,734 

Large MPV n/a  n/a  n/a  n/a  n/a 

Truck n/a n/a n/a n/a n/a 
Note: “x” in the equations represents the net weight reduction as a percentage. 

Table 5.124  Costs for MHEV48V Battery (dollar values in 2013$) 

Vehicle 
Class 

Cost 
type 

DMC: base 
year cost 

IC: complexity 

DMC: 
learning 

curve 
IC: near term 

thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

All DMC $306 31  $306 $277 $258 $244 $234 $225 $218 $212 $206 

All IC High1 2024 $172 $170 $169 $168 $168 $167 $167 $166 $102 

All TC   $478 $447 $427 $413 $401 $392 $384 $378 $309 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.125  Costs for Strong Hybrid Batteries (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 5 DMC $975 31  $975 $883 $823 $779 $745 $717 $694 $674 $657 

SmCar 15 10 DMC $966 31  $966 $875 $815 $772 $738 $711 $688 $668 $651 

SmCar 20 15 DMC $957 31  $957 $867 $808 $765 $731 $704 $682 $662 $645 

StCar 10 5 DMC $1,039 31  $1,039 $941 $877 $830 $794 $764 $740 $719 $700 

StCar 15 10 DMC $1,027 31  $1,027 $930 $867 $821 $785 $756 $731 $711 $692 

StCar 20 15 DMC $1,015 31  $1,015 $919 $857 $811 $776 $747 $723 $702 $685 

LgCar 10 5 DMC $1,177 31  $1,177 $1,066 $994 $941 $900 $866 $838 $815 $794 

LgCar 15 10 DMC $1,159 31  $1,159 $1,049 $978 $926 $885 $852 $825 $801 $781 

LgCar 20 15 DMC $1,140 31  $1,140 $1,032 $962 $910 $871 $838 $811 $788 $768 

SmMPV 10 5 DMC $1,022 31  $1,022 $925 $862 $816 $781 $752 $728 $707 $689 

SmMPV 15 10 DMC $1,011 31  $1,011 $916 $853 $808 $773 $744 $720 $699 $682 

SmMPV 20 15 DMC $1,000 31  $1,000 $906 $844 $799 $764 $736 $712 $692 $674 

LgMPV 10 6 DMC $1,105 31  $1,105 $1,000 $932 $883 $844 $813 $787 $764 $745 

LgMPV 15 11 DMC $1,090 31  $1,090 $987 $920 $871 $833 $802 $776 $754 $735 

LgMPV 20 16 DMC $1,075 31  $1,075 $973 $907 $859 $821 $791 $765 $744 $725 

Truck 10 6 DMC $1,172 31  $1,172 $1,061 $989 $937 $896 $862 $835 $811 $790 

Truck 15 11 DMC $1,154 31  $1,154 $1,045 $974 $922 $882 $849 $822 $798 $778 

Truck 20 16 DMC $1,136 31  $1,136 $1,028 $958 $907 $868 $836 $809 $786 $766 

SmCar 10 5 IC High1 2024 $549 $544 $540 $537 $535 $533 $531 $530 $327 

SmCar 15 10 IC High1 2024 $545 $539 $535 $532 $530 $528 $527 $525 $324 

SmCar 20 15 IC High1 2024 $540 $534 $530 $527 $525 $523 $522 $520 $321 

StCar 10 5 IC High1 2024 $586 $579 $575 $572 $570 $568 $566 $565 $348 

StCar 15 10 IC High1 2024 $579 $573 $569 $566 $563 $561 $560 $558 $344 

StCar 20 15 IC High1 2024 $572 $566 $562 $559 $557 $555 $553 $552 $340 

LgCar 10 5 IC High1 2024 $664 $656 $652 $648 $646 $643 $642 $640 $394 

LgCar 15 10 IC High1 2024 $653 $646 $641 $638 $635 $633 $631 $630 $388 

LgCar 20 15 IC High1 2024 $642 $635 $631 $627 $625 $623 $621 $620 $382 

SmMPV 10 5 IC High1 2024 $576 $570 $566 $563 $560 $559 $557 $556 $342 

SmMPV 15 10 IC High1 2024 $570 $564 $560 $557 $554 $553 $551 $550 $339 

SmMPV 20 15 IC High1 2024 $564 $558 $554 $551 $548 $547 $545 $544 $335 

LgMPV 10 6 IC High1 2024 $623 $616 $611 $608 $606 $604 $602 $601 $370 

LgMPV 15 11 IC High1 2024 $614 $608 $603 $600 $598 $596 $594 $592 $365 

LgMPV 20 16 IC High1 2024 $606 $599 $595 $592 $589 $587 $586 $584 $360 

Truck 10 6 IC High1 2024 $661 $654 $649 $645 $643 $641 $639 $637 $393 

Truck 15 11 IC High1 2024 $650 $643 $639 $635 $633 $631 $629 $627 $387 

Truck 20 16 IC High1 2024 $640 $633 $629 $625 $623 $621 $619 $617 $381 

SmCar 10 5 TC   $1,524 $1,426 $1,362 $1,316 $1,279 $1,250 $1,226 $1,204 $984 

SmCar 15 10 TC   $1,511 $1,413 $1,350 $1,304 $1,268 $1,239 $1,214 $1,194 $975 

SmCar 20 15 TC   $1,497 $1,401 $1,338 $1,292 $1,256 $1,228 $1,203 $1,183 $966 

StCar 10 5 TC   $1,625 $1,520 $1,452 $1,402 $1,363 $1,332 $1,306 $1,284 $1,048 

StCar 15 10 TC   $1,606 $1,503 $1,435 $1,386 $1,348 $1,317 $1,291 $1,269 $1,037 

StCar 20 15 TC   $1,588 $1,486 $1,419 $1,370 $1,333 $1,302 $1,276 $1,255 $1,025 

LgCar 10 5 TC   $1,841 $1,723 $1,645 $1,589 $1,545 $1,510 $1,480 $1,455 $1,188 

LgCar 15 10 TC   $1,811 $1,695 $1,619 $1,563 $1,520 $1,485 $1,456 $1,431 $1,169 

LgCar 20 15 TC   $1,782 $1,667 $1,592 $1,538 $1,496 $1,461 $1,432 $1,408 $1,150 

SmMPV 10 5 TC   $1,598 $1,495 $1,428 $1,379 $1,341 $1,310 $1,285 $1,263 $1,031 

SmMPV 15 10 TC   $1,581 $1,479 $1,413 $1,365 $1,327 $1,296 $1,271 $1,249 $1,020 

SmMPV 20 15 TC   $1,564 $1,463 $1,398 $1,350 $1,313 $1,283 $1,257 $1,236 $1,009 

LgMPV 10 6 TC   $1,727 $1,616 $1,544 $1,491 $1,450 $1,416 $1,389 $1,365 $1,115 

LgMPV 15 11 TC   $1,704 $1,594 $1,523 $1,471 $1,430 $1,397 $1,370 $1,346 $1,100 

LgMPV 20 16 TC   $1,681 $1,572 $1,502 $1,450 $1,411 $1,378 $1,351 $1,328 $1,085 

Truck 10 6 TC   $1,833 $1,715 $1,638 $1,582 $1,538 $1,503 $1,474 $1,448 $1,183 

Truck 15 11 TC   $1,804 $1,688 $1,612 $1,557 $1,514 $1,480 $1,451 $1,426 $1,165 

Truck 20 16 TC   $1,776 $1,661 $1,587 $1,533 $1,490 $1,456 $1,428 $1,403 $1,146 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.126  Costs for 20 Mile Plug-in Hybrid Batteries (dollar values in 2013$) 
Vehicle 

Class 
WRtech WRnet Cost 

type 
DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 15 6 DMC $2,439 26  $3,933 $3,691 $3,490 $3,319 $3,172 $3,043 $2,929 $2,827 $2,735 

SmCar 20 11 DMC $2,419 26  $3,901 $3,661 $3,461 $3,292 $3,146 $3,018 $2,904 $2,803 $2,712 

StCar 15 6 DMC $2,658 26  $4,287 $4,023 $3,804 $3,618 $3,457 $3,317 $3,192 $3,081 $2,981 

StCar 20 11 DMC $2,632 26  $4,246 $3,984 $3,767 $3,582 $3,423 $3,284 $3,161 $3,051 $2,952 

LgCar 15 5 DMC $3,105 26  $5,008 $4,700 $4,444 $4,226 $4,038 $3,874 $3,729 $3,599 $3,482 

LgCar 20 10 DMC $3,053 26  $4,924 $4,621 $4,369 $4,155 $3,971 $3,809 $3,667 $3,539 $3,424 

SmMPV 15 6 DMC $2,707 26  $4,366 $4,097 $3,874 $3,684 $3,521 $3,377 $3,251 $3,138 $3,036 

SmMPV 20 11 DMC $2,682 26  $4,326 $4,059 $3,838 $3,650 $3,488 $3,346 $3,221 $3,109 $3,008 

LgMPV 15 4 DMC $2,991 26  $4,825 $4,527 $4,281 $4,071 $3,890 $3,732 $3,592 $3,467 $3,355 

LgMPV 20 9 DMC $2,949 26  $4,756 $4,463 $4,220 $4,013 $3,835 $3,679 $3,541 $3,418 $3,307 

Truck 15 6 DMC $3,131 26  $5,050 $4,739 $4,480 $4,261 $4,072 $3,906 $3,760 $3,629 $3,511 

Truck 20 11 DMC $3,082 26  $4,971 $4,665 $4,410 $4,194 $4,008 $3,845 $3,701 $3,572 $3,456 

SmCar 15 6 IC High2 2024 $1,988 $1,970 $1,955 $1,943 $1,932 $1,922 $1,914 $1,906 $1,226 

SmCar 20 11 IC High2 2024 $1,972 $1,954 $1,939 $1,927 $1,916 $1,906 $1,898 $1,891 $1,215 

StCar 15 6 IC High2 2024 $2,167 $2,147 $2,131 $2,117 $2,106 $2,095 $2,086 $2,078 $1,336 

StCar 20 11 IC High2 2024 $2,146 $2,126 $2,110 $2,097 $2,085 $2,075 $2,066 $2,058 $1,323 

LgCar 15 5 IC High2 2024 $2,531 $2,508 $2,490 $2,474 $2,460 $2,448 $2,437 $2,427 $1,560 

LgCar 20 10 IC High2 2024 $2,489 $2,466 $2,448 $2,432 $2,419 $2,407 $2,396 $2,387 $1,534 

SmMPV 15 6 IC High2 2024 $2,207 $2,187 $2,170 $2,156 $2,144 $2,134 $2,124 $2,116 $1,360 

SmMPV 20 11 IC High2 2024 $2,186 $2,166 $2,150 $2,136 $2,124 $2,114 $2,105 $2,096 $1,348 

LgMPV 15 4 IC High2 2024 $2,438 $2,416 $2,398 $2,383 $2,370 $2,358 $2,348 $2,338 $1,503 

LgMPV 20 9 IC High2 2024 $2,404 $2,382 $2,364 $2,349 $2,336 $2,324 $2,314 $2,305 $1,482 

Truck 15 6 IC High2 2024 $2,552 $2,529 $2,510 $2,494 $2,480 $2,468 $2,457 $2,448 $1,573 

Truck 20 11 IC High2 2024 $2,512 $2,490 $2,471 $2,455 $2,441 $2,429 $2,419 $2,409 $1,549 

SmCar 15 6 TC   $5,921 $5,661 $5,445 $5,262 $5,104 $4,965 $4,843 $4,733 $3,961 

SmCar 20 11 TC   $5,872 $5,614 $5,400 $5,218 $5,061 $4,924 $4,803 $4,694 $3,928 

StCar 15 6 TC   $6,454 $6,171 $5,935 $5,735 $5,563 $5,412 $5,278 $5,159 $4,317 

StCar 20 11 TC   $6,391 $6,110 $5,877 $5,679 $5,509 $5,359 $5,227 $5,109 $4,275 

LgCar 15 5 TC   $7,539 $7,208 $6,933 $6,700 $6,498 $6,322 $6,166 $6,027 $5,043 

LgCar 20 10 TC   $7,413 $7,088 $6,817 $6,588 $6,389 $6,216 $6,063 $5,926 $4,958 

SmMPV 15 6 TC   $6,573 $6,284 $6,044 $5,841 $5,665 $5,511 $5,375 $5,254 $4,396 

SmMPV 20 11 TC   $6,512 $6,226 $5,988 $5,786 $5,612 $5,460 $5,325 $5,205 $4,355 

LgMPV 15 4 TC   $7,263 $6,944 $6,679 $6,454 $6,260 $6,090 $5,940 $5,806 $4,858 

LgMPV 20 9 TC   $7,160 $6,845 $6,584 $6,362 $6,171 $6,004 $5,855 $5,723 $4,789 

Truck 15 6 TC   $7,602 $7,268 $6,991 $6,755 $6,552 $6,374 $6,217 $6,077 $5,085 

Truck 20 11 TC   $7,483 $7,154 $6,881 $6,649 $6,449 $6,274 $6,120 $5,981 $5,005 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Table 5.127  Costs for 40 Mile Plug-in Hybrid Batteries (dollar values in 2013$) 
Vehicle 

Class 
WR 
tech 

WR 
net 

Cost 
type 

DMC: base 
year cost 

IC: 
complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 20 6 DMC $3,076 26  $4,962 $4,656 $4,402 $4,187 $4,001 $3,838 $3,694 $3,566 $3,450 

StCar 20 5 DMC $3,554 26  $5,733 $5,380 $5,086 $4,838 $4,623 $4,435 $4,268 $4,120 $3,986 

LgCar 20 3 DMC $4,471 26  $7,211 $6,767 $6,398 $6,085 $5,815 $5,578 $5,369 $5,182 $5,014 

SmMPV 20 7 DMC $3,570 26  $5,759 $5,404 $5,110 $4,860 $4,644 $4,455 $4,288 $4,139 $4,004 

LgMPV 20 0 DMC $4,629 26  $7,467 $7,007 $6,625 $6,300 $6,021 $5,776 $5,559 $5,366 $5,192 

Truck 20 5 DMC $4,960 26  $7,999 $7,507 $7,097 $6,750 $6,450 $6,188 $5,956 $5,749 $5,562 

SmCar 20 6 IC High2 2024 $2,508 $2,485 $2,466 $2,450 $2,437 $2,425 $2,414 $2,405 $1,546 

StCar 20 5 IC High2 2024 $2,897 $2,871 $2,850 $2,831 $2,816 $2,802 $2,790 $2,779 $1,786 

LgCar 20 3 IC High2 2024 $3,645 $3,612 $3,585 $3,562 $3,542 $3,524 $3,509 $3,495 $2,247 

SmMPV 20 7 IC High2 2024 $2,911 $2,884 $2,863 $2,844 $2,828 $2,815 $2,802 $2,791 $1,794 

LgMPV 20 0 IC High2 2024 $3,774 $3,740 $3,712 $3,688 $3,667 $3,649 $3,633 $3,619 $2,326 

Truck 20 5 IC High2 2024 $4,043 $4,007 $3,976 $3,951 $3,929 $3,909 $3,892 $3,877 $2,492 

SmCar 20 6 TC   $7,469 $7,141 $6,868 $6,637 $6,437 $6,263 $6,108 $5,970 $4,996 

StCar 20 5 TC   $8,630 $8,251 $7,936 $7,669 $7,438 $7,237 $7,058 $6,898 $5,772 

LgCar 20 3 TC   $10,856 $10,379 $9,983 $9,647 $9,357 $9,103 $8,878 $8,678 $7,261 

SmMPV 20 7 TC   $8,670 $8,289 $7,972 $7,704 $7,472 $7,269 $7,090 $6,930 $5,799 

LgMPV 20 0 TC   $11,240 $10,746 $10,336 $9,988 $9,688 $9,425 $9,192 $8,985 $7,518 

Truck 20 5 TC   $12,042 $11,513 $11,074 $10,701 $10,379 $10,097 $9,848 $9,626 $8,054 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.128  Costs for 75 Mile BEV Batteries (dollar values in 2013$) 
Vehicle 

Class 
WR 
tec
h 

W
R 

net 

Cost 
type 

DMC: 
base 
year 
cost 
IC: 

complex
ity 

DMC: 
learnin
g curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 10 DMC $3,872 26  $6,245 $5,860 $5,541 $5,270 $5,036 $4,831 $4,650 $4,488 $4,342 

SmCar 15 15 DMC $3,827 26  $6,173 $5,793 $5,477 $5,209 $4,978 $4,776 $4,596 $4,437 $4,292 

SmCar 20 20 DMC $3,783 26  $6,102 $5,726 $5,414 $5,149 $4,920 $4,720 $4,543 $4,385 $4,243 

StCar 10 10 DMC $4,301 26  $6,938 $6,511 $6,156 $5,854 $5,594 $5,367 $5,166 $4,986 $4,824 

StCar 15 15 DMC $4,245 26  $6,847 $6,426 $6,075 $5,778 $5,521 $5,297 $5,098 $4,921 $4,761 

StCar 20 20 DMC $4,189 26  $6,757 $6,341 $5,995 $5,702 $5,448 $5,227 $5,031 $4,856 $4,698 

LgCar 10 10 DMC $5,536 26  $8,930 $8,380 $7,923 $7,535 $7,200 $6,908 $6,649 $6,417 $6,209 

LgCar 15 15 DMC $5,401 26  $8,712 $8,175 $7,729 $7,351 $7,025 $6,739 $6,486 $6,261 $6,057 

LgCar 20 20 DMC $5,266 26  $8,494 $7,971 $7,536 $7,167 $6,849 $6,571 $6,324 $6,104 $5,906 

SmMPV 10 10 DMC $4,401 26  $7,099 $6,661 $6,298 $5,990 $5,724 $5,491 $5,285 $5,101 $4,936 

SmMPV 15 15 DMC $4,344 26  $7,007 $6,576 $6,217 $5,913 $5,650 $5,420 $5,217 $5,036 $4,872 

SmMPV 20 20 DMC $4,288 26  $6,916 $6,490 $6,136 $5,835 $5,576 $5,350 $5,149 $4,970 $4,808 

LgMPV 10 5 DMC $5,312 26  $8,568 $8,040 $7,602 $7,230 $6,908 $6,628 $6,379 $6,157 $5,957 

LgMPV 15 10 DMC $5,243 26  $8,457 $7,936 $7,503 $7,136 $6,819 $6,542 $6,296 $6,077 $5,880 

LgMPV 20 15 DMC $5,174  26  $8,346 $7,831 $7,404 $7,042 $6,729 $6,456 $6,214 $5,997 $5,803 

Truck 10 10 DMC $5,638 26  $9,094 $8,534 $8,069 $7,674 $7,333 $7,035 $6,771 $6,536 $6,323 

Truck 15 15 DMC $5,538 26  $8,932 $8,382 $7,925 $7,537 $7,202 $6,910 $6,651 $6,419 $6,211 

Truck 20 20 DMC $5,437 26  $8,770 $8,230 $7,781 $7,400 $7,072 $6,784 $6,530 $6,303 $6,098 

SmCar 10 10 IC High2 2024 $3,156 $3,128 $3,104 $3,084 $3,067 $3,052 $3,039 $3,027 $1,946 

SmCar 15 15 IC High2 2024 $3,120 $3,092 $3,069 $3,049 $3,032 $3,017 $3,004 $2,992 $1,923 

SmCar 20 20 IC High2 2024 $3,084 $3,056 $3,033 $3,014 $2,997 $2,982 $2,969 $2,958 $1,901 

StCar 10 10 IC High2 2024 $3,506 $3,475 $3,449 $3,427 $3,407 $3,391 $3,376 $3,363 $2,162 

StCar 15 15 IC High2 2024 $3,461 $3,430 $3,404 $3,382 $3,363 $3,346 $3,332 $3,319 $2,133 

StCar 20 20 IC High2 2024 $3,415 $3,384 $3,359 $3,337 $3,318 $3,302 $3,288 $3,275 $2,105 

LgCar 10 10 IC High2 2024 $4,513 $4,473 $4,439 $4,410 $4,386 $4,364 $4,345 $4,328 $2,782 

LgCar 15 15 IC High2 2024 $4,403 $4,363 $4,331 $4,303 $4,279 $4,258 $4,239 $4,222 $2,714 

LgCar 20 20 IC High2 2024 $4,293 $4,254 $4,222 $4,195 $4,172 $4,151 $4,133 $4,117 $2,646 
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SmMPV 10 10 IC High2 2024 $3,588 $3,555 $3,529 $3,506 $3,486 $3,469 $3,454 $3,441 $2,212 

SmMPV 15 15 IC High2 2024 $3,541 $3,510 $3,483 $3,461 $3,441 $3,425 $3,410 $3,396 $2,183 

SmMPV 20 20 IC High2 2024 $3,495 $3,464 $3,438 $3,416 $3,396 $3,380 $3,365 $3,352 $2,155 

LgMPV 10 5 IC High2 2024 $4,330 $4,291 $4,259 $4,231 $4,208 $4,187 $4,169 $4,153 $2,669 

LgMPV 15 10 IC High2 2024 $4,274 $4,236 $4,204 $4,177 $4,153 $4,133 $4,115 $4,099 $2,635 

LgMPV 20 15 IC High2 2024 $4,218 $4,180 $4,148 $4,122 $4,099 $4,079 $4,061 $4,045 $2,600 

Truck 10 10 IC High2 2024 $4,596 $4,555 $4,521 $4,492 $4,467 $4,445 $4,425 $4,408 $2,834 

Truck 15 15 IC High2 2024 $4,514 $4,474 $4,440 $4,412 $4,387 $4,365 $4,346 $4,329 $2,783 

Truck 20 20 IC High2 2024 $4,432 $4,393 $4,360 $4,331 $4,307 $4,286 $4,267 $4,251 $2,733 

SmCar 10 10 TC   $9,401 $8,988 $8,645 $8,354 $8,103 $7,883 $7,688 $7,515 $6,288 

SmCar 15 15 TC   $9,293 $8,885 $8,546 $8,258 $8,010 $7,793 $7,600 $7,429 $6,216 

SmCar 20 20 TC   $9,186 $8,782 $8,447 $8,163 $7,917 $7,703 $7,512 $7,343 $6,144 

StCar 10 10 TC   $10,444 $9,986 $9,604 $9,281 $9,002 $8,758 $8,542 $8,349 $6,986 

StCar 15 15 TC   $10,308 $9,855 $9,479 $9,160 $8,884 $8,643 $8,430 $8,240 $6,895 

StCar 20 20 TC   $10,172 $9,725 $9,354 $9,039 $8,767 $8,529 $8,319 $8,131 $6,803 

LgCar 10 10 TC   $13,443 $12,852 $12,362 $11,945 $11,586 $11,272 $10,994 $10,745 $8,991 

LgCar 15 15 TC   $13,115 $12,539 $12,060 $11,654 $11,303 $10,997 $10,725 $10,483 $8,772 

LgCar 20 20 TC   $12,787 $12,225 $11,758 $11,362 $11,021 $10,722 $10,457 $10,221 $8,552 

SmMPV 10 10 TC   $10,686 $10,217 $9,827 $9,496 $9,210 $8,961 $8,740 $8,542 $7,148 

SmMPV 15 15 TC   $10,549 $10,085 $9,700 $9,374 $9,092 $8,845 $8,627 $8,432 $7,055 

SmMPV 20 20 TC   $10,411 $9,953 $9,573 $9,251 $8,973 $8,729 $8,514 $8,322 $6,963 

LgMPV 10 5 TC   $12,898 $12,331 $11,860 $11,461 $11,116 $10,815 $10,548 $10,310 $8,627 

LgMPV 15 10 TC   $12,731 $12,171 $11,707 $11,312 $10,972 $10,675 $10,411 $10,176 $8,515 

LgMPV 20 15 TC   $12,563 $12,011 $11,553 $11,164 $10,828 $10,534 $10,275 $10,042 $8,403 

Truck 10 10 TC   $13,691 $13,089 $12,590 $12,166 $11,800 $11,480 $11,196 $10,943 $9,157 

Truck 15 15 TC   $13,447 $12,856 $12,365 $11,949 $11,589 $11,275 $10,997 $10,748 $8,994 

Truck 20 20 TC   $13,202 $12,622 $12,141 $11,732 $11,379 $11,070 $10,797 $10,553 $8,830 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.129  Costs for 100 Mile BEV Batteries (dollar values in 2013$) 
Vehicle 

Class 
WR 
tec
h 

W
R 

net 

Cost 
type 

DMC: 
base 

year cost 
IC: 

complexi
ty 

DMC: 
learnin
g curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 8 DMC $4,445 26  $7,169 $6,727 $6,360 $6,049 $5,781 $5,546 $5,338 $5,152 $4,985 

SmCar 15 13 DMC $4,389 26  $7,078 $6,642 $6,280 $5,973 $5,708 $5,476 $5,270 $5,087 $4,922 

SmCar 20 18 DMC $4,332 26  $6,988 $6,557 $6,200 $5,897 $5,635 $5,406 $5,203 $5,022 $4,859 

StCar 10 7 DMC $5,214 26  $8,410 $7,892 $7,461 $7,096 $6,781 $6,505 $6,261 $6,044 $5,847 

StCar 15 12 DMC $5,148 26  $8,303 $7,792 $7,367 $7,006 $6,695 $6,423 $6,182 $5,967 $5,773 

StCar 20 17 DMC $5,082 26  $8,197 $7,692 $7,273 $6,917 $6,610 $6,341 $6,103 $5,891 $5,699 

LgCar 10 8 DMC $6,249 26  $10,080 $9,459 $8,943 $8,506 $8,128 $7,798 $7,505 $7,244 $7,009 

LgCar 15 13 DMC $6,108 26  $9,852 $9,245 $8,741 $8,314 $7,944 $7,621 $7,336 $7,080 $6,850 

LgCar 20 18 DMC $5,967 26  $9,625 $9,032 $8,539 $8,121 $7,761 $7,445 $7,166 $6,917 $6,692 

SmMPV 10 7 DMC $5,332 26  $8,601 $8,071 $7,631 $7,257 $6,935 $6,653 $6,404 $6,181 $5,980 

SmMPV 15 12 DMC $5,279 26  $8,515 $7,990 $7,555 $7,185 $6,866 $6,587 $6,340 $6,119 $5,920 

SmMPV 20 17 DMC $5,226 26  $8,429 $7,910 $7,478 $7,112 $6,797 $6,520 $6,276 $6,057 $5,861 

LgMPV 10 3 DMC $6,214 26  $10,024 $9,406 $8,893 $8,458 $8,082 $7,754 $7,463 $7,203 $6,969 

LgMPV 15 8 DMC $6,131 26  $9,888 $9,279 $8,773 $8,344 $7,973 $7,649 $7,362 $7,106 $6,875 

LgMPV 20 13 DMC $6,047  26  $9,753 $9,152 $8,653 $8,230 $7,864 $7,544 $7,261 $7,009 $6,781 

Truck 10 7 DMC $6,540 26  $10,548 $9,899 $9,359 $8,901 $8,506 $8,160 $7,854 $7,580 $7,334 

Truck 15 12 DMC $6,443 26  $10,392 $9,752 $9,220 $8,769 $8,379 $8,039 $7,737 $7,468 $7,226 

Truck 20 17 DMC $6,346 26  $10,235 $9,605 $9,081 $8,637 $8,253 $7,918 $7,621 $7,356 $7,117 

SmCar 10 8 IC High2 2024 $3,623 $3,591 $3,564 $3,541 $3,521 $3,504 $3,488 $3,475 $2,234 

SmCar 15 13 IC High2 2024 $3,577 $3,545 $3,519 $3,496 $3,476 $3,459 $3,444 $3,431 $2,205 

SmCar 20 18 IC High2 2024 $3,532 $3,500 $3,474 $3,451 $3,432 $3,415 $3,400 $3,387 $2,177 

StCar 10 7 IC High2 2024 $4,250 $4,212 $4,180 $4,153 $4,130 $4,110 $4,092 $4,076 $2,620 

StCar 15 12 IC High2 2024 $4,196 $4,159 $4,127 $4,101 $4,078 $4,058 $4,040 $4,024 $2,587 

StCar 20 17 IC High2 2024 $4,143 $4,105 $4,075 $4,048 $4,026 $4,006 $3,988 $3,973 $2,554 

LgCar 10 8 IC High2 2024 $5,094 $5,049 $5,011 $4,978 $4,951 $4,926 $4,905 $4,886 $3,141 

LgCar 15 13 IC High2 2024 $4,979 $4,935 $4,897 $4,866 $4,839 $4,815 $4,794 $4,775 $3,070 
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LgCar 20 18 IC High2 2024 $4,864 $4,821 $4,784 $4,754 $4,727 $4,704 $4,683 $4,665 $2,999 

SmMPV 10 7 IC High2 2024 $4,347 $4,308 $4,275 $4,248 $4,224 $4,203 $4,185 $4,168 $2,680 

SmMPV 15 12 IC High2 2024 $4,303 $4,265 $4,233 $4,205 $4,182 $4,161 $4,143 $4,127 $2,653 

SmMPV 20 17 IC High2 2024 $4,260 $4,222 $4,190 $4,163 $4,140 $4,119 $4,101 $4,085 $2,626 

LgMPV 10 3 IC High2 2024 $5,066 $5,020 $4,983 $4,951 $4,923 $4,899 $4,877 $4,858 $3,123 

LgMPV 15 8 IC High2 2024 $4,997 $4,953 $4,915 $4,884 $4,856 $4,833 $4,811 $4,793 $3,081 

LgMPV 20 13 IC High2 2024 $4,929 $4,885 $4,848 $4,817 $4,790 $4,766 $4,746 $4,727 $3,039 

Truck 10 7 IC High2 2024 $5,331 $5,283 $5,243 $5,210 $5,181 $5,155 $5,133 $5,112 $3,287 

Truck 15 12 IC High2 2024 $5,252 $5,205 $5,166 $5,132 $5,104 $5,079 $5,056 $5,037 $3,238 

Truck 20 17 IC High2 2024 $5,173 $5,126 $5,088 $5,055 $5,027 $5,002 $4,980 $4,961 $3,189 

SmCar 10 8 TC   $10,792 $10,318 $9,924 $9,590 $9,301 $9,049 $8,826 $8,626 $7,218 

SmCar 15 13 TC   $10,656 $10,188 $9,799 $9,469 $9,184 $8,935 $8,714 $8,518 $7,127 

SmCar 20 18 TC   $10,520 $10,057 $9,674 $9,348 $9,067 $8,821 $8,603 $8,409 $7,036 

StCar 10 7 TC   $12,660 $12,104 $11,642 $11,250 $10,911 $10,615 $10,353 $10,119 $8,468 

StCar 15 12 TC   $12,500 $11,951 $11,494 $11,107 $10,773 $10,481 $10,222 $9,991 $8,360 

StCar 20 17 TC   $12,339 $11,797 $11,347 $10,965 $10,635 $10,347 $10,091 $9,863 $8,253 

LgCar 10 8 TC   $15,174 $14,508 $13,954 $13,484 $13,079 $12,724 $12,410 $12,129 $10,149 

LgCar 15 13 TC   $14,832 $14,180 $13,639 $13,180 $12,783 $12,436 $12,130 $11,855 $9,920 

LgCar 20 18 TC   $14,489 $13,852 $13,324 $12,875 $12,488 $12,149 $11,849 $11,581 $9,691 

SmMPV 10 7 TC   $12,947 $12,378 $11,906 $11,505 $11,159 $10,856 $10,588 $10,349 $8,660 

SmMPV 15 12 TC   $12,818 $12,255 $11,787 $11,390 $11,048 $10,748 $10,483 $10,246 $8,573 

SmMPV 20 17 TC   $12,689 $12,131 $11,668 $11,275 $10,936 $10,640 $10,377 $10,143 $8,487 

LgMPV 10 3 TC   $15,089 $14,426 $13,876 $13,409 $13,005 $12,653 $12,340 $12,061 $10,092 

LgMPV 15 8 TC   $14,886 $14,232 $13,688 $13,227 $12,830 $12,482 $12,174 $11,899 $9,956 

LgMPV 20 13 TC   $14,682 $14,037 $13,501 $13,046 $12,654 $12,311 $12,007 $11,736 $9,820 

Truck 10 7 TC   $15,879 $15,182 $14,602 $14,111 $13,686 $13,315 $12,986 $12,693 $10,621 

Truck 15 12 TC   $15,644 $14,957 $14,386 $13,901 $13,483 $13,117 $12,794 $12,505 $10,463 

Truck 20 17 TC   $15,408 $14,731 $14,169 $13,692 $13,280 $12,920 $12,601 $12,316 $10,306 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.130  Costs for 200 Mile BEV Batteries (dollar values in 2013$) 
Vehicle 

Class 
WR 
tec
h 

W
R 

net 

Cost 
type 

DMC: 
base 

year cost 
IC: 

complexi
ty 

DMC: 
learnin
g curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 20 8 DMC $6,580 26 $10,613 $9,959 $9,416 $8,955 $8,558 $8,210 $7,902 $7,627 $7,379 

StCar 20 8 DMC $7,229 26 $11,660 $10,942 $10,345 $9,839 $9,402 $9,020 $8,681 $8,379 $8,107 

LgCar 20 10 DMC $8,588 26 $13,852 $12,998 $12,290 $11,688 $11,169 $10,715 $10,313 $9,954 $9,631 

SmMPV 20 8 DMC $7,549 26 $12,176 $11,426 $10,803 $10,274 $9,818 $9,419 $9,065 $8,750 $8,466 

LgMPV 20 4 DMC $9,057 26 $14,608 $13,709 $12,961 $12,327 $11,779 $11,301 $10,877 $10,498 $10,157 

Truck 20 8 DMC $9,564 26 $15,426 $14,476 $13,686 $13,017 $12,438 $11,933 $11,485 $11,086 $10,726 

SmCar 20 8 IC High2 2024 $5,364 $5,316 $5,276 $5,242 $5,212 $5,187 $5,164 $5,144 $3,307 

StCar 20 8 IC High2 2024 $5,893 $5,840 $5,796 $5,759 $5,726 $5,698 $5,673 $5,651 $3,633 

LgCar 20 10 IC High2 2024 $7,000 $6,938 $6,885 $6,841 $6,803 $6,770 $6,740 $6,714 $4,316 

SmMPV 20 8 IC High2 2024 $6,153 $6,098 $6,052 $6,013 $5,980 $5,950 $5,924 $5,901 $3,794 

LgMPV 20 4 IC High2 2024 $7,383 $7,317 $7,262 $7,215 $7,175 $7,139 $7,108 $7,080 $4,552 

Truck 20 8 IC High2 2024 $7,796 $7,726 $7,668 $7,619 $7,576 $7,539 $7,506 $7,476 $4,806 

SmCar 20 8 TC   $15,977 $15,275 $14,692 $14,197 $13,770 $13,397 $13,066 $12,771 $10,686 

StCar 20 8 TC   $17,553 $16,781 $16,141 $15,597 $15,128 $14,718 $14,355 $14,030 $11,740 

LgCar 20 10 TC   $20,852 $19,936 $19,175 $18,529 $17,972 $17,485 $17,053 $16,668 $13,947 

SmMPV 20 8 TC   $18,329 $17,524 $16,855 $16,287 $15,797 $15,369 $14,990 $14,651 $12,259 

LgMPV 20 4 TC   $21,991 $21,025 $20,223 $19,542 $18,954 $18,440 $17,985 $17,579 $14,709 

Truck 20 8 TC   $23,222 $22,202 $21,354 $20,635 $20,015 $19,472 $18,991 $18,562 $15,532 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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5.3.4.3.7.8 Electrified Vehicle Costs Used In OMEGA (Battery + Non-battery Items) 

Costs presented in the tables that follow sum the battery, non-battery and, where applicable, 
the in-home charger related costs for mild, strong and plug-in hybrids and full battery electric 
vehicles. 

Table 5.131  Full System Costs for 48V Mild Hybrids (2013$) 
Vehicle Class WRtech WRnet Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 5 1.5 TC $1,045 $1,007 $939 $919 $902 $888 $876 $865 $792 

StCar 5 2 TC $1,045 $1,007 $939 $919 $902 $888 $876 $865 $792 

LgCar 5 2.5 TC $1,045 $1,007 $939 $919 $902 $888 $876 $865 $792 

SmMPV 5 2.5 TC $1,045 $1,007 $939 $919 $902 $888 $876 $865 $792 

LgMPV 5 2.5 TC $1,045 $1,007 $939 $919 $902 $888 $876 $865 $792 

Truck 5 3 TC $1,045 $1,007 $939 $919 $902 $888 $876 $865 $792 

Note: TC=total costs. 

Table 5.132  Full System Costs for Strong Hybrids (2013$) 
Vehicle Class WRtech WRnet Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 5 TC $4,088 $3,963 $3,499 $3,431 $3,374 $3,325 $3,283 $3,244 $3,008 

SmCar 15 10 TC $4,054 $3,930 $3,470 $3,402 $3,346 $3,297 $3,255 $3,217 $2,983 

SmCar 20 15 TC $4,020 $3,897 $3,441 $3,373 $3,318 $3,270 $3,228 $3,190 $2,958 

StCar 10 5 TC $4,459 $4,325 $3,815 $3,741 $3,679 $3,627 $3,580 $3,539 $3,286 

StCar 15 10 TC $4,410 $4,278 $3,773 $3,700 $3,639 $3,587 $3,541 $3,501 $3,250 

StCar 20 15 TC $4,362 $4,231 $3,732 $3,659 $3,599 $3,548 $3,502 $3,462 $3,215 

LgCar 10 5 TC $5,142 $4,990 $4,397 $4,313 $4,242 $4,182 $4,129 $4,082 $3,794 

LgCar 15 10 TC $5,059 $4,909 $4,326 $4,243 $4,174 $4,114 $4,062 $4,015 $3,733 

LgCar 20 15 TC $4,975 $4,827 $4,255 $4,173 $4,105 $4,046 $3,995 $3,949 $3,671 

SmMPV 10 5 TC $4,314 $4,183 $3,692 $3,620 $3,560 $3,509 $3,464 $3,424 $3,176 

SmMPV 15 10 TC $4,271 $4,142 $3,656 $3,584 $3,525 $3,474 $3,430 $3,390 $3,144 

SmMPV 20 15 TC $4,229 $4,101 $3,619 $3,549 $3,490 $3,440 $3,396 $3,356 $3,113 

LgMPV 10 6 TC $4,846 $4,703 $4,144 $4,064 $3,998 $3,941 $3,891 $3,847 $3,577 

LgMPV 15 11 TC $4,784 $4,642 $4,090 $4,012 $3,947 $3,891 $3,841 $3,797 $3,531 

LgMPV 20 16 TC $4,721 $4,582 $4,037 $3,959 $3,895 $3,840 $3,791 $3,748 $3,485 

Truck 10 6 TC $5,119 $4,967 $4,377 $4,293 $4,223 $4,163 $4,110 $4,063 $3,777 

Truck 15 11 TC $5,040 $4,891 $4,310 $4,227 $4,158 $4,099 $4,047 $4,001 $3,719 

Truck 20 16 TC $4,962 $4,815 $4,243 $4,161 $4,094 $4,035 $3,984 $3,938 $3,661 

Note: TC=total costs. 

Table 5.133  Full System Costs for 20 Mile Plug-in Hybrids, Including Charger & Charger Labor (2013$) 
Vehicle 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 15 6 TC $10,136 $9,840 $9,143 $8,931 $8,746 $8,582 $8,437 $8,305 $7,505 

SmCar 20 11 TC $10,055 $9,763 $9,072 $8,862 $8,678 $8,516 $8,372 $8,241 $7,448 

StCar 15 6 TC $11,115 $10,792 $10,006 $9,773 $9,570 $9,391 $9,231 $9,087 $8,214 

StCar 20 11 TC $11,003 $10,683 $9,907 $9,677 $9,476 $9,299 $9,140 $8,998 $8,133 

LgCar 15 5 TC $13,287 $12,905 $11,909 $11,634 $11,393 $11,180 $10,990 $10,819 $9,798 

LgCar 20 10 TC $13,059 $12,683 $11,708 $11,438 $11,201 $10,992 $10,805 $10,637 $9,633 

SmMPV 15 6 TC $11,095 $10,768 $9,999 $9,764 $9,559 $9,378 $9,217 $9,071 $8,184 

SmMPV 20 11 TC $10,990 $10,666 $9,906 $9,673 $9,471 $9,291 $9,132 $8,988 $8,108 

LgMPV 15 4 TC $12,502 $12,137 $11,231 $10,968 $10,739 $10,537 $10,356 $10,193 $9,211 

LgMPV 20 9 TC $12,329 $11,970 $11,078 $10,819 $10,594 $10,394 $10,216 $10,055 $9,087 

Truck 15 6 TC $13,054 $12,672 $11,720 $11,445 $11,206 $10,994 $10,804 $10,634 $9,606 

Truck 20 11 TC $12,849 $12,473 $11,539 $11,269 $11,033 $10,824 $10,638 $10,470 $9,459 

Note: TC=total costs. 
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Table 5.134  Full System Costs for 40 Mile Plug-in Hybrids, Including Charger & Charger Labor (2013$) 
Vehicle 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 20 6 TC $12,644 $12,259 $11,391 $11,115 $10,875 $10,662 $10,473 $10,303 $9,260 

StCar 20 5 TC $14,689 $14,242 $13,200 $12,879 $12,600 $12,352 $12,132 $11,933 $10,727 

LgCar 20 3 TC $19,170 $18,600 $17,130 $16,720 $16,362 $16,045 $15,762 $15,506 $13,991 

SmMPV 20 7 TC $14,482 $14,034 $13,035 $12,713 $12,434 $12,187 $11,967 $11,768 $10,554 

LgMPV 20 0 TC $18,425 $17,850 $16,543 $16,130 $15,771 $15,453 $15,170 $14,915 $13,357 

Truck 20 5 TC $19,641 $19,026 $17,625 $17,184 $16,800 $16,460 $16,158 $15,885 $14,220 

Note: TC=total costs. 

Table 5.135  Full System Costs for 75 Mile BEVs, Including Charger & Charger Labor (2013$) 
Vehicle 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 10 TC $10,905 $10,473 $10,115 $9,812 $9,550 $9,321 $9,119 $8,938 $7,595 

SmCar 15 15 TC $10,787 $10,361 $10,008 $9,709 $9,451 $9,225 $9,025 $8,847 $7,505 

SmCar 20 20 TC $10,669 $10,249 $9,901 $9,606 $9,351 $9,128 $8,932 $8,756 $7,416 

StCar 10 10 TC $12,645 $12,155 $11,748 $11,401 $11,102 $10,840 $10,608 $10,401 $8,877 

StCar 15 15 TC $12,374 $11,892 $11,491 $11,150 $10,856 $10,598 $10,370 $10,166 $8,682 

StCar 20 20 TC $12,103 $11,629 $11,234 $10,899 $10,610 $10,357 $10,133 $9,932 $8,487 

LgCar 10 10 TC $16,820 $16,184 $15,653 $15,202 $14,812 $14,469 $14,166 $13,894 $11,788 

LgCar 15 15 TC $16,214 $15,595 $15,080 $14,642 $14,263 $13,930 $13,636 $13,372 $11,355 

LgCar 20 20 TC $15,607 $15,007 $14,507 $14,081 $13,714 $13,392 $13,106 $12,851 $10,921 

SmMPV 10 10 TC $12,102 $11,622 $11,225 $10,888 $10,598 $10,345 $10,121 $9,921 $8,301 

SmMPV 15 15 TC $11,950 $11,477 $11,086 $10,755 $10,469 $10,220 $10,000 $9,804 $8,183 

SmMPV 20 20 TC $11,797 $11,332 $10,947 $10,621 $10,341 $10,095 $9,879 $9,686 $8,066 

LgMPV 10 5 TC $15,076 $14,479 $13,982 $13,560 $13,196 $12,877 $12,594 $12,341 $10,501 

LgMPV 15 10 TC $14,718 $14,131 $13,643 $13,228 $12,870 $12,556 $12,278 $12,030 $10,242 

LgMPV 20 15 TC $14,361 $13,783 $13,303 $12,895 $12,543 $12,235 $11,963 $11,719 $9,984 

Truck 10 10 TC $15,106 $14,495 $13,987 $13,558 $13,187 $12,864 $12,578 $12,323 $10,310 

Truck 15 15 TC $14,834 $14,236 $13,740 $13,320 $12,958 $12,642 $12,362 $12,113 $10,098 

Truck 20 20 TC $14,562 $13,977 $13,492 $13,082 $12,728 $12,420 $12,147 $11,904 $9,886 

Note: TC=total costs. 

Table 5.136  Full System Costs for 100 Mile BEVs, Including Charger & Charger Labor (2013$) 
Vehicle 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 10 8 TC $12,300 $11,807 $11,398 $11,051 $10,752 $10,490 $10,259 $10,052 $8,532 

SmCar 15 13 TC $12,153 $11,667 $11,264 $10,922 $10,627 $10,370 $10,142 $9,938 $8,424 

SmCar 20 18 TC $12,007 $11,528 $11,131 $10,794 $10,503 $10,249 $10,025 $9,824 $8,315 

StCar 10 7 TC $14,941 $14,353 $13,864 $13,448 $13,089 $12,774 $12,496 $12,247 $10,421 

StCar 15 12 TC $14,646 $14,067 $13,585 $13,176 $12,822 $12,513 $12,239 $11,993 $10,210 

StCar 20 17 TC $14,352 $13,781 $13,306 $12,904 $12,556 $12,251 $11,981 $11,740 $9,999 

LgCar 10 8 TC $18,663 $17,949 $17,354 $16,848 $16,410 $16,027 $15,686 $15,382 $13,032 

LgCar 15 13 TC $18,042 $17,346 $16,767 $16,275 $15,849 $15,476 $15,145 $14,848 $12,589 

LgCar 20 18 TC $17,421 $16,744 $16,181 $15,702 $15,287 $14,924 $14,603 $14,315 $12,145 

SmMPV 10 7 TC $14,371 $13,792 $13,311 $12,903 $12,552 $12,246 $11,974 $11,733 $9,828 

SmMPV 15 12 TC $14,228 $13,655 $13,180 $12,778 $12,431 $12,128 $11,861 $11,622 $9,716 

SmMPV 20 17 TC $14,084 $13,518 $13,049 $12,652 $12,310 $12,011 $11,747 $11,511 $9,605 

LgMPV 10 3 TC $17,344 $16,649 $16,072 $15,581 $15,158 $14,787 $14,458 $14,164 $12,025 

LgMPV 15 8 TC $16,950 $16,266 $15,699 $15,216 $14,800 $14,435 $14,112 $13,824 $11,742 

LgMPV 20 13 TC $16,555 $15,884 $15,325 $14,851 $14,442 $14,084 $13,767 $13,483 $11,459 

Truck 10 7 TC $17,312 $16,603 $16,014 $15,515 $15,085 $14,709 $14,377 $14,081 $11,804 

Truck 15 12 TC $17,049 $16,352 $15,774 $15,285 $14,863 $14,495 $14,169 $13,878 $11,597 

Truck 20 17 TC $16,785 $16,101 $15,535 $15,055 $14,641 $14,280 $13,961 $13,676 $11,391 

Note: TC=total costs. 
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Table 5.137  Full System Costs for 200 Mile BEVs, Including Charger & Charger Labor (2013$) 
Vehicle 
Class 

WRtech WRnet Cost 
type 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

SmCar 20 8 TC $17,485 $16,764 $16,166 $15,658 $15,221 $14,838 $14,499 $14,197 $12,001 

StCar 20 8 TC $19,808 $19,006 $18,338 $17,771 $17,282 $16,853 $16,473 $16,134 $13,674 

LgCar 20 10 TC $24,232 $23,270 $22,469 $21,788 $21,200 $20,684 $20,227 $19,819 $16,746 

SmMPV 20 8 TC $19,750 $18,934 $18,257 $17,684 $17,189 $16,757 $16,374 $16,033 $13,422 

LgMPV 20 4 TC $24,207 $23,210 $22,381 $21,677 $21,069 $20,537 $20,066 $19,645 $16,612 

Truck 20 8 TC $24,649 $23,618 $22,762 $22,036 $21,410 $20,863 $20,379 $19,947 $16,706 

Note: TC=total costs. 
 

5.3.4.4 Aerodynamics: Data and Assumptions for this Assessment 

In Section 5.2.5 (Aerodynamics: State of Technology), the agencies reviewed the assumptions 
associated with two levels of aerodynamic drag reduction technology, Aero 1 and Aero 2.  These 
represented applications of drag reduction technology resulting in a 10 percent and 20 percent 
reduction in aerodynamic drag, respectively. 

That Section also reviewed the findings of several studies including: (a) the 2015 NAS 
Report; (b) a joint aerodynamics test program between EPA, Transport Canada, and other 
organizations; a CARB study performed by Control-Tec; and an informal survey of aerodynamic 
technologies at the 2015 North American International Auto Show (NAIAS). 

These studies were seen to generally support the assumptions for cost and effectiveness of 
Aero 1 and Aero 2 as defined in the 2012 FRM.  The findings of the NAS report generally 
supported the assumptions for Aero 1 and Aero 2 as being applicable to the 2020-2025 time 
frame.  The findings of the Joint Aerodynamics Assessment Program and the Control-Tec 
analysis also were shown to lend support to the feasibility of the 10 percent and 20 percent 
effectiveness levels assumed for Aero 1 and Aero 2.  The penetration of passive and active 
aerodynamic technologies as surveyed at the 2015 NAIAS was also shown to demonstrate that 
manufacturers are already implementing many passive and active aerodynamic technologies in 
MY2015 vehicles, with significant opportunity remaining to further apply these technologies in a 
more optimized fashion as vehicles enter redesign cycles in the future.   

At this time, EPA is therefore continuing to use the FRM cost and effectiveness assumptions 
for passive and active aerodynamic technology as a basis for OMEGA runs for this Draft TAR 
analysis. In Section 5.2, some tradeoffs and interactions among specific aerodynamic 
technologies were identified that suggest there could be value in refining the specific 
combinations of technologies that are assumed to make up the Aero1 and Aero2 packages that 
are applied to vehicles in OMEGA.  However, because EPA has not changed the costs associated 
with specific aerodynamic technologies from those used in the FRM, EPA has not chosen at this 
time to make such adjustments to the aerodynamic packages.  EPA intends to continue analyzing 
costs and package combinations prior to the draft determination. 

Costs associated with aero treatments and technologies are equivalent to those used in the 
2012 FRM except for updates to 2013 dollars and use of a new learning curve (curve 24). The 
aero costs are shown below. 
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Table 5.138  Costs for Aero Technologies (dollar values in 2013$) 
Tech Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

Passive aero DMC $43 24  $41 $40 $39 $39 $38 $38 $37 $37 $36 

Passive aero IC Low2 2018 $10 $10 $8 $8 $8 $8 $8 $8 $8 

Passive aero TC   $51 $50 $48 $47 $46 $46 $45 $45 $44 

Active aero DMC $128 24  $123 $120 $118 $116 $114 $113 $111 $110 $108 

Active aero IC Med2 2024 $49 $49 $49 $49 $49 $49 $49 $49 $37 

Active aero TC   $172 $170 $167 $165 $163 $162 $160 $159 $145 

Passive+Active TC   $223 $220 $215 $212 $210 $207 $205 $203 $189 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

 

5.3.4.5 Tires: Data and Assumptions for this Assessment 

In Section 5.2.6 (Tires: State of Technology), the agencies reviewed the assumptions 
associated with two levels of low rolling resistance tire technology, LRRT1 and LRRT2.  These 
represented applications of rolling resistance reduction technology corresponding to a 10 percent 
and 20 percent reduction in rolling resistance, respectively. 

That Section reviewed the findings of the 2015 NAS Report, which examined the agencies' 
2012 FRM assumptions for feasibility, cost, and effectiveness for LRRT1 and LRRT2.  The 
report concluded that the feasibility and effectiveness projected by the agencies for a 20 percent 
reduction in rolling resistance in the 2020-2025 time frame appears to be reasonable.  With 
regard to costs, the Committee substantially agreed with the costs projected by the agencies, 
while noting that the problem of maintaining tread wear and traction requirements while 
reducing rolling resistance continues to present engineering challenges that could affect tire 
costs. 

The Section also reviewed EPA's activity in following industry developments and trends in 
application of low rolling resistance technologies to light-duty vehicles, and a project to track 
trends in rolling resistance of OEM tires through the Control-Tec project.  It also reviewed an 
ongoing joint research program with Transport Canada and other agencies to study the rolling 
resistance and traction characteristics of low-rolling resistance tires.   

At this time, these efforts have suggested that the 2012 FRM estimates of cost and 
effectiveness for LRRT1 and LRRT2 remain reasonable for the time frame of the rule.  EPA is 
therefore continuing to use the FRM cost and effectiveness assumptions for LRRT1 and LRRT2 
as a basis for OMEGA runs for this Draft TAR GHG Assessment.  

In the FRM and this Draft TAR GHG Assessment, LRRT1 remains defined as a 10 percent 
reduction in rolling resistance from a base tire, and is estimated to result in a 1.9 percent 
effectiveness improvement for all vehicle classes.   

Similarly, LRRT2 remains defined as a 20 percent reduction in rolling resistance from a base 
tire, and is estimated to result in a 3.9 percent effectiveness improvement.   

 
Costs associated with lower rolling resistance tires are equivalent to those used in the 2012 

FRM except for updates to 2013 dollars and use of a new learning curve (curve 32 for LRRT2). 
The LRRT costs are shown below. 
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Table 5.139  Costs for Lower Rolling Resistance Tires (dollar values in 2013$) 
Tech Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

LRRT1 DMC $6 1  $6 $6 $6 $6 $6 $6 $6 $6 $6 

LRRT1 IC Low2 2018 $1 $1 $1 $1 $1 $1 $1 $1 $1 

LRRT1 TC   $7 $7 $7 $7 $7 $7 $7 $7 $7 

LRRT2 DMC $43 32  $56 $53 $51 $49 $48 $47 $45 $44 $43 

LRRT2 IC Low2 2024 $10 $10 $10 $10 $10 $10 $10 $10 $8 

LRRT2 TC   $66 $64 $62 $60 $58 $57 $56 $55 $52 

Note: DMC=direct manufacturing costs; IC=indirect costs;  
TC=total costs; both levels of lower rolling resistance are incremental to today’s baseline tires. 

 

5.3.4.6 Mass Reduction: Data and Assumptions for this Assessment  

This section describes the specific assumptions for mass reduction cost and effectiveness that 
are used in this Draft TAR assessment of the GHG standards. These assumptions are based 
largely on the information presented in Section 5.2, and the agencies’ joint assessment of the 
state of mass reduction technology which highlighted notable applications of mass reduction in 
production vehicles since the FRM, and the significant amount of research and development into 
lightweight materials and designs as shown in information in the Appendix. 

Section 5.3.4.6.1 describes the mass reduction costs and the cost curve development 
methodology that are used in the analysis. Two separate cost curves were developed from the 
studies described in Section 5.2; one that is applied to cars and cross-over utility vehicles that 
typically have a unibody construction, and another that is applied to light duty trucks that 
typically have a body-on-frame construction.  

Section 5.3.4.6.2 details the methodology for determining how much mass reduction is 
already present in the MY2014 baseline fleet. This information is then used to assign the 
appropriate costs for additional mass reduction beyond what has been applied to each vehicle in 
the baseline.  

Section 5.3.4.6.3 describes the assumptions used in the GHG analysis for the effectiveness of 
mass reduction for reducing emissions. 

Section 5.3.4.6.4 contains sample tables of the direct manufacturing cost (DMC), indirect 
costs (IC), and total costs (TC) for cars (unibody) and trucks (body on frame) over 2017-2025 
with learning applied given example baseline percent mass reduction. The analysis utilizes 
baseline costs adjusted for every 0.5 percent mass reduction 

The treatment of mass reduction in the fleet safety analyses is explained in Chapter 8. 

5.3.4.6.1 Cost Curves 

The Direct Manufacturing Cost (DMC) curve utilized in the 2012 FRM was a linear cost 
curve starting at $0 for no mass reduction with costs increasing at a constant rate of $4.36/lb for 
each percent mass reduction (e.g. 10 percent mass reduction = $0.436/lb (or $0.96/kg)), see 
Figure 5.115.  The cost curve was applied to all vehicles uniformly, with the assumption that all 
vehicles in the MY2008 baseline were starting from a level of zero percent mass reduction.   
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Figure 5.115  2012 FRM Mass Reduction Direct Manufacturing Cost Curve ($/lb) 

These FRM costs were based primarily on a number of different component, subsystem and 
vehicle -level studies.  While these studies represented the best information available on mass 
reduction costs at the time, EPA continues to believe that tear-down and analysis of actual 
vehicle components are the best way to derive technology cost estimates.  For mass reduction in 
particular, the most cost-effective management of vehicle mass will likely involve a holistic 
approach to vehicle design which takes into consideration not only the primary opportunities for 
mass reduction, but also all secondary mass reduction opportunities. CAE analyses to evaluate 
crash, NVH and dynamic factors are also very important in determining material, grade, gauge 
and geometry of BIW and other components. For this draft TAR, the FRM costs have been 
updated in two important ways. First, the costs used in in this assessment were directly informed 
by several of holistic full vehicle tear-down studies described in Section 5.2.  Second, this 
assessment uses one cost curve for cars and cross-over utility vehicles (CUVs), and a different 
cost curve for light-duty trucks, as appropriate for vehicles with fundamentally different design 
and usage characteristics.  Within EPA's application of technology packages, the Car/CUV curve 
is applied to Vehicle Types 1-7 and 13 which are defined as the non-towing vehicles and  
typically unibody construction.  The light duty truck curve is applied to Vehicle Types 8-12 and 
14-19 which are defined as towing vehicles, and are typically body-on-frame vehicles.  An 
explanation of the Vehicle Types can be found in Chapter 12. 

The baseline model year in the FRM was MY2008 and the vast majority of vehicles at that 
time were developed without the significant incentives for mass reduction, or the metals and 
approaches that have been created as a result of, the current GHG and CAFE standards, and 
therefore form a reasonable basis from which to measure future mass reduction.  The vehicle and 
component designs typical of MY2008-2010 era vehicles are assumed to represent the “null” 
technology for mass reduction, consistent with the definition of a null technology definition for 
powertrain, aero, tire, etc. as described in Section 5.3.1.1.   

The GHG analysis for the Draft TAR uses a MY2014 baseline fleet, so that when determining 
the cost of mass reduction in this draft TAR, EPA recognizes it is important to account for any 
mass reduction that has been applied beyond the “null” mass reduction level typical of MY2008 
era vehicles.  Since the emissions reducing benefits of mass reduction aren't realized unless the 
overall curb weight decreases, mass reduction technology for this Draft TAR is defined to be 
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equivalent to a reduction in curb weight, with some additional adjustments described in 5.3.4.6.2.   
The mass reduction application to electrified vehicles accounts for the additional weight of 
electrical components as described in 5.3.4.3.7.1.  This methodology for accounting for mass 
reduction in electrified vehicles is the same as that used for the FRM. 

The car and CUV costs for this Draft TAR were developed as described in the following 
section based on the tear-down studies of the MY2011 Honda Accord, and the MY2010 Toyota 
Venza, conducted by NHTSA and EPA respectively.   These two vehicles represent designs 
which have primarily steel structures, and component design and materials typical of MY2008-
2010 era cars and CUVs. 

 The truck costs for this Draft TAR are also described in the following section and are based 
on two light duty pickup truck studies.  Both studies focused on the Chevrolet Silverado 1500, 
which is a steel intensive truck design.  One study utilized a MY2011 model which was 
introduced for MY2007, and is representative of MY2008-2010 vintage light-duty trucks. The 
second study utilized a MY2014 model which was redesigned and slightly lighter than the 
MY2011 version.  The methodology described here considered both LDT study results to 
develop a MY2008 applicable cost curve.  Light-duty trucks, and pickup-trucks in particular, 
have a number of unique characteristics which influence the potential solutions for achieving 
mass reduction. The use of a body-on-frame design in which the bed and cab are separately 
mounted to a frame that provides the main load bearing structure for towing, hauling, and crash 
performance. Because of these unique load requirements, the opportunity to achieve secondary 
mass reduction may be less than other passenger vehicles since the overall vehicle and subsystem 
designs will still need to meet vehicle functional objectives under these unique load conditions.  

Overall, EPA believes these new Car/CUV and LDT cost curves are more representative than 
the FRM’s linear curve of direct manufacturing costs for applying mass. The holistic vehicle 
studies provide a more comprehensive evaluation of the opportunity for mass reduction as they 
take into account all vehicle systems (e.g. body, interior, suspension, engine, drivetrain) as well 
as the potential for secondary mass reduction (e.g. decrease the size of powertrain and 
suspension components as loads are reduced) In addition, vehicle functional objectives are also 
considered through CAE modeling and simulation (material grade and gauge, NVH 
characteristics, vehicle acceleration, crashworthiness).  In addition, the results in each study 
show that while high levels of mass reduction may increase costs, there are also opportunities for 
cost savings, especially at lower levels of mass reduction.  These findings are consistent with 
statements from industry, including suppliers and several OEMs.  An article released by the 
Center for Automotive Research (CAR) in February 2016 illustrates this point as it states "The 
figure below [Figure 5] illustrates a generic cost curve for lightweighting that is broadly 
supported."571   
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Figure 5.116  CAR Figure for "General Auto Manufacturer Cost Curve to Lightweight Vehicles"  

It should be noted that while the costs used in this assessment are applied broadly across the 
fleet, EPA recognizes that each particular vehicle will present specific opportunities for mass 
reduction that are in some cases are more cost-effective, and in other cases less cost-effective 
than were available on the vehicles selected for the tear-down studies.  However, it is important 
to note that the cost curves are intended to be representative of mass reduction applied to typical 
MY2008-2010 vehicles, with subsequent adjustments for any additional mass reduction present 
in MY2014 baseline.  Also note that the cost curves represent component and system mass 
reductions that are entirely applied towards a reduction in vehicle curb weight, as opposed to 
offsetting mass increases from the addition of content and features. 

5.3.4.6.1.1 Cost Curve for Cars and CUVs 

  The cost curve for Cars/CUVs developed for this Draft TAR described below represents an 
estimate of the Direct Manufacturing Cost (DMC) for mass reduction technologies that are 
expected to be broadly available in 2020. Total Costs, which are made up of both DMCs and 
Indirect Costs (ICs), are also presented in this section for completeness, although the details of 
calculating ICs are provided separately. Additionally, learning is applied to mass reduction 
consistent with the other technologies in this assessment to account for changes in costs over 
time. More detail on the methods for calculating indirect costs and learning is provided in 
Section 5.3.4.6.4.  

Car/CUV DMC Curve Generation 

The Car/CUV direct manufacturing cost curve is based on EPA’s midsize CUV study based 
on the Venza, and NHTSA's passenger car study based on the Accord.  This section describes the 
development of the Car/CUV DMC curve. Four related topics for the resultant passenger 
car/CUV cost curve are also discussed. First is a discussion of the potential concerns for the cost 
savings in the cost curve from a 2008 era vehicle.  Second, a cost curve adjustment methodology 
is described such that vehicles with an acknowledged baseline mass reduction percentage will 
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have higher costs for additional mass reduction.  Third, this section addresses additional 
technology points (such as aluminum BIW) and whether extension of the current cost curve can 
represent these points.  Lastly, the complete cost curve is shown with DMC, Indirect cost (IC) 
and resultant Total Cost (TC). 

Development of the Car/CUV DMC curve for use in EPA modeling is completed in the 
following steps outlined in Table 5.140. 

Table 5.140  Car/CUV DMC Development  

STEP TASK 

1 Begin with the cost curves for the Passenger Car and the Midsize CUV lightweighting studies (both of 
which are of the 2008 design era). 

2 Update the individual curves given OEM, peer review feedback and other considerations. 

3 Translate the Passenger Car DMC cost curve to use a similar methodology as the Midsize CUV curve. 

4 Average the new Passenger Car and Midsize CUV curves using the best fit line for each curve. 

 

STEP 1:  The 2012 NHTSA Passenger CarLLL and EPA Midsize CUV572 study cost curves are 
shown in Figure 5.117. 

 

Figure 5.117  2012 NHTSA Passenger Car and EPA Midsize CUV Lightweighting Study Cost Curves 

STEP 2:   Both cost curves in Figure 5.117 were updated since 2012. The cost curve from the 
2012 Midsize CUV study572 was adjusted based on peer review, OEM feedback and other 
considerations specific to the report. The resultant cost curve for a MY2008-2010 era midsize 
CUV is shown in Figure 5.118.  The final $/kg and percent mass reduction results for the whole 
vehicle direct manufacturing cost for the HSS BIW and aluminum closure point is $0.50/kg and 
17.6 percent mass reduction for the Midsize CUV.   
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 Figure 5.118  EPA Updated Midsize CUV Direct Manufacturing Cost Curve from Midsize CUV 
Study 

NHTSA's 2012 passenger car cost curve Engineered Solution point has been updated two 
times.  Figure 5.119 shows the point LWV1.1 which is the updated engineered solution point 
achieved through analysis of Honda's comments573.  The point LWV1.2 is the updated 
engineered solution point and includes the updates from NHTSA's analysis of Honda's comments 
as well as re-analyzed BIW for the IIHS small overlap crash.  Design changes to the BIW result 
in some additional mass and cost.   The analysis and NHTSA's updated cost curves are presented 
in their report published in February 2016.574    

 

Figure 5.119  NHTSA Updated Passenger Car Direct Manufacturing Cost Curve from Passenger Car 
StudyEEE,574 

STEP 3: For this analysis, the NHTSA passenger car cost curve was translated using a similar 
methodology to the EPA midsize CUV cost curve so that the two curves represent the same basis 
and can be averaged.  Review of Figure 5.118 (EPA) and Figure 5.119 (NHTSA) reveals that 

                                                 
EEE LWV 1.2 contains the IIHS small overlap design solution and mass add of 6.9kg and $26.88. LWV 1.1 only 

addresses NHTSA's responses to Honda's comments. 

Engineered Solution (HSS BIW) 
($0.50/kg @ 17.6% Mass Reduction) 
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two different methodologies were utilized to create these curves.  Figure 5.118 is a cost curve 
represented of one vehicle solution which includes one set of mass reduction technology ideas 
focused on using an AHSS BIW and a number of aluminum components.  Figure 5.119 is based 
on several whole vehicle solutions including 1) AHSS BIW and closures, 2) AHSS BIW and 
Aluminum closures and chassis frame, 3) Aluminum BIW, closures and chassis frame, 4) 
Composite BIW and Mag/Al closures.  The detailed work in the study is based on the AHSS 
BIW and Aluminum Closures and Chassis frame point and the remaining are estimates. 

Details on the differences in the study approaches and methodologies used to generate the 
original 2012 passenger car and CUV curves are presented in Table 5.141.   
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Table 5.141  Methodology Differences Between Original 2012 Car and CUV Mass Reduction Studies  

 NHTSA 
(Passenger Car Study) 

EPA  
(Midsize CUV: Phase 2 Low Dev Study) 

COSTS and 
TIMEFRAME 

Costs are representative of 2017. 
Vehicle of MY2011 (similar to 2008) 

Costs are representative of 2020.   
Vehicle of MY2010 (similar to 2008) 

TECHNOLOGY 
IDENTIFICATION 

-Study examined a number of components, 
material choices and mfg techniques.  

-Several components using new materials 
were redesigned.  

-Powertrain mass reduction confined to 
downsizing from Civic to avoid engine 

efficiency technologies (powertrain 
component MR beyond scope).  

-Study examined each component within the 
vehicle for mass reduction possibilities.   

-A few non-established technologies were 
adopted with the expectation research would 
make them, or similar technologies, available 

in the 2020-2025 timeframe.   
-Reference some technologies, such as 

wheels, utilized in Phase 1 study on Midsize 
CUV.575 

BIW  Material replacement, computer optimization 
of load paths and material grade and gauge. 

Material replacement, grade and gauge 
optimization 

 BIW SAFETY 
CRASH/NVH 

inCAE 

-Include NVH, FMVSS and other crash tests, in 
design, grade and gauge decisions.    

-Mass add due to IIHS small overlap included 
in updated study with BIW changes applied in 

vehicle solution point. 

-Include NVH, FMVSS and other crash tests in 
grade and gauge decisions.   

- No IIHS small overlap in design  
-Utilized NHTSA mass add and cost findings in 

baseline safety credits, not cost curve. 

ORDERING OF 
PRIMARY MR 

TECHNOLOGIES 
for COST CURVE 

-Some technologies and related MR grouped 
into two points.  

-Glider technologies used as primary  
(glider=vehicle-powertrain) 

-Ordered in lowest $/kg and then 
cumulatively added for $/kg over %MR. 

-Only grouped ideas as required for 
implementation feasibility. 

INCORPORATION 
OF SECONDARY 
MASS SAVINGS 

(SMS) 

-SMS for two intermediate points (for body, 
chassis and powertrain MR) determined using 

factors to primary.   
-Full SMS applied to only individual vehicle 

solution points.  
-SMS is inherent in the powertrain downsizing 
(Civic components adopted into the solution 
for several system components, ex: engine).    

-Study examined a number of major 
components that could be made smaller due 
to a lighter vehicle at the main solution point.   

-SMS was ratio'd at each level of mass 
reduction from 100% SMS at solution point 
back toward zero percent mass reduction.   

-SMS based in downsizing components. 

COST CURVE 
EXPRESSION 

 

-Curve is a connection of vehicle solution 
estimates for several material focused 

solutions. Rigorous analysis (CAE analysis etc.) 
performed for AHSS BIW + Al intensive point 

only. 
-DMC curve included two points for grouped 
glider technologies (non-structure and non-

structure with aluminum closures) with 
system technologies and SMS included in 

whole vehicle solution.   

-The cost curve was created through the 
cumulative addition of best value primary 
mass reduction components, up through 

aluminum closures, and resulted in a 
continuous curve for the AHSS BIW and 

aluminum intensive solution.   
-Compounded curve includes primary + 
secondary percent mass red and $/kg.   

 

To create a similar cost curve as shown in Figure 5.118, several steps must be taken.  This is 
achieved through an understanding of the methodology for Figure 5.118, referencing Figure 
5.119 and using the descriptions and data in the 2012 NHTSA lightweighting report. 

a) Evaluate the data used to create the Engineered Solution, at the AHSS BIW and Aluminum 
Closures and Chassis Frame point, in Figure 5.119 and separate into primary and secondary 
technologies.  See Table 5.142.  The mass save and costs were adjusted for the NHTSA response 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-373 

to Honda's comments.  (The IIHS mass add was not included in this curve for the mass add in 
EPA's analysis is used in the MY2014 baseline calculations for safety credit and applied to all 
passenger cars and the applicable CUV's/SUV's). 

b) Create the primary cost curve.  The primary non-compounded cost curve, such as that 
shown in the green/top curve of Figure 5.118, represents cumulatively added mass reduction and 
costs for individual primary mass reduction technologies for the AHSS BIW and Aluminum 
intensive vehicle solution.  These primary technologies can be adopted without concern of the 
resultant mass of the vehicle.  

c) Determine the secondary mass and cost savings at the Engineered Solution point. 
Secondary mass and cost reduction technologies are determined and applied for a number of 
components, including the chassis and powertrain that could be redesigned to reflect the 
reduction in load associated with a reduced vehicle curb weight.  

d) Create the compounded cost curve.  Ratio the secondary mass and cost savings from the 
Engineered Solution point across the percent mass reduction from the primary cost curve. In 
Figure 5.118 this is shown as the purple/bottom curve.  This effectively shifts the cost curve 
down and to the right.  The translated curve in Figure 5.120 shows that NHTSA's approach for 
only applying secondary mass at points greater than 10 percent was maintained. 

e) Create best fit curves to the data to be used in averaging. 

Table 5.142  Designation of Primary and Secondary Mass reduction for 2012 NHTSA Accord-based 
Passenger Car Study 

System MR Technology/List of System 
Components 

Primary Secondary 

Body AHSS * * 

Hood Aluminum *  

Radiator  Radiator 
Hoses 

Radiator Support  
Fan system 

Expansion Bottle 

* * 

Front Bumper AHSS *  

Rear Bumper AHSS *  

Deck lid Stamped Al *  

Fenders Stamped Al *  

Front Door Frame Stamped Al *  

Rear Door Frame Stamped Al *  

Front Suspension Lower Control Arm (AHSS) 
Steering Knuckles (Al) 
Stabilizer Bar (AHSS) 

Engine Cradle (Al) 
Other 

Material Change and Downsize 

* * 

Interior Systems Trim (Mucell) 
Front Seat(mg base) 

Rear Seat (composite back) 
Instrument Panel (mag) 

*  

HVAC Mucell * * 
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Downsize to Civic 

Electrical Wiring and wiring harness (Al/copper) 
Headlamps 
Tail Lamps 

*  

Rear Suspension K Frame 
Suspension Arms 

Bearing Hub 
Stabilizer Bar 

Other 

* * 

Wheels & Tires Wheels (AHSS) 
Tires 

Spare Wheel and Tire 
Car Jack 

* * 

Engine Downsize (Civic)  * 

Transmission Downsize  * * 

Drive Shafts Downsize from Civic  * 

Fuel System Downsize Fuel Tank  * 

Exhaust Exhaust on Body 
Exhaust on Engine 

Heat Shields 
Downsize from Civic 

 * 

Brake System Front Calipers 
Rear Calipers 
Pads (Front) 
Pads (Rear) 

Brake Discs (front) 
Brake Discs (rear) 

ABS system 
Vacuum Pump 

Emergency Brake 

* * 

Steering Steering shaft assembly 
Steering rack 

Power steering 
Downsize to Civic 

 * 

Battery Downsize  * 

Fuel Less fuel used with smaller tank  * 

Insulation - NVH Add in 3.2kg at $10 - 3M Thinsulate, 
Quietblend 
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Figure 5.120  Car DMC Curve from Car Data shown in CUV Methodology ($/kg vs %MR), Engineered 
Solution AHSS BIW & Aluminum Closures and Chassis Frames 

One notable difference between Figure 5.118 and Figure 5.120 is the place of the cost save 
mass reduction and the amount of cost increase mass reduction offset by these savings. The CUV 
curve, Figure 5.118, has notable mass savings in the primary (green/top) curve due to the number 
and cost estimates for the primary technologies.  The Car curve, Figure 5.120, has notable mass 
savings in the secondary mass (as noted by the negative slope to the Engineered Solution point) 
due to the notable number of downsized technologies. Regardless of the specific technologies 
used to make the DMC curve, the curves reflect two different ways that mass reduction may be 
implemented on 2008 era vehicles.   

STEP 4: To combine the two 2008 era DMC curves (Car and CUV) into a single Car/CUV 
curve, the best fit equations for the cost curves in Figure 5.118 and Figure 5.120 were 
determined and averaged together.  The result is shown in Figure 5.121.  This specific curve is 
utilized in the application of mass reduction for vehicles with a MY2014 baseline percent mass 
reduction of zero.  Vehicles with a MY2014 baseline percent mass reduction above zero will 
have an adjusted cost curve applied.  Calculation of the MY2014 baseline percent mass reduction 
is discussed in Section 5.3.4.6.2.  Adjustment of the curve for vehicles with MY2014 baseline 
percent mass reduction is discussed in Section 5.3.4.6.2 as well as in "Cost Curve Adjusted for 
Baseline Mass Reduction Percent" further on in this discussion.  The FRM linear cost curve is 
also included in the figure and it is noted that the new cost curve lies below the FRM cost curve.   

Another factor in regards to costs for mass reduction is the improvement in fuel efficiency.  
EPA's analysis includes an increase in fuel efficiency of 5.2 percent for all vehicles in the 2020-
2025 timeframe.  Others have estimated the improvement as being 6 percent to 8 percent and the 
recent presentation by IBIS Associates, Inc. at the 2016 DOE Annual Merit Review576 listed that 
up to 7 percent improvement in fuel efficiency for every 10 percent reduction in vehicle mass.  If 
EPA's estimate is too low then other technologies will have to be adopted in order to make up 
this difference and in essence raising EPA's cost estimate for overall compliance with the 
standards. 
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Figure 5.121  DMC Curve for 2008 Era Car/CUV (2013$/kg v %MR) - HSS BIW, Al intensive 

 

Figure 5.122  DMC Curve for 2008 Era Car/CUV (2013$/vehicle for a 3000 pound vehicle) -AHSS BIW, Al 
Intensive 

The DMC curve for Car/CUV, Figure 5.121, shows cost savings when starting from a 2008 
era vehicle design. Other resources acknowledge mass reduction at cost savings including the 
diagram by CAR in Figure 5.116.  Several other documents also acknowledge some cost neutral 
mass reduction.  These include the presentation by IBIS Associates, Inc. at the 2016 DOE 

FRM 

AVG 
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Annual Merit Review576 , and the 2015 NAS study on the costs for mass reduction for passenger 
cars and light duty trucks.492,FFF Answers to several questions on this topic are listed below. 

1. What types of technologies/approaches result in a mass reduction and a cost savings? 

Table 5.143  Technologies/Approaches that Result in a Mass Reduction and a DMC Savings 

Approach Technology Supporting Notes 

DMC Savings and Mass 
Reduction 

Design Part Integration and 
Optimization 

Enhanced by improvements in CAE tools  
(Ex: airbag housing) 

Material and Component Design 
Optimization 

Redesign a component for less mass of an 
existing material 

(Ex: scalloped edges in BIW) 

Material Processing Ex: Mucell 

Design and Processing Ex: Hollow Tube 

Secondary Mass Identification and Modification of 
components for Secondary Mass 

Savings 

Use less of a material due to less load 
stresses 

(Ex: downsized engine, brakes) 

 

2.  Have OEM's expressed the ability to achieve mass reduction at a cost savings? 

Information from an October 2015 GM investor presentation addressed the issue of cost 
savings for adopting mass reduction in 2016 vehicle releases. The Malibu and Camaro are on 
their second redesign since 2008 and the Cruze on its first since 2008.  Using 2008 and 2016 
curb weight values, from edmunds.com and A2Mac1, mass reductions of 4.4 to 12.1 percent577 
over 2008 MY are estimated, as shown in Table 5.144. 

 

Figure 5.123  GM Investment Conference Call "Vehicles with More Efficiency at Better Margins" 

                                                 
FFF The 2015 NAS study includes a 'min' curve for the DMC for passenger car which reflects 6.5 percent mass 

reduction at a cost neutral, and includes 40 percent secondary mass for passenger cars at $1.00/kg cost save and 
25 percent secondary mass for light duty trucks at $1.00/kg cost save, at points of 10 percent primary mass 
reduction or more.   
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Table 5.144  Estimate of Percent Change in Mass Reduction Compared to 2008 Estimates 

Vehicle Curb 
Weight 

2008 

Curb 
Weight 

2014 

2014 % MR 
Change  

(CW only) 

2016 Curb 
Weight Dec 

Est 

Est CW 2016 Est %MR 
2016 over 

2008 

Malibu 3415-3649 3393-3660 -0.6% to +0.3% 300 3093-3388 -9.4 to -7.9 

Cruze 3000 3118 +4% 250 2868 -4.4 

Camaro 3780-3860 3719-3820 -1.6% to -1.0%  400 3319-3420 -12.1 to -11.4 
*source of information: edmunds.com/A2Mac1 

 

Cost Curve Adjusted for Baseline Mass Reduction Percent   

Since the 2012 FRM, some manufacturers have reduced the curb weight of some of their 
vehicles, modified the design to allow compliance with new FMVSS and IIHS safety 
requirements and increased vehicle footprint.  The Draft TAR uses a MY2014 baseline for which 
a baseline percent mass reduction per vehicle is calculated.  The percent mass reduction is based 
on a change in curb weight in MY2014 from MY2008 (along with an allowance for safety 
compliance and vehicle footprint increase), and not the amount of mass reduction technology 
applied.  The reason for this is that the mass reduction technologies are not always evident by the 
eye in the vehicle and the benefits of mass reduction are not achieved unless the overall vehicle 
is lighter. The detailed methodology for estimating the amount of mass reduction already present 
in a MY2014 vehicle is presented in Section 5.3.4.6.2. 

The methodology for identifying and assigning baseline mass reduction is reflected in the 
calculations for the higher future cost for mass reduction and a potential decrease in the total 
additional mass reduction that can be applied to any given vehicle.  Figure 5.124 and Figure 
5.125 show the results of the DMC curve of a MY2014 vehicle with 5 percent mass reduction 
applied since MY2008.  The original maximum DMC save of $200 (for a vehicle with zero 
percent MY2014 baseline mass reduction) is removed and the net zero cost mass reduction at 16 
percent is also eliminated.  The overall mass reduction potential, given the AHSS BIW and 
Aluminum intensive solution, has been reduced from 20 percent to 15 percent. 

 

Figure 5.124  DMC Curve Adjusted for Car/CUV with 5 Percent Baseline Mass Reduction for MY2014 ($/kg) 
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Figure 5.125  DMC Curve Adjusted for Car/CUV with 5 percent Baseline Mass Reduction for MY2014 
($/veh) 

 

Total Costs for Car/CUV Mass Reduction 

As described in Section 5.3.2.2.2, this assessment adopts a methodology for estimating the 
indirect costs of mass reduction based on separating direct manufacturing costs according to 
whether the components are purchased supplier parts, or OEM-produced.  The OEM's markup on 
supplier produced components is expected to be less than the markup on an OEM produced 
component since the supplier markups are included in the OEM piece price to the supplier.   

Figure 5.126 and Figure 5.127 show the resultant DMC cost curve, ICM curve and Total Cost 
curve for those vehicles designated to be assigned the passenger car cost curve for mass 
reduction based on MY2008.  This curve is based on a vehicle with no baseline mass reduction 
differences noted between MY2008 and MY2014.  If a vehicle were to have a baseline mass 
reduction noted for MY2014 then the Total Costs would increase due to the Direct 
Manufacturing Cost increases. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-380 

 

Figure 5.126  Resultant Passenger Car Cost Curve (2013$/lb, 3000 pound vehicle shown) 

Note: DMC, IC using ICMs and Total Cost, MY2008 with 0 percent Baseline MR, applicable 
in MY2020 with learning effects determined by learning curve 30 (see Section 5.3.2.1.4)). 

 

   

Figure 5.127  Resultant Passenger Car Cost Curve (2013$/vehicle, 3000 pound vehicle shown) 

Note: DMC, IC using ICMs and Total Cost, MY2008 with 0 percent Baseline MR, applicable 
in MY2020 with learning effects determined by learning curve 30 (see Section 5.3.2.1.4)). 
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Comparison of Data for Lightweight Car/CUV with Aluminum BIW 

In order to assess the opportunity to reduce the mass of passenger cars and CUV's beyond 
what was considered in the cost curves discussed, the EPA reviewed alternatives for all 
aluminum body-in-white. The alternatives presented here are not reflected in the draft TAR cost 
curves, but are included to recognize that EPA does not expect a significant inflection upward in 
cost with mass reduction beyond what has been considered in the draft TAR analysis of 2008 era 
vehicles. The solution points from the lightweight studies for the TAR contain AHSS BIW and 
aluminum intensive components correspond to mass reduction levels of 17.6 percent and just 
over 20 percent for the CUV and passenger car holistic vehicle studies respectively. In addition 
to the Aluminum BIW discussed below, the feasibility of achieving higher levels of mass 
reduction was shown in the work by DOE/Ford/Magna in which 23.5 percent mass reduction 
was achieved relative to a MY2013 FusionGGG for the Mach 1 design, as described in Section 
5.2. The overall BIW design was multi-material with 64 percent aluminum, 29 percent steel and 
7 percent hot stamping.  A number of vehicles were built and crashed, including IIHS ODB, with 
acceptable results and several notes for further improvement in the BIW design to CAE 
predictive correlation were noted.  Costing was not a part of this project, however the SAE paper 
states "multi-material automotive bodies can achieve weight reduction with cost effective 
performance." 578 

Several additional design solutions at higher levels of mass reduction with all aluminum BIW 
were developed using the Venza and Accord-based studies as starting points, as shown in Figure 
5.128, along with an extrapolation of the best fit Car/CUV cost curve from Figure 5.121.   

 

Figure 5.128  Car/CUV DMC Curve Extended to Points with Aluminum BIW 

                                                 
GGG The MY2013 Fusion was one redesign beyond the 2008 era Fusion. The base vehicle is approximately 250 lbs 

heavier and the top trim is approximately 100 lbs heavier in 2013 compared to 2008.  The 2013 Fusion is 
approximately 2.80sq ft larger in footprint compared to the 2008 era Fusion and slightly taller and wider overall. 
Several safety features were also included. (https://en.wikipedia.org/wiki/Ford_Fusion_(Americas)) 
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Figure 5.129 shows two points for the CUV aluminum intensive solution.  One point is from 
the ARB-sponsored study by Lotus Engineering579 and one point is from the Aluminum 
Association study through EDAG.580  The ARB full vehicle data point with optimized BIW 
design and reduction of BIW components is 531kg (31 percent) mass reduction at -$0.64/kg.  
The Aluminum Association study of an all-aluminum BIW, based on material replacement into 
the CAE model from the original U.S. EPA Midsize CUV study, resulted in a total vehicle 
solution of $1.12/kg at a total of 476kg (27.8 percent) mass reduced. NHTSA studied the 
aluminum intensive vehicle design for the passenger car (based on the MY2011 Accord) and the 
result is a point at $2.83/kg for 23.2 percent.  

Table 5.145 shows the detailed results of the studies.  The cost/kg estimate for the NHTSA 
estimated point are likely overestimated given the recent reduction in the commodity price for 
aluminum and comments in the 2001 JOM source document used for the cost estimate indicates 
that costs have very likely decreased since this work was completed.HHH581 Similarities are seen 
in the mass reduction results between the two aluminum intensive projects for the Midsize CUV 
(Lotus Engineering and EDAG) and these include the total BIW/closure/bumper total mass 
reduction which is only 6kg apart (201.7kg v 207.7kg respectively).  The differences between the 
two projects include the BIW designs used and the resultant estimated costs.  The EDAG study 
used the existing BIW design and the materials of aluminum alloy sheet, extrusion and casting.  
The Lotus Engineering solution also utilized the different aluminum components while 
optimizing component aggregation as only 169 components were used in the BIW compared to 
the original 419 and significant savings with the new manufacturing processes were assumed. 

Table 5.145  Three Aluminum Intensive Vehicle Design Summary - DMC ($), %MR and $/kg 

Aluminum BIW, 
Closures, Chassis  

2012 ARB/Lotus  
(midsize CUV-1711kg) 

2012 Al Assoc/EDAG  
(midsize CUV -1711kg) 

2012 NHTSA/Electricore/ 
EDAG (Pass Car-1480kg) 

Mass save 
(kg) 

Cost  
($) 

Mass save 
(kg) 

Cost 
($) 

Mass save 
(kg) 

Cost 
($) 

BIW 140.7 239 162.2 780 113 782 

Closures/Fenders 59 -381 43.2 106 44 153.7 

Bumpers 2 9 2.3 8.6 - - 

TOTAL 201.7 -133 207.7 894.6 157 935.7 

Total Vehicle 530 -342 464* +520* 343.6 971.9 

$/kg -$0.64/kg $1.12/kg $2.83/kg 
Note: *adjusted for changes in the EPA baseline Midsize CUV cost curve into which the aluminum BIW was placed 

 

Future Work for Proposed Determination 

EPA recognizes that mass reduction technology will play an important role in meeting the 
2022~2025 MY standards.  The agency will continue to monitor and research developments in 
material development, material substitution approaches, design optimization and manufacturing.  

                                                 
HHH Investigation into the supporting documentation for the analysis revealed that the information was taken from a 

2001 article in the Journal of Minerals, Metals and Materials Society.  The article states "In fact, design 
developments by Audi already have resulted in significant cost reductions between its first- and second-
generation vehicles.  These have come about through parts consolidation, process substitutions, and part 
simplification."  

http://www.audi.com/java/index.html
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EPA plans to revisit the assessment of overall mass reduction costs and the evaluation of mass 
reduction in the baseline fleet for the proposed determination. 

5.3.4.6.1.2 Cost Curve for Light Duty Trucks  

The cost curve for light-duty trucks developed for this assessment as described below 
represents an estimate of the Direct Manufacturing Cost (DMC) for mass reduction technologies 
that are expected to be broadly available in 2020.  Total costs, which are made up of both DMCs 
and Indirect Costs (ICs), are also presented herein. More detail on the methods for calculating 
indirect costs and learning for mass reduction are provided in Section 5.3.2. 

Light Duty Truck DMC Curve Generation 

The LDT direct manufacturing cost curve was created through combining the results of the 
EPA MY2011 base LDT and NHTSA MY2014III base LDT lightweighting studies which are 
outlined in Section 5.2.  Development of the LDT DMC curve for use in EPA modeling is 
completed in the following steps outlined in Table 5.146.  This section also includes discussion 
of the complete LDT cost curve with Direct Manufacturing Cost (DMC), Indirect cost (IC) and 
resultant Total Cost (TC). 

Table 5.146  LDT DMC Curve Development  

STEP TASK 

1 Begin with the MY2011 and MY2014 Light Duty Truck cost curves  
(the vehicles are of different design eras) 

2 Translate the NHTSA LDT DMC cost curve to use a similar methodology as the EPA LDT DMC cost curve 

3 Average the two LDT curves using the best fit line for each curve.  Account for difference in eras 
between the two studies. 

 

STEP 1: The cost curve for the Car/CUV was based on two 2008 era vehicles and hence 
represents the technology of lightweighting on 2008 era vehicles. The MY2011 Silverado 1500 
design and the MY2014 Silverado 1500 are from two different design eras.  The MY2011 
Silverado 1500 is a 2008 design era vehicle.  The MY2014 Silverado 1500 is the next redesign 
and has been redesigned with safety complianceJJJ, some lightweighting and slightly larger size.   
All of these features will come into play later on in the LDT cost curve development process 
described herein.  The curb weight difference between the MY2011 and MY2014 light duty 
truck study vehicles is 22kg as shown in Table 5.147.   

Table 5.147  Comparison of MY2011 and MY2014 Crew Cab Silverado 1500582 

 MY2011 Silverado 1500  My2014 Silverado 1500^ 

Cabin Design Crew Cab Crew Cab 

2x4, 4x4 4x4 4x4 

Truck Bed Length 5.8 ft 5.8 ft 

                                                 
III The final report for the MY2014LDT was not available in time for this Draft TAR analysis.  The Proposed 

Determination will contain an updated analyses given the final mass reduction and cost information from the final 
MY2014 LDT lightweighting study.   

JJJ The safety design features in the MY2014 Silverado include higher compliance to the IIHS small overlap crash 
test as well as compliance with FMVSS crash tests that came in during the 2008 and 2014 timeframe.  
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Engine 5.3L V8 FFV (315hp) 5.3L V6 (355hp) 

Transmission 4 speed 6 speed 

Wheelbase 143.5 inches 143.5 inches 

Track Width 68 in front, 67 in rear 68.7-68.9 in front, 67.6-67.9 in rear 

Curb Weight* 2454kg 2432kg 

*The curb weights were from the EPA and NHTSA light duty truck lightweighting studies.  The mass decrease for 
these two trucks is 22kg. 

^The 2014 LDT incorporates materials to address the safety standards that came into effect between 2012 and 
2014.  The 2014 LDT is also slightly larger 

 

The two light duty truck DMC curves are reviewed to assure the two cost curves utilize a 
similar methodology. 

The EPA light duty truck direct manufacturing cost curve is shown in Figure 5.129 and is 
based on EPA's light duty truck light-weighting study (MY2011 Silverado 1500).  The 
lightweight design is aluminum intensive combined with an AHSS frame. The DMC curve was 
created using the similar cost curve methodology in the EPA Midsize CUV study.  EPA's 
methodology is to a) cumulatively add all of the primary mass reduction technologies (not 
dependent on vehicle mass for optimization) and costs (green/top curve), b) add an NVH 
allotment component by ratio across all mass save steps, and c) determine secondary mass at 
primary solution point and ratio secondary mass savings across the primary mass curve to create 
the compounded curve (purple/bottom curve).  The original engineered solution point to the 
study was 20.8 percent mass reduction at $4.35/kg.  The cost curve on the MY2011 LDT result 
was modified with a re-evaluation of the NVH allotment to 15kg from 50kg, both at $3/kg, based 
on new NVH technology.  The resultant cost curve is shown in Figure 5.129 with an engineered 
solution point of 22 percent mass reduction at $3.92/kg direct manufacturing cost.  The MY2011 
LDT was the same design cycle as the MY2008 LDT582. 

 

Figure 5.129  U.S.  EPA Light Duty Pickup Truck Direct Manufacturing Cost Curve, MY2008 Design583 

The NHTSA light duty truck direct manufacturing cost curve is shown in Figure 5.130 and is 
calculated by NHTSA based on the data from the May/June pre-peer review version light duty 
truck light-weighting study (MY2014 Silverado 1500).KKK NHTSA's cost curve methodology 

                                                 
KKK The NHTSA LDT final report was not available in time for this Draft TAR analysis. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-385 

changed from that used in development of the cost curve for the passenger car.  The initial curve 
was created by a) cumulatively add mass and cost of primary technologies (from glider) and then 
b) apply downsized components (non-glider) at the main vehicle solution point (Aluminum 
Intensive and AHSS frame (noted as 'AHSS+Al Solution (LWV)')) and c) connect the end of the 
cumulatively added technologies to the vehicle solution point with a straight.  The cumulative 
add of the primary (glider) technology ends at approximately 12.5 percent.  The solution point, 
located at 17.5 percent, includes non-glider technologies (engine, transmission, exhaust, etc.) and 
any other secondary components optimized for maximum mass reduction for the solution point. 
The costs are assumed to increase linearly from the 12.5 percent point to the 17.5 percent point.  
Additional technologies from the Aluminum Solution and the CFRP Solution are applied to 
achieve a total of 20 percent mass reduction from the MY2014 LDT design.  Unlike the 
passenger car cost curve, the cumulative cost curve does take into account some of the secondary 
mass reduction opportunities to account for different powertrain options and platform sharing. 
Any changes to NHTSA's interpretation of the data/cost curve in the final light duty truck 
lightweighting study will be incorporated for the Proposed Determination. 

 

Figure 5.130  NHTSA Light Duty Truck Direct Manufacturing Cost Curves, MY2014 DesignLLL 

STEP 2:  Translate the NHTSA LDT DMC curve to use a similar methodology as the EPA 
LDT DMC curve.  The cost curves from the EPA MY2011 LDT study and NHTSA interpreted 
curve from the MY2014 LDT study data were similar in methodology however differences still 
remain.  Table 5.148 contains a comparison of the two cost curve methodologies.  For 
determination of the final cost curve for the light duty truck, the cost curve for the MY2014 
based study is recalculated using the MY2011 cost study methodology. 

                                                 
LLL See Section 5.2 for NHTSA light duty truck lightweighting study. 
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Table 5.148  Light Duty Truck Study Cost Curve Methodology Comparison 

Topic EPA 
(Peer Reviewed MY2011 LDT Study) 

NHTSA 
(NHTSA Curve from Data of the Pre-Peer Review  

MY2014 LDT study) 

COSTS and 
TIMEFRAME 

Costs are representative of 2020 
LDT of MY2011 Design (similar to 2008) 

Costs are representative of 2017 
LDT of MY2014 Design (new design) 

TECHNOLOGY 
IDENTIFICATION 

A large number of individual vehicle 
components including engine, trans. 

A number of components and adoption of 
systems from lighter vehicles (engine, etc.). 

BIW/FRAME Material replacement, material grade and 
gauge optimization. 

Material replacement, computer optimization of 
load paths, grade and gauge optimization for 

AHSS frame with Al intensive design only 

BIW/FRAME 
SAFETY 

CRASH/NVH in 
CAE 

-Include NVH, FMVSS, etc. crash results 
-IIHS small overlap evaluated in study by 

Transport Canada in which base LDT crash 
used for CAE development and solution 

developed in CAE for mass add determination 

-Include NVH, FMVSS, etc. crash results 
-IIHS small overlap based on observation of F150 

IIHS crash results, applied to Silverado 1500 

Base Vehicle 
Comply with IIHS 

Small Overlap  

Poor rating likely - review of  crash results of 
MY2013 Silverado 1500 

Marginal according to IIHS website 

ORDERING OF 
PRIMARY MR 

TECHNOLOGIES 
FOR COST CURVE 

-All technologies with primary mass reduction 
ordered lowest to highest $/kg 

-Only grouped ideas as required for 
implementation feasibility. 

 

-Glider technologies for AHSS frame/Al intensive 
solution used as primary tech 

-Technologies ordered in lowest to highest $/kg 
order and cumulatively summed 

-Whole vehicle solution and technologies for 
other materials plotted and used to achieve 20 

percent 

NVH (noise) Originally 50kg at $150*  
(adjusted 15kg and $45) 

Incorporated in vehicle load path design 
Additional ~3kg at $10.69 

INCORPORATION 
OF SECONDARY 
MASS SAVINGS 

(SMS) 

-Study examined a number of major 
components that could be made smaller due 
to a lighter vehicle at the main solution point.  

-SMS based on downsizing 
-SMS ratio'd at each level of mass reduction 

from 100% SMS at solution point back toward 
zero percent mass reduction.   

-Applied at solution points only 
-Inferred in line connecting end of primary 

cumulative curve and vehicle solution for AHSS 
Frame/Al Intensive solution point 

-Inferred in points up to 20 percent mass 
reduction 

Cost Curve 
Expression 

- Cumulative addition of best value primary 
mass reduction components, up through 

aluminum closures, and resulted in a 
continuous curve for the AHSS BIW and 

aluminum intensive solution.   
-Compounded curve includes primary + 
secondary percent mass red and $/kg.   

-Cumulative add glider technologies for AHSS 
frame with Al intensive solution 

- SMS at solution point 
-Additional aluminum and CFRP technologies used 

to reach 20 percent mass reduction 

Note: 
* Learned in 2015 through the DOE/Ford/Magna cosponsored Mach1/Mach2 SAE papers 

 

In order to combine cost curves, it is important that the two cost curves are considered in the 
same methodology since the exact same technologies were not evaluated. The NHTSA cost 
curve shows additional technologies beyond the main solution point, of AHSS+Al (LWV) 
Solution, to achieve 20 percent mass reduction from the MY2014 basis. The following analysis 
will show how these technologies are not required for the combined cost curve to achieve 20 
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percent mass reduction on a 2008 era basis. The following steps were performed to translate the 
NTHSA resultant study findings for the AHSS+Al Solution (LWV) into the EPA LDT cost 
curve methodology. 

a) Evaluate the data used to create the AHSS+Al Solution (LWV) point and assure all 
technologies are separated into their primary and secondary components, see Table 5.149.MMM   

b) Create the primary cost curve.  The primary non-compounded cost curve, such as that 
shown in the green/top curve of Figure 5.129, represents cumulatively added mass reduction and 
costs for individual primary mass reduction technologies for the LWV solution.  These primary 
technologies can be adopted without concern of the resultant mass of the vehicle.  

c) Determine the secondary mass and cost savings at the AHSS+Al Solution (LWV) point. 
Secondary mass and cost reduction technologies are determined and applied for a number of 
components, including the chassis and powertrain that could be redesigned to reflect the 
reduction in load associated with a reduced vehicle curb weight.  

d) Create the compounded cost curve.  Ratio the secondary mass and cost savings from the 
AHSS+Al Solution (LWV) point across the percent mass reduction from the primary cost curve. 
In Figure 5.129 this is shown as the purple/bottom curve.  The translated curve in Figure 5.131, 
although not evident, does contain the NHTSA's approach for only applying secondary mass at 
points greater than 10 percent was maintained. The secondary mass and cost savings were offset 
by the mass reduction technology at that point. Figure 5.132 is an expression of the curve in 
$/vehicle v. percent mass reduction. 

e) Create best fit curves to the data for use in averaging. 

                                                 
MMM Figure 5.130 became available in the May/June 2016 timeframe and will be updated when the final report 

becomes available.  The cost curve for the EPA mass reduction modeling was completed prior to the availability 
of this final curve from the May/June timeframe.    
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Table 5.149  Re-Designation of Secondary Technologies Listed in NHTSA Light Duty Truck Lightweighting 
Report 

System Technology Primary Secondary 

Cab Aluminum *  

FESM (per vehicle) Aluminum *  

Radiator Support Structure Al & Cast Magnesium *  

Front Bumper AHSS  * 

Rear Bumper AHSS  * 

Chassis Frame AHSS  * 

Towing Hitch AHSS  * 

Front Suspension Lower Control Arm (Al to AHSS) 
Others downsized 

* * 

Rear Suspension Leaf spring: 1 steel +2FGRP 
Others downsized 

* * 

Wheels & TiresNNN eVOLVE Rims *  

Engine Downsize  * 

Transmission Rear Diff Housing to Al 
Other Downsize 

* * 

Drive Shafts Downsize  * 

Fuel System Downsize fuel tank  * 

Exhaust Downsize   * 

Brake SystemOOO Keep Iron Discs 
- Master Cyl DS 
- front discs DS 

-Front calipers (to Al) and DS 
-Front Pads DS 
- Rear Discs DS 

- Rear Calipers (to Al and DS) 
-Rear pads DS 

-Park Brake to EPB 
-Caliper Supports DS 

* * 

Water Cooling Downsize  * 

Battery Downsize  * 

Fuel Less fuel used with smaller tank  * 

 

                                                 
NNN The material for the wheels were changed, but the size remained the same - hence primary mass reduction 

change. 
OOO The brakes contained several technology changes.  Some changes were material/design and these are primary 

changes, downsizing of components are secondary and since there was some of both in the work then the mass 
reduction for brakes falls into both categories. 
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Figure 5.131  NHTSA Light Duty Truck (MY2014) Data Points in EPA Cost Curve Methodology ($/kg v 
%MR) for Aluminum Intensive with AHSS Frame 

 

 

Figure 5.132  NHTSA Light Duty Truck (MY2014) Data Points in EPA Cost Curve Methodology ($/vehicle v 
%MR)  

Comparing the best fit curve calculated results from Figure 5.131 with NHTSA's cost curve 
presented in Figure 5.130, it is observed that the calculated $/kg at the 17.5 percent mass 
reduction point is $3.02/kg with EPA's analysis of the LDT data while the NTHSA cost curve 
best fit curve result is $3.55/kg. The differences are likely due to the offset of the best fit curve 
offset at this point in Figure 5.130 and partially due to the preliminary nature of the data 
available from NHTSA's light duty truck study at the time of EPA's calculation of the translated 
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cost curve.  Both curves show the same amount of mass reduction at a cost save which is 
approximately two percent.  A direct comparison between the EPA and NHTSA results cannot 
yet be made due to the fact that the curves represent different vehicle design years.  Additional 
cost curve manipulation must occur before the cost curves can be averaged. 

STEP 3:  To average the two LDT DMC curves using the best fit line for each curve, the 
differences in eras between the two studies must first be addressed.  As done in EPA modeling, 
the 2008 era cost curve is adjusted for differences in curb weight (with factors for safety and 
footprint) to match the 2014 era vehicle.   The difference in curb weight is found in Table 5.147 
and is noted as 22kg.  Adjustments for safety, such as mass add to comply with new 2010-2014 
FMVSS standards and IIHS small overlap are credited to the MY2014 vehicle, along with 
adjustment for larger footprint and are performed per steps outlined in 5.3.4.6.2.1.  The total 
mass difference between the MY2011 LDT and MY2014 LDT is 22kg (curb weight)+11.6kg 
(FMVSS safety allowance) + 22kg (IIHS small overlap allowance) 7.9kg (footprint calculation) 
which equals 63.5kg or 2.6 percent of the MY2011 LDT. All of the mass reduction ideas in the 
cost curve within the 2.6 percent are cost save ideas and as a result the resultant cost curve 
increases in $/kg for these ideas are not available to offset cost increase ideas.  The resultant EPA 
LDT cost curve to represent a MY2014 vehicle is illustrated in Figure 5.133. 

 

Figure 5.133  EPA Adjusted MY2011 LDT Cost Curve for 2014 LDT Design (-2.6%) 

The two MY2014 based direct manufacturing cost curves for the Aluminum with AHSS 
frame solution, represented by the best fit line for each cost curve, as shown in Figure 5.131 
(NHTSA*=data by EPA) and Figure 5.133 (EPA), are then averaged together.  The result cost 
curve is shown in Figure 5.134.   The dip in the NHTSA curve is due to the application of 
secondary mass savings at points of 10 percent mass reduction and greater. 
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Figure 5.134  Combined Direct Manufacturing Cost Curve using EPA LDT and NHTSA LDT 

The average curve shown in Figure 5.134 is specific to the example for the MY 2014 LDT.  
To create a cost curve which can be applicable to all vehicles with various MY2014 percent 
baseline mass reduction, the cost curve in Figure 5.134 must be brought back to a 2008 era base.  
EPA uses 2008 era base cost curves in its passenger car/midsize CUV curve and making the 
LDT curve a 2008 era base will be consistent.  The MY2014 base DMC curve is converted back 
to MY2008PPP by adding in the removed points from the EPA LDT cost curve (0-2.6 percent and 
all cost save) and the resultant curve is shown in Figure 5.135 with costs per vehicle shown in 
Figure 5.136.  Note that the overall cost is reduced due to the initial points being all cost save 
items.QQQ   

The DMC cost curve shown in Figure 5.135 is applied as-is for vehicles with no mass 
reduction identified in their MY2014 baseline.  For LDT with a MY2014 baseline mass 
reduction noted, such as the 2.6 percent noted on the MY2014 Silverado 1500, the cost curve 
will be adjusted with the same methodology as used to form the EPA MY2011 LDT curve to a 
MY2014 LDT curve, previously described.  This methodology results in further mass reduction 
technologies being more expensive on vehicles that incorporate mass reduction technologies that 
result in a change in curb weight from their previous design.  This methodology also results in a 
reduction in the maximum mass reduction percentage that can be applied as noted if comparing 
Figure 5.135 and Figure 5.134. 

                                                 
PPP The MY2011 Silverado 1500 is of the same design cycle as the MY2008 Silverado 1500. 
QQQ For EPA's analysis, the LDT DMC cost curve is being applied to all vehicles designated as a truck and this 

include some SUV's and CUV's which meet the truck definition and may be unibody in design.    
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Figure 5.135  Direct Manufacturing Cost Curve for 2008 Era Light Duty Trucks (2013$/kg vs %MR) 

 

Figure 5.136 MY2008 Light Duty Truck DMC (2013$/Vehicle for a 6000 pound truck) vs Mass Reduction 

 

Total Costs for Light Duty Truck Mass Reduction 

As described in Section 5.3.2.2.2, this assessment adopts a methodology for estimating the 
indirect costs of mass reduction based on separating direct manufacturing costs according to 
whether the components are purchased supplier parts, or OEM-produced.  The OEM's markup on 
supplier produced components is expected to be less than the markup on an OEM produced 
component since the supplier markups are included in the OEM piece price to the supplier.   

Figure 5.137 and Figure 5.138 show the resultant DMC cost curve, ICM curve and Total Cost 
curve for those vehicles designated to be assigned the light duty truck cost curve for mass 
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reduction based on MY2008.  These curves are based on a vehicle with no baseline mass 
reduction differences noted between MY2008 and MY2014.  If a vehicle were to have a baseline 
mass reduction noted for MY2014 then the Total Costs would increase due to the Direct 
Manufacturing Cost increases. 

  

Figure 5.137  Resultant Light duty Truck Cost Curve (2013$/lb, 6000 pound vehicle shown) 

Note: DMC, IC using ICMs and Total Cost, MY2008 with 0 percent Baseline MR, applicable 
in MY2020 with learning effects determined by learning curve 30 (see Section 5.3.2.1.4)) 

 

 

Figure 5.138  Resultant Light Duty Truck Cost Curve (2013$/vehicle, 6000 pound vehicle shown) 
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Note: DMC, IC using ICMs and Total Cost, MY2008 with 0 percent Baseline MR, applicable 
in MY2020 with learning effects determined by learning curve 30 (see Section5.3.2.1.4)) 

Future Work for Proposed Determination 

EPA recognizes that mass reduction technology will play an important role in meeting the 
2022~2025 MY standards.  The agency will continue to monitor and research developments in 
material development, material substitution approaches, design optimization and manufacturing.  
EPA plans to incorporate NHTSA's final LDT DMC curve technology points as well as revisit 
the assessment of overall mass reduction costs and the evaluation of mass reduction in the 
baseline fleet for the proposed determination. 

5.3.4.6.2 Mass Reduction in the Baseline MY2014 Fleet 

The baseline fleet methodology for this Draft TAR has been updated from the FRM for model 
year and for starting percent mass reduction as shown in Table 5.150.  For the FRM, the 
MY2008 fleet was the baseline fleet and it was assumed that each vehicle in the baseline had 
zero mass reductionRRR irrespective of any differences in vehicle type, the use of lightweight 
materials, or overall vehicle design and implementation.  Each vehicle was also assumed to have 
the same maximum potential for additional mass reduction.    

For the Draft TAR, mass reduction continues to be defined as a decrease in curb weight.  This 
definition provides a direct relationship between the level of mass reduction, the cost, and the 
benefits achieved.  As shown in Table 5.150, the Draft TAR is updated to a MY2014 baseline 
and is adjusting the incremental costs and the maximum mass reduction potential on the percent 
mass reduction that is calculated in the MY2014 baseline.  This updated approach has important 
implications for cost estimation since mass reduction becomes increasingly more expensive at 
higher levels. 

Table 5.150  Draft TAR Mass Reduction Baseline Revisions 

TOPIC FRM Draft TAR 

Baseline MY 2008 2014 

Percent Mass 
Reduction 

0 percent - all 
vehicles 

-Vehicle specific: MY2014-MY2008 curb weight difference 
plus MY2014 footprint and safety mass adjustments.  
-OR Vehicle Specific:  OEM lightweighting trend from 

current vehicles with MY2008/MY2014 models applied to 
new 2014 models. 

-Calculations use 0.5 increments percent mass reduction 

Potential Maximum 
Mass Reduction 

Same for all vehicles Differs depending on MY2014 baseline calculated percent 
mass reduction.  

(Max= 20 percent - MY2014 baseline percent) 

Mass Reduction 
Cost 

Same for all vehicle Cost curve costs are modified depending on MY2014 
baseline calculated percent mass reduction. 

 

After evaluating a variety of alternatives, EPA estimated mass reduction for each vehicle in 
the MY2014 baseline fleet relative to the corresponding MY2008 vehicle.  If a vehicle did not 
have a MY2008 counterpart then the sales weighted average percent mass reduction over the 

                                                 
RRR In terms of dollars per kilogram curb weight reduction. 
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OEM's nameplate product line is used to represent the expectation of the amount of mass 
reduction technology within the vehicle.  This consumer-oriented "lineage" approach is similar to 
model-level comparison, although with additional consideration for models newly introduced or 
renamed after MY2008.  The following sections describe the calculations in more detail. 

The methodology considers AWD/4WD v 2WD differences as well as 2014 mass increases 
due to new safety requirements and changes in footprint over 2008. Limitations to this analysis 
include 1) no adjustment for engine size differences between trim levels, 2) no adjustment for 
hybrid or EV trim levels (typically smaller volume and high mpg), and 3) mass additions due to 
future potential safety regulations.    

5.3.4.6.2.1 Vehicles with MY2008 and MY2014 Production 

Vehicle baseline percent mass reduction was determined by subtracting the MY2014 curb 
weight (with adjustments) from the MY2008 curb weight (with adjustments).  The base curb 
weight data for MY2008 was taken directly from the data used in the Light Duty GHG 2017-
2025 FRM.  The MY2014 curb weight data was adopted from information in the ARB sponsored 
study Control Tec study584, which assembled the baseline from EPA test vehicle weight data and 
other sources. 

The following paragraphs describe the methodology utilized in the creation of the MY2014 
baseline database. 

1.  Sales weight the 2008 models and related trim levels - per vehicle 

When sales weighting the curb weight of several trim levels within a vehicle model in two 
different years (2008 and 2014), in order to gain a more accurate picture of change in curb 
weight due to mass reduction technology, one needs to ensure that unique vehicle characteristics 
do not influence the overall vehicle sales weighted mass in either year.  One vehicle attribute that 
would influence trim level mass is 4WD/AWD v 2WD.  A mass allotment is added to 2WD 
vehicles and then the trim levels are sales weighted within the respective years. 

a.  Adjust the 2008 curb weight for 4WD/AWD v 2WD variations. 

A report funded by Transport Canada with Pilot Systems included the evaluation of mass 
differences in AWD v 2WD on three different vehicles.  The mass amount was determined 
through a review of three different AWD systems - Jeep Cherokee, Ford Fusion and VW Tiguan.  
The mass differences were 135kg, 72kg, and 78kg respectively for an average of 95kg or 209lbs.  
A value of 200lbs was used to provide an adjustment to minimize the influence of this vehicle 
characterization difference in the baseline sales weighted curb weight.585   

b.  Sales weight the 2008 vehicle trim levels per vehicle. 

2.  Sales weight the 2014 models and related trim levels - per vehicle adjusting for 
footprint and safety 

The same AWD/4WD v 2WD adjustment is made on the 2014 vehicle trim levels. Vehicle 
trim levels are then sales weighted.  Prior to calculating the final MY2014 baseline mass 
reduction allotments, adjustments to the MY2014 curb weight were made to account for 
footprint, which is a change in vehicle characteristics that influence CAFE and GHG target 
levels, and MY2008-MY2014 increased FMVSS and IIHS crash requirements. 
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a. Adjust the 2014 curb weight for 4WD/AWD v 2WD (as with 2008). Same mass 
difference is utilized as for 2008 models. 

b.   Sales weight the 2014 vehicle trim levels per vehicle. 

c.   Adjust the 2014 curb weight data for footprint increase 

 Footprint is allowed to increase from 2008 to 2014 without penalty and as a result a 
kg/square foot credit was applied to footprint differences between the 2008 and 2014 vehicles.  
The main idea behind this action is that if vehicles remain at a similar curb weight but increased 
in size then they did incorporate mass reduction technology to offset the increased footprint.    

The methodology used to determine the footprint mass credit (mass/sqft) is as follows:  

1) Identify the portions of the vehicle that would be affected by an increase in footprint area 
(passenger compartment back seat leg room).   

2) Gather mass data from a number of vehicles, using the A2Mac1 database (mass) for BIW, 
glass, and interior masses.   Choose vehicles which span the 6 vehicles classes (small car, 
standard car, large car, small SUV, large SUV and truck).   

3) Gather footprint data on the same vehicles.    

4) Determine the mass/sqft by dividing the total mass of these components per vehicle by the 
total vehicle footprint.  The resultant average mass/area per vehicle class is shown in Table 
5.151. 

Table 5.151  Footprint Density per Vehicle Class (lb/sqft and kg/sqft) 

Avg FP 
Density 

Small Midsize Large Pickups Small MPV Large 
MPV/Truck 

 lb/sqft 18.56 20.07 21.13 11.88 20.72 23.56 

 kg/sqft 8.43 9.12 9.60 5.40 9.42 10.71 

 

The averages in Table 5.151 were applied to all respective vehicles for which it was 
determined there was an increase in footprint in 2014 compared to 2008.  Table 5.152 shows the 
application of the average kg/sqft mass credit to the Acura MDX and RDX, which are designated 
Large MPV/Truck.    

1) Determine if the vehicle footprint did increase from 2008 to 2014.  The vehicle footprint 
and footprint of related trim levels, if applicable, were sales weighted for both 2008 and 2014 
and the 2008 model footprint average was subtracted from the 2014 model footprint average.  A 
positive number meant an increase in overall footprint ("Delta FP"). (Note: if vehicles changed 
names in 2014 compared to 2008 then this was noted and the vehicles still compared with each 
other) 

2) Determine the mass increase by multiplying the change in footprint by the footprint 
adjustment in the appropriate vehicle class from Table 5.151.   

3) Add the mass credit to the original Delta CW for a new change in mass reduction.    

4) Recalculate the adjusted curb weight percentage 
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 For example, Table 5.152 shows that the adjustment factor for the Acura MDX and RDX, is 
10.71 kg/sqft, as from , for they are both considered Large MPV/Truck.  Based on the change in 
square feet and the footprint density factor for large MPV's, the credit for mass reduction in the 
MDX and RDX are 3.2kg and 13.9kg respectively and the overall % curb weight changes 0.2 
percent and 0.8 percent respectively.    

Table 5.152  Examples of Mass Footprint Adjustment (single vehicle) 

Make Model LineageID MY Delta 
CW 
(kg) 

Delta 
CW % 

Delta 
FP 

(sqft) 

FP 
Density 
(kg/sqft) 

Adj FP 
(kg) 

Adj CW 
(kg) 

Adj CW% 

Acura MDX 2 2008        

Acura MDX 2 2014 -238 -11.5% 0.3 10.71 3.2 -241 -11.7% 

Acura RDX 3 2008        

Acura RDX 3 2014 -94.1 -5.3% 1.3 10.71 13.9 -108 -6.1% 

 

Footprint changes were not accounted for between trim variants.  Examples include light duty 
trucks with different cab designs and box lengths,  

d) Adjust the 2014 curb weight data for mass credit for safety (FMVSS and IIHS) 

Several NHTSA safety regulations have come into effect between 2008 and 2014.  Table 
5.153 lists the specific FMVSS test as well as the estimated car and light truck mass increase.  
The amount of mass increase for the NHTSA/FMVSS safety regulations was determined from 
information from NHTSA's 'Corporate Average Fuel Economy for MY2017-2025 Passenger 
Cars and Light Trucks' Final Regulatory Impact Analysis document586. 

One IIHS Top Safety Pick requirement, the Small Overlap, was published in 2012 and came 
into full effect with the MY2014.  Table 5.153 lists the mass credit estimates for the IIHS small 
overlap which EPA also applied to all 2014 MY vehicles for simplicity of analysis reflecting the 
assumption that each vehicle will be redesigned to achieve this goal before 2021MY.  The mass 
credit for the IIHS small overlap test on 20 percent lightweight vehicles was determined by two 
agency studies for which a good/acceptable rating was the goal.  One study was funded by 
NHTSA, the updated light weight passenger car study587, and a second by Transport Canada588 as 
a follow-up study to EPA's light duty pickup light-weighting study along with one peer review 
comment to the study.  The light weight passenger car credit was found to be a range from 6.3-
9.6kg for subcompact to minivans respectively.  The lightweight light duty pickup truck 
(aluminum intensive) mass reduction mass increase was determined to be 22kg.    

Each vehicle's MY2014 baseline curb weight is credited with the total safety mass estimate.    
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Table 5.153  Additional Safety Mass Added for 2014 Vehicles 

ESTIMATED VEHICLE WEIGHT IMPACT OF FMVSS SAFETY REGULATIONS  
and IIHS Small Overlap (kg) 

Final Rules by FMVSS No. Passenger Cars Added 
Weight (kg) 

Light Trucks Added 
Weight (kg) 

Compliance Dates 

214 Side Pole 5.64 5.25 Sept 2009-2012 

216 Roof Crush 5.28 5.28 Sept 2012-2015 

226 Ejection Mitigation 0.91 1.07 Sept 2013-2017 

Final Rules Subtotal 11.83kg 11.6kg  

IIHS small overlap  
On ~20% lightweight vehicle 

6.9kg 22 kg 2012/2014 for Top 
Safety 

Total Mass Increase Est* 18.73kg 33.6kg  

Note: All pass cars and some SUV's fall into the passenger car category.   Some SUV's fall into the light duty truck 
classification.   It is also understood that some of the IIHS small overlap mass add may be duplicated in the roof 
crush NHTSA design adjustments. 

 

A reality check on these mass increases for light duty pickup trucks can be seen in the 
comparison of the MY2011 Silverado 1500 cabin mass (207.2 kg) compared to the MY2014 
Silverado 1500 cabin mass (242.6 kg) which were measured in the EPA and NHTSA respective 
light duty pickup truck light-weighting studies.  This is a difference of 35.4kg and is the result of 
the addition of a door ring and other improvements which the AHSS components provide.  
Although this evaluation is on an AHSS cabin design from a mild steel cabin design, the mass 
increase supports the overall mass increase, in Table 5.153, which is based on the optimized 
solution for an aluminum truck design.  The F150 was redesigned for MY2015, however the 
mass increase for the IIHS small overlap was not known since it was incorporated into the 
overall vehicle redesign. 

For the passenger car, there are some vehicle designs which currently meet the IIHS small 
overlap and are not yet designed to meet the IIHS small overlap.   

3.  Calculate the Resultant Curb Weight Difference between MY2008 and MY2014 

With mass credits for change in footprint and safety determined for the MY2014 vehicles, 
then adjusted weight reduction amounts can be calculated as shown in Table 5.154.  For 
example, the Acura MDX which had a curb weight difference of 11.5 percent is noted to now 
have a 13.3 percent difference in curb weight given credits for increased footprint and safety.    

This amount of percent mass reduction will then be applied as a baseline mass reduction for 
the particular vehicle and if additional mass reduction technology is to be applied to the vehicle 
then the mass reduction cost curve will be recalculated prior to mass reduction technology 
application.  In this way, the EPA has attempted to quantify the amount of mass reduction a 
manufacturer may have already implemented in the baseline fleet and the associated cost of 
increasing the amount of mass reduction form the baseline.  This will be covered in more detail 
further in this section.  The vehicles that were found to have an increase in curb weight or had no 
change in curb weight from 2008 to 2014, after being adjusted for footprint and safety mass 
increase, had no adjustment to the mass reduction cost curve.   
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Table 5.154  Examples of Safety Mass Reduction Allotted and Weight Reduction Change (single vehicle) 

Vehicle Make Footprint 
Category/Safety 

Category 

Model 
Year 

Weight 
Reduction based 

on change in 
curb weight (kg) 

Weight 
Reduction 

(%) 

Change in 
footprint 

Add Mass Savings from 
Footprint Increase/ Safety 

Weight 
Reductio

n (%) 

Acura MDX 
 

Large SUV/Truck 2014 238 11.5% 0.3 (238+0.3*10.71+11.6+22)/ 
2067 

13.3% 

GM Cadillac 
CTS  

Med Car/Pass Car 2014 112 6.4% 0.275 (112+0.275*9.12+11.83+6.9)/ 
1755 

7.6% 

Land Rover  
Range Rover 

 

Large SUV/Al 
intensive Truck 

 

2014 354 14% 2.63 (354+2.63*10.71+11.6+22)/ 
2500 

16.6% 

Chevy Cruze 
(Cobalt 2008) 

Compact/Small 2014 98 3.0% 2.67 (98+8.43*2.67+11.83+6.9)/ 
1417 

9.8% 

Note: The numbers in the table are for example only. 

 

5.3.4.6.2.2 MY2014 Vehicles without MY2008 Counterparts 

A review of the MY2014 baseline vehicle models in the MY2008 baseline database reveal 
that about half of the models did not have a match in MY2008 by which to determine a mass 
reduction change (percent change in curb weight).  For these vehicles, a methodology was 
determined to create estimates of MY2014 baseline percent mass reduction.  The adjustment for 
safety as listed in the previous section was applied. 

For each vehicle and respective OEM nameplate group, the percent mass reductions from the 
group of OEM nameplate vehicles with MY2008-MY2014 comparisons would be sales weighted 
together to obtain a general mass reduction trend for that nameplate.  This average sales 
weighted value would then be applied to the new MY2014 vehicles that did not have MY2008 
comparisons.  It was observed that the majority of vehicles that fall under this category did not 
incorporate significant mass reduction and so applying the OEM trend towards mass reduction 
was an appropriate approximate. 

Additional work will be to review the applicability of this methodology as well as apply 
baseline percent mass reduction for those vehicles which incorporated lightweight technologies 
in MY2008 and MY2014 and as a result may not have the correct percent mass reduction 
assigned to them to represent their current state of technology adoption.  Such vehicles include 
those which were known to be aluminum intensive or carbon fiber intensive in 2008 and 2014 
and the OEM did not have other vehicles on which to determine an appropriate sales weighted 
evaluation, such as Lotus, Tesla, and BMWi3/i8.  The majority of these vehicles are low volume 
and/or already far exceed the 2025 standards. 

5.3.4.6.2.3 MY2014 Cost Curve Adjustments Due to Vehicle Baseline MY2014-MY2008 Curb 
Weight Differences  

The NAS committee noted in the 2015 report that "It is generally acknowledged that the cost 
to reduce mass increases for each additional unit of mass eliminated on a vehicle.”492  EPA 
agrees that this is the case, however also notes that in order that the benefits of mass reduction be 
achieved, the actual curb weight of the vehicle must actually decrease.  As a result the 
calculation for the MY2014 baseline percent mass reduction (compared to 2008MY) is 
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calculated through comparison of the curb weight and application of several mass reduction 
credits.SSS  

The MY2014 vehicles found to be heavier, or the same, than their MY2008 counterparts will 
start in the cost curve as-is with zero percent mass reduction.  Modifications to the cost curve are 
made for those vehicles with resultant curb weight decreases for the MY2014, compared to 
MY2008 counterparts, and hence assumes that mass reduction technologies have been adopted to 
achieve reduced curb weight.  The removal of mass reduction technology starts with the cost 
saving technologies and as a result the remaining points on the cost curve increase from their 
original position. While the percent baseline mass reduction is determined on a vehicle specific 
basis (in 0.5%MR increments), the amount of cost curve adjustment ($/vehicle) used in EPA 
modeling is based on a vehicle type basis.  Specifically, each vehicle type (1-19) has a set sales 
weighted curb weight for all vehicles within that type based on the vehicle curb weight and sales 
information within the type. 

Figure 5.139 and Figure 5.140 illustrate the change in the EPA passenger car cost curve and 
the overall Direct Manufacturing Cost estimates for a MY2014 baseline vehicle (vehicle type 5 
(1916kg)) that has 5 percent lighter mass (curb weight plus MR credits) than the MY2008.   The 
$/kg results are the same across all vehicle types to which the Car/CUV DMC curve is applied.  
The overall $/vehicle vary depending on vehicle type and related curb weight. 

 

Figure 5.139  Car/CUV DMC ($/kg) Curve for MY2014 Vehicle with 5 Percent Lower Curb Weight Than 
MY2008 (Vehicle Type 5) 

 

                                                 
SSS This section has described certain credits given to MY2014 vehicles for increased footprint and safety mass 

increases that lowers the curb weight of the MY2014 vehicle in these calculations. 
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Figure 5.140  Total Car/CUV DMC ($/vehicle) Curve for MY2014 Vehicle with 5 Percent Lower Curb 
Weight Than MY2008 (Vehicle Type 5 of 1916kg) 

Table 5.155 shows the calculations for calculating the new $/kg for adding 5 percent 
additional mass reduction on top of a passenger vehicle (EPA vehicle type 5) that already has 5 
percent baseline mass reduction.  In Table 5.155, the example is based on a vehicle type 5 with a 
sales weighted curb weight of 1916kg (4215lb).  Results are that the additional 5 percent mass 
reduction costs $0.40/kg or an increase of $38.32 (DMC, 2013$ in 2020). As noted previously, 
this increase ($/vehicle) is applied across all vehicle type 5 that happen to have 5 percent 
baseline mass reduction, regardless of the specific curb weight of the particular vehicle.  

Table 5.155  Example of Calculations for Adjusting Car/CUV DMC Curve for 5 Percent Baseline Mass 
Reduction 

Vehicle has 5%MR and Applying Additional 10%. Vehicle type 5 curb weight is 1916kg. 
$/kg points on Original DMC Curve:  10%= -0.95/kg, 5%= -2.3/kg  

Calculation Step Mass Reduced (kg) 
=%MR*vehicle mass   

$ Difference 
=$/kg*mass reduced 

Point of max mass reduction  
(ex: 10%) 

.10*1916 
=192 kg 

-$0.95 *192= 
-$182.40 

Point of allotted curb weight mass 
reduction (ex: 5%) 

.05*1916 
=95.8 kg 

-$2.3/kg *95.8= 
-$220.34 

Subtract the original (5%) from the 
total (10%) 

192-95.8=95.8kg (-$182.40)- 
(-$220.34) 

=$37.94 

Calculate the new $/kg for the 
additional 5%MR 

$37.94/95.8kg=+$0.40/kg 

$/vehicle for additional 5% 0.40*(1916*0.05)=$38.32 

 

The EPA modeling does not apply mass reduction to passenger cars with individual curb 
weights of 3197lbs or below.  The maximum amount of mass reduction is also limited to not 
allow a passenger vehicle to go below 3197lbs and so this limits a large number of vehicles (in 
vehicle types 1-7 and 13) to either 2, 5, or 10 percent maximum mass reduction. The maximum 
amount of 20 percent mass reduction is allowed on passenger car vehicle type 5 (large car) 
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whose sales weighted curb weight is large enough such that the 20 percent mass reduction would 
not go below 3197lbs.TTT,UUU The light duty truck DMC curve is applied to vehicle types 8-12 
and 14-19 (towing vehicles) and the maximum percent mass reduction (20 percent) is allowed to 
be applied without any lower bound cutoff.  These vehicle types cover midsize to large SUV's 
and all size light duty pickup trucks.   

5.3.4.6.2.4 Safety Regulation Mass Increase Estimate Post MY2014 

For the Proposed Determination analyses, a consideration of future potential and final 
regulation mass reduction offsets will be considered for the 2022-2025 standards.  Table 5.156 
shows that a range of 7.08-9.51 kg mass increase from potential/future final rules for passenger 
cars and light duty trucks is estimated.  Due to the timeline required for NHTSA to progress from 
study to full implementation, it is estimated that the NHTSA oblique test may be incorporated 
sometime on or after 2022 so the mass increase is a consideration for the 2022-2025 mass 
reduction feasibility.    

Table 5.156  Future Safety Regulation Reference.  Mass Increase ExpectationsVVV 

POTENTIAL RULES Passenger Cars Added Weight (kg) Light Trucks Added Weight (kg) 

Min Max Min Max 

Pedestrian Protection ? ? 

Forward Collision Warning (with Dynamic 
Brake Support and Crash Imminent Braking), 

Lane Departure Warning 

0.29 2.72 0.29 2.72 

Oblique  5.0 5.0 

Part 563 EDR 0.04 0.04 

V2V 1.56 1.56 

Final Potential Rules Subtotal 6.89 9.32 6.89 9.32 

Final Rule:  111 Rear Cameras 
May 2016-2018 

0.19 
 

0.15 
 

TOTAL 7.08 9.51 7.08 9.51 

Automatic Emergency Braking by 2022/2025 
Announced 3/17/2016 

? ? ? ? 

 

                                                 
TTT If there was not a mass cutoff for application of mass reduction then the results from the baseline calculations for 

the MY2008 v MY2014 vehicle data show that approximately 50 percent of the more than 1400 passenger car 
vehicle listing in the modeling, representing 54 percent of the volume within the passenger car modeling, has a 
lighter curb weight in MY2014.  Within the 50 percent of passenger car vehicle listings in the modeling, the 
majority are within the 0-5 percent range and a few span the 5-20 percent range.  The remaining vehicles are 
either the same or heavier than the 2008 era design vehicles. 

UUU When all passenger car and light duty truck vehicles are weighted together the overall mass change is 0.4 
percent or near neutral.  This result is in line with the overall mass pattern within the 2014 Trends reportUUU 
which shows a near neutral change in regards to vehicle mass for 2014/2015 model years.  When the vehicles are 
sales weighted average all together, and those with curb weight increases are set to zero, the overall mass 
reduction decrease is 1.9 percent. 

VVV Based on “Estimated Vehicle Weight Impact of Safety Regulations - Potential Rulemakings" (reference: SAE 
Government Industry Conference January 2015).  Lane departure warning included in previous table on safety 
mass increase. 
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The estimate of 5kg mass increase for the potential NHTSA oblique test is increased based on 
the estimate that the vehicles currently comply with IIHS small overlap and that there will be a 
small additional mass increase due to the uniqueness of the oblique testWWW.  It is also 
understood that restraint modifications to the seat belt and air bag timing may likely be required.  
NHTSA is evaluating this at the time of the writing of the Draft TAR and should have a decision 
by the time of the Proposed Determination. 

5.3.4.6.3 Effectiveness of Mass Reduction 

In the FRM EPA estimated mass reduction related fuel economy improvement to be 5.1 
percent for every 10 percent reduction in mass.  This included application of secondary mass 
reduction (which considered downsizing of the engine, brake, transmission, suspension, etc.) at 
every percent mass reduction.XXX  This methodology recognizes that a manufacturer does not 
have a single threshold which results in right-sizing the engine, but rather designs the vehicle as 
a system.     

For the Draft TAR, EPA performed effectiveness analyses for the standard car class using the 
ALPHA model and engine maps representing MY2014 and newer engines.  Results showed the 
effectiveness for mass reduction is a linear equation based on the engine baseline out CO2 
emissions.  As a result an effectiveness of 5.2 percent is utilized for both cars and trucks.  For 
Discussion of the Alpha model see Section 5.3.3.2.2. 

5.3.4.6.4 Mass Reduction Costs used in OMEGA 

The tables below show an excerpt of the mass reduction costs used in OMEGA. There are 8 
tables that follow, with the first four showing mass reduction costs at 5 percent, then 10 percent, 
then 15 percent then 20 percent mass reduction for the 8 vehicle types that use the car cost curve. 
The next four tables show mass reduction costs at 5 percent, then 10 percent, then 15 percent 
then 20 percent mass reduction for the 11 vehicle types that use the truck cost curve. The direct 
manufacturing costs (DMC), indirect costs (IC, using ICMs) and the total costs (TC) are shown 
along with the sales weighted average curb weight of all vehicles mapped into the indicated  
vehicle types, the complexity levels used for indirect costs and the learning curve factor used as 
discussed in Section 5.3.2. 

The cost for additional mass reduction increases with increasing MY2014 baseline mass 
reduction. The MY2014 baseline percent mass reduction is determined for each vehicle model 
(sales weighted for trim with adjustments for AWD/2WD, adjustments for safety and footprint 
changes) and noted on a 0.5 percent mass reduction increment basis. Since the cost curves are 
developed with the greatest cost save/kg mass reduction ideas listed first, which are then 
cumulatively added, the calculations for removing the baseline mass reduction percentage is 
performed beginning with the lowest cost save portion of the curve.  As a result the additional 
mass reduction technology costs increase with increasing MY2014 baseline mass reduction.   

                                                 
WWW The mass increase for the IIHS small overlap crash test was accounted for in the MY2014 baseline curb 

weight.    
XXX This is assumed to be the outcome in 2025 and not necessarily in the transition years.  EPA has observed that in 

2016 some OEM's have engine models with 0.1L or 0.2L difference between them and so OEM's are able to be 
successful in their engine downsize-vehicle matching. 
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Table 5.157  Costs for 5 Percent Mass Reduction for Non-towing (Car curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2629 30 -$150 -$145 -$141 -$137 -$134 -$131 -$129 -$126 -$124 

2 DMC 3131 30 -$178 -$172 -$168 -$163 -$160 -$156 -$153 -$150 -$148 

3 DMC 3557 30 -$202 -$196 -$190 -$186 -$181 -$177 -$174 -$171 -$168 

4 DMC 3495 30 -$199 -$193 -$187 -$182 -$178 -$174 -$171 -$168 -$165 

5 DMC 4215 30 -$240 -$232 -$226 -$220 -$215 -$210 -$206 -$202 -$199 

6 DMC 3967 30 -$226 -$219 -$212 -$207 -$202 -$198 -$194 -$191 -$187 

7 DMC 3494 30 -$199 -$193 -$187 -$182 -$178 -$174 -$171 -$168 -$165 

13 DMC 3767 30 -$214 -$208 -$202 -$196 -$192 -$188 -$184 -$181 -$178 

1 IC Low2 2024 $26 $26 $26 $26 $26 $26 $26 $26 $21 

2 IC Low2 2024 $31 $31 $31 $31 $31 $31 $31 $31 $25 

3 IC Low2 2024 $35 $35 $35 $35 $35 $35 $35 $35 $28 

4 IC Low2 2024 $35 $35 $35 $35 $35 $35 $35 $35 $28 

5 IC Low2 2024 $42 $42 $42 $42 $42 $42 $42 $42 $34 

6 IC Low2 2024 $39 $39 $39 $39 $39 $39 $39 $39 $32 

7 IC Low2 2024 $35 $35 $35 $35 $35 $35 $35 $35 $28 

13 IC Low2 2024 $37 $37 $37 $37 $37 $37 $37 $37 $30 

1 TC   -$124 -$119 -$115 -$111 -$108 -$105 -$102 -$100 -$103 

2 TC   -$147 -$141 -$136 -$132 -$128 -$125 -$122 -$119 -$123 

3 TC   -$167 -$161 -$155 -$150 -$146 -$142 -$139 -$136 -$139 

4 TC   -$164 -$158 -$152 -$148 -$143 -$140 -$136 -$133 -$137 

5 TC   -$198 -$190 -$184 -$178 -$173 -$168 -$164 -$161 -$165 

6 TC   -$186 -$179 -$173 -$168 -$163 -$159 -$155 -$151 -$156 

7 TC   -$164 -$158 -$152 -$148 -$143 -$140 -$136 -$133 -$137 

13 TC   -$177 -$170 -$164 -$159 -$155 -$151 -$147 -$144 -$148 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.158  Costs for 10 Percent Mass Reduction for Non-towing (Car curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2629 30 -$123 -$119 -$116 -$113 -$111 -$108 -$106 -$104 -$102 

2 DMC 3131 30 -$147 -$142 -$138 -$135 -$132 -$129 -$126 -$124 -$122 

3 DMC 3557 30 -$167 -$162 -$157 -$153 -$150 -$146 -$144 -$141 -$139 

4 DMC 3495 30 -$164 -$159 -$154 -$150 -$147 -$144 -$141 -$139 -$136 

5 DMC 4215 30 -$198 -$192 -$186 -$181 -$177 -$173 -$170 -$167 -$164 

6 DMC 3967 30 -$186 -$180 -$175 -$171 -$167 -$163 -$160 -$157 -$155 

7 DMC 3494 30 -$164 -$159 -$154 -$150 -$147 -$144 -$141 -$138 -$136 

13 DMC 3767 30 -$177 -$171 -$166 -$162 -$158 -$155 -$152 -$149 -$147 

1 IC Low2 2024 $104 $104 $104 $104 $104 $104 $104 $104 $84 

2 IC Low2 2024 $124 $124 $124 $124 $124 $124 $124 $124 $100 

3 IC Low2 2024 $141 $141 $141 $141 $141 $141 $141 $141 $114 

4 IC Low2 2024 $139 $139 $139 $139 $139 $139 $139 $139 $112 

5 IC Low2 2024 $167 $167 $167 $167 $167 $167 $167 $167 $135 

6 IC Low2 2024 $158 $158 $158 $158 $158 $158 $158 $158 $127 

7 IC Low2 2024 $139 $139 $139 $139 $139 $139 $139 $139 $112 

13 IC Low2 2024 $150 $150 $150 $150 $150 $150 $150 $150 $121 

1 TC   -$19 -$15 -$12 -$9 -$6 -$4 -$2 $0 -$18 

2 TC   -$23 -$18 -$14 -$10 -$7 -$5 -$2 $0 -$22 

3 TC   -$26 -$20 -$16 -$12 -$8 -$5 -$2 $0 -$25 

4 TC   -$25 -$20 -$16 -$12 -$8 -$5 -$2 $0 -$24 

5 TC   -$31 -$24 -$19 -$14 -$10 -$6 -$3 $0 -$29 

6 TC   -$29 -$23 -$18 -$13 -$9 -$6 -$3 $0 -$27 

7 TC   -$25 -$20 -$16 -$12 -$8 -$5 -$2 $0 -$24 

13 TC   -$27 -$22 -$17 -$13 -$9 -$5 -$2 $0 -$26 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.159  Costs for 15 Percent Mass Reduction for Non-towing (Car curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2629 30 -$31 -$30 -$29 -$28 -$28 -$27 -$27 -$26 -$26 

2 DMC 3131 30 -$37 -$36 -$35 -$34 -$33 -$32 -$32 -$31 -$31 

3 DMC 3557 30 -$42 -$40 -$39 -$38 -$37 -$37 -$36 -$35 -$35 

4 DMC 3495 30 -$41 -$40 -$39 -$38 -$37 -$36 -$35 -$35 -$34 

5 DMC 4215 30 -$50 -$48 -$47 -$45 -$44 -$43 -$43 -$42 -$41 

6 DMC 3967 30 -$47 -$45 -$44 -$43 -$42 -$41 -$40 -$39 -$39 

7 DMC 3494 30 -$41 -$40 -$39 -$38 -$37 -$36 -$35 -$35 -$34 

13 DMC 3767 30 -$44 -$43 -$42 -$41 -$40 -$39 -$38 -$37 -$37 

1 IC Med2 2024 $235 $235 $235 $235 $235 $235 $235 $235 $189 

2 IC Med2 2024 $280 $280 $280 $280 $280 $280 $280 $280 $226 

3 IC Med2 2024 $318 $318 $318 $318 $318 $318 $318 $318 $256 

4 IC Med2 2024 $312 $312 $312 $312 $312 $312 $312 $312 $252 

5 IC Med2 2024 $377 $377 $377 $377 $377 $377 $377 $377 $304 

6 IC Med2 2024 $354 $354 $354 $354 $354 $354 $354 $354 $286 

7 IC Med2 2024 $312 $312 $312 $312 $312 $312 $312 $312 $252 

13 IC Med2 2024 $337 $337 $337 $337 $337 $337 $337 $337 $271 

1 TC   $204 $205 $206 $207 $207 $208 $208 $209 $164 

2 TC   $243 $244 $245 $246 $247 $247 $248 $249 $195 

3 TC   $276 $277 $278 $279 $280 $281 $282 $283 $222 

4 TC   $271 $273 $274 $275 $276 $276 $277 $278 $218 

5 TC   $327 $329 $330 $331 $332 $333 $334 $335 $263 

6 TC   $308 $309 $311 $312 $313 $314 $314 $315 $247 

7 TC   $271 $272 $274 $275 $275 $276 $277 $278 $218 

13 TC   $292 $294 $295 $296 $297 $298 $299 $299 $235 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.160  Costs for 20 Percent Mass Reduction for Non-towing (Car curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

1 DMC 2629 30 $105 $101 $99 $96 $94 $92 $90 $88 $87 

2 DMC 3131 30 $125 $121 $117 $114 $112 $109 $107 $105 $104 

3 DMC 3557 30 $142 $137 $133 $130 $127 $124 $122 $120 $118 

4 DMC 3495 30 $139 $135 $131 $128 $125 $122 $120 $118 $116 

5 DMC 4215 30 $168 $163 $158 $154 $150 $147 $144 $142 $139 

6 DMC 3967 30 $158 $153 $149 $145 $142 $139 $136 $133 $131 

7 DMC 3494 30 $139 $135 $131 $128 $125 $122 $120 $118 $116 

13 DMC 3767 30 $150 $145 $141 $138 $134 $132 $129 $127 $125 

1 IC Med2 2024 $418 $418 $418 $418 $418 $418 $418 $418 $337 

2 IC Med2 2024 $497 $497 $497 $497 $497 $497 $497 $497 $401 

3 IC Med2 2024 $565 $565 $565 $565 $565 $565 $565 $565 $456 

4 IC Med2 2024 $555 $555 $555 $555 $555 $555 $555 $555 $448 

5 IC Med2 2024 $670 $670 $670 $670 $670 $670 $670 $670 $540 

6 IC Med2 2024 $630 $630 $630 $630 $630 $630 $630 $630 $508 

7 IC Med2 2024 $555 $555 $555 $555 $555 $555 $555 $555 $448 

13 IC Med2 2024 $598 $598 $598 $598 $598 $598 $598 $598 $483 

1 TC   $522 $519 $516 $514 $511 $509 $508 $506 $424 

2 TC   $622 $618 $615 $612 $609 $607 $604 $603 $505 

3 TC   $707 $702 $698 $695 $692 $689 $687 $685 $573 

4 TC   $694 $690 $686 $683 $680 $677 $675 $673 $563 

5 TC   $838 $832 $827 $823 $820 $817 $814 $811 $679 

6 TC   $788 $783 $779 $775 $772 $769 $766 $764 $639 

7 TC   $694 $690 $686 $683 $680 $677 $675 $673 $563 

13 TC   $748 $744 $740 $736 $733 $730 $727 $725 $607 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.161  Costs for 5 Percent Mass Reduction for Towing (Truck curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4306 30 -$225 -$218 -$211 -$206 -$201 -$197 -$193 -$190 -$187 

9 DMC 4272 30 -$223 -$216 -$210 -$204 -$200 -$196 -$192 -$188 -$185 

10 DMC 4918 30 -$257 -$249 -$242 -$235 -$230 -$225 -$221 -$217 -$213 

11 DMC 5158 30 -$269 -$261 -$253 -$247 -$241 -$236 -$231 -$227 -$224 

12 DMC 5518 30 -$288 -$279 -$271 -$264 -$258 -$253 -$248 -$243 -$239 

14 DMC 4575 30 -$239 -$231 -$225 -$219 -$214 -$209 -$205 -$202 -$198 

15 DMC 4848 30 -$253 -$245 -$238 -$232 -$227 -$222 -$218 -$214 -$210 

16 DMC 5507 30 -$288 -$278 -$270 -$264 -$257 -$252 -$247 -$243 -$239 

17 DMC 6071 30 -$317 -$307 -$298 -$291 -$284 -$278 -$272 -$268 -$263 

18 DMC 5975 30 -$312 -$302 -$293 -$286 -$279 -$273 -$268 -$263 -$259 

19 DMC 5145 30 -$269 -$260 -$253 -$246 -$241 -$235 -$231 -$227 -$223 

8 IC Low2 2024 $65 $65 $65 $65 $65 $65 $65 $65 $52 

9 IC Low2 2024 $64 $64 $64 $64 $64 $64 $64 $64 $52 

10 IC Low2 2024 $74 $74 $74 $74 $74 $74 $74 $74 $60 

11 IC Low2 2024 $77 $77 $77 $77 $77 $77 $77 $77 $63 

12 IC Low2 2024 $83 $83 $83 $83 $83 $83 $83 $83 $67 

14 IC Low2 2024 $69 $69 $69 $69 $69 $69 $69 $69 $56 

15 IC Low2 2024 $73 $73 $73 $73 $73 $73 $73 $73 $59 

16 IC Low2 2024 $83 $83 $83 $83 $83 $83 $83 $83 $67 

17 IC Low2 2024 $91 $91 $91 $91 $91 $91 $91 $91 $74 

18 IC Low2 2024 $90 $90 $90 $90 $90 $90 $90 $90 $73 

19 IC Low2 2024 $77 $77 $77 $77 $77 $77 $77 $77 $63 

8 TC   -$160 -$153 -$147 -$141 -$137 -$132 -$129 -$125 -$134 

9 TC   -$159 -$152 -$146 -$140 -$136 -$131 -$128 -$124 -$133 

10 TC   -$183 -$175 -$168 -$162 -$156 -$151 -$147 -$143 -$153 

11 TC   -$192 -$183 -$176 -$169 -$164 -$159 -$154 -$150 -$161 

12 TC   -$205 -$196 -$188 -$181 -$175 -$170 -$165 -$160 -$172 

14 TC   -$170 -$163 -$156 -$150 -$145 -$141 -$137 -$133 -$143 

15 TC   -$180 -$172 -$165 -$159 -$154 -$149 -$145 -$141 -$151 

16 TC   -$205 -$196 -$188 -$181 -$175 -$169 -$165 -$160 -$172 

17 TC   -$226 -$216 -$207 -$199 -$193 -$187 -$181 -$176 -$189 

18 TC   -$222 -$212 -$204 -$196 -$190 -$184 -$178 -$174 -$186 

19 TC   -$192 -$183 -$175 -$169 -$163 -$158 -$154 -$150 -$160 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.162  Costs for 10 Percent Mass Reduction for Towing (Truck curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4306 30 $66 $64 $62 $60 $59 $58 $56 $55 $54 

9 DMC 4272 30 $65 $63 $61 $60 $58 $57 $56 $55 $54 

10 DMC 4918 30 $75 $73 $70 $69 $67 $66 $64 $63 $62 

11 DMC 5158 30 $79 $76 $74 $72 $70 $69 $68 $66 $65 

12 DMC 5518 30 $84 $81 $79 $77 $75 $74 $72 $71 $70 

14 DMC 4575 30 $70 $67 $66 $64 $62 $61 $60 $59 $58 

15 DMC 4848 30 $74 $72 $69 $68 $66 $65 $64 $62 $61 

16 DMC 5507 30 $84 $81 $79 $77 $75 $74 $72 $71 $70 

17 DMC 6071 30 $93 $90 $87 $85 $83 $81 $80 $78 $77 

18 DMC 5975 30 $91 $88 $86 $83 $82 $80 $78 $77 $76 

19 DMC 5145 30 $78 $76 $74 $72 $70 $69 $67 $66 $65 

8 IC Low2 2024 $258 $258 $258 $258 $258 $258 $258 $258 $210 

9 IC Low2 2024 $256 $256 $256 $256 $256 $256 $256 $256 $208 

10 IC Low2 2024 $295 $295 $295 $295 $295 $295 $295 $295 $239 

11 IC Low2 2024 $310 $310 $310 $310 $310 $310 $310 $310 $251 

12 IC Low2 2024 $331 $331 $331 $331 $331 $331 $331 $331 $269 

14 IC Low2 2024 $275 $275 $275 $275 $275 $275 $275 $275 $223 

15 IC Low2 2024 $291 $291 $291 $291 $291 $291 $291 $291 $236 

16 IC Low2 2024 $331 $331 $331 $331 $331 $331 $331 $331 $268 

17 IC Low2 2024 $364 $364 $364 $364 $364 $364 $364 $364 $296 

18 IC Low2 2024 $359 $359 $359 $359 $359 $359 $359 $359 $291 

19 IC Low2 2024 $309 $309 $309 $309 $309 $309 $309 $309 $250 

8 TC   $324 $322 $320 $319 $317 $316 $315 $314 $264 

9 TC   $322 $319 $318 $316 $315 $313 $312 $311 $262 

10 TC   $370 $368 $366 $364 $362 $361 $360 $358 $302 

11 TC   $388 $386 $383 $382 $380 $378 $377 $376 $316 

12 TC   $415 $413 $410 $408 $406 $405 $403 $402 $338 

14 TC   $344 $342 $340 $338 $337 $336 $334 $333 $281 

15 TC   $365 $363 $360 $359 $357 $356 $355 $353 $297 

16 TC   $414 $412 $409 $407 $406 $404 $403 $401 $338 

17 TC   $457 $454 $451 $449 $447 $445 $444 $442 $372 

18 TC   $450 $447 $444 $442 $440 $438 $437 $435 $366 

19 TC   $387 $385 $383 $381 $379 $377 $376 $375 $316 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.163  Costs for 15 Percent Mass Reduction for Towing (Truck curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4306 30 $551 $533 $518 $505 $493 $483 $473 $465 $457 

9 DMC 4272 30 $546 $529 $514 $501 $489 $479 $469 $461 $453 

10 DMC 4918 30 $629 $609 $591 $576 $563 $551 $541 $531 $522 

11 DMC 5158 30 $660 $638 $620 $604 $591 $578 $567 $557 $547 

12 DMC 5518 30 $706 $683 $664 $647 $632 $618 $606 $596 $586 

14 DMC 4575 30 $585 $566 $550 $536 $524 $513 $503 $494 $485 

15 DMC 4848 30 $620 $600 $583 $568 $555 $543 $533 $523 $514 

16 DMC 5507 30 $704 $682 $662 $645 $630 $617 $605 $594 $584 

17 DMC 6071 30 $777 $752 $730 $712 $695 $680 $667 $655 $644 

18 DMC 5975 30 $764 $740 $719 $700 $684 $670 $657 $645 $634 

19 DMC 5145 30 $658 $637 $619 $603 $589 $577 $565 $555 $546 

8 IC Med2 2024 $582 $582 $582 $582 $582 $582 $582 $582 $472 

9 IC Med2 2024 $577 $577 $577 $577 $577 $577 $577 $577 $468 

10 IC Med2 2024 $664 $664 $664 $664 $664 $664 $664 $664 $539 

11 IC Med2 2024 $696 $696 $696 $696 $696 $696 $696 $696 $565 

12 IC Med2 2024 $745 $745 $745 $745 $745 $745 $745 $745 $604 

14 IC Med2 2024 $618 $618 $618 $618 $618 $618 $618 $618 $501 

15 IC Med2 2024 $655 $655 $655 $655 $655 $655 $655 $655 $531 

16 IC Med2 2024 $744 $744 $744 $744 $744 $744 $744 $744 $603 

17 IC Med2 2024 $820 $820 $820 $820 $820 $820 $820 $820 $665 

18 IC Med2 2024 $807 $807 $807 $807 $807 $807 $807 $807 $655 

19 IC Med2 2024 $695 $695 $695 $695 $695 $695 $695 $695 $564 

8 TC   $1,132 $1,115 $1,099 $1,086 $1,075 $1,064 $1,055 $1,046 $929 

9 TC   $1,123 $1,106 $1,091 $1,078 $1,066 $1,056 $1,046 $1,038 $921 

10 TC   $1,293 $1,273 $1,256 $1,241 $1,227 $1,215 $1,205 $1,195 $1,061 

11 TC   $1,356 $1,335 $1,317 $1,301 $1,287 $1,275 $1,263 $1,253 $1,112 

12 TC   $1,451 $1,428 $1,409 $1,392 $1,377 $1,364 $1,352 $1,341 $1,190 

14 TC   $1,203 $1,184 $1,168 $1,154 $1,142 $1,130 $1,121 $1,111 $987 

15 TC   $1,275 $1,255 $1,238 $1,223 $1,210 $1,198 $1,188 $1,178 $1,046 

16 TC   $1,448 $1,425 $1,406 $1,389 $1,374 $1,361 $1,349 $1,338 $1,188 

17 TC   $1,596 $1,571 $1,550 $1,531 $1,515 $1,500 $1,487 $1,475 $1,309 

18 TC   $1,571 $1,546 $1,525 $1,507 $1,491 $1,476 $1,463 $1,452 $1,289 

19 TC   $1,353 $1,332 $1,313 $1,298 $1,284 $1,271 $1,260 $1,250 $1,110 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 
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Table 5.164  Costs for 20 Percent Mass Reduction for Towing (Truck curve) Vehicle Types (2013$) 
Vehicle 
Type 

Cost 
type 

DMC: 
CurbWt 
IC: 
complexity 

DMC: 
learning 
curve 
IC: near 
term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

8 DMC 4306 30 $1,162 $1,125 $1,093 $1,065 $1,040 $1,018 $999 $981 $964 

9 DMC 4272 30 $1,153 $1,116 $1,084 $1,057 $1,032 $1,010 $991 $973 $957 

10 DMC 4918 30 $1,327 $1,285 $1,248 $1,216 $1,188 $1,163 $1,141 $1,120 $1,101 

11 DMC 5158 30 $1,392 $1,347 $1,309 $1,276 $1,246 $1,220 $1,196 $1,175 $1,155 

12 DMC 5518 30 $1,489 $1,441 $1,400 $1,365 $1,333 $1,305 $1,280 $1,257 $1,236 

14 DMC 4575 30 $1,235 $1,195 $1,161 $1,131 $1,105 $1,082 $1,061 $1,042 $1,024 

15 DMC 4848 30 $1,309 $1,266 $1,230 $1,199 $1,171 $1,147 $1,124 $1,104 $1,086 

16 DMC 5507 30 $1,486 $1,438 $1,397 $1,362 $1,330 $1,302 $1,277 $1,254 $1,233 

17 DMC 6071 30 $1,639 $1,586 $1,541 $1,502 $1,467 $1,436 $1,408 $1,383 $1,360 

18 DMC 5975 30 $1,613 $1,561 $1,516 $1,478 $1,444 $1,413 $1,386 $1,361 $1,338 

19 DMC 5145 30 $1,389 $1,344 $1,306 $1,272 $1,243 $1,217 $1,193 $1,172 $1,152 

8 IC Med2 2024 $1,034 $1,034 $1,034 $1,034 $1,034 $1,034 $1,034 $1,034 $839 

9 IC Med2 2024 $1,026 $1,026 $1,026 $1,026 $1,026 $1,026 $1,026 $1,026 $832 

10 IC Med2 2024 $1,181 $1,181 $1,181 $1,181 $1,181 $1,181 $1,181 $1,181 $958 

11 IC Med2 2024 $1,238 $1,238 $1,238 $1,238 $1,238 $1,238 $1,238 $1,238 $1,004 

12 IC Med2 2024 $1,325 $1,325 $1,325 $1,325 $1,325 $1,325 $1,325 $1,325 $1,075 

14 IC Med2 2024 $1,098 $1,098 $1,098 $1,098 $1,098 $1,098 $1,098 $1,098 $891 

15 IC Med2 2024 $1,164 $1,164 $1,164 $1,164 $1,164 $1,164 $1,164 $1,164 $944 

16 IC Med2 2024 $1,322 $1,322 $1,322 $1,322 $1,322 $1,322 $1,322 $1,322 $1,072 

17 IC Med2 2024 $1,458 $1,458 $1,458 $1,458 $1,458 $1,458 $1,458 $1,458 $1,182 

18 IC Med2 2024 $1,434 $1,434 $1,434 $1,434 $1,434 $1,434 $1,434 $1,434 $1,164 

19 IC Med2 2024 $1,235 $1,235 $1,235 $1,235 $1,235 $1,235 $1,235 $1,235 $1,002 

8 TC   $2,196 $2,159 $2,127 $2,099 $2,074 $2,052 $2,032 $2,015 $1,803 

9 TC   $2,179 $2,141 $2,110 $2,082 $2,058 $2,036 $2,016 $1,998 $1,789 

10 TC   $2,508 $2,465 $2,429 $2,397 $2,369 $2,344 $2,321 $2,301 $2,059 

11 TC   $2,630 $2,585 $2,547 $2,514 $2,484 $2,458 $2,434 $2,413 $2,159 

12 TC   $2,814 $2,766 $2,725 $2,689 $2,658 $2,630 $2,604 $2,581 $2,310 

14 TC   $2,333 $2,293 $2,259 $2,230 $2,203 $2,180 $2,159 $2,140 $1,915 

15 TC   $2,473 $2,430 $2,394 $2,363 $2,335 $2,311 $2,288 $2,268 $2,030 

16 TC   $2,808 $2,760 $2,720 $2,684 $2,652 $2,624 $2,599 $2,576 $2,306 

17 TC   $3,096 $3,043 $2,998 $2,959 $2,924 $2,894 $2,866 $2,840 $2,542 

18 TC   $3,047 $2,995 $2,951 $2,912 $2,878 $2,847 $2,820 $2,795 $2,501 

19 TC   $2,624 $2,579 $2,541 $2,507 $2,478 $2,452 $2,428 $2,407 $2,154 

Note: DMC=direct manufacturing cost; IC=indirect cost; TC=total cost. 

5.3.4.7 Other Vehicle Technologies 

5.3.4.7.1 Electrified Power Steering: Data and Assumptions for this Assessment 

For the 2017-2025 final rule, EPA and NHTSA estimated a 1 to 2 percent effectiveness for 
electrified power steering in light duty vehicles, based on the 2015 NAS report, Sierra Research 
Report and confidential OEM data.  The 2010 Ricardo study also confirmed this estimate. 
NHTSA and EPA reviewed these effectiveness estimates and found them to be accurate, thus 
they have been retained for this Draft TAR.  

Costs associated with electric power steering are equivalent to those used in the 2012 FRM 
except for updates to 2013 dollars and use of new learning curves (curve 24). The electric power 
steering costs incremental to hydraulic power steering are shown below. 
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Table 5.165  Costs for Electric Power Steering (dollar values in 2013$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $96 24  $92 $90 $88 $87 $85 $84 $83 $82 $81 

IC Low2 2018 $23 $23 $18 $18 $18 $18 $18 $18 $18 

TC   $115 $113 $106 $105 $104 $102 $101 $100 $99 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.7.2 Improved Accessories: Data and Assumptions for this Assessment 

In MYs 2017-2025 final rule, the agencies used an effectiveness value in the range of 1 to 2 
percent.  

For this Draft TAR GHG assessment, EPA considered two levels of improved accessories. 
Level 1 of this technology (IACC1) incorporates a high efficiency alternator (70 percent 
efficiency).  The second level of improved accessories (IACC2) adds the higher efficiency 
alternator and incorporates a mild regenerative alternator strategy, as well as intelligent cooling.  
NHTSA and EPA jointly reviewed the estimates of 1 to 2 percent effectiveness estimates used in 
the 2017-2025 final rule for level IACC1. EPA used effectiveness values in the 1.2 to 1.8 percent 
range, varying with vehicle subclass.  

Costs associated with improved accessories are equivalent to those used in the 2012 FRM 
except for updates to 2013 dollars and use of new learning curves (curve 24). The improved 
accessory costs (levels 1 and 2) are shown below. Cost is higher for improved accessories level 2 
due to the inclusion of a higher efficiency alternator and a mild level of regeneration, hence the 
$40 to $50 higher cost.  Both improved accessory costs are incremental to the baseline. 

Table 5.166  Costs for Improved Accessories Level 1 (dollar values in 2013$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $78 24  $74 $73 $72 $70 $69 $68 $67 $66 $66 

IC Low2 2018 $19 $19 $15 $15 $15 $15 $15 $15 $15 

TC   $93 $92 $87 $85 $84 $83 $82 $81 $81 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Table 5.167  Costs for Improved Accessories Level 2 (dollar values in 2013$) 
Cost type DMC: base year cost 

IC: complexity 
DMC: learning curve 

IC: near term thru 
2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $126 24  $120 $118 $116 $114 $112 $111 $109 $108 $106 

IC Low2 2018 $30 $30 $24 $24 $24 $24 $24 $24 $24 

TC   $151 $148 $140 $138 $136 $135 $133 $132 $130 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.7.3 Secondary Axle Disconnect: Data and Assumptions for this Assessment 

The 2017-2025 final rule estimated an effectiveness improvement of 1.0 to 1.5 percent for 
axle disconnect.  Based on the 2011 Ricardo report, NHTSA and EPA refined this range to 1.2 to 
1.4 percent. EPA retains these figures for this Draft TAR GHG assessment. 

The cost associated with secondary axle disconnect is equivalent to that used in the 2012 
FRM except for updates to 2013 dollars and use of new learning curves (curve 24). The costs are 
shown below.  
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Table 5.168  Costs for Secondary Axle Disconnect (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $85 24  $82 $80 $79 $77 $76 $75 $74 $73 $72 

IC Low2 2018 $21 $21 $16 $16 $16 $16 $16 $16 $16 

TC   $102 $101 $95 $94 $93 $91 $90 $89 $88 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.7.4 Low Drag Brakes: Data and Assumptions for this Assessment 

The 2017-2025 final rule estimated the effectiveness of low drag brakes to be to 0.8 percent.  
The agencies continue to use this estimate for this Draft TAR based on the 2011 Ricardo study 
and the 2015 NAS report. 

The cost associated with low drag brakes is equivalent to that used in the 2012 FRM except 
for updates to 2013 dollars. The costs are shown below.  

Table 5.169  Costs for Low Drag Brakes (dollar values in 2013$) 

Cost 
type 

DMC: base year 
cost 

IC: complexity 

DMC: learning 
curve 

IC: near term thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

DMC $62 1  $62 $62 $62 $62 $62 $62 $62 $62 $62 

IC Low2 2018 $15 $15 $12 $12 $12 $12 $12 $12 $12 

TC   $77 $77 $74 $74 $74 $74 $74 $74 $74 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.8 Air Conditioning: Data and Assumptions for this Assessment 

Air conditioning (A/C) system technologies include improved hoses, connectors and seals for 
leakage control. They also include improved compressors, expansion valves, heat exchangers 
and the control of these components for the purposes of improving tailpipe CO2 emissions and 
fuel economy as a result of A/C use.  

For this Draft TAR analysis, EPA is continuing to use the GHG and fuel economy 
effectiveness estimates that were used in the 2012 FRM analysis, with costs adjusted to 2013 
dollars (presented below). For more information on these estimates, see Section 5.1 of the 2012 
TSD.  

Table 5.170  Costs for A/C Controls (dollar values in 2013$) 

Cost type 2017 2018 2019 2020 2021 2022 2023 2024 2025 

TC $91 $117 $134 $141 $154 $152 $146 $143 $140 
Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

5.3.4.9 Cost Tables for Individual Technologies Not Presented Above 

Costs associated with SCR-equipped diesel vehicles are equivalent to those used in the FRM 
except for updates to 2013 dollars and use of new learning curve (curve 23). The costs 
incremental to the baseline engine configuration for our different vehicle classes are shown 
below. These costs are used to characterize technology costs in the baseline fleet; EPA does not 
build OMEGA packages using this technology and instead uses the advanced diesel technology 
presented below. 
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Table 5.171  Costs for SCR-equipped Diesel Technology for Different Vehicle Classes (dollar values in 2013$) 
Tech Cost 

type 
DMC: base 

cost 
IC: complexity 

DMC: learning 
curve 

IC: near term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

Small car DMC $2,456 23  $2,223 $2,188 $2,156 $2,126 $2,098 $2,072 $2,047 $2,024 $2,002 

Standard 
car DMC $2,456               23  $2,223 $2,188 $2,156 $2,126 $2,098 $2,072 $2,047 $2,024 $2,002 

Large car DMC $3,019               23  $2,734 $2,691 $2,651 $2,614 $2,580 $2,548 $2,517 $2,489 $2,462 

Small MPV DMC $2,483               23  $2,248 $2,213 $2,180 $2,150 $2,121 $2,095 $2,070 $2,047 $2,024 

Large MPV DMC $2,483               23  $2,248 $2,213 $2,180 $2,150 $2,121 $2,095 $2,070 $2,047 $2,024 

Truck DMC $3,462 23  $3,135 $3,086 $3,040 $2,998 $2,958 $2,921 $2,887 $2,854 $2,823 

Small car IC Med2 2018 $941 $939 $702 $701 $700 $699 $699 $698 $697 

Standard 
car IC Med2 2018 $941 $939 $702 $701 $700 $699 $699 $698 $697 

Large car IC Med2 2018 $1,156 $1,155 $863 $862 $861 $860 $859 $858 $857 

Small MPV IC Med2 2018 $951 $949 $710 $709 $708 $707 $706 $706 $705 

Large MPV IC Med2 2018 $951 $949 $710 $709 $708 $707 $706 $706 $705 

Truck IC Med2 2018 $1,326 $1,324 $990 $989 $987 $986 $985 $984 $983 

Small car TC   $3,164 $3,127 $2,858 $2,827 $2,799 $2,772 $2,746 $2,722 $2,700 

Standard 
car TC   $3,164 $3,127 $2,858 $2,827 $2,799 $2,772 $2,746 $2,722 $2,700 

Large car TC   $3,890 $3,846 $3,515 $3,477 $3,441 $3,408 $3,377 $3,347 $3,319 

Small MPV TC   $3,199 $3,162 $2,890 $2,858 $2,829 $2,802 $2,776 $2,752 $2,729 

Large MPV TC   $3,199 $3,162 $2,890 $2,858 $2,829 $2,802 $2,776 $2,752 $2,729 

Truck TC   $4,461 $4,410 $4,030 $3,986 $3,946 $3,908 $3,872 $3,838 $3,806 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 

Costs associated with advanced diesel vehicles (i.e., Tier 3 compliant) are equivalent to those 
used in the FRM except for updates to 2013 dollars and use of new learning curve (curve 23). 
The costs incremental to the baseline engine configuration for our different vehicle classes are 
shown below. These costs are used when building OMEGA diesel packages. 

Table 5.172  Costs for Advanced Diesel Technology for Different Vehicle Classes (dollar values in 2013$) 
Tech Cost 

type 
DMC: base 

cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

Small car DMC $2,506  23  $2,269 $2,233 $2,200 $2,170 $2,141 $2,114 $2,089 $2,065 $2,043 

Standard car DMC $2,506  23  $2,269 $2,233 $2,200 $2,170 $2,141 $2,114 $2,089 $2,065 $2,043 

Large car DMC $3,069  23  $2,779 $2,735 $2,695 $2,658 $2,623 $2,590 $2,559 $2,530 $2,503 

Small MPV DMC $2,533  23  $2,293 $2,257 $2,224 $2,193 $2,164 $2,137 $2,112 $2,088 $2,065 

Large MPV DMC $2,533  23  $2,293 $2,257 $2,224 $2,193 $2,164 $2,137 $2,112 $2,088 $2,065 

Truck DMC $3,512  23  $3,180 $3,130 $3,084 $3,041 $3,001 $2,964 $2,928 $2,895 $2,864 

Small car IC Med2 2018 $960 $958 $716 $715 $715 $714 $713 $712 $711 

Standard car IC Med2 2018 $960 $958 $716 $715 $715 $714 $713 $712 $711 

Large car IC Med2 2018 $1,176 $1,174 $878 $876 $875 $874 $873 $872 $872 

Small MPV IC Med2 2018 $970 $968 $724 $723 $722 $721 $721 $720 $719 

Large MPV IC Med2 2018 $970 $968 $724 $723 $722 $721 $721 $720 $719 

Truck IC Med2 2018 $1,345 $1,343 $1,004 $1,003 $1,002 $1,000 $999 $998 $997 

Small car TC   $3,228 $3,191 $2,916 $2,885 $2,856 $2,828 $2,802 $2,778 $2,755 

Standard car TC   $3,228 $3,191 $2,916 $2,885 $2,856 $2,828 $2,802 $2,778 $2,755 

Large car TC   $3,955 $3,909 $3,573 $3,534 $3,498 $3,464 $3,433 $3,403 $3,374 

Small MPV TC   $3,263 $3,226 $2,948 $2,916 $2,886 $2,858 $2,832 $2,808 $2,784 

Large MPV TC   $3,263 $3,226 $2,948 $2,916 $2,886 $2,858 $2,832 $2,808 $2,784 

Truck TC   $4,525 $4,473 $4,088 $4,044 $4,003 $3,964 $3,928 $3,894 $3,861 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
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Costs associated with powersplit HEVs are equivalent to those used in the FRM except for 

updates to 2013 dollars and use of new learning curve (curve 24). The costs incremental to the 
baseline configuration for our different vehicle classes are shown below. These costs are used to 
characterize technology costs in the baseline fleet; EPA does not build OMEGA packages using 
this technology and instead uses the strong HEV technology presented earlier. 

Table 5.173  Costs for Powersplit HEV Technology for Different Vehicle Classes (dollar values in 2013$) 
Tech Cost 

type 
DMC: base 

cost 
IC: 

complexity 

DMC: 
learning 

curve 
IC: near 

term 
thru 

2017 2018 2019 2020 2021 2022 2023 2024 2025 

Small car DMC $3,128 24  $2,992 $2,934 $2,881 $2,832 $2,788 $2,747 $2,709 $2,673 $2,640 

Standard car DMC $3,482 24  $3,330 $3,265 $3,206 $3,152 $3,103 $3,057 $3,015 $2,975 $2,938 

Large car DMC $3,767 24  $3,602 $3,532 $3,469 $3,410 $3,357 $3,307 $3,261 $3,219 $3,178 

Small MPV DMC $4,570 24  $4,370 $4,286 $4,209 $4,138 $4,073 $4,013 $3,957 $3,905 $3,856 

Large MPV DMC $5,620 24  $5,374 $5,270 $5,175 $5,088 $5,008 $4,935 $4,866 $4,802 $4,742 

Truck DMC $5,620 24  $5,374 $5,270 $5,175 $5,088 $5,008 $4,935 $4,866 $4,802 $4,742 

Small car IC High1 2018 $1,754 $1,751 $1,073 $1,071 $1,070 $1,068 $1,067 $1,066 $1,065 

Standard car IC High1 2018 $1,952 $1,948 $1,194 $1,192 $1,191 $1,189 $1,188 $1,186 $1,185 

Large car IC High1 2018 $2,112 $2,108 $1,291 $1,290 $1,288 $1,286 $1,285 $1,284 $1,282 

Small MPV IC High1 2018 $2,563 $2,557 $1,567 $1,565 $1,563 $1,561 $1,559 $1,557 $1,556 

Large MPV IC High1 2018 $3,151 $3,145 $1,927 $1,924 $1,922 $1,919 $1,917 $1,915 $1,913 

Truck IC High1 2018 $3,151 $3,145 $1,927 $1,924 $1,922 $1,919 $1,917 $1,915 $1,913 

Small car TC   $4,746 $4,684 $3,953 $3,904 $3,858 $3,815 $3,776 $3,739 $3,705 

Standard car TC   $5,282 $5,213 $4,400 $4,344 $4,293 $4,246 $4,202 $4,161 $4,123 

Large car TC   $5,714 $5,640 $4,760 $4,700 $4,645 $4,594 $4,546 $4,502 $4,461 

Small MPV TC   $6,933 $6,843 $5,776 $5,703 $5,636 $5,574 $5,516 $5,462 $5,412 

Large MPV TC   $8,525 $8,414 $7,102 $7,012 $6,930 $6,854 $6,783 $6,717 $6,655 

Truck TC   $8,525 $8,414 $7,102 $7,012 $6,930 $6,854 $6,783 $6,717 $6,655 

Note: DMC=direct manufacturing costs; IC=indirect costs; TC=total costs. 
 

5.4 CAFE Technology Assessment 

This section describes the cost and technical analysis conducted by NHTSA for this report.  
Section 5.4.1 describes the development of direct and indirect costs and the application of 
learning curves in the NHTSA analysis.  Section 5.4.2 details GT Power and Autonomie 
simulation modeling to develop technology effectiveness values for use in the CAFE model. 

5.4.1 Technology Costs Used in CAFE Assessment 

5.4.1.1 Direct Costs 

The majority of technology costs used by NHTSA in this analysis are the same as those used 
in the 2012 FRM. These costs, however, have been updated to 2013 dollars since all costs in this 
analysis are in 2013 dollars. Based on new information, stakeholder feedback, and the 2015 NAS 
report, NHTSA updated DMC for the technologies discussed below. 589 

5.4.1.1.1 Improved Low Friction Lubricants and Engine Friction Reduction Levels 2 & 3 
(LUBEFR2 & LUBFFR3) 

For this analysis, NHTSA assumed that incremental improvements in low friction lubricants 
and engine friction reductions could be realized. Based on the Massachusetts Institute of 
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Technology Sloan Automotive Laboratory’s “On the Road toward 2050” report, a 3 percent 
combined improvement was assumed to be achievable by 2030.590 This translates into a 0.275 
percent improvement compounded annually for the MY2015-2030 timeframe. The DMC basis 
for this technology is the 2012 FRM EFR2_LUB2 technology cost ($12.65/cylinder). The yearly 
per cylinder DMC then becomes $0.84 ($12.65/15 years). Converting this from 2010$ to 2013$ 
yields a DMC of $0.8875/cylinder. The yearly cost and effectiveness values are accumulated and 
then applied in two discrete MYs. LUBEFR2 with an effectiveness improvement of 0.823 
percent is applied in MY2018 for a DMC of $2.66/cylinder ($0.8875 x 3 years). LUBEFR3 with 
an effectiveness improvement of 2.18 percent is applied in MY2023, incremental to LUBEFR2, 
for a DMC of $4.44/cylinder ($0.8875 x 5 years). 

5.4.1.1.2 Automatic Transmission Improvements Levels 1 & 2 (ATI1 & ATI2) 

A 1.5 percent improvement by MY2025, or 0.151 percent compounded annually for the 
MY2015-2025 timeframe, was assumed based on comments received in stakeholder meetings. 
The cost basis is the 2012 FRM HEG technology cost of $202 for 2.64 percent improvement 
(average improvement across all the vehicle classes) or $76.52/ percent ($202/2.64 percent). This 
equates to a DMC of $114.77 ($76.52/percent x 1.5 percent) for a 1.5 percent improvement. This 
yields a yearly DMC of $11.48 ($114.77/10 years). Converting this from 2010$ to 2013$ yields a 
yearly DMC of $12.13. The yearly cost and effectiveness values are accumulated and then 
applied in two discrete MYs. ATI1 with an effectiveness improvement of 0.45 percent is applied 
in MY2018 for a DMC of $36.39 ($12.13 x 3 years). ATI2 with an effectiveness improvement of 
1.20 percent is applied in MY2023, incremental to ATI2, for a DMC of $60.65 ($12.13 x 5 
years).    

5.4.1.1.3 High Compression Ratio Engine 

This is analogous to Mazda's SkyActiv engine technology.  The costs for the HCR technology 
are from the 2015 NAS report.  The NAS report's DMC include the DMC for direct injection so 
these DMC are subtracted to get the DMC for HCR with direct injection.  The DMC costs for 
MY2017 in 2010$ are $86 for an I4 engine, $129 for a V6 engine and $204 for a V8 engine. In 
2013$ the DMC become $90.84, $136.27 and $215.50, respectively.    

5.4.1.1.4 Advanced Diesel Engine (ADSL) Engine 

The DMC for the ADSL technology are also from the 2015 NAS report.  The DMC for 
MY2017 in 2010$ is $3,023 for an I4 engine, $3,565 for a V6 engine and $3,795 for a V8 
engine. In 2013$ the DMC become $3,193.47, $3,766.03 and $4,009.00 respectively. 

5.4.1.1.5 7-speed Manual Transmission  

Due to limited availability of cost information on 7-speed manual transmissions, NHTSA is 
using the DCT8 technology DMC, which is sourced from the 2012 FRM.   

5.4.1.1.6 6-speed Automatic Transmission  

The DMC for the AT6 technology is from the 2015 NAS report.  The DMC for MY2017 in 
2010$ is -$13.00. In 2013$ the DMC becomes -$13.73.  The AT6 technology cost is relative to 
the 4-speed automatic. In contrast to this estimate, the TSD for the earlier 2012-2016 MY CAFE 
standards (EPA/NHTSA 2010) developed a cost of $101 for a six-speed automatic transmission 
relative to a four-speed automatic transmission. The FEV teardown cost analysis determined that 
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the six-speed transmission was $106 less costly than the five-speed transmission.591  The 2012 
TSD indicated that this counterintuitive result was attributed to the six-speed transmission having 
a Lepelletier-type gear set instead of a conventional planetary gear set, which requires an 
additional one way clutch. Subsequent to the 2012-2016 MY TSD, the EPA/NHTSA 2017-2025 
MY Technical Support Document estimated a direct manufacturing cost of −$13 (savings) for a 
six-speed automatic transmission relative to a four-speed automatic transmission, which appears 
to have resulted from using only the case with the Lepelletier gear set.592 

5.4.1.1.7 8-speed Automatic Transmission  

The DMC for the AT8 technology is from the updated FEV teardown study.593  The DMC for 
MY2012 in 2007$ is $74.81. In 2013$ the DMC becomes $82.18.  This cost increase is relative 
to the AT6 technology as indicated by the FEV teardown. The net incremental direct 
manufacturing cost shown is solely based on the physical hardware evaluated. Many of the 
subsystems were deemed cost neutral between the 6AT and 8AT. Much of the cost analysis work 
was focused on the cost difference in the gear train and internal clutch subsystems. 

5.4.1.1.8 6-speed Dual Clutch Transmission  

Due to concerns regarding the challenges associated with the noise, vibration and harshness 
(NVH), integration, and drivability issues of dual clutch transmissions, NHTSA believes that the 
DMC for the DCT6 is higher than the negative DMC used in the 2012 FRM. To better account 
for these issues, NHTSA chose to update the DCT6 technology DMC using the upper cost for 
the 6-speed Dry DCT found in the 2015 NAS report. The DMC in this analysis for MY2017 in 
2010$ is $31.00 relative to 6 speed automatic – Lepelletier type. In 2013$ the DMC becomes 
$32.75.  Similarly the DMC using the upper cost for the 6-speed DCT for MY2017 is $88.00 
relative to 6 speed automatic – Lepelletier type. In 2013$ the DMC becomes $94.01. Estimated 
2025 MY DMC for DCT6 dry and wet clutch costs of $26 and $75 (2010$) relative to AT6-
Lepelletier type and using the upper cost.  These costs adjusted for 2013$ are $27.78 and $80.13 

The committee found that the currently high costs of DCTs stem from the relatively low sales 
volumes, compounded by the fact that DCTs used by different vehicle manufacturers have 
different mechatronics for clutch and shift fork actuation. The actuation units can be 
electromechanical, electrohydraulic, or a mixture of both. The clutch modules vary significantly. 
Although the main difference is between wet and dry clutch configurations, other differences 
include the use of torsional dampers, while others rely on a damper in the separate dual mass 
flywheel. Since the hardware components from one DCT to another can vary significantly, a 
large variation in costs can be expected.589 

5.4.1.1.9 8-speed Dual Clutch Transmission  

For this analysis NHTSA continued to rely on the FEV teardown study for the DMC of the 
DCT8 technology. However, since the 2012 FRM, FEV has updated the teardown study for 8-
speed transmission technologies.  The DMC for the DCT8 technology has been updated from the 
2012 FRM and is now $217.65 in MY2012 in 2007$. In 2013$ the DMC becomes $229.92. 

The committee found that the currently high costs of DCTs stem from the relatively low sales 
volumes, compounded by the fact that DCTs used by different vehicle manufacturers have 
different mechatronics for clutch and shift fork actuation. The actuation units can be 
electromechanical, electrohydraulic, or a mixture of both. The clutch modules vary significantly. 
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Although the main difference is between wet and dry clutch configurations, other differences 
include the use of torsional dampers, while others rely on a damper in the separate dual mass 
flywheel. Since the hardware components from one DCT to another can vary significantly, a 
large variation in costs can be expected. This large variation in hardware components is partly 
responsible for DCTs not achieving significant cost reductions at current production volumes. 

5.4.1.1.10 Continuously Variable Transmission  

The DMC for the CVT technology is sourced from the 2015 NAS report. The DMC for 
MY2017 in 2010$ is $179.00.  In 2013$ the DMC becomes $189.09. NHTSA provided an 
estimated 2012 MY direct manufacturing cost of $200 (2007 dollars) for the CVT relative to a 
four-speed automatic transmission. Some manufacturers’ estimates significantly exceeded 
NHTSAs maximum range. This wide range of estimates is believed to reflect wide variations in 
losses in the CVT. 

5.4.1.1.11 Belt Integrated Starter Generator  

For the last FRM, NHTSA considered high-voltage BISG systems, or systems over 60V (SAE 
J2232)594  In recent years, manufacturers have commercialized low-voltage BISG systems (such 
as 48V) as an alternative to high-voltage BISG systems.  With limited need for high voltage 
protection, the 48V BISG systems may have lower direct manufacturing costs than their high 
voltage counterparts.   

The 2015 light duty fleet has many examples of 48V BISG systems for small sized and 
medium sized vehicles, but the fleet has few examples of low-voltage BISG on trucks and large 
sport utility vehicles.  The low voltage BISG systems operate in much the same way as the high 
voltage systems but require higher current to produce a given amount of power.  On trucks and 
large SUVs, engineering performance of a 48V BISG system may or may not perform as well as 
high voltage BISG systems.  NHTSA seeks comment on the functionality and practicability of 
low-voltage BISG systems for truck and large SUV applications.  Based on an EPA teardown 
study conducted by FEV of a 48V BISG system and 115V BISG system, NHTSA has lowered 
the projected cost of BISG technology.595   For Small Car, Medium Car, and Small SUV the 
BISG DMC is $1013.00 in MY2017. 

5.4.1.1.12 Crank Integrated Starter Generator 

For this analysis, NHTSA is using the Integrated Motor Assist  DMC from Table 3-47 found 
in the 2012 FRM TAR. The DMC for MY2017 in 2010$ is $2008.00 for Small Car, $2541.00 
for Medium Car, $2552.00 for Small SUV and Medium SUV, and $3118.00 for Pickup. In 
2013$ those costs become $2121.23, $2684.28, $2695.91, and $3293.82, respectively.   

5.4.1.1.13 Electric Power Steering  

For this analysis, NHTSA is using DMC from the 2012 FRM.  The DMC for MY2017 in 
2010$ is $92.00 per vehicle.  In 2013$ the cost becomes $95.86 per vehicle. 

5.4.1.1.14 Improved Accessories (IACC1 & IACC2) 

For this analysis, NHTSA is using DMC from the 2012 FRM.  Level 1 technology (IACC1) 
provides a high-efficiency alternator and level 2 (IACC2) provides a high-efficiency alternator 
and incorporates mild regeneration.  For level 1, the DMC for MY2017 in 2010$ is $75.00 per 
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vehicle, which becomes $77.96 after adjusting for 2013 dollars.  For level 2, the DMC for 
MY2017 in 2010$ adds another $45.00 per vehicle ($120 total), which is an additional $48.12 
per vehicle ($126.08 total) in 2013 dollars. 

5.4.1.1.15 Low Drag Brakes  

For this analysis, NHTSA is using DMC from the 2012 FRM.  The DMC for MY2017 in 
2010$ is $59.00 per vehicle.  In 2013$ the cost becomes $62.03 per vehicle. 

5.4.1.1.16 Secondary Axle Disconnect  

For this analysis, NHTSA is using DMC from the 2012 FRM.  The DMC for MY2017 is 
$82.00 per vehicle.  After adjusting for 2013 dollars, the cost becomes $85.57 per vehicle. 

5.4.1.1.17 Low Rolling Resistance Tires  

For this analysis, NHTSA is using DMC from the 2012 FRM.  Level 1 technology (ROLL10) 
provides a ten percent reduction in rolling resistance and level 2 (ROLL20) provides a twenty 
percent reduction.  For level 1, the DMC for MY2017 in 2010$ is $5.40 per vehicle, which 
becomes $5.64 after adjusting for 2013 dollars.  For level 2, the DMC for MY2017 in 2010$ is 
$40.00 per vehicle, and becomes $42.77 per vehicle in 2013 dollars. 

5.4.1.1.18 Aerodynamic Drag Reduction  

For this analysis, NHTSA is using DMC from the 2012 FRM.  Level 1 technology (AERO10) 
provides a ten percent reduction in aerodynamic drag resistance and Level 2 (AERO20) provides 
a twenty percent reduction.  For level 1, the DMC for MY2017 in 2010$ is $41.00 per vehicle, 
which becomes $42.86 after adjusting for 2013 dollars.  For level 2, the DMC for MY2017 in 
2010$ is $123.00 per vehicle, and becomes $128.57 in 2013 dollars. 

5.4.1.1.19 Mass Reduction 

NHTSA awarded a contract to an engineering team consisting of Electricore, Inc. (prime 
contractor), EDAG, and George Washington University to design a future midsize lightweight 
vehicle (LWV). This vehicle is assumed to be manufactured using processes available in model 
year 2017-2025 and be capable of high volume production (200,000 units per year). The team’s 
goal was to determine the maximum feasible weight reduction while maintaining the same 
vehicle functionalities as the baseline vehicle, such as performance, safety, and crash rating.  

Furthermore, the retail price of the LWV must be within +10 percent of the original vehicle. 
Based upon its production volume, market share, and five-star crash rating, the team selected the 
model year 2011 Honda Accord as its baseline vehicle. Because a lighter vehicle needs less 
power, the vehicle powertrain was downsized but limited to the same naturally aspirated engine. 
Any analysis of an advanced powertrain, such as a hybrid electric vehicle, was outside the scope 
of this project. The major boundary conditions for this project included the following:  

 Maintain or improve vehicle size compared to the baseline vehicle. 
 Maintain retail price parity (±10 percent variation) with the baseline vehicle. 
 Maintain or improve vehicle functionalities compared to the baseline vehicle, 

including maintaining comparable performance in NHTSA’s New Car Assessment 
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Program (NCAP) frontal, side, side pole and IIHS test programs through appropriate 
crash simulations. 

 Powertrain may be downsized, however alternate powertrain configurations (i.e. 
hybrid electric, battery electric, and diesel) will not be considered. 

 All advanced design, material, technologies and manufacturing processes must be 
realistically projected to be available for fleet wide production in time frame of model 
years 2017-2025 and capable of high volume production (200,000 units per year). 

 Achieve the maximum feasible amount of mass reduction within the above listed 
constraints 

Overall, the complete LWV 1.0 achieved a total weight savings of 22 percent (332 kg) from 
the baseline vehicle (1480 kg) at an incremental cost increase of $319 or $0.96 per kg. To 
achieve the same vehicle performance as the baseline vehicle, the size of the engine for the LWV 
was proportionally reduced from 2.4L-177 HP to 1.8L-140HP. Without the mass and cost 
reduction allowance for the powertrain (engine and transmission) the mass saving for the ‘glider’ 
was 24 percent (264kg) at a mass saving cost premium of $1.63 per kg mass saving. 

NHTSA released the first version of the report after it was peer reviewed.596 Subsequent to the 
release of the report, Honda examined the report in detail and offered their observations to 
NHTSA on the components chosen to light-weight the vehicle.  In addition, Honda provided 
information on limitations to downsizing some of the components due to both within platform 
sharing and cross-platform sharing. The other main observation from Honda was in the area of 
crashworthiness, performance and drivability issues and ground clearance.597  

In 2013, NHTSA awarded a subsequent contract to Electricore with EDAG as subcontractor 
to perform additional crash simulations on  the light-weight Honda Accord vehicle (LWV 1.0) to 
address Honda’s comments.  The light-weight 2011 Honda Accord (LWV 1.0) was modified to 
address Honda's suggestion in areas of crashworthiness, Noise & Vibration and in drivability 
performance (LWV 1.1). NHTSA used modified light-weighted 2011 Honda Accord (LWV 1.1) 
to perform additional design and crash simulation to meet Insurance Institute of Highway Safety 
(IIHS) evaluation of Small Overlap Test (SOL). The light-weighted version (LWV 1.2) of 2011 
Honda Accord incorporates Honda's suggestion and meets IIHS small overlap test requirements. 
The following paragraph describes the progression of changes in mass reduction and cost 
changes as a result of Honda's suggestion and also in meeting IIHS small overlap test 
requirements relative to LWV 1.0.  

In addressing Honda’s comments, the weight of the body structure of the LWV 1.1 was 
increased by 11.5 kg and the cost was reduced by $13.08 from the original LWV 1.0 design. In 
addition, some of Honda’s recommendations for NVH and durability were accepted. The total 
weight and cost of the LWV 1.1 increased by 21.75 kg and $18.13, respectively. To address the 
IIHS SOL test (LWV 1.2) the weight of the vehicle was increased by 6.90 kg and the cost by 
$26.88. The new LWV 1.2 design was modeled and assessed for the performance of 
crashworthiness in seven crash safety tests. The new design achieved a “good,” rating in all tests 
that are comparable to the safety rating of the model year 2013 Accord. Table 5.174 shows the mass 
reduction and associated costs from light weighted vehicle version 1.0 to light-weighted version 
1.2.  The baseline is a Honda Accord with a weight of 1,480 kg. 
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Table 5.174  Mass Reduction and Associated Costs Going From Vehicle Version 1.0 to Vehicle Version 1.2 

Model Mass 
savings (kg) 

Percentage Mass 
Reduction 

Cost Increase $/kg Comments 

LW 1.0 332 22.43% $ 319.00   $    0.96    

LWV 1.1 320.8 21.68% $ 305.92   $    0.95  Addressing Honda's comments, 11.5kg 
was added, Cost was reduced by $13.08 

  310.55 20.98% $ 337.13   $    1.09  NVH mass add was 10.25kg 

LWV 1.2 303.65 20.52% $ 364.01   $    1.20  IIHS SOL mass add was 6.6kg, cost 
increase of $26.88 

 

 

The list of components that were light-weighted was rearranged in sequence based on cost 
effectiveness as shown in Table 5.175. Figure 5.141 shows a graphical representation of cost per 
kilogram at various levels of mass reduction plotted from Table 5.175.  As can be seen from the 
cost curve in Figure 5.141, cost per kilogram increases progressively as some of the vehicle 
structural components are light-weighted due to adoption of higher strength materials and in 
some cases switching from steel to aluminum.  The powertrain components which include 
engine, transmission, and fuel systems such as fuel filler pipe, fuel tank, fuel pump, etc., exhaust 
systems and cooling systems were not considered for application of primary mass reduction but 
benefits of secondary mass reduction were accounted for. These powertrain components are 
assumed to be downsized only after the primary vehicle structural components (Body-In-White) 
achieve certain level of mass reduction.  The National Academy of Sciences (NAS) estimated 
mass reduction costs assuming that powertrain downsizing be considered after the primary 
vehicle mass is reduced by 10 percent of original mass.  NHTSA considered the NAS approach 
and applied powertrain downsizing (secondary mass savings) after the vehicle structural 
components (primary mass savings) had achieved 10 percent mass reduction.  In the case of the 
mass reduction study of the 2011 Honda Accord passenger car, the baseline 2.4L engine was 
replaced by 1.8L engine which was already in production. The 1.8L engine was used in Honda 
Civic model which is a compact passenger car.  As a consequence of using a smaller engine, the 
fuel system and exhaust system were downsized to match 1.8L engine while maintaining the 
same driving range and performance.  The mass reduction and cost savings from smaller 
powertrain components along with primary vehicle structural components resulted in a 20 
percent overall mass reduction from the baseline 2011 Honda Accord.  This design configuration 
is represented as the AHSS+AL solution point in Figure 5.141. Due to this approach, the cost 
curve bends after 10 percent to reach the solution point as shown in Figure 5.141.  As a 
consequence, the cost per kilogram at the final solution point is less than the cost per kilogram at 
10 percent mass reduction. Note here, at 10 percent mass reduction, no secondary mass savings 
are considered.  

Additional mass reduction solution points shown in Figure 5.141 were analytically developed 
such as Aluminum (AL) intensive solution and Carbon Fiber Reinforced Plastics (CFRP) 
intensive solution. Note here that AL and CFRP intensive solutions are analytical solutions only 
and no computational models were built to verify all the performance metrics to the baseline 
2011 Honda Accord. Computational models were built for only the most cost effective light-
weight solution to verify for all performance metrics (AHSS+AL Solution).   
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Table 5.175  Mass Reduction and Costs for Vehicle Components/System 

Vehicle 
Component/System 

Cumulative Mass 
Saving 

Cumulative MR% Cumulative Cost 
Cumulative Cost 
$/kg 

Front Bumper 3.59 0.24% -1.23 -0.34 

Front Door Trim 4.93 0.33% -1.23 -0.25 

Front Door Wiring Harness 5.23 0.35% -1.23 -0.24 

Head Lamps 6.94 0.47% -1.23 -0.18 

HVAC 9.54 0.64% -1.23 -0.13 

Insulation 12.74 0.86% -1.23 -0.10 

Interior Trim 15.77 1.07% -1.23 -0.08 

Parking Brake 16.76 1.13% -1.23 -0.07 

Rear Door Trim 17.89 1.21% -1.23 -0.07 

Rear Door Wiring Harness 18 1.22% -1.23 -0.07 

Tail Lamps 18.63 1.26% -1.23 -0.07 

Tires 23.08 1.56% -1.23 -0.05 

Wiring and Harness 27.38 1.85% -1.23 -0.04 

Wheels 28.82 1.95% -$1.23 -0.04 

Rear Bumper 32.33 2.18% $0.53 0.02 

Instrument Panel 41.78 2.82% $17.27 0.41 

Body Structure 96.18 6.50% $173.13 1.80 

Deck lid 101.39 6.85% $188.97 1.86 

Hood 108.86 7.36% $211.49 1.94 

Front Door Frames 124.26 8.40% $262.88 2.12 

Fenders 127.53 8.62% $274.98 2.16 

Seats 147.56 9.97% $374.02 2.53 

Rear Door Frames 159.02 10.74% $428.47 2.69 

Powertrain components 
(Engine, transmission, Fuel 
system, Exhaust system, 
coolant system), Brakes 
etc. 

303.65 20.52% 364.01 1.20 

 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-423 

 
Figure 5.141  NHTSA Passenger Car Cost Curve 

A fitted curve was developed based on the above listed mass reduction points to derive cost 
per kilogram at distinct mass reduction points.  These are shown in Table 5.176.  

 

Table 5.176  Cost Per Kilogram at Distinct Mass Reduction Points MR%  

 PC $/kg 

MR0 $0 

MR1 - 5% $1.12 

MR2 - 7.5% $1.99 

MR3 - 10% $2.54 

MR4 - 15% $2.33 

MR5 - 20% $1.26 
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Figure 5.142  Direct Manufacturing Costs for Light-Weighting Approaches Analyzed 

5.4.1.1.19.1 Light Duty Pickup Truck Light-Weighting Study 

NHTSA also awarded a contract to EDAG to conduct a vehicle weight reduction feasibility 
and cost study of a 2014MY full size pick-up truck.  The light weighted version of the full size 
pick-up truck (LWT) used manufacturing processes that will likely be available during the model 
years 2025-2030 and with the capability of high volume production.  The goal was to determine 
the maximum feasible weight reduction while maintaining the same vehicle functionalities, such 
as towing, hauling, performance, noise, vibration, harshness, safety, and crash rating, as the 
baseline vehicle, as well as the functionality and capability of designs to meet the needs of  
sharing components across same or cross vehicle platform.  Consideration was also given to the 
sharing of engines and other components with vehicles built on other platforms to achieve 
manufacturing economies of scale, and in recognition of resource constraints which limit the 
ability to optimize every component for every vehicle.  At the time of writing for this Draft TAR, 
the report is in peer review and will be finalized by the NHTSA NPRM and EPA Proposed 
Determination in 2017. 

A comprehensive teardown/benchmarking of the baseline vehicle was conducted for the 
engineering analysis.  The analysis included geometric optimization of load bearing vehicle 
structures, advanced material utilization along with a manufacturing technology assessment that 
would be available in the 2017 to 2025 time frame.  As part of the analysis, the baseline vehicle’s 
overall mass, center of gravity and all key dimensions were determined. Before the vehicle 
teardown, laboratory torsional stiffness tests, bending stiffness tests and normal modes of 
vibration tests were performed on baseline vehicles so that these results could be compared with 
the CAE model of the light weighted design. After conducting a full tear down and 
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benchmarking of the baseline vehicle, a detailed CAE model of the baseline vehicle was created 
and correlated with the available crash test results.  The project team then used computer 
modeling and optimization techniques to design the light-weighted pickup truck and optimized 
the vehicle structure considering redesign of structural geometry, material grade and material 
gauge to achieve the maximum amount of mass reduction while achieving comparable vehicle 
performance as the baseline vehicle.  Only technologies and materials projected to be available 
for large scale production and available within two to three design generations (e.g. model years 
2020, 2025 and 2030) were chosen for the LWT design.  Three design concepts were evaluated: 
1) a multi-material approach; 2) an aluminum intensive approach; and 3) a Carbon Fiber 
Reinforced Plastics approach.  The multi-material approach was identified as the most cost 
effective.  The recommended materials (advanced high strength steels, aluminum, magnesium 
and plastics), manufacturing processes, (stamping, hot stamping, die casting, extrusions, and roll 
forming) and assembly methods (spot welding, laser welding, riveting and adhesive bonding) are 
currently used, although some to a lesser degree than others.  These technologies can be fully 
developed within the normal product design cycle using the current design and development 
methods.   

The design of the LWT was verified, through CAE modeling, that it meets all relevant crash 
tests performance.  The LS-DYNA finite element software used by the EDAG team is an 
industry standard for crash simulation and modeling.  The researchers modeled the 
crashworthiness of the LWT design using the NCAP Frontal, Lateral Moving Deformable 
Barrier, and Lateral Pole tests, along with the IIHS Roof, Lateral Moving Deformable Barrier, 
and Frontal Offset (40 percent and 25 percent) tests.  All of the modeled tests were comparable 
to the actual crash tests performed on the 2014 Silverado in the NHTSA database.  Furthermore, 
the FMVSS No. 301 rear impact test was modeled and it showed no damage to the fuel system. 

The baseline 2014 MY Chevrolet Silverado's platform shares components across several 
platforms. Some of the chassis components and other structural components were designed to 
accommodate platform derivatives, similar to the components in the baseline vehicle which are 
shared across platforms such as GMT 920 (GM Tahoe, Cadillac Escalade, GMC Yukon), GMT 
930 platform (Chevy Suburban, Cadillac Escalade ESV, GMC Yukon XL), and GMT 940 
platform (Chevy Avalanche and Cadillac Escalade EXT) and GMT 900 platform (GMC Sierra).  
As per the National Academy of Science's guidelines, the study assumes engines would be 
downsized or redesigned for mass reduction levels at or greater than 10 percent.  As a 
consequence of mass reduction, several of the components used designs that were developed for 
other vehicles in the weight category of light-weighted designed vehicles were used to maximize 
economies of scale and resource limitations.  Examples include brake systems, fuel tanks, fuel 
lines, exhaust systems, wheels, and other components.  

Cost is a key consideration when vehicle manufacturers decide which fuel-saving technology 
to apply to a vehicle.  Incremental cost analysis for all of the new technologies applied to reduce 
mass of the light-duty full-size pickup truck designed were calculated.  The cost estimates 
include variable costs as well as non-variable costs, such as the manufacturer’s investment cost 
for tooling.  The cost estimates include all the costs directly related to manufacturing the 
components.  For example, for a stamped sheet metal part, the cost models estimate the costs for 
each of the operations involved in the manufacturing process, starting from blanking the steel 
from coil through the final stamping operation to fabricate the component.  The final estimated 
total manufacturing cost and assembly cost are a sum total of all the respective cost elements 
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including the costs for material, tooling, equipment, direct labor, energy, building and 
maintenance. 

The information from the LWT design study was used to develop a cost curve representing 
cost effective full vehicle solutions for a wide range of mass reduction levels.  The cost curve is 
shown in Figure 5.143.  At lower levels of mass reduction, non-structural components and 
aluminum closures provide weight reduction which can be incorporated independently without 
the redesign of other components and are stand-alone solutions for the LWV.  The holistic 
vehicle design using a combination of AHSS and aluminum provides good levels of mass 
reduction at reasonably acceptable cost.  The LWV solution achieves 17.6 percent mass 
reduction from the baseline curb mass. Further two more analytical mass reduction solutions (all 
aluminum and all carbon fiber reinforced plastics) were developed to show additional mass 
reduction that could be potentially achieved beyond the LWV mass reduction solution point. The 
aluminum analytical solution predominantly uses aluminum including chassis frame and other 
components. The carbon fiber reinforced plastics analytical solution predominantly uses CFRP in 
many of the components. The CFRP analytical solution shows higher level of mass reduction but 
at very high costs. Note here that both all-Aluminum and all CFRP mass reduction solutions are 
analytical solutions only and no computational models were developed to examine all the 
performance metrics.  

An analysis was also conducted to examine the cost sensitivity of major vehicle systems to 
material cost and production volume variations.  

 
Figure 5.143  NHTSA Draft Light Duty Pickup Truck Lightweighting (AHSS Frame with Aluminum 

Intensive) Cost Curve (DMC $/kg v %MR) 

 

Table 5.177 lists the components included in the various levels of mass reduction for the 
LWV solution.  The components are incorporated in a progression based on cost effectiveness.   
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Table 5.177  Components Included for Different Levels of Mass Reduction 

Vehicle Component/System Cumulative Mass 
Saving 

Cumulative 
MR% 

Cumulative 
Cost 

Cumulative Cost 
$/kg 

Interior Electrical Wiring 1.38 0.06% ($28.07) -20.34 

Headliner 1.56 0.06% ($29.00) -18.59 

Trim - Plastic 2.59 0.11% ($34.30) -13.24 

Trim - misc. 4.32 0.18% ($43.19) -10.00 

Floor Covering 4.81 0.20% ($45.69) -9.50 

Headlamps 6.35 0.26% ($45.69) -7.20 

HVAC System 8.06 0.33% ($45.69) -5.67 

Tail Lamps 8.46 0.35% ($45.69) -5.40 

Chassis Frame 54.82 2.25% $2.57  0.05 

Front Bumper 59.93 2.46% $7.89  0.13 

Rear Bumper 62.96 2.59% $11.04  0.18 

Towing Hitch 65.93 2.71% $14.13  0.21 

Rear Doors 77 3.17% $28.09  0.36 

Wheels 102.25 4.20% $68.89 0.67 

Front Doors 116.66 4.80% $92.53 0.79 

Fenders 128.32 5.28% $134.87 1.05 

Front/Rear Seat & Console 157.56 6.48% $272.57 1.73 

Steering Column Assy 160.78 6.61% $287.90 1.79 

Pickup Box 204.74 8.42% $498.35 2.43 

Tailgate 213.14 8.76% $538.55 2.53 

Instrument Panel 218.66 8.99% $565.06 2.58 

Instrument Panel Plastic Parts 221.57 9.11% $580.49 2.62 

Cab 304.97 12.54% $1,047.35 3.43 

Radiator Support 310.87 12.78% $1,095.34 3.52 

Powertrain 425.82 17.51% 1246.68 2.93 

 

A fitted curve was developed based on the above listed mass reduction points to derive cost 
per kilogram at distinct mass reduction points as shown in Table 5.178.   

Table 5.178  Cost Per Kilogram of Mass Reduced 

MR% $/kg 

5.0% $0.97 

7.5% $2.09 

10.0% $2.98 

15.0% $3.27 

20.0% $5.75 
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As explained above, the direct manufacturing costs for the components listed above are shown in 
Figure 5.144.  

 
Figure 5.144  NHTSA Light Truck Cost Curve ($/Vehicle vs. % Mas Reduction) 

 

Table 5.179 shows the direct manufacturing costs at distinct mass reduction levels.  

Table 5.179  Direct Manufacturing Costs for Different Mass Reduction Levels 

 LT Baseline Curb Wt. 2432 kg Mass  
Reduction (kg) 

 DMC ($) 

MR0 0 $0 

MR1 - 5% 122 $118 

MR2 - 7.5% 182 $381 

MR3 - 10% 243 $725 

MR4 - 15% 365 $1193 

MR5 - 20% 486 $2797 

 

5.4.1.2 Indirect Costs  

5.4.1.2.1 Methodologies for Determining Indirect Costs 

To produce a unit of output, vehicle manufacturers incur direct and indirect costs.  Direct 
costs include cost of materials and labor costs.  Indirect costs are all the costs associated with 
producing the unit of output that are not direct costs – for example, they may be related to 
production (such as research and development), corporate operations (such as salaries, pensions, 
and health care costs for corporate staff), or selling (such as transportation, dealer support, and 
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marketing).  Indirect costs are generally recovered by allocating a share of the costs to each unit 
of good sold.  Although it is possible to account for direct costs allocated to each unit of good 
sold, it is more challenging to account for indirect costs allocated to a unit of goods sold.  To 
make a cost analysis process more feasible, markup factors, which relate total indirect costs to 
total direct costs, have been developed.  These factors are often referred to as retail price 
equivalent multipliers. 

Cost analysts and regulatory agencies (including both NHTSA and EPA) have frequently used 
these multipliers to predict the resultant impact on costs associated with manufacturers’ 
responses to regulatory requirements.  The best approach, if it were possible, to determining the 
impact of changes in direct manufacturing costs on a manufacturer’s indirect costs would be to 
actually estimate the cost impact on each indirect cost element.  However, doing this within the 
constraints of an agency’s time or budget is not always feasible, and the technical, financial, and 
accounting information to carry out such an analysis may simply be unavailable.  

The one empirically derived metric that addresses the markup of direct costs to consumer 
costs is the RPE multiplier, which is measured from manufacturer 10-K accounting statements 
filed with the Securities and Exchange Commission.  Over roughly a three decade period, the 
measured RPE has been remarkably stable, averaging 1.5, with minor annual variation. The 
National Research Council notes that, “Based on available data, a reasonable RPE multiplier 
would be 1.5.”  The historical trend in the RPE is illustrated in Figure 5.145. 

 

Figure 5.145  RPE History 1972-1997 and 2007 

   RPE multipliers provide, at an aggregate level, the relationship between revenue and direct 
manufacturing costs.  They are measured by dividing total revenue by direct costs. However, 
because this provides only a single aggregate measure, using RPE multipliers results in the 
application of a common incremental markup to all technologies.  It assures that the aggregate 
cost impact across all technologies is consistent with empirical data, but does not allow for 
indirect cost discrimination among different technologies. Thus, a concern in using the RPE 
multiplier in cost analysis for new technologies added in response to regulatory requirements is 
that the indirect costs of vehicle modifications are not likely to be the same for all different 
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technologies.  For example, less complex technologies could require fewer R&D efforts or less 
warranty coverage than more complex technologies.  In addition, some simple technological 
adjustments may, for example, have no effect on the number of corporate personnel and the 
indirect costs attributable to those personnel.  The use of RPEs, with their assumption that all 
technologies have the same proportion of indirect costs, is likely to overestimate the costs of less 
complex technologies and underestimate the costs of more complex technologies.  However, for 
regulations such as the CAFE and GHG emission standards under consideration, which drive 
changes to nearly every vehicle system, overall average indirect costs should align with the RPE 
value.  Applying RPE to the cost for each technology assures that alignment.  

Modified multipliers have been developed by EPA, working with a contractor, for use in 
rulemakings.598  These multipliers are referred to as indirect cost multipliers (or ICMs).  ICMs 
assign unique incremental changes to each indirect cost contributor at several different 
technology levels. 

 ICM = (direct cost + adjusted indirect cost)/(direct cost) 

Developing the ICMs from the RPE multipliers requires developing adjustment factors based 
on the complexity of the technology and the time frame under consideration:  the less complex a 
technology, the lower its ICM, and the longer the time frame for applying the technology, the 
lower the ICM.  This methodology was used in the cost estimation for the recent light-duty MYs 
2012-2016 and MYs 2017-2025 rulemaking and for the heavy-duty MYs 2014-2018 rulemaking.  
The ICMs for the light-duty context were developed in a peer-reviewed report from RTI 
International and were subsequently discussed in a peer-reviewed journal article.599   
Importantly, since publication of that peer-reviewed journal article, the agencies have revised the 
methodology to include a return on capital (i.e., profits) based on the assumption implicit in 
ICMs (and RPEs) that capital costs are proportional to direct costs, and businesses need to be 
able to earn returns on their investments.  

5.4.1.2.2 Indirect Cost Multipliers Used in this Analysis 

Since their original development in February 2009, the agencies have made some changes to 
both the ICMs factors and to the method of applying those factors relative to the factors 
developed by RTI and presented in their reports.  We have described and explained those 
changes in several rulemakings over the years, most notably the 2017-2025 FR for light vehicles 
and the more recent Heavy-duty GHG Phase 2 NPRM.600  In the 2015 NAS study, the committee 
stated a conceptual agreement with the ICM method since ICM takes into account design 
challenges and the activities required to implement each technology. However, although 
endorsing ICMs as a concept, the NAS Committee stated that “…the empirical basis for such 
multipliers is still lacking, and, since their application depends on expert judgment, it is not 
possible to determine whether the Agencies’ ICMs are accurate or not.”  NAS also states that 
“…the specific values for the ICMs are critical since they may affect the overall estimates of 
costs and benefits for the overall standards and the cost effectiveness of the individual 
technologies.”  The committee did encourage continued research into ICMs given the lack of 
empirical data for them to evaluate the ICMs used by the agencies in past analyses.  EPA, for its 
part, continues to study the issue surrounding ICMs but has not pursued further efforts given 
resource constraints and demands in areas such as technology benchmarking and cost teardowns.  
On balance, NHTSA believes that the empirically derived RPE is a more reliable basis for 
estimating indirect costs. To ensure overall indirect costs in the analysis align with the RPE 
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value, NHTSA has developed its primary analysis based on applying the RPE value of 1.5 to 
each technology.  NHTSA also has conducted a sensitivity analysis examining the impact of 
applying the ICM approach using the same methodology and multiplier values described in 
Section 5.3 for EPA’s analysis.  

The ICMs used in NHTSA's sensitivity analysis are shown in Table 5.180.601  Near term 
values account for differences in the levels of R&D, tooling, and other indirect costs that will be 
incurred.  Once the program has been fully implemented, some of the indirect costs will no 
longer be attributable to the standards and, as such, a lower ICM factor is applied to direct costs. 

Table 5.180  Indirect Cost Multipliers Used in this Analysis 

 2017-2025 FRM & this TAR 

Complexity Near term Long term 

Low 1.24 1.19 

Medium 1.39 1.29 

High1 1.56 1.35 

High2 1.77 1.50 

 

We note two important aspects to the ICM method. First, the ICM consists of two portions: a 
small warranty-related term and a second, larger term to cover all other indirect costs elements. 
The breakout of warranty versus non-warranty portions to the ICMs are presented in Table 
5.181. The latter of these terms does not decrease with learning and, instead, remains constant 
year-over-year despite learning effects which serve to decrease direct manufacturing costs. 
Learning effects are described in the next section. The second important note is that all indirect 
costs are forced to be positive, even for those technologies estimated to have negative direct 
manufacturing costs.  

Table 5.181  Warranty and Non-Warranty Portions of ICMs 

 Near term Long term 

Complexity Warranty Non-warranty Warranty Non-warranty 

Low 0.012 0.230 0.005 0.187 

Medium 0.045 0.343 0.031 0.259 

High1 0.065 0.499 0.032 0.314 

High2 0.074 0.696 0.049 0.448 
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The ICM categories assigned to each technology and their long-term cutoffs are shown in 
Table 5.182. 

Table 5.182  ICM categories and Short Term ICM Schedules for CAFE Technologies    

Technology 

ICM 
Short 
Term 

Category Through 

Low Friction Lubricants - Level 1         Low2 2018 

Engine Friction Reduction - Level 1         Low2 2018 

Low Friction Lubricants and Engine Friction Reduction - Level 2     Low2 2024 

Variable Valve Timing (VVT) - Coupled Cam Phasing (CCP) on SOHC     Low2 2018 

Discrete Variable Valve Lift (DVVL) on SOHC         Medium2 2018 

Cylinder Deactivation on SOHC           Medium2 2018 

Variable Valve Timing (VVT) - Intake Cam Phasing (ICP)       Low2 2018 

Variable Valve Timing (VVT) - Dual Cam Phasing (DCP)       Medium2 2018 

Discrete Variable Valve Lift (DVVL) on DOHC         Medium2 2018 

Continuously Variable Valve Lift (CVVL)         Medium2 2018 

Cylinder Deactivation on DOHC           Medium2 2018 

Stoichiometric Gasoline Direct Injection (GDI)       Medium2 2018 

Cylinder Deactivation on OHV           Medium2 2018 

Variable Valve Actuation - CCP and DVVL on OHV       Medium2 2018 

Stoichiometric Gasoline Direct Injection (GDI) on OHV       Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Small Displacement - Turbo   Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Small Displacement - Downsize Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Medium Displacement -Turbo Medium2 2018 
Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Medium Displacement - 
Downsize Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Large Displacement - Turbo   Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Large Displacement - Downsize Medium2 2018 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Small Displacement  - Turbo   Medium2 2024 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Small Displacement - Downsize Medium2 2018 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Medium Displacement  - Turbo Medium2 2024 
Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Medium Displacement - 
Downsize Medium2 2018 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Large Displacement  - Turbo   Medium2 2024 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Large Displacement - Downsize Medium2 2018 
Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Small Displacement  - 
Turbo Medium2 2024 
Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Small Displacement - 
Downsize Medium2 2018 
Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Medium Displacement  - 
Turbo Medium2 2024 
Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Medium Displacement - 
Downsize Medium2 2018 
Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Large Displacement - 
Turbo Medium2 2024 
Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Large Displacement - 
Downsize Medium2 2018 
Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Small Displacement - 
Turbo Medium2 2024 
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Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Small Displacement - 
Downsize Medium2 2018 
Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Medium Displacement - 
Turbo Medium2 2024 
Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Medium Displacement - 
Downsize Medium2 2018 
Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Large Displacement - 
Turbo Medium2 2024 
Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Large Displacement - 
Downsize Medium2 2018 

Advanced Diesel - Small Displacement         Medium2 2024 

Advanced Diesel - Medium Displacement         Medium2 2024 

Advanced Diesel - Large Displacement         Medium2 2024 

6-Speed Manual/Improved Internals         Low2 2018 

Improved Auto. Trans. Controls/Externals         Low2 2018 

6-Speed Trans with Improved Internals (Auto)       Low2 2018 

6-speed DCT           Medium2 2018 

8-Speed Trans (Auto or DCT)           Medium2 2018 

High Efficiency Gearbox w/ dry sump (Auto or DCT)       Low2 2024 

Shift Optimizer           Low2 2024 

Electric Power Steering           Low2 2018 

Improved Accessories - Level 1           Low2 2018 

Improved Accessories - Level 2 (w/ Alternator Regen and 70% efficient alternator)   Low2 2024 

12V Micro-Hybrid (Stop-Start)           Medium2 2018 

Integrated Starter Generator           High1 2018 

Strong Hybrid (Powersplit or 2-Mode) - Level 1 – Battery       High1 2024 

Strong Hybrid (Powersplit or 2-Mode) - Level 1 - Non-Battery     High1 2018 

Conversion from SHEV1 to SHEV2         HIgh1 2018 

Strong Hybrid (P2 Parallel or 2-Mode) - Level 2 – Battery       High1 2024 

Strong Hybrid (P2 Parallel or 2-Mode) - Level 2 - Non-Battery     High1 2018 

Plug-in Hybrid - 20 mi range – Battery         High2 2024 

Plug-in Hybrid - 20 mi range - Non-Battery         High1 2018 

Plug-in Hybrid - 40 mi range – Battery         High2 2024 

Plug-in Hybrid - 40 mi range - Non-Battery         High1 2018 

Electric Vehicle (Early Adopter) - 75 mile range – Battery       High2 2024 

Electric Vehicle (Early Adopter) - 75 mile range - Non-Battery     High2 2024 

Electric Vehicle (Early Adopter) - 100 mile range – Battery       High2 2024 

Electric Vehicle (Early Adopter) - 100 mile range - Non-Battery     High2 2024 

Electric Vehicle (Early Adopter) - 150 mile range – Battery       High2 2024 

Electric Vehicle (Early Adopter) - 150 mile range - Non-Battery     High2 2024 

Electric Vehicle (Broad Market) - 150 mile range – Battery       High2 2024 

Electric Vehicle (Broad Market) - 150 mile range - Non-Battery     High2 2024 

Fuel Cell Vehicle           High2 2024 

Charger-PHEV20           High1 2024 

Charger-PHEV40           High1 2024 

Charger-EV           High1 2024 

Charger Labor           None 2024 

Mass Reduction - Level 1           Low2 2018 

Mass Reduction - Level 2           Low2 2018 

Mass Reduction - Level 3           Low2 2018 

Mass Reduction - Level 4           Low2 2018 
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Mass Reduction - Level 5           Low2 2018 

Low Rolling Resistance Tires - Level 1         Low2 2018 

Low Rolling Resistance Tires - Level 2         Low2 2024 

Low Rolling Resistance Tires - Level 3         Low2 2024 

Low Drag Brakes           Low2 2018 

Secondary Axle Disconnect           Low2 2018 

Aero Drag Reduction, Level 1           Low2 2018 

Aero Drag Reduction, Level 2           Medium2 2024 

   

There is some level of uncertainty surrounding both the ICM and RPE markup factors.  The 
ICM estimates used in this TAR, consistent with the 2012 final rule, group all technologies into 
three broad categories and treat them as if individual technologies within each of the three 
categories (low, medium, and high complexity) will have exactly the same ratio of indirect costs 
to direct costs.  This simplification means it is likely that the direct cost for some technologies 
within a category will be higher and some lower than the estimate for the category in general. 
Additionally, the ICM estimates were developed using adjustment factors developed in two 
separate occasions: the first, a consensus process, was reported in the RTI report; the second, a 
modified Delphi method, was conducted separately and reported in an EPA memorandum.  Both 
of these panels were composed of EPA staff members with previous background in the 
automobile industry; the memberships of the two panels overlapped but were not the same.  The 
panels evaluated each element of the industry’s RPE estimates and estimated the degree to which 
those elements would be expected to change in proportion to changes in direct manufacturing 
costs.  The method and the estimates in the RTI report were peer reviewed by three industry 
experts and subsequently by reviewers for the International Journal of Production Economics.  
However, the ICM estimates have not been validated through a direct accounting of actual 
indirect costs for individual technologies. Finally, only a handful of technologies were examined 
out of roughly 50 that will be used to meet the CAFE standards.  There is thus uncertainty 
regarding both the absolute values estimated for ICMs and their validity as representatives of the 
universe of technologies. 

RPEs are also difficult to estimate because the accounting statements of manufacturers do not 
neatly categorize all cost elements as either direct or indirect costs.  Hence, each researcher 
developing an RPE estimate must apply a certain amount of judgment to the allocation of the 
costs.  We note, however, that the two independent researchers that have measured RPEs each 
reached essentially identical conclusions, placing the RPE at roughly 1.5.  Since empirical 
estimates of ICMs are ultimately derived from the same data used to measure RPEs, both 
measures are dependent on the accuracy of RPE measurement.  As noted above, the value of 
RPE has not been measured for specific technologies, or for groups of specific technologies.  
Thus applying a single average RPE to any given technology by definition overstates costs for 
very simple technologies, or understates them for advanced technologies. This same concern 
applies to ICMs within each of the general ICM complexity categories.   

5.4.1.2.3 NHTSA's Application of Learning Curves  

NHTSA applies estimates of learning curves to the various technologies that will be used to 
meet CAFE standards.  Learning curves reflect the impact of experience and volume on the cost 
of production.  As manufacturers gain experience through production, they refine production 
techniques, raw material and component sources, and assembly methods to maximize efficiency 
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and reduce production costs.  Typically, learning curves reflect initial learning rates that are 
relatively high, followed by slower learning as the easier improvements are made and production 
efficiency peaks. This eventually produces an asymptotic shape to the learning curve as small 
percent decreases are applied to gradually declining cost levels (see Figure 5.146)  

 

Figure 5.146  Hypothetical Illustration of Cumulative Production Based Learning 

 

The learning curves the agency currently uses represent our current estimates regarding the 
pace of learning.  Depending on the technology, the curves assume a learning rate of 3 percent 
over the previous years’ cost for a number of years, followed by 2 percent over several more 
years, followed by 1 percent indefinitely.  In a few cases, larger decreases of 20 percent are 
applied every 2 years during the initial years of production before learning decreases to the more 
typical levels described above.  This occurs for the changes that involve relatively new emerging 
technologies that are not yet mature enough to warrant the slower learning rates. 

Table 5.183 lists the various learning schedules that NHTSA applies to technologies for the 
2017-2025 FRIA. The schedules are identified by a reference schedule number that was 
originally assigned to each schedule during the development of the agencies learning 
methodology. Many other schedules were originally developed, but only those shown in Table 
5.183 were considered relevant to the technology costs used in the current analysis. The table 
illustrates cost reduction rates for years 2015 through 2030. However, only a subset of these 
years is relevant to each technology, depending on the year in which its direct cost estimate is 
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based and the years in which the technology is applied. The learning rates that are indicated prior 
to the direct manufacturing costs 

  base year reflect “prior learning” that was estimated to occur before the base year direct 
manufacturing cost estimate used by the agencies were developed. So, for example, if a cost 
estimate for a mature technology reflects expected conditions in MY 2017, there would have 
already been learning prior to that which would have impacted the MY 2017 costs. Additional 
learning would then commence in MY 2018. 

Table 5.183  Learning Schedules by Model Year Applied to Specific CAFE Technologies 

 

Schedule # 

6 11 12 16 18 19 21 24 25 26 30 31 

Model 
Year 

2015 1 0.913 1.000 1.000 1.000 2.441 1.063 1.250 1.563 1.146 0 0 

2016 1 0.885 0.970 1.000 1.000 1.953 1.031 1.000 1.563 1.114 0 0 

2017 1 0.868 0.951 0.970 1.000 1.953 1.000 1.000 1.563 1.095 0 0 

2018 1 0.850 0.932 0.941 1.000 1.563 0.970 0.970 1.563 1.065 3 0 

2019 1 0.833 0.913 0.913 0.800 1.563 0.941 0.941 1.250 1.029 3 0 

2020 1 0.817 0.895 0.885 0.800 1.250 0.913 0.913 1.250 1.000 3 0 

2021 1 0.800 0.877 0.859 0.640 1.250 0.885 0.885 1.000 0.973 3 0 

2022 1 0.784 0.859 0.833 0.640 1.250 0.859 0.859 0.970 0.944 3 0 

2023 1 0.769 0.842 0.808 0.627 1.250 0.842 0.833 0.941 0.920 3 5 

2024 1 0.753 0.825 0.784 0.615 1.250 0.825 0.808 0.913 0.898 3 5 

2025 1 0.738 0.809 0.760 0.602 1.000 0.808 0.784 0.885 0.876 3 5 

2026 1 0.731 0.801 0.745 0.590 0.970 0.792 0.768 0.859 0.859 3 5 

2027 1 0.723 0.793 0.730 0.579 0.941 0.776 0.753 0.842 0.842 3 5 

2028 1 0.716 0.785 0.716 0.567 0.913 0.768 0.738 0.825 0.827 3 5 

2029 1 0.709 0.777 0.701 0.556 0.885 0.761 0.723 0.808 0.812 3 5 

2030 1 0.702 0.769 0.687 0.544 0.859 0.753 0.708 0.792 0.798 3 5 

 

Table 5.184 lists the technologies that manufacturers may use to achieve higher CAFE levels, 
and the learning schedule that is applied to each technology.  Selection of specific learning 
curves was based on the agency’s best judgment as to the maturity of each technology and where 
they would best fit along the learning curve, as well as the year on which their direct 
manufacturing costs are based. 

For example, schedules 11, 12, and 21 are appropriate for technologies that are more mature 
and have already passed through the steep portion of the learning curve, while schedules 16, 19, 
24, and 25 are more appropriate for emerging technologies that will be experiencing learning 
along the steep part of the curve between MYs 2014-2025.  
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Table 5.184  Learning Schedules for Specific CAFE Technologies 

Technology Learning 
Schedule 

Low Friction Lubricants - Level 1 6 

Engine Friction Reduction - Level 1 6 

Low Friction Lubricants and Engine Friction Reduction - Level 2 6 

Variable Valve Timing (VVT) - Coupled Cam Phasing (CCP) on SOHC 12 

Discrete Variable Valve Lift (DVVL) on SOHC 12 

Cylinder Deactivation on SOHC 11 

Variable Valve Timing (VVT) - Intake Cam Phasing (ICP) 12 

Variable Valve Timing (VVT) - Dual Cam Phasing (DCP) 12 

Discrete Variable Valve Lift (DVVL) on DOHC 12 

Continuously Variable Valve Lift (CVVL) 12 

Cylinder Deactivation on DOHC 11 

Stoichiometric Gasoline Direct Injection (GDI) 11 

Cylinder Deactivation on OHV 12 

Variable Valve Actuation - CCP and DVVL on OHV 12 

Stoichiometric Gasoline Direct Injection (GDI) on OHV 11 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Small Displacement – Turbo 11 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Small Displacement - Downsize 11 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Medium Displacement –Turbo 11 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Medium Displacement - Downsize 11 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Large Displacement – Turbo 11 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Large Displacement - Downsize 11 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Small Displacement  - Turbo 11 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Small Displacement - Downsize 11 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Medium Displacement  - Turbo 11 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Medium Displacement - Downsize 11 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Large Displacement  - Turbo 11 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Large Displacement - Downsize 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Small Displacement  - Turbo 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Small Displacement – Downsize 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Medium Displacement  - Turbo 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Medium Displacement – Downsize 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Large Displacement – Turbo 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Large Displacement – Downsize 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Small Displacement – Turbo 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Small Displacement – Downsize 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Medium Displacement – Turbo 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Medium Displacement – Downsize 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Large Displacement – Turbo 11 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Large Displacement – Downsize 11 

Advanced Diesel - Small Displacement 11 

Advanced Diesel - Medium Displacement 11 

Advanced Diesel - Large Displacement 11 

6-Speed Manual/Improved Internals 12 

Improved Auto. Trans. Controls/Externals 12 

6-Speed Trans with Improved Internals (Auto) 11 
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6-speed DCT 11 

8-Speed Trans (Auto or DCT) 11 

High Efficiency Gearbox w/ dry sump (Auto or DCT) 21 

Shift Optimizer 21 

Electric Power Steering 12 

Improved Accessories - Level 1 12 

Improved Accessories - Level 2 (w/ Alternator Regen and 70% efficient alternator) 12 

12V Micro-Hybrid (Stop-Start) 16 

Integrated Starter Generator 16 

Strong Hybrid (Powersplit or 2-Mode) - Level 1 – Battery 24 

Strong Hybrid (Powersplit or 2-Mode) - Level 1 - Non-Battery 11 

Conversion from SHEV1 to SHEV2 N/A 

Strong Hybrid (P2 Parallel or 2-Mode) - Level 2 – Battery 24 

Strong Hybrid (P2 Parallel or 2-Mode) - Level 2 - Non-Battery 11 

Plug-in Hybrid - 20 mi range – Battery 19 

Plug-in Hybrid - 20 mi range - Non-Battery 11 

Plug-in Hybrid - 40 mi range – Battery 19 

Plug-in Hybrid - 40 mi range - Non-Battery 11 

Electric Vehicle (Early Adopter) - 75 mile range – Battery 19 

Electric Vehicle (Early Adopter) - 75 mile range - Non-Battery 21 

Electric Vehicle (Early Adopter) - 100 mile range – Battery 19 

Electric Vehicle (Early Adopter) - 100 mile range - Non-Battery 21 

Electric Vehicle (Early Adopter) - 150 mile range – Battery 19 

Electric Vehicle (Early Adopter) - 150 mile range - Non-Battery 21 

Electric Vehicle (Broad Market) - 150 mile range – Battery 19 

Electric Vehicle (Broad Market) - 150 mile range - Non-Battery 21 

Charger-PHEV20 19 

Charger-PHEV40 19 

Charger-EV 19 

Charger Labor 6 

Mass Reduction - Level 1 21 

Mass Reduction - Level 2 21 

Mass Reduction - Level 3 21 

Mass Reduction - Level 4 21 

Mass Reduction - Level 5 21 

Low Rolling Resistance Tires - Level 1 6 

Low Rolling Resistance Tires - Level 2 25 

Low Rolling Resistance Tires - Level 3 N/A 

Low Drag Brakes 6 

Secondary Axle Disconnect 12 

Aero Drag Reduction, Level 1 12 

Aero Drag Reduction, Level 2 12 

 

5.4.1.3 Technology Cost Summary Tables  

The following tables summarize incremental costs and total costs for advanced technologies 
in 2013 dollars.  Incremental costs reflect the additional costs that the Volpe model applies over 
the previous step in the technology track for a specific piece of technology.  Absolute costs 
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reflect cost to add an advanced technology and requisite enabling technologies over the low 
technology baseline in the technology path.  

The following cost tables show the combined results of direct manufacturing costs, indirect 
costs, learning curves, and technology progression paths for 2017MY and 2025 MY.  To 
calculate direct manufacturing costs for a given year from the costs listed in these tables, divide 
by the RPE (1.5) and adjust for the appropriate learning schedule factors as well as incremental 
costs for removing technologies that are no longer needed.  The costs for all years are relevant 
inputs for the CAFE model. 

Many technologies have projected costs that vary by application.  For instance, the 
incremental cost of many engine technologies takes into account the engine configuration, like 
number of banks and number cylinders.  Similarly, many advanced vehicle technologies have a 
specific cost for each vehicle class.  The following tables summarize the costs for CAFE model 
inputs by application. 

5.4.1.3.1 Basic Gasoline Engine Costs 

This section shows projected costs for basic gasoline engine technologies.  Table 5.185 
demonstrates how technology costs may scale with application attributes.  Table 5.186 and Table 
5.188 show incremental and absolute costs for advanced technologies on the basic engine path.  
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Table 5.185  Examples of Engine Technology Costs that Scale with Engine Attributes 

Gasoline Engine Technologies - Direct Manufacturer Costs  - Small Displacement DOHC 

Tech Basis Unit DMC 
Learning 
Factor 

DMC for  
4-Cylinder  
1-Bank Engine 

DMC for  
4-Cylinder  
2-Bank 
EngineYYY 

DMC for  
6-Cylinder  
1-Bank Engine 

DMC for  
6-Cylinder  
2-Bank Engine 

DMC for  
8-Cylinder  
2-Bank Engine 

LUBEFR1 cylinder  $      13.36  6  $           53.45   $           53.45   $           80.18   $           80.18   $         106.91  

LUBEFR2 cylinder  $        0.89  30  $             3.55   $             3.55   $             5.32   $             5.32   $             7.10  

LUBEFR3 cylinder  $        0.89  31  $             3.55   $             3.55   $             5.32   $             5.32   $             7.10  

VVT bank  $      75.20  12  $           75.20   $         150.40   $           75.20   $         150.40   $         150.40  

VVL cylinder  $      51.31  12  $         205.26   $         205.26   $         307.88   $         307.88   $         410.51  

SGDI cylinder  $      56.76  11  $         227.05   $         227.05   $         340.57   $         340.57   $         454.09  

DEAC none  $      28.19  11  $           28.19   $           28.19   $           28.19   $           28.19   $           28.19  

HCR none 
$  90.85   $  
215.5 

21  $           90.85   $           90.85   $        136.27   $        136.27   $        215.50  

                                                 
YYY Illustrative example for cost calculation purposes, only. 
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Table 5.186  Projected MY2017 Incremental Costs for Gasoline Engine Technology 

Technology 
4-Cylinder 
1-Bank 

4-Cylinder 
2-BankZZZ 

6-Cylinder 
1-Bank 

6-Cylinder 
2-Bank 

8-Cylinder 
2-Bank 

Cost 
Adjustment 
SOHC 
(per basis) 

Cost 
Adjustment 
OHV 
(per basis) 

LUBEFR1 
                    
80.18  

                    
80.18  

                 
120.27  

                 
120.27  

                 
160.36  

    

LUBEFR2  -  -  -  -  -     

LUBEFR3
AAAA 

 -  -  -  -  -     

VVT 
                
107.23  

                 
214.46  

                 
107.23  

                 
214.46  

                 
214.46  

           
(30.68) 

           
(30.68) 

VVL 
                 
292.67  

                 
292.67  

                 
439.01  

                 
439.01  

                 
585.35  

           
(17.24) 

           
(17.24) 

SGDI 
                 
295.47  

                 
295.47  

                 
443.21  

                 
443.21  

                 
590.95  

    

DEAC 
                    
36.69  

                    
36.69  

                    
36.69  

                    
36.69  

                    
36.69  

    

HCR 
                 
136.27  

                 
136.27  

                 
204.41  

                 
204.41  

                 
323.26  

    

 

Table 5.187  Projected MY2025 Incremental Costs for Gasoline Engine Technology 

Technology 
4-Cylinder 
1-Bank 

4-Cylinder 
2-BankBBBB 

6-Cylinder 
1-Bank 

6-Cylinder 
2-Bank 

8-Cylinder 
2-Bank 

Cost 
Adjustment 
SOHC 
(per basis) 

Cost 
Adjustment 
OHV 
(per basis) 

LUBEFR1 
                    
80.18  

                    
80.18  

                 
120.27  

                 
120.27  

                 
160.36  

    

LUBEFR2 
                    
15.97  

                    
15.97  

                    
23.96  

                    
23.96  

                    
31.95  

    

LUBEFR3 
                    
26.62  

                    
26.62  

                    
39.93  

                    
39.93  

                    
53.24  

    

VVT 
                    
93.09  

                 
186.17  

                    
93.09  

                 
186.17  

                 
186.17  

           
(30.68) 

           
(30.68) 

VVL 
                 
254.08  

                 
254.08  

                 
381.12  

                 
381.12  

                 
508.15  

           
(17.24) 

           
(17.24) 

SGDI 
                 
256.51  

                 
256.51  

                 
384.76  

                 
384.76  

                 
513.02  

    

DEAC 
                    
31.85  

                    
31.85  

                    
31.85  

                    
31.85  

                    
31.85  

    

HCR 
                 
112.39  

                 
112.39  

                 
168.58  

                 
168.58  

                 
266.60  

    

                                                 
ZZZ Illustrative example for cost calculation purposes, only. 
AAAA LUBEFR2 and LUBEFR3 are not available until MY2018 and MY2023, respectively. 
BBBB Illustrative example for cost calculation purposes, only. 
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Table 5.188  Projected MY2017 Absolute Costs for Gasoline Engine Technology 

Technology 
4-Cylinder  
1-Bank 

4-Cylinder  
2-BankCCCC 

6-Cylinder  
1-Bank 

6-Cylinder  
2-Bank 

8-Cylinder  
2-Bank 

LUBEFR1                     80.18                      80.18                   120.27                   120.27                   160.36  

LUBEFR2                     80.18                      80.18                   120.27                   120.27                   160.36  

LUBEFR3DDDD                     80.18                      80.18                   120.27                   120.27                   160.36  

VVT                  187.41                   294.64                   227.50                   334.73                   374.82  

VVL                  480.08                   587.31                   666.51                   773.74                   960.16  

SGDI                  775.56                   882.78                1,109.72                1,216.95                1,551.11  

DEAC                  812.25                   919.48                1,146.41                1,253.64                1,587.80  

HCR                  948.52                1,055.75                1,350.82                1,458.05                1,911.06  

 

Table 5.189  Projected MY2025 Absolute Costs for Gasoline Engine Technology 

Technology 
4-Cylinder  
1-Bank 

4-Cylinder  
2-BankEEEE 

6-Cylinder  
1-Bank 

6-Cylinder  
2-Bank 

8-Cylinder  
2-Bank 

LUBEFR1                     80.18                      80.18                   120.27                   120.27                   160.36  

LUBEFR2                     96.15                      96.15                   144.23                   144.23                   192.31  

LUBEFR3                  122.77                   122.77                   184.16                   184.16                   245.55  

VVT                  215.86                   308.95                   277.25                   370.34                   431.72  

VVL                  469.94                   563.03                   658.36                   751.45                   939.88  

SGDI                  726.45                   819.53                1,043.13                1,136.21                1,452.90  

DEAC                  758.30                   851.39                1,074.98                1,168.07                1,484.75  

HCR                  870.69                   963.78                1,243.56                1,336.65                1,751.35  

 

 

                                                 
CCCC Illustrative example for cost calculation purposes, only. 
DDDD LUBEFR2 and LUBEFR3 are not available until MY2018 and MY2023, respectively. 
EEEE Illustrative example for cost calculation purposes, only. 
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5.4.1.3.2 Gasoline Turbo Engine Costs 

Table 5.190  Projected MY2017 Incremental Costs for Turbo and Turbo-Downsize Technology 

Technology 
Engin
e Type 

Displacemen
t 

Learnin
g Factor 

Incrementa
l Cost 

Downsizing 
Costs 
Adjustmen
t 

Technolog
y Costs 
After 
Downsizing 

Incrementa
l Combined 
Tech Cost 

Turbo-1 SOHC SOHC Small 11 577.57   577.57 
500.42 

Downsize-1 SOHC SOHC Small 11 -40.46 -36.69 -77.15 

Turbo-1 SOHC SOHC Medium 11 577.57   577.57 
358.66 

Downsize-1 SOHC SOHC Medium 11 -182.22 -36.69 -218.91 

Turbo-1 SOHC SOHC Large 11 973.57   973.57 
896.96 

Downsize-1 SOHC SOHC Large 11 -39.92 -36.69 -76.61 

Turbo-1 DOHC DOHC Small 11 577.57   577.57 
500.42 Downsize-1 

DOHC 
DOHC Small 11 -40.46 -36.69 -77.15 

Turbo-1 DOHC DOHC Medium 11 577.57   577.57 
280.08 Downsize-1 

DOHC 
DOHC Medium 11 -260.79 -36.69 -297.48 

Turbo-1 DOHC DOHC Large 11 973.57   973.57 
806.35 Downsize-1 

DOHC 
DOHC Large 11 -130.53 -36.69 -167.22 

Turbo-1 OHV OHV Small 11 0.00   0.00 
-36.69 

Downsize-1 OHV OHV Small 11 0.00 -36.69 -36.69 

Turbo-1 OHV OHV Medium 11 577.57   577.57 
926.87 

Downsize-1 OHV OHV Medium 11 386.00 -36.69 349.31 

Turbo-1 OHV OHV Large 11 973.57   973.57 
1,387.21 

Downsize-1 OHV OHV Large 11 450.33 -36.69 413.64 
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Table 5.191  Projected MY2025 Incremental Costs for Turbo and Turbo-Downsize Technology 

Technology 
Engin
e Type 

Displacemen
t 

Learnin
g Factor 

Incrementa
l Cost 

Downsizing 
Costs 
Adjustmen
t  

Technolog
y Costs 
After 
Downsizing  

Incrementa
l Combined 
Tech Cost 

Turbo-1 SOHC SOHC Small 11 491.37   491.37 
425.10 

Downsize-1 SOHC SOHC Small 11 -34.42 -31.85 -66.27 

Turbo-1 SOHC SOHC Medium 11 491.37   491.37 
304.50 

Downsize-1 SOHC SOHC Medium 11 -155.02 -31.85 -186.87 

Turbo-1 SOHC SOHC Large 11 828.28   828.28 
762.47 

Downsize-1 SOHC SOHC Large 11 -33.96 -31.85 -65.82 

Turbo-1 DOHC DOHC Small 11 491.37   491.37 
425.10 Downsize-1 

DOHC 
DOHC Small 11 -34.42 -31.85 -66.27 

Turbo-1 DOHC DOHC Medium 11 491.37   491.37 
237.65 Downsize-1 

DOHC 
DOHC Medium 11 -221.87 -31.85 -253.73 

Turbo-1 DOHC DOHC Large 11 828.28   828.28 
685.38 Downsize-1 

DOHC 
DOHC Large 11 -111.05 -31.85 -142.90 

Turbo-1 OHV OHV Small 11 0.00   0.00 
-31.85 

Downsize-1 OHV OHV Small 11 0.00 -31.85 -31.85 

Turbo-1 OHV OHV Medium 11 491.37   491.37 
787.91 

Downsize-1 OHV OHV Medium 11 328.39 -31.85 296.54 

Turbo-1 OHV OHV Large 11 828.28   828.28 
1,179.55 

Downsize-1 OHV OHV Large 11 383.13 -31.85 351.27 
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Table 5.192  Projected MY2017 and MY2025 Absolute Costs for Turbo and Turbo-Downsizing Technology 

Technology Engine Type Displacement 
Learning 
Factor 

MY2017 
Absolute 
Combined 
Tech Cost 

MY2025 
Absolute 
Combined 
Tech Cost 

Turbo-1 SOHC SOHC Small 11 
1,419.89 1,276.49 

Downsize-1 SOHC SOHC Small 11 

Turbo-1 SOHC SOHC Medium 11 
1,505.07 1,379.48 

Downsize-1 SOHC SOHC Medium 11 

Turbo-1 SOHC SOHC Large 11 
2,150.60 1,930.53 

Downsize-1 SOHC SOHC Large 11 

Turbo-1 DOHC DOHC Small 11 
1,419.89 1,276.49 

Downsize-1 DOHC DOHC Small 11 

Turbo-1 DOHC DOHC Medium 11 
1,426.50 1,312.63 

Downsize-1 DOHC DOHC Medium 11 

Turbo-1 DOHC DOHC Large 11 
2,059.99 1,853.45 

Downsize-1 DOHC DOHC Large 11 

Turbo-1 OHV OHV Small 11 
882.78 819.53 

Downsize-1 OHV OHV Small 11 

Turbo-1 OHV OHV Medium 11 
2,073.29 1,862.89 

Downsize-1 OHV OHV Medium 11 

Turbo-1 OHV OHV Large 11 
2,640.85 2,347.62 

Downsize-1 OHV OHV Large 11 
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5.4.1.3.3 Other Advanced Gasoline Engine Technologies 

Table 5.193  Direct Manufacturing Costs and Learning Schedules for Advanced Engine Technologies 

Technology 
DMC 
(Small Displacement) 

DMC 
(Medium Displacement) 

DMC 
(Large Displacement) 

Learning 
Schedule 

SEGR 307.20 307.20 307.20 11 

DWSP 54.93 54.93 54.93 11 

TURBO2 9.89 221.91 374.05 11 

CEGR1 255.59 255.59 255.59 11 

CEGR1P 0.00 0.00 0.00 11 

CEGR2 443.85 443.85 443.85 11 

HCR2 28.19 28.19 28.19 11 

 

Table 5.194  Projected MY2017 Incremental Costs for Advanced Gasoline Engine Technologies 

Technology 
4-Cylinder 
1-Bank 

4-Cylinder 
2-BankFFFF 

6-Cylinder 
1-Bank 

6-Cylinder 
2-Bank 

8-Cylinder 
2-Bank 

SEGR 399.78 399.78 399.78 399.78 399.78 

DWSP 71.48 71.48 71.48 71.48 71.48 

TURBO2 196.81 196.81 288.78 288.78 486.79 

CEGR1 332.62 332.62 332.62 332.62 332.62 

CEGR1P 0.00 0.00 0.00 0.00 0.00 

CEGR2 577.62 577.62 577.62 577.62 577.62 

HCR2 36.69 36.69 36.69 36.69 36.69 

 

Table 5.195  Projected MY2025 Incremental Costs for Advanced Gasoline Engine Technologies 

Technology 
4-Cylinder  
1-Bank 

4-Cylinder 
2-BankGGGG 

6-Cylinder  
1-Bank 

6-Cylinder  
2-Bank 

8-Cylinder  
2-Bank 

SEGR 347.06 347.06 347.06 347.06 347.06 

DWSP 62.05 62.05 62.05 62.05 62.05 

TURBO2 170.86 170.86 250.70 250.70 422.59 

CEGR1 288.76 288.76 288.76 288.76 288.76 

CEGR1P 0.00 0.00 0.00 0.00 0.00 

CEGR2 501.45 501.45 501.45 501.45 501.45 

HCR2 31.85 31.85 31.85 31.85 31.85 

 

                                                 
FFFF Illustrative example for cost calculation purposes, only. 
GGGG  Illustrative example for cost calculation purposes, only. 
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Table 5.196  Projected MY2017 Absolute Costs for Advanced Gasoline Engine Technologies 

Technology 
4-Cylinder 
1-Bank 

4-Cylinder 
2-BankHHHH 

6-Cylinder 
1-Bank 

6-Cylinder 
2-Bank 

8-Cylinder 
2-Bank 

SEGR 1,819.67 1,819.67 1,826.28 1,826.28 2,459.77 

DWSP 1,891.16 1,891.16 1,897.76 1,897.76 2,531.25 

TURBO2 2,087.97 2,087.97 2,186.54 2,186.54 3,018.04 

CEGR1 2,420.59 2,420.59 2,519.17 2,519.17 3,350.67 

CEGR1P 2,420.59 2,420.59 2,519.17 2,519.17 3,350.67 

CEGR2 2,998.21 2,998.21 3,096.79 3,096.79 3,928.29 

HCR2 3,034.91 3,034.91 3,133.48 3,133.48 3,964.98 

 

Table 5.197  Projected MY2025 Absolute Costs for Advanced Gasoline Engine Technologies 

Technology 
4-Cylinder 
1-Bank 

4-Cylinder 
2-BankIIII 

6-Cylinder 
1-Bank 

6-Cylinder 
2-Bank 

8-Cylinder 
2-Bank 

SEGR 1,623.55 1,623.55 1,659.69 1,659.69 2,200.51 

DWSP 1,685.60 1,685.60 1,721.74 1,721.74 2,262.56 

TURBO2 1,856.46 1,856.46 1,972.44 1,972.44 2,685.15 

CEGR1 2,145.22 2,145.22 2,261.20 2,261.20 2,973.91 

CEGR1P 2,145.22 2,145.22 2,261.20 2,261.20 2,973.91 

CEGR2 2,646.67 2,646.67 2,762.65 2,762.65 3,475.36 

HCR2 2,678.52 2,678.52 2,794.51 2,794.51 3,507.21 

 

  

                                                 
HHHH  Illustrative example for cost calculation purposes, only. 
IIII Illustrative example for cost calculation purposes, only. 
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5.4.1.3.4 Diesel Engine Costs 

Table 5.198  Projected MY2017 Incremental Costs for Diesel Engines by Engine Type 

Technology 4 Cylinder 6 Cylinder 8 Cylinder 

ADSL 3977.96 4395.41 4425.70 

TURBODSL 26.94 26.94 26.94 

DWSPDSL 44.37 44.37 44.37 

EFRDSL 101.41 152.12 152.12 

CLCDSL 107.75 161.63 161.63 

LPEGRDSL 210.75 263.04 263.04 

DSIZEDSL 0.00 0.00 0.00 

 

Table 5.199  Projected MY2025 Incremental Costs for Diesel Engines by Engine Type 

Technology 4 Cylinder 6 Cylinder 8 Cylinder 

ADSL 3192.32 3490.87 3474.76 

TURBODSL 22.22 22.22 22.22 

DWSPDSL 36.59 36.59 36.59 

EFRDSL 83.64 125.46 125.46 

CLCDSL 88.87 133.30 133.30 

LPEGRDSL 173.81 216.94 216.94 

DSIZEDSL 0.00 0.00 0.00 
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Table 5.200  Projected MY2017 Absolute Costs for Diesel Engines by Engine Type 

Technology 4 Cylinder 6 Cylinder 8 Cylinder 

ADSL 3977.96 4395.41 4425.70 

TURBODSL 4004.90 4422.35 4452.64 

DWSPDSL 4049.27 4466.72 4497.01 

EFRDSL 4150.68 4618.84 4649.13 

CLCDSL 4258.43 4780.47 4810.76 

LPEGRDSL 4469.18 5043.51 5073.80 

DSIZEDSL 4469.18 5043.51 5073.80 

 

Table 5.201  Projected MY2025 Absolute Costs for Diesel Engines by Engine Type 

Technology 4 Cylinder 6 Cylinder 8 Cylinder 

ADSL 3192.32 3490.87 3474.76 

TURBODSL 3214.53 3513.08 3496.98 

DWSPDSL 3251.13 3549.67 3533.57 

EFRDSL 3334.77 3675.13 3659.03 

CLCDSL 3423.63 3808.43 3792.33 

LPEGRDSL 3597.44 4025.37 4009.26 

DSIZEDSL 3597.44 4025.37 4009.26 

 

5.4.1.3.5 Transmission Costs 

The transmission technology paths for manual and automatic transmissions are separate.  
Emerging advanced transmissions have learning schedules with greater opportunity for future 
cost reduction than the learning schedules for transmissions that have been widely used for many 
years.    
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Table 5.202  Direct Manufacturing Costs and Learning Schedules for Transmissions 

Transmission Direct manufacturing Cost Learning Factor 

MT5 0.00 12 

MT6 247.42 12 

MT7 239.10 11 

AT5 0.00 12 

AT6 -13.73 21 

AT6P 0.00 21 

AT8 82.18 11 

AT8P 194.00 21 

DCT6 32.75 21 

DCT8 239.10 11 

CVT 189.09 21 

 

Table 5.203  Projected MY2017 Incremental Costs for Transmission Technologies by Vehicle Class 

Transmission SmallCar MedCar SmallSUV MedSUV Pickup 

MT5 0.00 0.00 0.00 0.00 0.00 

MT6 352.80 352.80 352.80 352.80 352.80 

MT7 311.16 311.16 311.16 311.16 311.16 

AT5 0.00 0.00 0.00 0.00 0.00 

AT6 -6.87 -6.87 -6.87 -6.87 -6.87 

AT6P 0.00 0.00 0.00 0.00 0.00 

AT8 106.95 106.95 106.95 106.95 106.95 

AT8P 291.00 291.00 291.00 291.00 291.00 

DCT6 49.12 49.12 49.12 49.12 49.12 

DCT8 311.16 311.16 311.16 311.16 311.16 

CVT 283.64 283.64 283.64 283.64 283.64 
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Table 5.204  Projected MY2025 Incremental Costs for Transmission Technologies by Vehicle Class 

Transmission SmallCar MedCar SmallSUV MedSUV Pickup 

MT5 0.00 0.00 0.00 0.00 0.00 

MT6 300.15 300.15 300.15 300.15 300.15 

MT7 264.72 264.72 264.72 264.72 264.72 

AT5 0.00 0.00 0.00 0.00 0.00 

AT6 -5.55 -5.55 -5.55 -5.55 -5.55 

AT6P 0.00 0.00 0.00 0.00 0.00 

AT8 90.99 90.99 90.99 90.99 90.99 

AT8P 235.20 235.20 235.20 235.20 235.20 

DCT6 39.70 39.70 39.70 39.70 39.70 

DCT8 264.72 264.72 264.72 264.72 264.72 

CVT 229.25 229.25 229.25 229.25 229.25 

 

Table 5.205  Projected MY2017 Absolute Costs for Transmission Technologies by Vehicle Class 

Transmission SmallCar MedCar SmallSUV MedSUV Pickup 

MT5 0.00 0.00 0.00 0.00 0.00 

MT6 352.80 352.80 352.80 352.80 352.80 

MT7 663.95 663.95 663.95 663.95 663.95 

AT5 0.00 0.00 0.00 0.00 0.00 

AT6 -6.87 -6.87 -6.87 -6.87 -6.87 

AT6P -6.87 -6.87 -6.87 -6.87 -6.87 

AT8 100.08 100.08 100.08 100.08 100.08 

AT8P 391.08 391.08 391.08 391.08 391.08 

DCT6 49.12 49.12 49.12 49.12 49.12 

DCT8 360.28 360.28 360.28 360.28 360.28 

CVT 283.64 283.64 283.64 283.64 283.64 
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Table 5.206  Projected MY2025 Absolute Costs for Transmission Technologies by Vehicle Class 

Transmission SmallCar MedCar SmallSUV MedSUV Pickup 

MT5 0.00 0.00 0.00 0.00 0.00 

MT6 300.15 300.15 300.15 300.15 300.15 

MT7 564.87 564.87 564.87 564.87 564.87 

AT5 0.00 0.00 0.00 0.00 0.00 

AT6 -5.55 -5.55 -5.55 -5.55 -5.55 

AT6P -5.55 -5.55 -5.55 -5.55 -5.55 

AT8 85.44 85.44 85.44 85.44 85.44 

AT8P 320.64 320.64 320.64 320.64 320.64 

DCT6 39.70 39.70 39.70 39.70 39.70 

DCT8 304.42 304.42 304.42 304.42 304.42 

CVT 229.25 229.25 229.25 229.25 229.25 
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5.4.1.3.6 Electric Vehicle and Accessory Costs 

Table 5.207  Direct Manufacturing Costs and Learning Schedules for Electric Vehicle and Accessory Systems 
by Vehicle Technology Class 

Technology 
Learning 
Factor SmallCar MedCar SmallSUV MedSUV Pickup 

EPS 12 95.86 95.86 95.86 95.86 95.86 

IACC1 12 77.96 77.96 77.96 77.96 77.96 

IACC2 12 48.12 48.12 48.12 48.12 48.12 

SS12V 16 273.49 300.29 322.52 330.44 373.60 

BISG 24 1,013.00 1,013.00 1,013.00 1,162.72 1,277.30 

CISG 18 2,121.23 2,684.29 2,695.91 3,293.83 3,293.83 

SHEVP2             

SHEVP2_battery 24 783.27 1,015.74 843.17 938.71 1,089.51 

SHEVP2_non-battery 11 1,799.26 2,378.46 1,936.34 2,217.03 2,339.96 

SHEVPS             

SHEVPS_battery 24 783.27 1,015.74 843.17 938.71 1,089.51 

SHEVPS_non-battery 11 1,799.26 2,378.46 1,936.34 2,217.03 2,339.96 

PHEV30             

PHEV30_battery 19 3,365.03 5,330.99 3,894.70 5,330.99 5,330.99 

PHEV30_non-battery 11 3,156.00 5,716.96 3,656.28 5,716.96 5,716.96 

PHEV30_C 19 177.50 177.50 177.50 177.50 177.50 

CHRG_L 6 1,000.00 1,000.00 1,000.00 1,000.00 1,000.00 

PHEV50             

PHEV50_battery 19 4,594.74 7,838.02 5,408.55 7,838.02 7,838.02 

PHEV50_non-battery 11 3,156.00 5,716.96 3,656.28 5,716.96 5,716.96 

PHEV50_C 19 195.68 195.68 195.68 195.68 195.68 

CHRG_L 6 1,000.00 1,000.00 1,000.00 1,000.00 1,000.00 

EV200             

EV200_battery 19 8,733.63 12,048.97 10,741.72 12,048.97 12,048.97 

EV200_non-battery 21 406.34 2,214.28 132.17 2,214.28 2,214.28 

EV_C 19 213.86 213.86 213.86 213.86 213.86 

CHRG_L 6 1,000.00 1,000.00 1,000.00 1,000.00 1,000.00 

FCV 26 15,566.29 15,566.29 15,566.29 15,566.29 15,566.29 
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Table 5.208  Projected MY2017 Incremental Costs for Electric Vehicle and Accessory Systems by Vehicle 
Class  

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

EPS 136.69 136.69 136.69 136.69 136.69 

IACC1 111.17 111.17 111.17 111.17 111.17 

IACC2 68.61 68.61 68.61 68.61 68.61 

SS12V 397.93 436.92 469.27 480.79 543.59 

BISG 805.10 766.12 733.77 946.82 1,055.89 

CISG 2,467.45 3,273.05 3,258.13 4,143.48 4,080.68 

SHEVP2 1,996.92 3,099.39 2,265.16 2,549.19 2,763.50 

SHEVPS 334.57 592.45 -259.20 -647.47 -261.29 

PHEV30 12,469.24 20,459.21 14,403.82 20,784.83 20,398.65 

PHEV50 5,675.96 9,418.11 6,508.38 9,418.11 9,418.11 

EV200 10,754.55 10,344.76 13,191.12 10,344.76 10,344.76 

FCV 7,999.51 -4,835.07 4,964.27 -4,835.07 -4,835.07 

 

Table 5.209  Projected MY2025 Incremental Costs for Electric Vehicle and Accessory Systems by Vehicle 
Class 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

EPS 116.29 116.29 116.29 116.29 116.29 

IACC1 94.58 94.58 94.58 94.58 94.58 

IACC2 58.37 58.37 58.37 58.37 58.37 

SS12V 311.88 342.43 367.79 376.82 426.04 

BISG 609.78 579.23 553.88 720.86 806.34 

CISG 1,335.51 1,813.71 1,798.85 2,330.06 2,280.85 

SHEVP2 1,722.00 2,636.57 1,944.19 2,191.27 2,369.96 

SHEVPS 996.27 1,402.09 699.21 582.07 895.45 

PHEV30 7,395.11 12,264.90 8,521.32 12,534.18 12,220.79 

PHEV50 3,638.09 5,554.07 4,064.29 5,554.07 5,554.07 

EV200 5,027.54 4,492.06 5,932.68 4,492.06 4,492.06 

FCV 10,056.47 2,356.14 8,281.87 2,356.14 2,356.14 

 

  



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-455 

Table 5.210  Projected MY2017 Absolute Costs for Electric Vehicle and Accessory Systems by Vehicle Class 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

EPS 136.69 136.69 136.69 136.69 136.69 

IACC1 247.85 247.85 247.85 247.85 247.85 

IACC2 316.46 316.46 316.46 316.46 316.46 

SS12V 714.40 753.38 785.73 797.26 860.06 

BISG 1,519.50 1,519.50 1,519.50 1,744.08 1,915.95 

CISG 3,181.85 4,026.44 4,043.87 4,940.74 4,940.74 

SHEVP2 3,516.42 4,618.89 3,784.66 4,293.27 4,679.45 

SHEVPS 3,516.42 4,618.89 3,784.66 4,293.27 4,679.45 

PHEV30 15,985.66 25,078.10 18,188.48 25,078.10 25,078.10 

PHEV50 21,661.62 34,496.20 24,696.86 34,496.20 34,496.20 

EV200 32,416.17 44,840.97 37,887.98 44,840.97 44,840.97 

FCV 40,415.68 40,005.89 42,852.25 40,005.89 40,005.89 

 

Table 5.211  Projected MY2025 Absolute Costs for Electric Vehicle and Accessory Systems by Vehicle Class 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

EPS 116.29 116.29 116.29 116.29 116.29 

IACC1 210.86 210.86 210.86 210.86 210.86 

IACC2 269.24 269.24 269.24 269.24 269.24 

SS12V 581.11 611.67 637.02 646.06 695.27 

BISG 1,190.90 1,190.90 1,190.90 1,366.91 1,501.61 

CISG 1,916.63 2,425.38 2,435.88 2,976.12 2,976.12 

SHEVP2 2,912.90 3,827.47 3,135.09 3,558.19 3,871.57 

SHEVPS 2,912.90 3,827.47 3,135.09 3,558.19 3,871.57 

PHEV30 10,308.01 16,092.36 11,656.41 16,092.36 16,092.36 

PHEV50 13,946.10 21,646.43 15,720.70 21,646.43 21,646.43 

EV200 18,973.64 26,138.49 21,653.38 26,138.49 26,138.49 

FCV 29,030.11 28,494.63 29,935.25 28,494.63 28,494.63 
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5.4.1.3.7 Vehicle Technology Costs 

Table 5.212  Direct Manufacturing Costs and Learning Schedules for Vehicle Technologies 

Technology Direct Manufacturing Costs Learning Factor 

ROLL10 5.64 6 

ROLL20 42.77 25 

LDB 62.03 6 

SAX 85.57 12 

AERO10 42.86 12 

AERO20 128.57 12 

MR1 
Refer to  and Table 5.176 in the previous 
Mass Reduction section of the CAFE 
technology assessment. 
Also, refer to Figure 5.144 and Table 
5.178. 

21 

MR2 21 

MR3 21 

MR4 21 

MR5 21 

 

Table 5.213  Projected MY2017 Incremental Costs for Vehicle Technologies 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

ROLL1           8.46            8.46            8.46            8.46            8.46  

ROLL2      100.25       100.25       100.25       100.25       100.25  

LDB         93.04          93.04          93.04          93.04          93.04  

SAX      122.01       122.01       122.01       122.01       122.01  

AERO1         61.11          61.11          61.11          61.11          61.11  

AERO2      183.32       183.32       183.32       183.32       183.32  

 

Table 5.214  Projected MY2025 Incremental Costs for Vehicle Technologies 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

ROLL10           8.46            8.46            8.46            8.46            8.46  

ROLL20         56.80          56.80          56.80          56.80          56.80  

LDB         93.04          93.04          93.04          93.04          93.04  

SAX      103.80       103.80       103.80       103.80       103.80  

AERO10         51.99          51.99          51.99          51.99          51.99  

AERO20      155.96       155.96       155.96       155.96       155.96  
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Table 5.215  Projected MY2017 Absolute Costs for Vehicle Technologies 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

ROLL10           8.46            8.46            8.46            8.46            8.46  

ROLL20      108.70       108.70       108.70       108.70       108.70  

LDB         93.04          93.04          93.04          93.04          93.04  

SAX      122.01       122.01       122.01       122.01       122.01  

AERO10         61.11          61.11          61.11          61.11          61.11  

AERO20      244.43       244.43       244.43       244.43       244.43  

 

Table 5.216  Projected MY2025 Absolute Costs for Vehicle Technologies 

Technology SmallCar MedCar SmallSUV MedSUV Pickup 

ROLL10           8.46            8.46            8.46            8.46            8.46  

ROLL20         65.26          65.26          65.26          65.26          65.26  

LDB         93.04          93.04          93.04          93.04          93.04  

SAX      103.80       103.80       103.80       103.80       103.80  

AERO10         51.99          51.99          51.99          51.99          51.99  

AERO20      207.95       207.95       207.95       207.95       207.95  

 

5.4.2 Technology Effectiveness Modeling Method and Data Used in CAFE Assessment 

This section provides an overview of Argonne National Laboratory simulation modeling 
conducted to estimate energy consumption reductions from combinations of light-duty 
powertrain and vehicle technologies. The modeling work was conducted under contract to 
NHTSA and provides inputs to DOT Volpe’s CAFE Compliance and Effects Modeling System 
(commonly referred to as the Volpe Model) for light- and medium-duty vehicles.602 ,603.  The 
section provides a description of baseline vehicles, model validation, technology assumptions, 
and methodology.  

For this TAR, NHTSA is employing a world recognized full vehicle simulation model 
Autonomie developed by Argonne National Laboratory over the past 15 years under funding 
from the US DOE Vehicle Technologies Office. Autonomie has been developed and validated 
over a very wide range of powertrain configurations and component technologies leveraging 
vehicle test data from Argonne Advanced Powertrain Research Facility (APRF) and component 
performance data from the US National Laboratories, including Oak Ridge National Laboratory 
(ORNL), Idaho National Laboratory (INL) and the National Renewable National Laboratory 
(NREL). Using Autonomie will not only improve the transparency of the process, but also 
increase the robustness of the process by simulating every single combination of individual 
technologies. Input data for Autonomie has been created through a combination of benchmarking 
activities and high fidelity component modeling. Benchmarking is a commonly used technique 
that is intended to create a detailed characterization of a vehicle's operation and performance. 
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5.4.2.1 Volpe Model Background 

The Volpe model combines technologies in sequence dictated by what are referred to as 
“decision trees.” In the model there are seven vehicle classes and eight decision trees for each 
class. The decision trees include the following sub-systems: engine; transmission; powertrain 
electrification; hybridization; light-weighting; aerodynamics; rolling resistance; and dynamic 
load reduction. Each of the sub-systems is evaluated independently of each other, starting with 
the top-most technology and progressing down the decision tree. Figure 5.147 shows the 
decision trees for basic engine and transmission technologies.  

 

Figure 5.147  Volpe Model Engine and Transmission Decision Trees 

In past rulemakings, the model relied on estimates of synergies between technologies, 
recognizing that multiple technologies can address the same inefficiency. An example of this is a 
combination of variable valve timing, cylinder deactivation, and 6-speed automatic transmission 
technologies. For a specific vehicle platform, each technology individually offers a reduction in 
energy consumption. However, when modeled in combination, the package provides a reduction 
that is somewhat less than the sum of the individual technology benefits. The reason for this is 
that each of the three technologies reduces a portion of the throttling loss encountered at part 
loads. When a portion of the loss has been addressed by a technology, the loss has been 
eliminated and cannot be reduced by another technology. In some cases, combining technologies 
may produce fuel savings that are greater than the sum of the savings from the two technologies 
– or positive synergies. The synergy factor used previously in the Volpe model estimated the 
extent to which combinations of technologies result in less than additive (negative synergies) or 
more than additive (positive synergies) energy consumption savings. Synergy factors used in the 
Volpe model for prior rulemakings were based on engineering judgement of the impact on 
energy consumption from the combination of technologies.  

To more accurately estimate the impact on light-duty energy consumption of combined 
powertrain and vehicle technologies in the Volpe model, NHTSA contracted with Argonne 
National Laboratory to simulate powertrain and vehicle technology combinations as shown in 
Figure 2. Modeling conducted for the light-duty MTE Draft TAR is the first time the results of 
the Argonne simulation results have been used directly in the Volpe model. 
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Figure 5.148  Model Input - Replacing Decision Trees and Synergies with Individual Simulations 

This new process allow NHTSA to directly use Autonomie vehicle system simulation results 
as input to the Volpe model. The process workflow can be summarized as shown below: 

 

 

 

Figure 5.149  Autonomie Directly Feeds the Volpe Model 
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5.4.2.2 Autonomie Vehicle Simulation Tool 

5.4.2.2.1 Overview 

Many of today’s automotive control-system simulation tools are suitable for modeling, but 
they provide rather limited support for model building and management. Setting up a simulation 
model requires more than writing down state equations and running them on a computer. With 
the introduction of EDVs, the number of components that can populate a vehicle has increased 
considerably, and more components translate into more possible drivetrain configurations and 
powertrain control options. In addition, building hardware is expensive. Traditional design 
paradigms in the automotive industry often delay control-system design until late in the 
process—in some cases requiring several costly hardware iterations. To reduce costs and 
improve time to market, it is imperative that greater emphasis be placed on modeling and 
simulation. This only becomes truer as time goes on because of the increasing complexity of 
vehicles and the greater number of vehicle configurations.  

With the large number of possible advanced vehicle architectures and time and cost 
constraints, it is impossible to manually build every powertrain configuration model. As a result, 
processes have to be automated.  

Autonomie is a MATLAB©-based software environment and framework for automotive 
control-system design, simulation, and analysis.604 The tool is designed for rapid and easy 
integration of models with varying levels of detail (low to high fidelity) and abstraction (from 
subsystems to systems and entire architectures), as well as processes (e.g., calibration, 
validation). Developed by Argonne National Laboratory (ANL) in collaboration with General 
Motors, Autonomie was designed to serve as a single tool that can be used to meet the 
requirements of automotive engineering throughout the development process from modeling to 
control.  Autonomie was built to accomplish the following: 

 Support proper methods, from model-in-the-loop, software-in-the-loop, and 
hardware-in-the-loop to rapid-control prototyping;  

 Integrate math-based engineering activities through all stages of development, from 
feasibility studies to production release;  

 Promote re-use and exchange of models industry-wide through its modeling 
architecture and framework;  

 Support users’ customization of the entire software package, including system 
architecture, processes, and post-processing;  

 Mix and match models of different levels of abstraction for execution efficiency with 
higher-fidelity models where analysis and high-detail understanding are critical;  

 Link with commercial off-the-shelf software applications, including GT-Power©, 
AMESim©, and CarSim©, for detailed, physically based models;  

 Provide configuration and database management. 
 

By building models automatically, Autonomie allows the quick simulation of a very large 
number of component technologies and powertrain configurations. Autonomie can do the 
following: 

 Simulate subsystems, systems, or entire vehicles; 
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 Predict and analyze fuel efficiency and performance; 
 Perform analyses and tests for virtual calibration, verification, and validation of 

hardware models and algorithms; 
 Support system hardware and software requirements; 
 Link to optimization algorithms; and 
 Supply libraries of models for propulsion architectures of conventional powertrains as 

well as EDVs. 

 

Autonomie was used to assess the energy consumption of advanced powertrain technologies. 
Autonomie has been validated for several powertrain configurations and vehicle classes using 
Argonne’s Advanced Powertrain Research Facility vehicle test data.605  

With more than 400 different pre-defined powertrain configurations, Autonomie is an ideal 
tool for analyzing the advantages and drawbacks of the different options within each family, 
including conventional, parallel, series, and power-split HEVs. Various approaches have been 
used in previous studies to compare options ranging from global optimization to rule based 
control.606  

Autonomie also allows users to evaluate the impact of component sizing on fuel consumption 
for different powertrain technologies as well as to define the component requirements (e.g., 
power, energy) to maximize fuel displacement for a specific application.607 To properly evaluate 
any powertrain-configuration or component-sizing impact, the vehicle-level control is critical, 
especially for EDVs. Argonne has extensive expertise in developing vehicle-level controls based 
on different approaches, from global optimization to instantaneous optimization, rule-based 
optimization, and heuristic optimization.608 

The ability to simulate a large number of powertrain configurations, component technologies, 
and vehicle-level controls over numerous drive cycles has been used to support many DOE and 
manufacturer studies. These studies focused on fuel efficiency, cost-benefit analysis, or 
greenhouse gases.609 All the development performed in simulation can then be implemented in 
hardware to take into account non-modeled parameters, such as emissions and temperature.610  

Autonomie is the primary vehicle simulation tool selected by DOE to support its U.S. DRIVE 
Program and Vehicle Technologies Office (VTO). Autonomie has been used for numerous 
studies to provide the U.S. government with guidance for future research.611 

The vehicle models in Autonomie are developed under in Matlab/Simulink/Stateflow and are 
open for users to view and modify any equation or algorithm. Several hundreds of powertrain 
configurations and more than 100 full vehicle models including controls are included in the tool. 
Figure 5.150 shows the high level vehicle organization. 
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Figure 5.150  Autonomie Vehicle Model Organization 

The following section will describe the plant models and controllers. 

5.4.2.2.2 Plant Model Overview 

5.4.2.2.2.1 Internal Combustion Engine Model 

All Autonomie engine models use performance maps to predict fuel rate, operating 
temperature and, in some cases when maps are available, emissions.  The output torque of the 
engine is computed from the engine controller command which takes a percentage of the spread 
between the maximum engine torque map and the minimum engine torque map.  These maps are 
based on two sources: from test data which are measured from engines running at steady state 
points on an engine dyno or from high fidelity engine models such as GTPower.  These GT 
Power engine maps can incorporate technologies such as GDI, VVL, VVT, camless and other 
advanced engine technologies. In addition, to these performance maps, the engine models also 
include a single time constant to represent the transient response of the engine output torque to 
the engine command.  

However, some engine models use specific logic to represent some specific technology or 
fuels.  For example, Autonomie uses a specific model for spark ignition engine with a turbo 
charger.  The maps for turbo technologies were developed using GT-POWER©.  With turbo 
engines, there is a ‘lag’ in torque delivery due to the operation of the turbo charger.  This impacts 
vehicle performance, as well as the vehicle shifting on aggressive cycles.  Turbo lag has been 
modelled for the turbo systems based on principles of a first order delay, where the turbo lag 
kicks in after the naturally aspirated torque limit of the turbo engines has been reached. The 
figure below shows the response of the turbo engine model for a step command. 
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Figure 5.151  Turbo-charged Engine Response for a 1L Engine 

It should be noted that the turbo response changes with engine speed (i.e., at higher speeds, 
the turbo response is faster due to higher exhaust flow rates).  

Autonomie also uses a specific engine model for cylinder deactivation, as this model has a 
more advanced fuel calculation subsystem which includes different maps. Due to NVH 
considerations in production vehicles, cylinder deactivation operation is not performed during 
several vehicle operation modes, like vehicle warm-up, lower gear operation, idle, and low 
engine speed. In order to provide a realistic evaluation of the benefits of cylinder deactivation 
technology, cylinder deactivation is not been used under the following vehicle and engine 
conditions: 

 Cylinder deactivation is disabled if the engine is at idle or any speed below 1000 
RPM or above 3000 RPM. 

 Cylinder deactivation is disabled if the vehicle is in the 1st of the 2nd gear. 
 Cylinder deactivation is disabled if the engine load is above half the max BMEP of 

the engine (and a certain hysteresis is maintained to prevent constant activation and 
deactivation). 

Typically, cylinder deactivation is not performed during the vehicle warm up phase, i.e. for a 
cold start. Since all the simulations considered in this study assume a ‘hot start’, where in the 
engine coolant temperature is steady around 95 degrees C, the cold start condition was not a 
factor for the simulations. In addition, changes in the transmission shifting calibration (like 
lugging speed limits) and additional torque converter slippage during cylinder deactivation have 
also been disregarded. 

Autonomie also has a separate engine model for the spark ignition engine with fuel cut off. 
This engine has a specific torque calculation to calculate the engine torque loss when the engine 
fuel is cut off during deceleration events.  In general, engine models in Autonomie are of two 
types, throttled engines and un-throttled engines. As shown in the figure below, both types of 
models provide motoring torque when fuel is cut to the engine (e.g. fuel cut off during 
deceleration). With throttled engines, the motoring torque is a function of throttle position.  
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Figure 5.152  Engine Operating Regions for Throttled Engines 

 

Figure 5.153  Engine Operating Regions for Un-throttled Engines 

 

5.4.2.2.2.2 Transmission Models 

Automatic Gearbox Model 

The gearbox model allows for torque multiplication and speed division based on the gear 
number command from the powertrain controller. As for all the other models, the losses are 
taken into account using torque losses to easily deal with regenerative conditions. 

 

Figure 5.154  Automatic Gearbox Model Input / Output 

The drivetrain is considered rigidly attached to the wheels. Since the wheel speed and 
acceleration are calculated in the wheel model and propagated backward throughout the rest of 
the drivetrain model, the gearbox unit is modeled as a sequence of mechanical torque gains. The 
torque and speed are multiplied and divided, respectively, by the current ratio for the selected 
gear. Furthermore, torque losses corresponding to the torque/speed operating point are subtracted 
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from the torque input. Torque losses are defined on the basis of a three-dimensional efficiency 
lookup table that has as inputs input shaft rotational speed, input shaft torque, and gear number.  

When a gear is selected, the input inertia is fed forward to the next component after being 
reflected to the output shaft using the square of the gear ratio. When the neutral gear is engaged, 
the input gearbox rotational speed is calculated on the basis of the input shaft inertia.  

Since this is an automatic gearbox model, it can be shifted in sequence from one gear to 
another without having to pass through neutral and without a complete torque interruption at its 
output. The torque passing through the transmission during shifting is reduced, but does not go to 
zero as it does for a manual gearbox. Also, the torque converter model is separate from the 
automatic gearbox model. 

Dual Clutch Transmission  

Dynamic models of the dual-clutch transmission  are obtained including the clutch and gear-
train, but no synchronizer dynamics.  Figure 5.155 illustrates an example of DCT system that can 
be considered as a combination of two manual transmissions, with one providing odd gears 
connected to clutch1, and the other providing even gears connected to clutch2. With alternating 
control of the two clutches, the oncoming clutch engages and the off-going clutch releases to 
complete the shift process without torque interruption. It is necessary to preselect the gears to 
realize the benefits of the DCT system. The different plant models and controls have been 
validated using vehicle test data. 

 

Figure 5.155  Dual Clutch Gearbox Model Input / Output 

The pre-selection of gears can be implemented by considering the operating conditions of the 
DCT system. For example, if the first synchronizer is at the first-gear position, and the third 
through fifth synchronizers are at the neutral position (as they must be), then the gear ratio 
between shaft1 and the output shaft is first gear. At same time, the gear ratio between shaft2 and 
the output shaft can be selected in the same manner for the pre-selection mode. To achieve a 
desired input-output gear ratio, the corresponding synchronizer and clutch have to be applied. 

Continuously Variable Transmission 

A metal V-belt CVT model is considering hydraulic and mechanical loss. The hydraulic loss 
constitutes the majority of the total loss at low vehicle speed, whereas the mechanical loss is the 
main source of inefficiency at high speed. The operating conditions of the metal V-belt CVT 
system can be described by the following five parameters: 
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1) Primary clamping force (FP) or primary pressure (PP); 
2) Secondary clamping force (FS) or secondary pressure (PS); 
3) Primary revolution speed (𝜔𝑃); 
4) Input torque (TIN); and 
5) Pulley ratio (i). 

On both the primary and the secondary pulleys, the belt is clamped by the forces produced by 
the hydraulic pressures in the cylinders. These two clamping forces, FP and Fs, counteract each 
other. Therefore, when the pulley ratio is constant, there is a balance between FP and FS. A ratio 
change occurs when their balance is lost. 

In addition, CVT ratio control and clamping force control strategies, including the CVT shift 
dynamics, were developed. The following are considered in the low-level controller: 

 The demanded CVT ratio is determined from the engine OOL; 
 The secondary pressure is determined for the given input torque and CVT ratio; and 
 The primary pressure is controlled to meet the demanded CVT ratio. 

Figure 5.156 shows a block diagram of the model-based ratio control and plant. 

 

Figure 5.156  CVT Model Block Diagram 

Torque Converter 

The torque converter is modeled as two separate rigid bodies when the coupling is unlocked 
and as one rigid body when the coupling is locked. The downstream portion of the torque 
converter unit is treated as being rigidly connected to the drivetrain. Therefore, there is only one 
degree of dynamic freedom, and the model has only one integrator. 

The effective inertias are propagated downstream until the point where actual integration 
takes place. When the coupling is unlocked, the engine inertia is propagated up to the coupling 
input, where it is used for calculating the rate of change of the input speed of the coupling. When 
the coupling is locked, the engine inertia is propagated all the way to the wheels. 
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The torque converter model is based on a lookup table, which determines the output torque 
depending on the lockup command. The upstream acceleration during slip and the downstream 
acceleration are taken into account in calculating the output speed. 

5.4.2.2.2.3 Electric Machine Models 

Electric machine plant models in Autonomie can take in Torque or Power as the command 
and produce a Torque output. Operating speed of the motor is determined by the components 
connected to the motor. In a vehicle, the vehicle speed and gear ratios determine the operating 
speed of the motor.  

The lookup table used in a motor model estimates the operational losses over the entire 
operating region of the motor. This map is typically derived from the efficiency map provided in 
the initialization file. 

Typically, every motor has a continuous operating region (region under the continuous torque 
curve as shown in figure), and a transient region where the motor can operate for a short period 
of time (peak torque capability of a motor is defined for a specific duration, e.g. 30s). The 
maximum torque output gets de-rated to the continuous torque levels, when the electric machine 
temperature increases. The electric machine model in Autonomie has this general logic built into 
it.  

Autonomie provides a logic to scale an existing motor to a different power rating. The shape 
of the efficiency map is kept the same, but the torque axis is scaled to meet the desired power 
rating. 

5.4.2.2.2.4 Energy Storage Models 

Autonomie includes several energy storage models depending on the application (i.e. high 
power, high energy). The default battery model is a charge reservoir and an equivalent circuit 
whose parameters are a function of the remaining charge in the reservoir, also known as the state 
of charge (SOC). The equivalent circuit accounts for the circuit parameters of the battery pack as 
if it were a perfect open circuit voltage source in series with an internal resistance. Another 
battery model in Autonomie is the one used for high energy batteries. The equations and 
schematic of this type of battery is shown in Figure 5.157. This model uses two time constants to 
represent the polarization behavior of the battery pack. This lumped parameter model can 
represent many different battery chemistries for the internal resistances, capacitances and open 
circuit voltage are all maps based on SOC and, in some cases, temperature.  
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Figure 5.157  High Energy Battery Model Schematic 

 

Another important aspect to consider for sizing is the pulse power limits of the battery pack. 
There are several different options to represent the maximum power of the battery in Autonomie. 
The most basic represents maximum power as a function of SOC. Other models introduce a time 
constraint for the maximum power. These battery packs have different power limits for 10 
second, 2 second and continuous power. The Autonomie model accounts for the duration of the 
pulse and limits the power accordingly. This aspect is not necessary a feature of the plant, but is 
handled by the low level control and is dependent on the battery chemistry and plant’s 
performance characteristics. 

5.4.2.2.2.5 Chassis Models 

The chassis plant model in Autonomie translates the force from wheel to vehicle acceleration 
and linear speed. The losses related to moving the vehicle is estimated in this model. Two types 
of initialization data can be used for estimating this behavior.  

 Coefficients derived from a coast down test. The losses estimated from these 
coefficients will cover both rolling resistance & aero dynamic losses. Dyno set values 
for nearly every vehicle is available from EPA. 

 Values for coefficient of drag, frontal area, rolling resistance of tires etc.  

Equation (1) 1000*(OCV-VL)/IL = R = Ro+Rp1*Ip1/IL+Rp2*Ip2/IL

Where, OCV = open circuit voltage, V
VL = cell voltage, V
R = total cell impedance, milliohms

Ro = cell internal ohmic resistance, milliohms
Rp1 = first internal polarization resistance, milliohms
Rp2 = second internal polarization resistance, milliohms

IL = cell load current, A
Ip1 = current through first polarization resistance, A
Ip2 = current through second polarization resistance, A

IL Ro

Rp1 Rp2

Ip1 Ip2

OCVVL
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The model based on coast down is used for validation purposes while the model based on the 
aerodynamic equations is used to predict the impact of non-existing vehicles 

5.4.2.2.2.6 Tire Models 

Just as the two chassis models, there are two wheel models corresponding to each of the 
chassis models. The initialization data for the wheel rolling resistance can be provided by the 
user in many ways. Wheel radius can be provided by the user, or this could be computed by 
Autonomie from a sidewall label of the tire e.g. P225/50/R17. The tire losses model uses a 
constant and a speed term to represent the losses. 

5.4.2.2.2.7 Auxiliaries Model 

Most powertrains in Autonomie have two accessory models. The mechanical accessories 
driven by the engine through a belt and the electrical accessories connected to the lower voltage 
bus. 

The main electrical accessory model in Autonomie is a constant power draw. If the vehicle 
has a high voltage bus, a step down power conditioner is connected between the high voltage bus 
and low voltage bus to supply the electrical accessories. When a vehicle contains thermal 
models, a current draw is added to represent the electrical power draw of the cooling fans. 

5.4.2.2.2.8 Driver Models 

Autonomie uses a look-ahead driver to better approximate the behavior of a real driver. 
Forward looking models are especially sensitive to how well the driver follows the trace and how 
aggressive the driver is in doing so. Both of these factors can noticeably affect fuel economy 
results when simulating advanced vehicles. For example, a driver which is too aggressive can 
add additional engine on events for a hybrid or delay transmission shifts for a conventional, both 
of these events lower fuel economy. For this reason, Autonomie employs a look ahead driver, 
which at its core, is a PI controller with a feedforward part that, in addition, uses time advanced 
copies of the trace to replicate the ability of a human driver to look a few seconds ahead on the 
driver’s aid to anticipate accelerations and decelerations. The result is a smoothing of the pedal 
demand from the driver, which leads to an overall more representative fuel economy.  The added 
complexity yields several additional dimensions of tuning to the model, for the relative 
weightings of the time advanced copies have to be optimized. 

The driver model also uses an additional layer of logic to manage the accelerator pedal 
demand, specifically, during shift events when the engine is disconnected from the wheels. On a 
manual transmission, during the shift through neutral, the driver must be capable of expecting a 
decrease in vehicle speed and not aggressively stomp on the accelerator pedal in an attempt to 
compensate for the decrease in vehicle speed. 

5.4.2.2.2.9 Environment Models 

The environment model in Autonomie outputs all of the relative information about the 
operating environment of a vehicle during a simulation such as ambient temperature, ambient 
pressure, relative humidity, air density and grade. There are two versions of the environment 
model in Autonomie, one for which the grade is a function of time, such as would be 
encountered on a chassis dynamometer test which follows a preset grade schedule, and the other 
for which the grade is a function of distance as when following a mapped route. 
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5.4.2.2.3 Control Overview 

All the vehicle-level control algorithms used in the study were developed on the basis of 
vehicle test data collected at Argonne’s Advanced Powertrain Research Facility. It is important 
to note that while the logic for the vehicle-level control algorithms were developed on the basis 
of test data, only the logic has been used for the present study, since the calibration parameters 
have been adapted for each vehicle to ensure energy consumption minimization with acceptable 
drive quality (i.e., number of engine on/off conditions, and shifting events). 

5.4.2.2.3.1 Transmission Shifting Algorithm 

The transmission shifting logic has a significant impact on vehicle fuel economy and should 
be carefully designed to maximize the powertrain efficiency while maintaining acceptable drive 
quality. The logic used in the simulated conventional light-duty vehicle models relies on two 
components: (1) the shifting controller, which provides the logic to select the appropriate gear 
during the simulation; and (2) the shifting initializer, the algorithm that defines the shifting maps 
(i.e., values of the parameters of the shifting controller) specific to a selected set of component 
assumptions. 

Shifting Controller 

The shifting controller determines the appropriate gear command at each simulation step. A 
simplified schematic of the controller is shown in Figure 5.158. The letters and numbers in the 
discussion that follows correspond to those shown in the figure. 

 

Figure 5.158  Shifting Controller Schematic in Autonomie 
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The controller is based on two main shifting maps — one for upshifting (a), moving from a 
lower gear to a higher gear, and another one for downshifting (b), moving from a higher gear to a 
lower gear — as well as a state-machine (c) that defines the status of the system (e.g., no 
shifting, upshifting).  Each shifting map outputs a next-gear command 𝛾𝑑𝑛(𝑡) and 𝛾𝑢𝑝(𝑡) based 
on the current accelerator pedal position a (t) and vehicle speed V(t).  The state machine is 
composed of different states, of which only one is active at any time step; a change in state 
occurs whenever a transition condition from the active state becomes true (i.e., an upshift will 
occur only if a set of conditions is true).  The state that is active most of the time is the hold-gear 
state (d), which makes sense because, most of the time, the vehicle should be in gear and not 
shifting for drivability reasons.  An upshift occurs when the upshifting gear 𝛾𝑢𝑝(𝑡) is strictly 
higher than the current gear 𝛾(𝑡) (1) (e.g., 𝛾𝑢𝑝(𝑡) = 5 𝑎𝑛𝑑 𝛾(𝑡) = 4). For all vehicles, the shift 
does not necessarily happen instantly when the command to shift is given, depending on the 
current pedal position.  In aggressive driving, i.e., at high accelerator-pedal positions (5), the 
shift happens as soon as the gear transition (1) becomes true, ensuring optimal performance.  In 
contrast, in “normal” driving, i.e., at low pedal positions (2), there is an intermediate state (e) that 
allows the shift only when the gear condition (1) is true for a minimum time τ.  This constraint is 
imposed to avoid an excessive number of shifting events, which would lead to unacceptable 
drive quality and increased energy consumption.  The upshifting itself is executed in state (f), in 
which the shift command 𝛾𝑐𝑚𝑑(𝑡) is incremented (i.e., the next upper gear is selected); once the 
shifting is completed (6), the state machine comes back to the hold-gear state (d). Downshifting 
occurs in a similar way. 

Currently, in Autonomie, a shifting event can only result in moving one gear up or one gear 
down: there is no gear-skipping. Gear skipping is usually used under very specific conditions 
that are not encountered during the standard FTP and HFET drive cycles considered in the study.  
As an additional level of robustness in the Autonomie control algorithm, an upshift or downshift 
cannot occur if the resulting engine speed would be too low or too high, respectively.  This 
approach ensures that the engine is not operated below idle or above its maximum rotational 
speed as shown in Figure 5.159. 
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Figure 5.159  Shifting Calculations in Autonomie 

 

Shifting Initializer 

The shifting controller uses shifting maps to compute the gear command. In the controller, the 
shift map is a two-dimensional (2-D) look-up table indexed by vehicle speed and accelerator-
pedal position. Defining such a map is equivalent to defining the “boundaries” of each gear area; 
those boundaries are the shifting speeds. Figure 5.160 illustrates that equivalence. 

 

Figure 5.160  Upshifting Gear Map (left), Upshifting Vehicle Speeds (right) 

For each shifting curve, there are two key points: the “economical” shifting speed (at very low 
pedal position) and the “performance” shifting speed (at high pedal position). The objective of 
the control engineer is to combine both goals of the shifting control to fulfill the driver 
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expectations: minimization of energy consumption on the one hand and maximization of vehicle 
performance on the other. 

The economical shifting speed for an upshift or a downshift is the speed at which the 
upshift/downshift occurs when the accelerator pedal position is very lightly pressed. 𝑉𝑒𝑐𝑜

𝑘→𝑘+1 is 
the economical vehicle speed for upshifting from gear k to gear k+1. 𝑉𝑒𝑐𝑜

𝑘+1→𝑘 is the downshifting 
speed for this same set of gears.  The vehicle speed shift points are computed from the engine 
shift points 𝜔𝑒𝑐𝑜

𝑘→𝑘+1 and 𝜔𝑒𝑐𝑜
𝑘+1→𝑘.  Figure 5.161 shows the engine speed shift points for an engine 

associated with a 5-speed transmission. 

 

Figure 5.161  Example Engine Speed Range in Economical Driving, and Economical Shift 

The initializing algorithm for the shifting controller computes the up- and downshifting 
speeds at zero pedal position based on the four “extreme” shift points: upshifting from lowest 
gear (𝜔𝑒𝑐𝑜

1→2), upshifting into highest gear (𝜔𝑒𝑐𝑜
𝑁−1→𝑁), downshifting into lowest gear (𝜔𝑒𝑐𝑜

2→1), and 
downshifting from highest gear (𝜔𝑒𝑐𝑜

𝑁→𝑁−1). N is the number of gears. The speeds can be set by 
the user or left at their default values. Below is a description of their default values in 
Autonomie: 

𝜔𝑒𝑐𝑜
2→1=𝜔𝑖𝑑𝑙𝑒 + 𝜔𝑚𝑎𝑟𝑔𝑖𝑛 [𝜔𝑖𝑑𝑙𝑒: engine idle speed; 𝜔𝑚𝑎𝑟𝑔𝑖𝑛: speed margin, ≈50–100 rpm] 

𝜔𝑒𝑐𝑜
1→2 = 𝜔𝑖𝑑𝑙𝑒

𝑘1

𝑘2
(1 + 𝜖𝑢𝑑) [k1,k2: gear ratios for gears 1,2; 𝜖𝑢𝑑: margin to avoid overlap, ≈ 

0.05–0.1] 

𝜔𝑒𝑐𝑜
𝑁−1→𝑁: Engine speed at which best efficiency can be achieved 

𝜔𝑒𝑐𝑜
𝑁→𝑁−1 = 𝜔𝑒𝑐𝑜

𝑁−1→𝑁 − 𝜔Δ [𝜔Δ ≈ 1,000 rpm] 

Once those four speeds are computed, the remaining ones are computed by linear 
interpolation to allow consistent shifting patterns that are acceptable to the drivers. For example, 
any upshifting speed is given by Equation 1: 

𝜔𝑒𝑐𝑜
𝑖→𝑖+1 =

𝜔𝑒𝑐𝑜
𝑁−1→𝑁 − 𝜔𝑒𝑐𝑜

1→2

𝑁 − 2
∙ (𝑖 − 1) +  𝜔𝑒𝑐𝑜

1→2 , 1 ≤ 𝑖 ≤ 𝑁 − 1 
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In a shifting map, the vehicle upshifting speed from gear i to i+1 shall be strictly higher than 
the downshifting speed from gear i+1 to i. Otherwise, the downshifting speed will always request 
gear i while gear i+1 is engaged and vice-versa, resulting in oscillations between gears that 
would be unacceptable to the driver. For this study, the algorithm in the initialization file 
prevents that by making sure the following relation is true:  

𝜔𝑒𝑐𝑜
𝑖→𝑖+1 > 𝜔𝑒𝑐𝑜

𝑖+1→𝑖 ∙
𝑘1

𝑘2

(1 + 𝜖𝑢𝑑), 1 ≤ 𝑖 ≤ 𝑁 − 1 

The values of the engine economical shifting speeds at lowest and highest gears are 
automatically defined on the basis of the engine and transmission characteristics.  

Finally, the vehicle economical up- and downshifting speeds can be computed using the 
engine up- and downshifting speeds, the gear ratio, the final drive ratio and the wheel radius: 

𝑉𝑒𝑐𝑜
𝑖→𝑖+1 =

𝜔𝑒𝑐𝑜
𝑖→𝑖+1

𝑘𝑖𝑘𝐹𝐷
∙ 𝑅𝑤ℎ , 

Where: 𝑘𝐹𝐷 is the final drive ratio and 𝑅𝑤ℎ is the wheel radius. 

 

During performance, the gears are automatically selected to maximize the torque at the wheel. 
Figure 5.162 illustrates that gear selection, which consists of finding the point where the engine 
peak torque (reported at the wheels) curve at gear k falls under the one at gear k+1. 

 

Figure 5.162  Maximum Engine Torque at Wheels and Performance Upshift Speeds 

The performance downshifting speed is given by the performance upshifting speed and the 
difference between the economical shifting speeds:  

Δ𝑉𝑝𝑒𝑟𝑓
𝑖 = 𝛼𝑝𝑓,𝑒𝑐 ∙ Δ𝑉𝑒𝑐𝑜

𝑖  ⇔  𝑉𝑝𝑒𝑟𝑓
𝑖→𝑖+1 − 𝑉𝑝𝑒𝑟𝑓

𝑖+1→𝑖 = 𝛼𝑝𝑓,𝑒𝑐 ∙ (𝑉𝑝𝑒𝑟𝑓
𝑖→𝑖+1 − 𝑉𝑝𝑒𝑟𝑓

𝑖+1→𝑖) 

The definition of the final shifting curves is critical to properly evaluating the benefits of 
transmission technologies while maintaining acceptable performance. Figure 5.163 shows how a 
set of upshifting and downshifting curves for two adjacent gears is built, based on selected 
vehicle speeds and accelerator pedal positions. At low pedal positions (i.e., below 𝑎𝑒𝑐𝑜

𝑢𝑝
 ), the 
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upshifting speed is the economical upshifting speed.  Similarly, below 𝑎𝑒𝑐𝑜
𝑑𝑛 , the downshifting 

speed is the economical downshifting speed.  This approach ensures optimal engine operating 
conditions under gentle driving conditions.  At high pedal positions (i.e., above 𝑎𝑝𝑒𝑟𝑓), the 
shifting speed is the performance shifting speed, ensuring maximum torque at the wheels under 
aggressive driving conditions. 

 

Figure 5.163  Design of Upshifting and Downshifting Speed Curves for Two Adjacent Gears 

Torque Control during Shifting Events 

Figure 5.164 shows the transmission clutch pressure, output torque, and engine speed curves 
during a change from 1st to 2nd gear. The output torque experienced both a trough period (lower 
than the torque in the original gear) and a crest period (higher than the torque in the original 
gear). The trough period is called a torque hole, while the crest period is called a torque 
overshoot. The torque hole is defined by depth and width, where the depth is the difference 
between minimum torque and the torque in previous gear, and the width is the half value of the 
maximum width of the torque hole.  

 

Figure 5.164  Generic Shift Process for Automatic Transmission 
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The bigger the torque hole, the larger the decrease of torque in torque phase, which results in 
a more significant reduction in acceleration. Because the decrease in acceleration causes 
discomfort for both the driver and passengers, the torque hole should be as shallow and narrow 
as possible. Torque reduction behavior is a well-known phenomenon, observed during vehicle 
testing and referenced in several papers and presentations. 

Autonomie integrates a low-level control algorithm that reproduces the torque hole 
phenomenon. Figure 5.165 illustrates, in detail, the behavior of the vehicle model for a short 
period of time [205 sec to 205.8 sec]. The area highlighted by the grey circle indicated the torque 
hole during a shifting event. 

 

Figure 5.165  Torque Hole in Autonomie during Shifting Event 

Engine Lugging Limits 

Engine lugging limits are a critical NVH parameter. The assumptions shown in Table 5.217  
describe the logic implemented in Autonomie to prevent lugging for multiple transmissions. The 
logic and values were developed based on APRF vehicle test data analysis. 

Shift parameters are selected such that low speed, high torque operation is avoided. The 
selected shifting limits are based on test data observations relative to the number of gears 
available. 

Table 5.217  Vehicle and Powertrain Technologies Evaluated 

 5 speed Trans. 6 speed Trans. 7 speed Trans. 8 speed Trans. 

Lugging speed 
(rad/s) 

140 130 120 110 

 

Figure 5.166  Example of Engine Operating Conditions to Prevent Lugging shows an example 
of how engine operating conditions are restricted to prevent lugging for multiple transmissions (5 
and 8 speed automatic) on the UDDS driving schedule. 
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Figure 5.166  Example of Engine Operating Conditions to Prevent Lugging 

 

Shifting Maps 

All shifting maps used for the simulations are presented below. The shifting maps have been 
developed to ensure minimum energy consumption across all transmissions while maintaining an 
acceptable drivability. While plant models with higher degree of fidelity would be necessary to 
accurately model the impact of each technology on the drivability, using such models was not 
appropriate for the current study. As a result, the work related to the drive quality was focused on 
number of shifting events, time in between shifting events, engine time response and engine 
torque reserve. 

 

Figure 5.167  5-Speed Automatic Up (plain lines) and Down (dotted lines) Shifting Map 
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Figure 5.168  6-Speed Automatic Up (plain lines) and Down (dotted lines) Shifting Map 

 

Figure 5.169  8-Speed Automatic Up (plain lines) and Down (dotted lines) Shifting Map 

 

5.4.2.2.3.2 Torque Converter Lock-up Assumptions 

A torque converter is a hydrodynamic fluid coupling used to transfer rotating power from a 
prime mover, such as an internal combustion engine, to a rotating driven load. It is composed of 
an impeller (drive element); a turbine (driven component); and a stator, which assist the torque 
converter function. The torque converter is filled with oil and transmits the engine torque by 
means of the flowing force of the oil. The device compensates for speed differences between the 
engine and the other drivetrain components and is therefore ideally suited for start-up function.  
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The torque converter is modeled as two separate rigid bodies when the coupling is unlocked 
and as one rigid body when the coupling is locked. The downstream portion of the torque 
converter unit is treated as being rigidly connected to the drivetrain. Therefore, there is only one 
degree of dynamic freedom, and the model has only one integrator. This integrator is reset when 
the coupling is locked, which corresponds to the loss of the degree of dynamic freedom. Figure 
5.170 shows the efficiency of the torque converter used for the study. 

The effective inertias are propagated downstream until the point where actual integration 
takes place. When the coupling is unlocked, the engine inertia is propagated up to the coupling 
input, where it is used for calculating the rate of change of the input speed of the coupling. When 
the coupling is locked, the engine inertia is propagated all the way to the wheels. 

 

Figure 5.170  Torque Converter Efficiency Example 

Figure 5.171 describes the conditions under which the torque converter will be locked. The 
same algorithm is used to represent current torque converter lockup logic, as well as future 
aggressive lockup logic. The torque converter is used as a start-up device in the first gear, with 
very low slip (torque ratio of 0.95) at higher speeds, in the first gear. Recent trends in torque 
converter technology suggest operation in locked or controlled slip mode, in the 2nd and higher 
gears. In general, the torque converter is in controlled slip or mechanically locked based on 
vehicle speed and pedal position, for each gear apart from the 1st. In order to suggest advances in 
torque converter technology, it was assumed that the torque converter would be in a 
mechanically locked state for the 2nd and higher gears. This approach has been applied to all 
transmissions with 6 gears or more. 
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Figure 5.171  Torque Converter Lockup Control Algorithm 

 

5.4.2.2.3.3 Fuel Cut-off Algorithm 

Engine fuel cut-off control algorithms used in the study have been developed on the basis of 
vehicle test data collected at Argonne’s Advanced Powertrain Research Facility. The fuel cut-off 
controller is implemented for gasoline and diesel engines through analysis as shown in Figure 
5.172  Engine Fuel Cut-off Analysis Based on Test Data (data source APRF). In Autonomie, 
engine control and plant blocks are organized for idle fuel rate and fuel off conditions. Engine 
fuel is cut off under the following conditions: 

Vehicle is actively braking, for a certain minimum time. 

Engine speed is above a minimum threshold (e.g. 1000 RPM). 

 

Figure 5.172  Engine Fuel Cut-off Analysis Based on Test Data (data source APRF) 

 

5.4.2.2.3.4 Vehicle Level Control for Electrified Powertrains 

The task of achieving fuel savings with a hybrid architecture depends on the vehicle 
performance requirements and the type of powertrain selected as well as the component sizes and 
technology, the vehicle control strategy, and the driving cycle. The overall vehicle-level control 
strategy is critical to minimize energy consumption while maintaining acceptable drive quality. 
Figure 5.173 illustrates a simple acceleration, cruising and braking cycle for a full HEV, 
demonstrating the best usage of different power sources based on the vehicle’s power demand. 
During small accelerations, only the energy storage power is used (EV mode) and during 

Vehicle Speed 

Pedal Position 

Gear Number 

Lockup Signal 
If the shifting is not in progress, the torque converter is 

locked (1) at a specific gear number and (2) pedal 
position for a given vehicle speed. 
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braking, some of the energy is absorbed and stored. The engine does not start to operate during 
low power demands, owing to its poor efficiency compared to the electrical system. The engine 
is only used during medium and high power demands, where its efficiency is higher. 

 

Figure 5.173  Hybrid Electric Vehicle Principles [source: www.gm.com] 

While different vehicle-level control strategy approaches have been studied for electric drive 
vehicles (e.g., rule based, dynamic programming, instantaneous optimization), the vast majority 
of current and future electric drive vehicles are using and expected to use rule-based control 
strategies. The vehicle level control strategies logics used in the study will be described below.  

It is important to note that while the control algorithms have been developed based on 
extensive vehicle test data, the calibration parameters used for the study were adapted to the 
component technologies and performance characteristics (i.e., power, energy, and efficiency) of 
each individual vehicle. 

Micro and Mild HEV 

The vehicle-level control strategies of the micro- and mild (i.e., BISG and CISG) micro-
HEVs are similar in many aspects due to the low peak power and energy available from the 
energy storage system. 

For the micro HEV case, the engine is turned off as soon as the vehicle is fully stopped and 
restarted as soon as the brake pedal is released. No regenerative braking is considered for that 
powertrain. 

For the mild HEV cases, the engine is turned off as soon as the vehicle is fully stopped. 
However, since some regenerative braking energy is recovered, the vehicle is propelled by the 
electric machine during vehicle launch, allowing the engine to be restarted later. 

Single-mode power split HEV 

The vehicle-level control strategy algorithm of a single-mode power split HEV was based on 
the Toyota Prius APRF test data analysis. The control logic implemented can be divided into 
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three areas: engine-on condition, battery SOC control, and engine operating condition. Each 
algorithm is described below. 

The operation of the engine determines the mode, such as pure electric vehicle mode or HEV 
mode. The engine is simply turned on when the driver’s power demand exceeds a predefined 
threshold. As shown in Figure 5.174, the engine is turned on early if the SOC is low, which 
means that the system is changed from PEV mode to HEV mode to manage the battery SOC. 

 

Figure 5.174  Engine-On Condition – 2010 Prius Example Based on 25 Test Cycles (data source APRF) 

 

The engine is turned off when the vehicle decelerates and is below a certain vehicle speed. 

The desired output power of the battery is highly related to the energy management strategy. 
When the vehicle is in HEV mode, the battery power is determined by the current SOC, as 
shown in Figure 5.175. The overall trend shows that the energy management strategy tries to 
bring the SOC back to a regular value around 60 percent. Both the engine on/off control and the 
battery power control are robust approaches to manage the SOC in the appropriate range for an 
input-split hybrid. If the SOC is low, the engine is turned on early, and the power split ratio is 
determined to restore the SOC to its target value so that the SOC can be safely managed without 
charge depletion. In summary, the battery SOC is controlled by raising (low SOC) or lowering 
(high SOC) the engine power demand required to meet the vehicle speed trace. 
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Figure 5.175  SOC Regulation Algorithm – 2010 Prius Example Based on 25 Test Cycles (data source APRF) 

For engine operation control, the two previously described control concepts determine the 
power split ratio. The concepts do not, however, generate the target speed or torque of the engine 
because the power split system could have infinite control targets that produce the same power. 
Therefore, an additional algorithm is needed to determine the engine speed operating points 
according to the engine power, as shown in Figure 5.176. An engine operating line is defined on 
the basis of the best efficiency curve to select the optimum engine speed for a specific engine 
power demand. 

 

Figure 5.176  Example of Engine Operating Target – 2010 Prius Example Based on 25 Test Cycles (data 
source APRF) 

In summary, the engine is turned on based on the power demand at the wheel along with the 
battery SOC. If the engine is turned on, the desired output power of the battery is determined on 
the basis of the current SOC and the engine should provide appropriate power to drive the 
vehicle. The engine operating targets are determined by a predefined line, so the controller can 
produce required torque values for the electric machine and the generator on the basis of the 
engine speed and torque target.  
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Pre-transmission HEV 

The vehicle-level control strategy logic of a pre-transmission HEV is based on the VW Jetta 
HEV APRF test data analysis. In the pre-transmission HEV, the engine is a main power source 
and the electric machine assists the engine according to the vehicle operating conditions and the 
driver request. Three driving modes are used: EV mode, engine mode, and HEV mode. When the 
vehicle is driving at low speed or the demanded power is low, the vehicle is operated only by the 
electric machine in EV mode. During high-speed operation, start-up, or aggressive acceleration, 
the vehicle is operated by the engine in Engine mode or HEV mode.  

The driving mode control strategy is determined by the engine on/off state. When the vehicle 
drives at low speed, the system is operated only by the electric machine, without engine 
operation. Figure 5.177 (left panel) shows the vehicle speed and wheel demand torque when the 
engine is turned on. The right figure shows the operating area of pure electric driving in the same 
index. 

 

Figure 5.177  Cycles Wheel Torque vs. Vehicle Speed, 2014 Jetta HEV Based on Test Cycles (data source 
APRF) 

In HEV and engine mode, the engine is operated to manage the demanded power at high 
speed or acceleration. In these modes, the engine is controlled to operate at higher engine 
thermal efficiency. However, since the range of the multi-gear transmission gear ratio is limited, 
the electric machine is used to provide additional control of the engine operating points. 
Therefore, one other important control concept at the vehicle level is how to manage the battery 
demand power within the appropriate SOC range. Figure 5.178 (left panel) shows the battery 
SOC target when the engine is turned on. Under the engine on/off condition, the proportional 
demand power for the battery sustains the SOC level at an appropriate range near specific range. 
On the right, engine power vs. wheel power is shown for a 2014 Jetta HEV example based on 
test cycles. 
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 Figure 5.178  SOC vs. Time (left) Engine Power vs. Wheel Power (right) (data source APRF) 

 

Plug-in Hybrid Electric Vehicle - Blended PHEV 

The vehicle-level control strategy logic of a single-mode power split blended PHEV was 
based on the Toyota Prius PHEV APRF test data analysis. The PHEV is able to run with the 
electric machine only if SOC is high enough and the demand power does not exceed the power 
limit of the electric machine and the battery. Figure 5.179 shows all points when the engine is 
turned on.  

 

Figure 5.179  2013 Prius PHEV Wheel Speed and Demand Torque, Based on Test Cycles (data source APRF) 

Another control strategy logic is necessary to distribute the power between the engine and the 
battery, which determines the behaviors of SOC on the hybrid driving mode. Figure 5.180 shows 
the overall control strategy to manage the SOC according to the CD or CS mode. 

In Figure 5.180, the points are obtained only during the hybrid driving mode because the 
battery provides all demand power if the electric machine is the only power source. First, the 
battery provides no power or constant power under the CD mode if the SOC is greater than 28 
percent. The engine is turned on under the CD mode when the battery does not provide all the 
demand power, and the engine provides all demand power. However, if the vehicle speed 
exceeds 100 km/h, the battery provides a constant power (here about 10 kW).  
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Figure 5.180  2013 Prius PHEV Output Power of the Battery for SOC Balancing Based on Test Cycles (data 
source APRF) 

This control is designed to constantly consume electric energy under the CD mode, so that 
drivers have consistent experiences during the CD mode. In contrast, the control strategy to 
manage the SOC in the CS mode is similar to the Prius HEV, where the desired power of the 
battery decreases as the SOC decreases. Further, rapid recuperation is also observed in the very 
low SOC range, like below 20 percent, and there is no specific control for the SOC balancing 
according to the battery temperature just as for the Prius HEV. In Figure 5.181, for a 2013 
Toyota Prius PHEV, the power constraints are observed in the regenerative operation because the 
electric machine must provide the demanded propulsion torque over the constraints until the 
engine is turned on, whereas the mechanical brake is able to quickly respond to compensate for 
the required braking torque. 

 

Figure 5.181  2013 Prius PHEV Battery Output Power According to SOC based on Test Cycles (data source 
APRF) 
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If the engine is turned on and the desired battery power is calculated according to the 
strategies in the previous two sections, the desired engine power can be calculated by the demand 
power and the desired battery power. However, the engine operating target is not fixed because 
the engine could operate at a number of operating points to produce the same power. Therefore, 
the operating target of the engine should be controlled as well as a function of temperature. 
Figure 5.182 shows the two different engine operating targets according to the coolant 
temperature, which are almost the same as the operating targets of the Prius HEV. The line that 
can be inductively assumed from the red points in Figure 5.182 shows that the desired torque and 
speed can be determined if the desired power is given. 

 

Figure 5.182  2013 Toyota Prius PHEV Engine Operating Target Based on Test Cycles (data source APRF) 

 

Plug-in Hybrid Electric Vehicle - Range Extender PHEV 

The vehicle-level control strategy logic of a range extender PHEV was based on the GM Volt 
Gen 1 PHEV APRF test data analysis. The control implemented can be divided into four areas: 
engine-on condition, transmission mode, battery SOC control during charge sustain mode, and 
engine operating condition. If the battery is fully charged, a charge-depleting mode is selected, 
wherein the battery is the main power source. Since it is considered that all driving should be 
covered by “EV Drive,” the vehicle is propelled by utilizing stored electric energy. If the battery 
SOC drops to a predetermined level, a charge-sustaining mode is automatically selected. The 
vehicle is then propelled by using a combination of the engine and battery while the SOC is 
maintained. 

The engine is turned ON when the driver’s demand power is over a threshold line, as shown 
in Figure 5.183, where the demand power is determined by the wheel axle torque and current 
vehicle speed.  
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Figure 5.183  Engine On Points – 2011 GM Volt PHEV Example Based on Test Cycles (data source APRF) 

The combined electric machine efficiency map and gear spin loss determines the EV drive 
mode, such as EV1 and EV2. When the EV2 drive is in operation, the most efficient combination 
of electric machine input speeds can be selected to meet the output speed and torque. With this 
two-electric machine arrangement, electric machine speeds can be adjusted continuously, for 
greatest tractive effort or greatest overall efficiency. The EV2 mode is used when the vehicle 
speed exceeds a predefined threshold and the driver demands light load, as shown in Figure 
5.184 in the gearbox (GB) axle torque – vehicle speed domain. 

 

Figure 5.184  EV Operating Mode – 2011 GM Volt PHEV Based on Test Cycles (data source APRF) 

In Figure 5.185, the mode selection rule is defined on the basis of the speed ratio, which is 
defined as the ratio of the ICE input speed to vehicle speed. The power-split mode is used if the 
speed ratio is low, which means that the system is changed from series mode to power-split 
mode to avoid low system efficiency. In a high-speed ratio range, the system efficiency of the 
power-split mode is low because electrical machines have relatively low efficiency. Low system 
efficiency at a high-speed ratio range can be avoided by propelling the vehicle by using the series 
mode instead of the split mode. The EV2 drive and split operation offered by the Volt powertrain 
system provides advantages over the more conventional EV drives and series operation. 
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Figure 5.185  HEV Operating Mode – 2011 GM Volt PHEV Based on Test Cycles (data source APRF) 

The desired battery power is linked to the energy management strategy. We found that the 
battery power can be determined by the wheel power demand and the current SOC, as shown in 
Figure 5.186, when the vehicle is in HEV mode. The results are obtained by analyzing data 
during HEV mode. Although some points are away from the line, the overall trend shows that the 
energy management strategy tries to avoid low power operation of the engine and bring the SOC 
back to a regular range between 21 percent and 22 percent. Both the engine on/off control and 
the battery power control are robust approaches to manage SOC in the appropriate range. If the 
SOC is low, the engine is turned on, and the power-split ratio is determined to restore the SOC to 
a narrow range, so that the SOC can be managed safely without depletion. 

09  

Figure 5.186  Battery Output Power – 2011 GM Volt PHEV Based on Test Cycles (data source APRF) 

The control concepts previously stated are used to determine the transmission mode and the 
power-split ratio. The concepts do not, however, generate the engine target speed or torque 
because the series and power-split system can de-couple the engine and wheels speed as long as 
the output power demand is met, which provides greater flexibility to choose the engine working 
point to optimize energy consumption. Therefore, an additional control concept to determine the 
operating target is needed to complete the control strategy, for which engine speed operating 
points are obtained according to the engine power, as shown Figure 5.187. 
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Figure 5.187  Engine Operating Targets – 2011 GM Volt PHEV Based on Test Cycles (data source APRF) 

In summary, the engine status is determined on the basis of the power demand or the need for 
performance. If the engine is turned on, the desired power of the battery is determined on the 
basis of the current SOC, and then the engine should provide appropriate power to drive the 
vehicle. Finally, the engine operating targets are determined by a predefined line, and so the 
controller can produce the required torque values for the electric machine and the generator on 
the basis of the engine speed and torque target. 

Fuel Cell Hybrid Electric Vehicle 

Unlike the other vehicle-level controls previously discussed, the algorithm for the fuel cell 
HEVs was not derived from test data, due to the lack of test vehicles. Instead, dynamic 
programming was used to define the optimum vehicle-level control algorithms for a fuel cell 
vehicle. A rule-based control is then implemented to represent the rules issued from the dynamic 
programming. Overall, owing to the high efficiency of the fuel cell system, energy storage only 
recuperates energy during deceleration and propels the vehicle under low-load operations — the 
fuel cell system does not recharge the battery. Unlike electric drive powertrains with an engine, 
the battery does not smooth the transient demands. An example of fuel cell hybrid operations is 
shown in Figure 5.188. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-491 

 

Figure 5.188  Component Operating Conditions of a FCV on the Urban EDC using Dynamic Programming 

 

5.4.2.3 Vehicle Model Validation 

5.4.2.3.1 Vehicle Benchmarking 

Benchmarking is commonly used by vehicle manufacturers, automotive suppliers, national 
laboratories, and universities in order to gain a better understanding of how vehicles are 
engineered and to create large datasets that can be applied in modeling and other analyses. 
NHTSA has been leveraging the extensive existing vehicle test data collected by Argonne 
National Laboratory under funding from the US DOE Vehicle Technologies Office.612 Specific 
instrumentation lists and test procedures have been developed over the past 20 years to collect 
sufficient information to be able to develop and validate full vehicle models. Over the coming 
years, NHTSA intends to benchmark additional vehicles at the APRF to inform the Proposed and 
Final Determination. 

Since its inception in the nineties1, the APRF has been focused technology assessment of 
advanced technology vehicles for the U.S. Department of Energy and its partners through the 
generation and analysis of laboratory data. The staff also supports the development of 
automotive standards through its expertise and public data. The team has tested a large number 
of vehicles of different types, such as advanced technology conventional vehicles, hybrid electric 
vehicles, plug-in hybrid electric vehicles, battery electric vehicles, and alternative fuel vehicles.  

The researchers at the APRF have developed a broad and fundamental expertise in the testing 
of the next generation of energy-efficient vehicles. Over the last twenty years, many methods of 
vehicle instrumentation and evaluation have continuously been refined. The instrumentation 
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intends to capture component level information while the powertrain is in the vehicle. This “in-
situ” instrumentation and testing approach enables the APRF is capture vehicle level and 
component level data over dynamic drive cycles as well as specific powertrain mapping tests.  

Instrumentation approach 

Two levels of instrumentation and testing exist today. The first level (Level-1) involves 
comprehensive, but non-invasive, instrumentation of a vehicle, leaving the vehicle unmarked 
after the testing. The second level (Level-2) involves comprehensive invasive instrumentation of 
a vehicle and its powertrain components, which leaves the vehicle with irreversible alterations, 
but provides an in-depth assessment of the technology. The goal of the instrumentation is to 
provide usage information and efficiencies (if possible) of the different powertrain components, 
operating envelops, and powertrain behavior.  

Typically, Argonne receives Level 1 test vehicles on loan; therefore, the vehicles need to 
leave the test facility in the “as-received” and road worthy condition. This requirement limits 
instrumentation to sensors that can be easily installed and removed without leaving any damage. 
The Level 2 benchmark, which included in-depth, testing, and analysis of new and emerging 
vehicle technologies, is specific to each vehicle. If the vehicle has an internal combustion engine, 
instrumentation is applied to measure the engine speed, fuel flow and engine oil temperature. For 
electrified vehicles, a power analyzer is used to record the voltage and current from the high 
voltage energy storage system. If the vehicle requires charging, the electric power from the grid 
to the charger is measured. The recording of messages from the vehicle’s information buses 
(diagnostic and broadcast network messages) is another expertise of the APRF staff. The 
instrumentation is focused to a particular technology, or technologies that enable the increased 
energy efficiency of a powertrain.  

Facility capabilities 

The APRF has a 4WD wheel drive chassis dynamometer and 2WD chassis dynamometer. The 
4WD chassis dynamometer is in in a thermal chamber to evaluate the powertrain across a range 
of environmental conditions. The thermal chamber and an air-handling unit with a large 
refrigeration system that enables vehicle testing from -20°C to 40°C. All temperatures can be 
evaluated with or without solar emulation lamps providing up to 850 W/m2 of radiant sun 
energy. Some highlights of the APRF capabilities include: rated to test hydrogen powered 
vehicles; 5 cycle capable; several emissions measurement systems; and research focused test 
cell.613 Figure 5.189 illustrates the two chassis dynamometer test cells available at the APRF.  
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Figure 5.189  Illustration of testing at 95°F with sun emulation (left) and at 20°F cold ambient temperature 
(right). 

The APRF benchmark program goes well beyond the standard tests performed for EPA 
certification of fuel economy and emissions. To fully characterize the powertrain and the 
individual components the instrumented powertrains are tested on a wide range of ambient 
temperatures, drive cycles, performance tests and vehicle/component mapping tests.  

Independent and Public Data 

A major goal of the benchmarking activity is to enable petroleum displacement through data 
dissemination and technology assessment. The data generated from the vehicle testing as well as 
the analyses are shared through several mechanisms, such as raw data, processed data, 
presentations and reports.  

The independent and public data is a foundation enabling the development of rigorous and 
technology neutral codes and standards. The data also serves to develop and validate several 
modeling and simulation tools within the DOE system (i.e., Autonomie) as well as outside (i.e., 
EPA Alpha model, University modeling, and economic models). These activities in turn impact 
the modification of test plans and instrumentation for current and future test vehicles. Partners in 
the testing include U.S. manufacturers and suppliers, through the U.S. Council for Automotive 
Research. Many of the research activities of the DOE rely on the benchmark laboratory and fleet 
testing results to make progress towards their own goals. Figure 5.190 details some of these DOE 
research activities and partners. 
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Figure 5.190  Data Dissemination and Project Partners. 

Downloadable Dynamometer Database (D3) 

An additional avenue for data distribution is Argonne’s Downloadable Dynamometer 
Database (D3).614  The D3 website provides access to a subset of data and reports. 

D3 is a public web portal of highly detailed accurate public and independent vehicle test data, 
of critical utility in the research community. This web-based portal to Argonne vehicle test data 
is designed to provide access to dynamometer data that are typically too expensive for most 
research institutions to generate. Shared data is intended to enhance the understanding of system-
level interactions of advanced vehicle technologies for researchers, students, and professionals 
engaged in energy-efficient vehicle research, development, or education.  Figure 5.191 shows the 
structure and content of the database.  

 

Figure 5.191  Map of Downloadable Dynamometer Database. 
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5.4.2.3.2 Vehicle Validation Examples 

Argonne has been validating the Autonomie vehicle models with vehicle test data for more 
than 15 years. Test data were collected at the Argonne National Laboratory APRF from more 
than 60 vehicles, spanning model years 2000-2015. A large number of signals were collected on 
each vehicle with specific focus on model development and validation. While sensors were 
different across vehicles, they included: torque sensors (axles); components speeds; coolant flow 
sensors; coolant component temperatures; exhaust temperatures; emissions; fast CAN data; scan 
tool data; power analyzer on many nodes; dynamometer loads and speeds; and direct fuel 
measurement. These readings were all integrated into one data acquisition system. Some 
additional parameters were then estimated based on measured data and other advanced 
technology vehicles. After each individual model was independently validated, vehicle system 
models were developed and the validation quality was quantified using normalized cross 
correlation power (NCCP).JJJJ Vehicles were tested over a large number of cycles and runs. For 
example, the MY2010 Toyota Prius HEV was run on 11 separate cycles for a total of 26 
tests.KKKK  

Autonomie vehicle models have been validated within test to test repeatability for a wide 
range of technologies and powertrain configurations. The following section highlights some of 
the validation performed using Argonne APRF vehicle test data. While much work has been 
performed at Argonne under DOE VTO funding, NHTSA is currently evaluating the ability to 
perform additional vehicle benchmarking activities on specific vehicles, focusing on 
conventional powertrains. 

NHTSA is also very much aware that subtle differences between modeled and physical shift 
schedules can impact vehicle energy consumption. Some of these differences can be due to drive 
quality limitations amongst other constraints. While numerous constraints have been already 
taken into account (i.e., shift frequency), NHTSA welcomes any feedback that would contribute 
to improving the accuracy of the shifting algorithm, especially for future technologies that are 
not currently in the market. 

5.4.2.3.2.1 Transmission Shifting Algorithm 

As discussed in Section 5.4.2.2.3.1, a generic shifting algorithm has been developed, 
continuously improved and validated over the past 15 years. When new transmission 
technologies are introduced in the market, that algorithm is regularly validated with the latest test 
data. This section highlights how the algorithm logic was modified when 8 speed automatic 
transmissions were introduced. Preliminary analysis led to the development of a new calibration 
and algorithm for 8 speed transmissions as the initial algorithm developed and validated for 6 
speed transmissions did not provide sufficient accuracy. 

Figure 5.192 shows the simulation results of the vehicle speed, the engine speed, and the 
engine torque in UDDS compared with testing results for both shifting algorithms. 

Initial shifting initializer (simulation 1),New algorithm and calibration (simulation 2) 

                                                 
JJJJ See SAE 2011-01-0881, “Test Correlation Framework for HEV System Model,” Ford Motor Company 
KKKK The Prius was evaluated on the following cycles: UDDS, LA92, NEDC, JC08, NYCC, SC03, Accels, cycle 

505, Highway, US06, and SS. 
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Figure 5.192  2013 Sonata 6ATX Simulation and Testing Results on UDDS (0–505 s) (data source APRF) 

 

In Figure 5.193, the gear numbers over the UDDS (0-505 s) are compared with the test data 
for two transmission types (6 speed and 8 speed). The first is a 2013 Sonata conventional 6ATX 
(left) and the second is a 2013 Chrysler 300 8ATX (right). Both simulations show closed shifting 
performance with the test results, but the results of simulation with the new algorithm show 
higher accuracy than those of the current algorithm, especially for the eight speed transmission.  

 

Figure 5.193  Simulation and Testing Results for 6ATX (left) and 8ATX (right) (test data source APRF) 
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In Figure 5.194, additional simulation results over the NEDC are compared with test data. In 
this case, a conventional 2012 Fusion with a 6ATX transmission (right) is compared with a 2013 
Chrysler 8 ATX (left).  

 

Figure 5.194  Comparison of Simulation and Test Results over the NEDC (test data source APRF) 

 

The CVT model and shifting control strategy developed in Autonomie were validated by 
comparing the simulation results with the experimental results from Argonne ANL’s APRF for 
multiple vehicles. Figure 5.195 shows the validation results for the target HEV system on the 
UDDS (city driving on left) and HWFET (highway driving on the right) cycles for the 2012 
Honda Civic CVT. The CVT shift dynamic model was validated by comparing the CVT gear 
ratios: the simulation result for the CVT gear ratio agreed well with the experimental result. The 
battery was charged or discharged according to the driving mode control strategy. The simulated 
vehicle speed, gear ratio, engine torque and battery SOC are comparable with the experimental 
results, demonstrating the validity of the simulation model and control strategy. 
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Figure 5.195  Simulation and Test Results Compared for a Honda Civic HEV (test data source APRF) 

5.4.2.3.2.2 Powersplit HEV 

The power-split HEV model was validated under different thermal conditions. An example of 
a comparison between the simulation results and the test data for engine operating points is 
shown in Figure 5.196 for the 2010 Toyota Prius HEV. In Figure 5.196 (left), the engine 
operating points obtained from simulation results are close to the test data, especially for engine 
ON/OFF conditions. In addition, the energy consumption and the SOC behavior are also close to 
the test data. 

 

Figure 5.196  Simulation and Testing Results over the UDDS for 2010 Toyota Prius HEV (test data source 
APRF) 
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5.4.2.3.3 Pre-transmission HEV 

The pre-transmission HEV control logic was validated using Argonne’s APRF test data from 
the 2013 Jetta DCT Hybrid. Comparing the simulation results for the vehicle speed, gear 
number, and battery SOC on the UDDS cycle with test results, as shown in Figure 5.197, showed 
good correlation.  

 

Figure 5.197  Simulation and Testing Results over the UDDS for 2013 Jetta DCT HEV (test data source 
APRF) 
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5.4.2.3.3.1 Range Extender PHEV 

The range extender PHEV model was validated under different thermal conditions using 
Argonne’s APRF test data from the Gen 1GM Volt. The vehicle speed, component speed, and 
component torque under normal ambient temperature were successfully compared with the 
testing results shown in Figure 5.198.  

 

Figure 5.198  Simulation and Testing Results over the UDDS for 2011 GM Volt PHEV (test data source 
APRF) 

In Figure 5.199, the simulated SOC for a 2011 GM Volt PHEV over the UDDS matches well 
with the testing results during the first 200-seconds, since the controller tends to maintain the 
engine turned on to warm up the engine, and so the results of simulation show an increase in the 
SOC at the start of the engine. In addition, the simulation results show that the pattern of the 
coolant temperature is similar to that from test under normal ambient temperature. 
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Figure 5.199  Simulation and Testing Results for a 2011 GM Volt PHEV (test data source APRF) 

5.4.2.4 Simulation Modeling Study Overview 

It is widely acknowledged that full-scale physics-based vehicle simulation modeling is the 
most thorough approach for estimating future benefits of a package of new technologies. This is 
especially important for quantifying the efficiency of individual technologies and their synergies 
with other, especially for those that do not currently exist in the fleet or as prototypes. 
Developing and executing tens or hundreds of thousands of constantly changing vehicle 
packages models in real-time is extremely challenging. While this approach was until recently 
considered generally not practical to implement, the process developed by Argonne in 
collaboration with NHTSA and the Volpe Center does just exactly that. This approach offers 
multiple advantages, including the ability to apply varying levels of technologies across the 
vehicle fleet to account for the full range of vehicle attributes and performance requirements. 

As part of rulemakings, the objective of the modeling described in this section is to simulate 
all of the possible technology combinations in the Volpe model and eliminate the use of synergy 
factors. The result of this work is a comprehensive understanding of the impact of combined 
vehicle technologies on energy consumption. To achieve this objective, individual vehicles were 
simulated to represent every combination of vehicle, powertrain, and component technologies 
considered for the assessment. The sequential addition of these technologies to the five vehicle 
classes currently considered results in 140,000 unique vehicle combinations. In addition, 
powertrain sizing algorithms needed to be run in Autonomie to ensure similar vehicle 
performances, resulting in over one million simulations. 

GT POWER simulation modeling of engine technologies was conducted by IAV Automotive 
Engineering, Inc. (IAV). GT-Power is a commercially available engine simulation tool with 
detailed cylinder model and combustion analysis. GT-POWER is used to predict engine 
performance quantities such as power, torque, airflow, volumetric efficiency, fuel consumption, 
turbocharger performance and matching and pumping losses, and other parameters. Engine maps 
resulting from this analysis were then used by ANL in Autonomie.  

The current vehicle system simulations included: 

 5 vehicles Classes (Compact, Midsize, Small SUV, Midsize SUV, Pickup) 
 14 engine technologies 
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 11 electrification levels (conventional is equivalent to no electrification level) 
 9 transmissions technologies (applied to Low Electrification Level Vehicles only) 
 6 Light Weighting levels 
 3 Rolling Resistance levels 
 3 Aerodynamics levels 

NHTSA is planning to simulate all the vehicle classes considered in the Volpe model, 
including high performance vehicles in the near future. In addition, NHTSA is considering 
adding new component technologies based on feedback from the Draft TAR and on-going and 
future benchmarking activities. 

The process developed includes the following steps as shown in Figure 5.149: 

1) Collect/develop all the technology assumptions 
2) Create fuel maps for engine technologies. 
3) Develop a process to automatically create the vehicle models. 
4) Size the individual vehicles to all meet the similar vehicle technical specifications 

(note that some vehicles inherit component and energy from previous decision tree 
steps). 

5) Simulate each vehicle model on the standard driving cycles. 
6) Create a database with all the required input for the Volpe model. 
7) Create post-processing tool to validate the database content. 

Since this process has to be performed in an acceptable amount of time, distributed computing 
was extensively used for vehicle sizing and simulation 

The remaining subsections of this chapter describe each step of the analysis methodology.  

5.4.2.5 Selection of Technologies for ModelingLLLL 

Table 5.218 lists the engine, transmission, and vehicle technologies simulated in this study.  

Table 5.218  Vehicle and Powertrain Technologies Evaluated 

Engine Technologies Drivetrain Technologies 

Variable Valve Timing 6-Speed Manual Transmission 

Variable Valve Lift 7-Speed Manual Transmission 

Stoichiometric gasoline direct injection 6-Speed Automatic Transmission 

Cylinder Deactivation 8-Speed Automatic Transmission 

High Compression Ratio Continuously Variable Transmission 

Engine Friction Reduction 6-Speed Dual Clutch Transmission 

Turbocharging and downsizing 8-Speed Dual Clutch Transmission 

Stoichiometric Exhaust Gas Recirculation Secondary Axle Disconnect 

Downspeeding Stop Start 12 Volt 

Cooled EGR Mild Alternator Regenerative Braking 

Miller Cycle 48 Volt Belt ISG  

Advanced Diesel  100 Volt Crank ISG 

Improved turbocharger efficiency Strong Hybrid Power Split 

                                                 
LLLL Not all of the technologies in the Volpe model decision tree were evaluated by Argonne. Compressed natural 

gas, liquid natural gas, liquid propane gas, and LGDI were not modeled by Argonne and are not included in Table 
5.218. 
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Injection pressure increase Strong Hybrid P2 

Downspeeding with increased boost pressure Plug-in Hybrid (30 mile all-electric range) 

Closed loop combustion control Plug-in Hybrid (50 mile all electric range) 

Low pressure EGR Electric Vehicle (200 mile range) 

 Fuel Cell Vehicle 

Vehicle Technologies Improved Accessories 

Aerodynamic Drag Reduction Electric Power Steering 

Mass Reduction Electric Water Pump 

Improved Tire Rolling Resistance Electric Cooling Fan 

Low Drag Brakes High Efficiency Alternator 

 

5.4.2.6 Modeling Assumptions 

Section 5.2 presented the agencies' joint assessment of the current state of technologies and 
the advancements that have occurred since the publication of the FRM. As stated earlier, the 
agencies have reexamined every technology considered in the FRM, as well as assessing some 
technologies that are currently commercially available but did not play a significant role in the 
FRM analysis, as well as emerging technology for which enough information is known that it 
may be included in this Draft TAR. The categories of technologies discussed in Section 5.2 
include: engines, transmissions, electrification, aerodynamics, tires, mass reduction, and other 
vehicle technologies such as improved accessories and low drag brakes.  For a descriptions of 
these technologies, please refer to that section.  This section adds information specific to the 
NHTSA CAFE analysis of engines, transmissions, electrification, aerodynamics, tires, mass 
reduction, and other vehicle technologies. 

5.4.2.6.1 Vehicle Level 

Table 5.219 provides the reference specifications used for the five vehicle classes modeled by 
ANL. The vehicles were sized to meet each vehicle technical specification (for example 
performance and range for electric vehicles). 

Table 5.219  Reference Vehicle Assumptions for all Classes in Autonomie 

 Compact Car Midsize Car Small SUV Midsize SUV Pickup 

Wheel mass (kg) 85 85 90 95 95 

Wheel radius (m) 0.31725 0.31725 0.35925 0.3677 0.38165 

Glider mass (kg) 820 1000 1150 1260 1500 

Frontal Area (m2) 2.3 2.4 2.8 2.9 3.3 

Drag Coefficient 0.32 0.31 0.36 0.37 0.45 

Rolling resistance 0.0075 0.008 0.0084 0.0084 0.009 

Electrical Base Acc Load (W) 240 240 240 240 240 

EXTRA: Electrical Acc Load for 
cooling for EV & PHEV 30&40 (W) 

220 220 220 220 220 

Fuel Tank Size for Conventional (gal) 12 17 17 22 26 

Fuel Tank Size for HEV/PHEVs (gal) 10 13 13 17 20 

Fuel Tank size for Fuel Cell 320 miles 320 miles 320 miles 320 miles 320 miles 

 

Autonomie has multiple driver and chassis models that can either use vehicle dynamometer 
coefficient or the aerodynamic equations. The first option is usually only selected when 
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performing vehicle validation. The aerodynamic equations, leveraging Cd, FA, and Crr, were 
used to perform all simulations. 

While only five vehicle classes were simulated by ANL, the Volpe model includes additional 
vehicle classes. As a result, effectiveness results from the two non-modeled classes have been 
defined based on results from the five modeled classes. In the next round of simulations, all the 
vehicle classes required by the Volpe model will be simulated with Autonomie. 

5.4.2.6.2 Gasoline and Diesel Engines  

IAV provided wide-open-throttle engine performance values and brake-specific fuel 
consumption (BSFC) maps for the engine technologies listed in Table 5.218 IAV validated the 
GTPower model with existing dynamometer measurements for several engines. The models were 
trained over the entire engine operating range and have predictive combustion capability. This is 
essential, since the BSFC prediction needs to be accurate while the engine setup is subject to 
change.  

Relevant engine geometries/parameters were measured and modeled with friction/flow losses, 
heat transfer, and other parameters and calibrated to match measurements. Displacement 
normalized mechanical friction was modeled as a function of engine speed and specific load. A 
combustion model was trained to predict fuel heat release rates in response to physical effects 
such as cylinder geometries, pressure, temperature, turbulence, residual gas concentration and 
other parameters. A knock correlation based on in-cylinder conditions and fuel octane rating 
predicts if knock will occur and at what intensity. A combustion stability threshold prediction 
was trained using covariance of IMEP data and is used for understanding EGR tolerance, 
especially at low loads. Load controllers were developed for fuel/air path actuators and targeting 
controllers drive optimal and knock limited combustion phasing just as in a physical engine. 
Careful modeling practice was used to provide confidence that calibrations will scale and predict 
reasonable/reliable as parameters are changed throughout the various technology concept studies. 

IAV provided 14 engine maps in total: eight of these are naturally aspirated gasoline engines, 
five are turbocharged gasoline engines, as well as one diesel engine. One naturally aspirated 
gasoline engine map was developed based on benchmarking of a 2014 SKYACTIV-G 2.0L 
engine from a Mazda 6 by EPA. Finally, one Atkinson engine map generated using Argonne test 
data was used for electrified vehicles with power split architecture. Thus, the total number of 
engine maps used in the study is 16. 

For all engines, engine speed, BMEP, brake torque, fuel flow rate, PMEP and FMEP data 
were provided in a standardized format to Argonne. These channels were provided from 1,000 
RPM to the max engine speed and from 0 bar BMEP to full load to provide a full operation map. 
Fuel flow rates at zero output torque were provided separately from 650 RPM (defined idle) to 
6000 RPM. Negative torque data was also provided which included the minimum fueled torque 
curve from the baseline engine concept; 1) unfueled motoring curves from the baseline concept; 
and 2) unfueled motoring curve from cylinder deactivation concept at wide open throttle. IAV 
used gasoline with LHV = 41.3 MJ/kg for the mapping but the naturally aspirated engines were 
calibrated with 87 (R+M)/2 rating fuel and the turbocharged engines used 93 octane fuel. IAV 
did not use certification fuel and so ANL adjusted the vehicle fuel economy results to represent 
certification fuel by using the ratio of the lower heating values of the test and certification fuels. 
Values for brake specific fuel consumption at different engine loads are shown in Figure 5.200.  
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IAV Engine 1 is a naturally aspirated PFI 2.0-L gasoline engine with VVT from a MY2013 
vehicle. A brake specific fuel consumption (bsfc) engine map was generated from dynamometer 
testing of the existing engine, which then served as the baseline map for all simulated naturally 
aspirated engines (Engines 1-8a). Figure 4 shows the 2L, 4-cylinder naturally aspirated PFI with 
DOHC and dual cam VVT. The engine calibrations were fully optimized for best BSFC and 
maximum torque. 

Each subsequent engine (bsfc map) represents an incremental increase in technology advance 
over the previous technology. Engines 2-4 add variable valve lift (VVL), direction injection (DI), 
and cylinder deactivation (deac) sequentially to the base engine map. Engine 5a converts Engine 
1 from DOHC to SOHC. Engines 5b, 6a, 7a, and 8a add some friction reduction to Engines 5a, 2, 
3, and 4MMMM   

 

Figure 5.200  IAV Gasoline Engine1 Map 

For Engine 2, a VVL system was added to the intake valves to Engine 1. Both valve lift and 
timing were optimized. This engine allows for reduced pumping work at low loads and more 
torque at low speeds due to reduced intake duration. 

                                                 
MMMM In stage 1, FMEP is reduced by 0.1 bar and in level 2 FMEP is reduced by 25 percent over the entire operating 

range. 
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Figure 5.201  IAV Gasoline Engine2 Map (left), Incremental Improvement vs Eng1 (right) 

 

PFI Engine 2 was converted to direct injection to model engine 3. The compression ratio was 
raised from 10.2 to 11.0 and injection timing optimized. Direct injection provides greater knock 
tolerance, allowing higher compression ratio and increased efficiency over entire map. 

 

Figure 5.202  IAV Gasoline Engine3 Map (left), Incremental Improvement vs Eng2 (right) 

Cylinder deactivation was added to engine 3 to model engine 4. This technology deactivates 
the intake and exhaust valves and prevents fuel injection into some cylinders during light-load 
operation. The engine runs temporarily as though it were a smaller engine which substantially 
reduces pumping losses. For 4 cylinder applications, the engine fires only 2 cylinders at low 
loads and speeds below 3000 RPM and less than 5 bar BMEP by deactivating valves on 2 
cylinders. The main benefit is that the effective load is doubled on 2 cylinders providing less 
pumping work and higher efficiency. 
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Figure 5.203  IAV Gasoline Engine4 Map (left), Incremental Improvement vs Eng3 (right) 

Engine 5b was developed to assess the benefit of reduced friction. Reduction in engine 
friction can be achieved through low-tension piston rings, roller cam followers, improved 
material coatings, more optimal thermal management, piston surface treatments, cylinder wall 
treatments and other improvements in the design of engine components and subsystems that 
improve engine operation. A SOHC engine with VVT was used and its FMEP reduced by 0.1 bar 
over its entire operating range. Valve timing was optimized for fixed overlap camshaft.  

 

Figure 5.204  IAV Gasoline Engine5b Map (left), Incremental Improvement vs Eng1 (right) 
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Engine 6a was developed to assess the friction reduction impact on Engine 2. Reduced friction will 
improve efficiency at all load points as well as raise the full load line. 

 

Figure 5.205  IAV Gasoline Engine6a Map (left), Incremental Improvement vs Eng5b (right) 

 

Engine 7a was developed to assess the friction reduction impact on Engine 3.  

 

Figure 5.206  IAV Gasoline Engine7a Map (left), Incremental Improvement vs Eng6a (right) 

 Engine 8a was developed to assess the friction reduction impact on Engine 4. 

 

Figure 5.207  IAV Gasoline Engine8a Map (left), Incremental Improvement vs Eng7a (right) 
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IAV Engine 12 is the base engine for all the simulated turbocharged engines (Engines 13-16) 
and was also validated using engine dynamometer test data. Turbocharging and downsizing 
increases the available airflow and specific power level, allowing a reduced engine size while 
maintaining performance. This reduces pumping losses at lighter loads in comparison to a larger 
engine. Engine 12 represents a 1.6L, 4 cylinder turbocharged, direct injection DOHC engine with 
dual cam VVT and intake VVL. A compression ratio of 10.5:1 was used along with side 
mounted direct fuel injectors and a twin scroll turbocharger. The calibrations were fully 
optimized for best BSFC. Figure 5.208 shows fuel consumption at given engine speeds and 
loads. 

 

Figure 5.208  IAV Gasoline Engine12 Map (left), Incremental Improvement vs Eng1 (right) 

Engine 12 has been further downsized to a 1.2L to represent engine 13. The turbocharger 
maps scaled to improve torque at low engine speeds. All the turbocharged direct injection 
engines described below have been developed using 93 octane. NHTSA understands that using 
such fuel might lead to overestimating the effectiveness of the technology, especially for high 
BMEP engines. While the engine maps will be updated to represent regular grade octane 
gasoline, NHTSA does not expect significant effectiveness change on the standard driving cycles 
as the engines operate at lower loads. 

 

Figure 5.209  IAV Gasoline Engine13 Map (left), Incremental Improvement vs Eng12 (right) 

 

High pressure cooled EGR was added to engine 13 to develop engine 14. Exhaust gas 
recirculation boost increases the exhaust-gas recirculation used in the combustion process to 
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increase thermal efficiency and reduce pumping losses. Levels of exhaust gas recirculation 
approach 25 percent by volume in these highly boosted engines (this, in turn raises the boost 
requirement by approximately 25 percent). Cooled EGR target set points were optimized. 

 

Figure 5.210  IAV Gasoline Engine14 Map (left), Incremental Improvement vs Eng13 (right) 

Engine 14 was further downsized to 1.0L to develop Engine 15. Cooled EGR target set points 
were re-optimized and turbocharger maps were re-scaled. Downsizing with cooled EGR reduces 
in-cylinder temperatures and knock, and lower the need for enrichment to protect emission 
control devices. 

 

Figure 5.211  IAV Gasoline Engine15 Map (left), Incremental Improvement vs Eng14 (right) 

 

Engine 15 was converter to a 3 cylinder 1.0L concept to develop engine 16. To do so, intake 
and exhaust piping were scaled to account for larger mass flows through each cylinder and 
cooled EGR target set points were re-optimized. 
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Figure 5.212  IAV Gasoline Engine16 Map (left), Incremental Improvement vs Eng15 (right) 

Figure 5.213 shows the engine map for the diesel engine. Diesel engines have several 
characteristics that give superior fuel efficiency, including reduced pumping losses due to lack of 
(or greatly reduced) throttling, and a combustion cycle that operates at a higher compression 
ratio, with a very lean air/fuel mixture, than an equivalent-performance gasoline engine. This 
technology requires additional enablers, such as NOx trap catalyst after-treatment or selective 
catalytic reduction NOx after-treatment. For the diesel engine, measured data, including engine 
speed, BMEP, brake torque, brake power, BSFC channels were provided.  

 

Figure 5.213  Diesel IAV Engine17 Map (left), Incremental Improvement vs Eng16 (right) 

 

The last engine modeled for conventional powertrains was a high compression ratio engine. 
Higher compression ratio improves piston power stroke while helping to prevent knock. 
Atkinson cycle engines combine an increase in compression ratio and variable intake camshaft 
timing. Although producing lower overall power for a given displacement, this engine has 
specific high efficiency operating points and is capable of significant CO2 reductions when 
properly matched to a strong hybrid system. The engine map was developed based on the 2014 
SkyActiv 2.0L engine from a Mazda 6 using test data collected by the U.S. EPA and is shown in 
Figure 5.214.    
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Figure 5.214. High Compression Ratio Engine Map Developed From Dynamometer Test Data 

Atkinson engine technology was also used for power split hybrid powertrains. The engine 
map was developed based on APRF test data and published literature. It is important to note that 
pre-transmission hybrids as well as multi-mode hybrids have also been simulated. In those cases, 
all the engine technologies previously described have been considered. 

NHTSA is planning to continue to work with IAV to update the existing engine maps for the 
technologies considered so far as based on feedback and comments received as part of the Draft 
TAR as well as develop new high fidelity models for additional technologies to represent 
potential future technologies. NHTSA will ensure that all future engine model development is 
performed with regular grade octane gasoline. NHTSA will also continue to gather information 
on the latest engine technologies, both from public and proprietary sources, to compare the 
effectiveness each of those specific OEM engines with the GTPower models. 

5.4.2.7 Description of Engine Technologies Evaluated 

This next sections provides NHTSA-specific details on the engine technologies modeled in 
the gasoline and diesel engines. Please refer to section 5.2 for a general description of variable 
valve timing and lift, friction reduction, EGR, and developments in the technologies since the 
publication of the FRM.  

5.4.2.7.1 Friction reduction 

Friction reduction has been shown to offer significant improvements in vehicle fuel 
consumption. Engines were subjected to two levels of reduction in friction mean effective 
pressure. 

1) A reduction in FMEP by 0.1 bar across the entire engine speed range. 
2) An extreme friction reduction (25 percent FMEP) across the entire speed range. 

In the Volpe modeling, only the first level of friction reduction has been considered. 
Predictive friction equation was calibrated from test data used in Engines 1-8b to allow for a 
smooth and systemic friction study but may under predict FMEP at high loads with late 
combustion phasing. Map based FMEP lookup compiled from test data was used for Engines 12-
16. Due to different methods, we cannot draw direct conclusions on naturally aspirated vs. 
downsized engine friction. 
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5.4.2.7.2 Cylinder Deactivation 

Cylinder deactivation operates the remaining, firing cylinders at higher BMEP under light 
load conditions. This moves operation of the remaining cylinders to an area of engine operation 
with less throttling and thus lower pumping losses and reduced BSFC. 

Two separate engine maps are used to model the cylinder deactivation benefits. A logic 
described below is then used to decide when to use or not the functionality. Due to NVH 
considerations, cylinder deactivation operation is not performed in several vehicle operation 
modes, such as vehicle warm-up, low gears, idle, and low engine speed in production 
vehicles.NNNN Cylinder deactivation was disabled under the following vehicle and engine 
conditions: 

1) If the engine is at idle or any speed below 1000 RPM and above 3000 RPM. 
2) If the vehicle is in the 1st or the 2nd gear. 
3) If the engine load is above half the max BMEP of the engine (and a certain hysteresis 

is maintained to prevent constant activation and deactivation). 

Changes in the transmission shifting calibration (like lugging speed limits) and additional 
torque converter slippage during cylinder deactivation have not currently been considered.  

5.4.2.7.3 Turbocharged Engines 

In addition to the naturally aspirated engines, maps for turbo technologies were also 
developed using GT-Power. With turbo engines, there is a ‘lag’ in torque delivery due to the 
operation of the turbo charger. This impacts vehicle performance, and vehicle shifting on 
aggressive cycles. Turbo lag has been modelled in Autonomie for the turbo systems based on 
principles of a first order delay, where the turbo lag kicks in after the naturally aspirated torque 
limit of the turbo engines has been reached. Figure 5.215 shows the response of the turbo engine 
model for a step command. 

 

Figure 5.215  Turbo Charged Engine Response for a One Liter Engine 

                                                 
NNNN Cold start conditions were not a factor for the simulations since the study assumed “hot start,” for all 

simulations, with the engine coolant temperature steady around 95 degrees C. 
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The turbo response varies with engine speed, i.e. at higher speeds, the turbo response is faster 
due to higher exhaust flow rates. It should be noted that the baseline engine maps (Engine 1 and 
Engine 12) for the naturally aspirated and the turbo engines were validated with test data. 
Maximum torque line on boosted engines is adjustable based on boost pressure (Engine 12 
especially could have higher torque potential). 

5.4.2.8 Transmissions 

To represent the current market distribution and trends, NHTSA considered AT, MT, DCT, 
and CVT transmission technologies in the current assessment. 

As was discussed in Section 5.2, above certain values, additional gearing and ratio spread 
provide minimal additional fuel economy benefits. For this reason, the maximum gear number 
considered in the present analysis was limited to 8. 

Based on the current market distribution, trends and benefit limitations of very high gear 
numbers, NHTSA, Argonne and Volpe selected the following configurations for use in the Volpe 
model: 

 5-speed automatic (5AU - baseline vehicle) 
 6-speed automatic (6AU) 
 8-speed automatic (8AU) 
 6-speed dual-clutch (6DCT) 
 8-speed dual-clutch (8DCT) 
 Continuously variable (CVT) 
 5-speed manual (5DM) 
 6-speed manual (6DM) 
 7-speed manual (7DM) 

Progressive transmission gear ratios have been designed for each transmission type 
considering trends in gear span and ratios, as well as expected differences in vehicle performance 
and energy consumption based on the transmission technology. On the basis of a literature 
review and evaluation of Argonne’s APRF chassis dynamometer test data for multiple 
conventional vehicles, the following criteria were selected for the design of transmission gear 
ratios, final drive ratios, and shift parameters. 

 The vehicle should shift to top gear above a certain vehicle speed (i.e. 45 mph). 
 In top gear, the engine should operate at or above a minimum engine speed (i.e. 

1,250 rpm) to prevent engine lugging. 
 The number of gear shifts for specific transmission on each cycle was defined using 

APRF vehicle test data. For example, for a 6-speed transmission, on the Urban 
Dynamometer Driving Schedule cycle, the number of shifts should be around 110 to 
120 based on a review of chassis dynamometer test data. Note that this constraint is 
only evaluate after the simulations and is only used to highlight vehicles with 
potential drive quality issues. 

 Gear span and final drive ratios should be based on industry trends.  
 Engine operation will be restricted in the low-speed/high torque region to prevent 

noise, vibration, and harshness issues and ensure drive quality.  
 The span of the 8-speed transmissions is higher than that of the 6-speed transmission. 
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 The span of the 8-speed DCT is slightly higher than the span of the 8-speed automatic 
to compensate for the lack of torque multiplication of the torque converter for the 
automatic transmission.  

 The vehicle should be able to meet or exceed Vehicle Technical Specifications 
(VTSs) related to grade (in first and top gear) and passing performance.  

Dual clutch transmissions with torque converters are being introduced in the market. But, 
based on the 2014 EPA Report on light –duty vehicles, a significant majority of the DCT 
transmissions in the market today are without the use of a torque converter device.615 Therefore, 
in this study, it is assumed that a torque converter is not used with the DCT.  

Transmission design parameters that substantially affect engine operation - gearing ratios, 
ratio spread, and shift control strategy - are all used to optimize the engine operation point, and 
thus the effectiveness of these transmission parameters depend in large part on the engine it is 
coupled with. Advanced engines incorporate new technologies, such as variable valve timing and 
lift, direct injection, and turbocharging and downsizing, which improve overall fuel consumption 
and broaden the area of high-efficiency operation. With these more advanced engines, the 
benefits of increasing the number of transmission gears (or using a continually variable 
transmission) diminish as the efficiency remains relatively constant over a wider area of engine 
operation. Due to the impact of transmission design, Argonne conducted a review of current 
transmissions in the market to select the design parameters for the study. 

Based on publicly available data, the gear spans, transmission gear ratios, and final drive 
ratios for several vehicles were reviewed.  Table 5.220 lists the minimum and maximum values 
for gear ratio span, final drive ratio, and engine speed in top gear at 45 mph (indicator of top gear 
ratio). The table also lists the selected values for the 6-speed transmission. A similar selection 
was made for the 8-speed case, as well. 

Table 5.220  Gear Ratio, Final Drive Information for Sample 6-Speed Automatic Transmission Vehicles 

 Minimum Value Maximum Value Selected Value for Study 

Span 5.6 6.15 6.00 

Final Drive 3.2 4.58 3.74 

Engine Speed (45 mph) 1,234 RPM 1,604 RPM 1,420 RPM 

 

A gear span of 6 was selected for the 6-speed case, because current trends in transmission 
technology reflect increasing gear spans, thus driving selection of a span closer to the maximum 
observed value. 

Similarly, span and final drive ratios for the 8-speed AU transmission were chosen, 
considering available transmissions in the market today as well as the criteria listed above. It 
should be noted that there are very few compact cars currently in the market with 8-speed 
transmissions, and most of the available data suggest the use of 8-speed transmissions in the 
large sedan (and higher) segments, luxury cars, and sports cars. Therefore, the decision on gear 
span and final drive ratio was made so as to meet the criteria listed above. 

Table 5.221 lists the span, final drive ratio, and engine speed at 45 mph for the 6-speed AU, 
8-speed AU, and 8-speed DCT transmissions. With a start-stop (BISG) powertrain configuration, 
the electric machine provides additional torque during vehicle launch, thus aiding in vehicle 
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acceleration and performance. Therefore, it is possible to have a lower final drive ratio than for a 
conventional powertrain with the same transmission. A very small final drive ratio would result 
in increased transmission gear ratios to attain the same performance and grade ability 
requirements, and therefore, an inherent trade-off exists between higher transmission gear ratio 
and final drive ratio. Finding an optimum trade-off between transmission gear ratio and final 
drive ratio for the BISG is beyond the scope of this study. Table 5.221 shows gear span, final 
drive and engine speed in top gear at 45 mph for a 6-speed AU, 8-speed AU, and an 8-speed 
DCT. 

Table 5.221  Comparison of Gear Span, Final Drive and Engine Speed for Three Transmissions 

 6-speed AU 8-speed AU 8-speed DCT 

Span 6 7.5 7.7 

Final Drive  3.7 3.5 3.5 

Engine Speed (45 mph) 1,420 RPM 1,290 RPM 1,290 RPM 

 

With the gear span, final drive ratio, and expected engine speed at 45 mph in top gear all 
preselected, the progressive gear ratios were calculated for each transmission type using the 
following formula from:  

𝑖𝑛 = 𝑖𝑧 [
𝑆𝑝𝑎𝑛

𝜙2
0.5(𝑧−1)(𝑛−1)

]

𝑧−𝑛
𝑧−1

  𝑧 ≠ 1 

Where:  

z  = total number of gears, 

n  = gear number in consideration for design (varies from 1 to z), 

2  = progression factor (independent variable — normally between 1 and 1.2), 

zi  = top gear ratio, and 

ni  = nth gear ratio. 

The independent variable 2  can normally take a value between 1 and 1.2 based on industry 
trends. The selection of 2 causes a trade-off between energy consumption and performance. For 
this study, the independent variable, for each transmission, was chosen so as to minimize the 
energy consumption over a combined UDDS (Urban) and HWFET (Highway) drive cycle. 
Figure 5.216 shows the fuel economy and performance (IVM-60 mph) for different values of the 
independent variable for a UDDS cycle.  
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Figure 5.216  Fuel Economy and Performance Variations with Choice of Progression Factor for a 6-Speed 
Transmission 

As shown, a value of 1.07 provides the maximum fuel economy and was therefore chosen to 
decide the gear ratios of the multi-speed transmissions for the study. Figure 5.217 shows the gear 
ratios obtained with three different values of 𝜑2 for a 6-speed transmission. 

 

Figure 5.217  Gear Ratios Obtained with Three Values of Progression Factor for a 6-Speed Transmission 

 

A similar process was used for the 8-speed transmissions. 

To validate the approach described above for selection of the intermediate gear ratios, the 
intermediate gear ratios calculated by the algorithm were compared to actual vehicles for two 
vehicles in the compact class. Gear span, final drive ratio, and top gear ratio were inputs to the 
equation above. As Figure 5.218 and Figure 5.219 show, with proper selection of the 
independent variable 2 , the calculated gear ratios are very close to the actual gear ratios. 
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Figure 5.218  Comparison of Actual Gear Ratios and Gear Ratios Calculated 

 

Figure 5.219  Comparison of Actual Gear Ratios and Gear Ratios Calculated 

A similar validation was performed with the Ford Focus and the Chevy Cruze. Table 5.222 
shows the value of 2 , which was calculated to minimize the LSE (Least Square Error) between 
calculated and actual gear ratios for the vehicles, in comparison to the value of 2  chosen for the 
study. 

Table 5.222  Progression Ratio for Numerous Vehicles with 6-speed AU 

 Ford Focus Chevy Cruze Mazda 3 Volkswagen Golf Study 

2  1.09 1.04 1.08 1.08 1.07 

 

Table 5.223 summarizes gear and final drive ratios for the different transmissions evaluated in 
the study. 
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Table 5.223  Transmission Attributes 

 

 

Conventional vehicles were simulated with an automatic transmission, manual transmission, 
dual clutch transmission, and continuously variable transmission. Power-split HEV and PHEV 
20 AER transmissions have a planetary gear set with 78 ring teeth and 30 sun teeth, similar to the 
Toyota Prius. The PHEV 30 and PHEV50 AER have a planetary gear set with 83 ring teeth and 
37 sun teeth, similar to the GM Voltec Gen1. Fuel cell vehicles use a two-speed manual 
transmission to increase the powertrain efficiency as well as allow them to achieve a maximum 
vehicle speed of at least 100 mph. BEVs are fixed gear. Table 5.224 gives the characteristics of 
all transmission used in the study.  
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Table 5.224  Transmission Peak Efficiency 

Peak Efficiency (%): Automatic Trans. 97.5 

Peak Efficiency (%): CVT 97.5 

Peak Efficiency (%): DCT 98 

Peak Efficiency (%): Manual Trans. 98.5 

Peak Efficiency (%): Planetary gearset/Voltec Gen1 98 

Peak Efficiency (%): Final Drive 98 

 

In the current analysis, similar performance data was used for transmissions (i.e., the 1:1 ratio 
of the 6 and 8 speed transmissions use the same performance maps). This approach was used to 
be able to estimate the effectiveness impact of transmissions with higher gear numbers (i.e. 
increased gear spread) and advanced controls (i.e., earlier torque converter lockup). 
Benchmarking data collected by EPA and its contractors for a current 6 speed automatic 
transmission and 8 speed transmission, show that the transmissions currently in the market do 
not have the same efficiencies since they were designed at different timeframes. As a result, 
NHTSA has applied a fixed additional effectiveness to represent the benefits of improved 
efficiency between existing 6 and 8 speed transmissions. Future simulations runs will include 
multiple efficiency options for each transmission to account for changes in transmission design 
over time. Additional benchmarking performed by NHTSA and other agencies will also be 
leverages when they become available to update the transmission technology, assumptions and 
decision tree steps. 

5.4.2.9 Torque Converter 

Multiple torque converter performance maps were used for the vehicle simulations depending 
on the engine maximum input torque. An example of data set is provided in Figure 5.220. 

 

Figure 5.220  Torque Converter Specification Example 
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5.4.2.10 Electric Machines 

Electric machine performance data were provided by Oak Ridge National Laboratory. The 
performance maps, developed under DOE Vehicle Technologies Office funding, are shown 
below for: 

 micro-HEV, BISG and CISD (Figure 5.221),  
 HEV and blended PHEV (Figure 5.222),  
 E-REV PHEV (Figure 5.223) and  
 BEV and FCHEV (Figure 5.224) 
 The performance maps were developed assuming normal temperature operating 

conditions. Electric machine inverter losses are included in the maps. 
 The figures below represent the electric machine peak torque curves. A constant ratio 

was assumed between the continuous and peak torque curves, as follows: 
 2 for the micro-HEV, BISG, and CISG 
 2 for the electric machine 1 and 1.5 for the electric machine 2 of the power-split HEV 

and blended PHEV 
 1 for EREV, BEVs, and fuel cell HEV 

The electric machine specific weight is 1,080 W/kg and its controller 12,000 W/kg. The peak 
efficiency is set to 90 percent. This specific weight value was provided by electric machine 
experts (DOE, OEMs) and was intended to represent the expected state of the technology by 
2020.  The value may not, however, represent the most optimistic case, and Argonne is planning 
to update the value based on information from DOE and OEM experts that has recently been 
received. 

The main focus of BISG hybrid vehicles is to capture regenerative braking energy as well as 
provide minimal assist to the engine during high-transient operating modes. Because the electric 
machine is linked to the engine through a belt, its power is usually limited. A value of 7 kW was 
assigned to the BISG for the midsize car. 

CISG hybrid vehicles focus on the same areas of improvement as BISG vehicles. However, 
owing to its position, the electric machine can be larger; consequently, additional benefits can be 
obtained from regenerative braking and assist in a CISG vehicle than in a BISG vehicle. An 
electric machine size of 15 kW was selected for the midsize car. 
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Figure 5.221  Electric Machine Map for Micro- and Mild HEV (data source ORNL) 

 

Figure 5.222  Electric Machine Maps for Full HEV and split PHEVs (data source ORNL) 

 

 

Figure 5.223  Electric Machine Maps for EREV PHEVs (data source ORNL) 
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Figure 5.224  Electric Machine Map for BEV and FCHEV (data source ORNL) 

The peak electric machine power for the micro-HEVs, BISG and CISG is currently being 
reviewed by NHTSA and Argonne. The results of this analysis were not available for the last 
round of vehicle simulations, but will be included in the next runs. 

The performance data used as the assumptions will continue to be reviewed and updated if 
necessary based on the latest information available from benchmarking and publicly available 
papers and reports. 

5.4.2.10.1 Energy Storage Systems 

The batteries used for the BISG, CISG, HEVs and PHEVs are lithium-ion, while lead acid 
batteries were used for conventional powertrains. Table 5.225 provides a summary of the battery 
characteristics and technologies used by each powertrain.  Column one of the table lists the 
powertrain type, column two the battery technology assumed in the modeling, and column three 
the pack energy densities.  ANL designs the battery capacities in Autonomie to meet the voltage 
targets and range for each PHEV and BEV.  

Table 5.225  Reference Battery Characteristics 

Powertrain Types Technology Reference Cell Capacity (Ah) 

Micro-HEV Lead acid  66 

BISG Li-ion 6 

CISG Li-ion 6 

HEV Li-ion 6 

 

The battery capacity has been selected for each option to allow a nominal pack voltage 
between 200 V (full HEV case) and 350 V (BEV case) according to literature review. The 
energy storage pack weights for the PHEVs are based on 92 Wh/kg for PHEVs 30 and 50 AER; 
and 142 Wh/kg for the BEVs based on battery total energy. The energy storage pack weights for 
micro-HEV, BISG, CISG, and full HEVs are based on 2000 W/kg.  Inputs have been provided 
by battery experts to represent a 2020 pack production timeframe. These inputs are regularly 
updated and new values recently received will be used for the next round of simulations. 
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Different useable state-of-charge ranges during the standard driving cycles under normal 
temperature conditions have also been selected depending on the powertrain configuration: 

 10 to 20 percent SOC range for micro, mild, and full HEVs. 
 65 percent SOC range for PHEVs 
 90 percent for BEVs. 

Over time, batteries lose some of their power and energy capacity. To maintain similar 
performance at the end of life (EOL) compared with the beginning of life (BOL), an oversize 
factor was applied while sizing the batteries for power (HEVs) and energy (PHEV). These 
factors represent the percentage of power and energy that will not be provided by the battery at 
the EOL compared with the initial power and energy given by the manufacturer. The 
performance data used to model the other components are based on normal temperature 
operating conditions. The vehicles are sized with a 20 percent power oversize factor for all 
hybrid vehicles and energy oversize factors of 30 percent for PHEVs. BEVs 200 AER are not 
oversized. 

The performance data used for the energy storage systems (i.e., Voc, Rint…) represent state-
of-the-art technologies. Since most of the current R&D activities focus on battery life and cost 
and considering the time for new materials to be introduced into the market, it is expected that 
the battery performance data will remain fairly constant in the near future. 

Vehicle test data have shown that, for the drive cycles and test conditions considered, battery 
cooling does not draw a significant amount of energy, if any at all, for most of the vehicle 
powertrain architectures. The exception is high energy PHEVs and BEVs, for which an 
additional constant power draw is used to account for battery cooling. The auxiliary loads in 
Autonomie vehicle simulations reflect those impacts. 

The energy storage system block models the battery pack as a charge reservoir and an 
equivalent circuit. The equivalent circuit accounts for the circuit parameters of the battery pack 
as if it were a perfect open-circuit voltage source in series with an internal resistance and 2 RC 
circuits which represent the polarization time constants. The amount of charge that the energy 
storage system can hold is taken as constant, and the battery is subject to a minimum voltage 
limit. The amount of charge required to replenish the battery after discharge is affected by 
coulombic efficiency. A simple single-node thermal model of the battery is implemented with 
parallel-flow air cooling.  

The voltage is calculated at t=0 as Vout = Voc – Rint * I, with Voc = open-circuit voltage, 
Rint = internal resistance (two separate sets of values for charge and discharge), and I = internal 
battery current (accounts for coulombic efficiencies). 

5.4.2.10.2 Fuel Cell Systems 

The fuel cell system is modeled to represent the hydrogen consumption as a function of the 
produced power as shown in Figure 5.225. The system’s peak efficiency is 60 percent, including 
the balance of plant, and represents normal temperature operating conditions. The system’s 
specific power is 659 W/kg. 

The hydrogen storage technology selected is a high-pressure tank with a specific weight of 
0.04 kg H2/kg, sized to provide a 320-mile range on the FTP drive cycle. 
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Figure 5.225  Fuel Cell System Efficiency 

 

5.4.2.11 Light-weighting 

In the NHTSA analysis, light-weighting assumptions are associated with the glider weight. Its 
secondary effect (such as downsizing) will be taken into account as part of the vehicle sizing 
algorithm. The glider percentage mass reduction values selected for the model are: 

 0 percent (reference vehicle) 
 5 percent reduction 
 7.5percent reduction 
 10 percent reduction 
 15 percent reduction 
 20 percent reduction 

Only the baseline vehicles and the vehicles with high levels of mass reduction (10, 15 and 20 
percent) are sized to meet the vehicle technical specifications. Vehicles with lower levels of mass 
reduction (5 and 7.5 percent) inherit sizing characteristics (i.e. engine power) from their 
respective baseline. 

5.4.2.12 Rolling Resistance 

The following rolling resistance reduction values were selected for the NHTSA CAFE 
analysis: 

 0 percent (reference vehicle) 
 10 percent reduction 
 20 percent reduction 

These values represent a reduction in the coefficient of rolling resistance and were chosen to 
bound the possible rolling resistance improvements expected in future vehicles. No sizing is 
performed on this dimension. 

5.4.2.13 Aerodynamic 
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The following aerodynamic reduction values were selected by NHTSA for the CAFE 
analysis: 

 0 percent (reference vehicle) 
 10 percent reduction 
 20 percent reduction 

These values represent a reduction in drag coefficient (Cd) and were chosen to bound the 
possible rolling resistance improvements expected in future vehicles. No powertrain sizing is 
performed on this dimension. The reference values were selected after an analysis of the current 
vehicle characteristics and will be updated based on new information. 

5.4.2.14 Accessory Loads 

Electrical and mechanical accessory base loads are assumed constant over the drive cycles, 
with a value of 240 W for conventional, HEV and blended PHEV powertrains. For EREV 
PHEVs and BEVs, a value of 460W is used. Derived from data from Argonne’s Advanced 
Powertrain Research Facility, these values are used to represent the average accessory load 
consumed during the standard urban FTP and EPA’s Highway Fuel Economy Test (HWFET) 
drive-cycle testing on a dynamometer. Only the base load accessories are assumed during the 
simulations, similar to the dynamometer test procedure. 

5.4.2.15 Driver 

The driver model is based on a look-ahead controller for drive cycle simulations. No 
anticipation is imposed (0 sec anticipated time) during sizing for acceleration testing, in order to 
provide realistic vehicle performances. 

5.4.2.16 Electrified Powertrains 

Interest in electric drive vehicle technologies is growing, and the number of electrified vehicle 
options available from OEMs is rapidly increasing. This growth represents a shift of focus from 
market entry and environmental drivers to mainstream, customer-committed development. 
ANL's assumptions for electrified vehicles are based on the latest assumptions provided by DOE 
and OEM experts for the 2020 production timeframe. ANL is considering additional modeling 
based on recent input from DOE and other experts. 

Hybrid vehicles combine at least two energy sources, such as an internal combustion engine 
or fuel cell system with an energy storage system. Electric drive vehicles have the potential to 
reduce energy consumption in several ways, including the following: 

 Regenerative braking: A regenerative brake is an energy mechanism that reduces the 
vehicle’s speed by converting some of its kinetic energy into a storable form of 
energy for future use instead of dissipating it as heat, as with a conventional friction 
brake. Regenerative braking can also reduce brake wear and the resulting fine 
particulate dust.  

 Engine shutoff under various driving conditions (e.g., vehicle stopped, low power 
demand). 

 Engine downsizing, which may be possible to accommodate an average load (not a 
peak load), would reduce the engine and powertrain weight. Higher torque at low 
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speed from the electric machine also allows the vehicle to achieve the same 
performance as conventional vehicles with a lower vehicle specific power (W/kg). 

 Optimal component operating conditions: For example, the engine can be operated 
close to its best efficiency line. 

 Accessory electrification allows parasitic loads to run on as-needed basis.  
 The energy storage systems of PHEVs and battery electric vehicles can also be 

recharged, further improving fuel displacement. 

However, vehicle electrification also have disadvantages that could affect energy 
consumption, including increased vehicle weight due to additional components. 

Two major types of hybrids have been considered for transportation applications: electrical 
and hydraulic. Since Hydraulic Hybrid Vehicles have been studied almost exclusively for 
medium- and heavy-duty applications, only HEVs have been considered in the present study. 

HEVs combine electric and mechanical power devices. The main components of HEVs that 
differentiate them from conventional vehicles are the electric machine (motor and generator), 
energy storage (e.g., battery or ultra-capacitors), and power electronics. The electric machine 
absorbs braking energy, stores it in the energy storage system, and uses it to meet acceleration 
and peak power demands.  

5.4.2.16.1 Electrified Powertrain Configurations  

The various HEV powertrain configurations can be classified on the basis of their 
hybridization degree, as shown in Figure 5.226. The hybridization degree is defined as the 
percentage of total power that can be delivered electrically. The higher the hybridization degree, 
the greater is the ability to propel the vehicle using electrical energy. 
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Figure 5.226  Electric Drive Configuration Capabilities 

A number of different powertrain architectures have been considered and introduced in the 
market for different applications. These architectures are usually classified into three categories: 
series, parallel, and power split. The following sections describe some of the possible powertrain 
configurations for each architecture. 

5.4.2.16.2 Parallel Hybrid Vehicle  

In a parallel configuration, the vehicle can be directly propelled by either electrical or 
mechanical power. Direct connection between the power sources and the wheels leads to lower 
powertrain losses compared to the pure series configuration. However, since all of the 
components’ speeds are linked to the vehicle’s speed, the engine cannot routinely be operated 
close to its best efficiency curve. 

Several subcategories exist within the parallel configuration: 

 MHEV: A small electric machine is used to turn the engine off when the vehicle is 
stopped. 
 

 Starter-alternator: This configuration is based on a small electric machine (usually 5 
to 15 kW) located between the engine and the transmission. Because of the low 
electric-machine power, this configuration is mostly focused on reducing 
consumption by eliminating idling. While some energy can be recuperated through 
regenerative braking, most of the negative electric-machine torque available is 
usually used to absorb the engine’s negative torque. Since the electric machine speed 
is linked to the engine, the vehicle cannot operate in electric mode other than for 
extremely low speeds (e.g., creep). In addition, the electric machine is used to smooth 
the engine torque by providing power during high transient events to reduce 
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emissions. The electric machine can be connected to the engine either through a belt 
or directly on the crankshaft. 
 

 Pre-transmission: This configuration has an electric machine in between the engine 
and the transmission. The electric machine power ranges from 20 to 50kW for light 
duty applications, which allows the driver to propel the vehicle in electric-only mode 
as well as recover energy through regenerative braking. The pre-transmission 
configuration can take advantage of different gear ratios that allow the electric 
machine to operate at higher efficiency and provide high torque for a longer operating 
range. This configuration allows operation in electric mode during low and medium 
power demands, in addition to the ICE on/off operation. The main challenge for these 
configurations is being able to maintain a good drive quality because of the engine 
on/off feature and the high component inertia during shifting events. 
 

 Post-transmission: This configuration shares most of the same capabilities as the pre-
transmission. The main difference is the location of the electric machine, which in 
this case is after the transmission. The post-transmission configuration has the 
advantage of maximizing the regenerative energy path by avoiding transmission 
losses, but the electric machine torque must be higher because it cannot take 
advantage of the transmission torque multiplication. 

5.4.2.16.3 Power Split Hybrid Vehicle 

As shown in Figure 5.227, power split hybrids combine the best aspects of both series and 
parallel hybrids to create an extremely efficient system. The most common configuration, called 
an input split, is composed of a power split device (planetary gear transmission), two electric 
machines and an engine. Within this architecture, all these elements can operate differently. 
Indeed, the engine is not always on and the electricity from the generator may go directly to the 
wheels to help propel the vehicle, or go through an inverter to be stored in the battery. The 
operational phases for an input split configuration are the following: 

 During vehicle launch, when driving, or when the state of charge  of the battery is 
high enough, the ICE is not as efficient as electric drive, so the ICE is turned off and 
the electric machine alone propels the vehicle. 

 During normal operation, the ICE output power is split, with part going to drive the 
vehicle and part used to generate electricity. The electricity goes either to the electric 
machine, which assists in propelling the vehicle, or to charge the energy storage 
system. The generator also acts as a starter for the engine. 

 During full-throttle acceleration, the ICE and electric machine both power the 
vehicle, with the energy storage device (e.g., battery) providing extra energy. 

 During deceleration or braking, the electric machine acts as a generator, transforming 
the kinetic energy of the wheels into electricity to charge the energy storage system. 
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Figure 5.227  Power Split Hybrid Electric Vehicle 

Several variations of the power split have been implemented, including single-mode and 
multi-mode power splits. Examples of single-mode power split hybrids include the Toyota Prius 
and Ford Fusion Hybrid. An example of a multi-mode power split hybrid is the General Motors 
Chevrolet Tahoe. It should be noted that there are possible tradeoffs between complexity and 
energy consumption benefits for multi-mode systems.616 

5.4.2.16.3.1 Voltec Gen1 Plug-in Hybrid Vehicle 

PHEVs differ from HEVs in their ability to recharge the energy storage system through the 
electric grid. PHEVs energy storage systems have usually a higher total energy compared to 
HEVs and they also use a larger portion of it (e.g., when most HEVs use 10 to 30 percent of their 
total battery energy, PHEVs use 60 percent or more of their total energy). Since the vehicle is 
designed to have a high capacity energy storage, electrochemical batteries are usually used for 
this application. All the HEV configurations described above can be used as PHEVs. In most 
cases, because of the desire to propel the vehicle using electrical energy from the energy storage 
system, the electric machine power is greater for a PHEV compared to an HEV. 

ANL used the Gen 1 VOLTEC configuration from General Motors in its simulation to 
represent a PHEV. Argonne is currently working on developing new vehicles models and sizing 
algorithms for the three new powertrain configurations recently introduced by GM so that those 
options can be considered in the next round of simulations in Autonomie.   

 

The VOLTEC GEN1 configuration from General Motors allows different operating modes 
(e.g. series and parallel, parallel and power split). The VOLTEC GEN1 powertrain architecture, 
also called the EREV (Extended Range Electric Vehicle), provides four modes of operating, 
including two that are unique and maximize the powertrain efficiency and performance. The 
electric transaxle has been specially designed to enable patented operating modes, both to 
improve the vehicle’s electric driving range when operating as a BEV and to reduce energy 
consumption when extending the range by operating with an ICE. The EREV powertrain 
introduces a unique two-electric machine electric-vehicle  driving mode that allows both the 
driving electric machine and the generator to provide tractive effort while simultaneously 
reducing electric machine speeds and the total associated electric machine losses. For HEV 
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operation, the EREV transaxle uses the same hardware that enables one-electric machine and 
two-electric machine operation to provide both the completely decoupled action of a pure series 
hybrid and a more efficient flow of power with decoupled action for driving under light load and 
at high vehicle speed.  

It is important to note that many different variations exist within each configuration (i.e., 
power-split configurations can be single-mode, two-mode, three-mode, etc.) and between 
configurations (i.e., several configurations are considered to be a mix of series, parallel and/or 
power-split). Overall, several hundred configurations are possible for electric-drive vehicles. It is 
also not uncommon for a specific OEM to use multiple powertrain configurations across its 
electrified vehicle line up. Recent presentations from General Motors highlighted the fact that, 
while sharing multiple components, the powertrains from the upcoming Gen2 Volt, Cadillac 
CTS and Malibu were all different. 

In more detail, the Voltec Gen1 system has four different operating modes, as shown in 
Figure 5.228:   

During EV operation: 

 One-electric machine EV: The single-speed EV drive power-flow, which provides 
more tractive effort at lower driving speeds 

 Two-electric machine EV: The output power split EV drive power flow, which has 
greater efficiency than one-electric machine EV at higher speeds and lower loads 

During extended-range (ER) operation: 

 One-electric machine ER (series): The series ER power flow, which provides more 
tractive effort at lower driving speeds 

 Combined two-electric machine ER (split): The output power split ER power-flow, 
which has greater efficiency than series at higher speeds and lighter loads 

A vehicle-level control strategy was developed on the basis of vehicle test data to properly 
select each of the operating modes. The logic developed for the power split mode is similar to the 
one for the input split configuration discussed previously. 

For the two-level EV mode, an algorithm has been developed to minimize the losses of both 
electric machines at every sample time on the basis of each component’s efficiency map. For the 
series mode, the combination of the engine and electric machine losses is also minimized at 
every sample time. It is important to note that the engine is not operated at its best efficiency 
point, but rather along its best efficiency line for drive quality and efficiency reasons. 



Technology Cost, Effectiveness, and Lead-Time Assessment 

5-532 

 

Figure 5.228  Gen1 Voltec Operating Modes [www.gm.com] 

 

5.4.2.16.4 Series Fuel Cell HEV 

Currently, for light-duty vehicles, series configurations are essentially considered only for fuel 
cell applications. The fuel cell system powertrain, described in Figure 5.229, includes a gearbox 
in addition to the final drive, as well as DC/DC converters for the high-voltage battery and the 
12-V accessories.  

Because of the fuel cell system high efficiency, the energy storage is not used as the primary 
power source. The vehicle level control strategy has been developed so that the main function of 
the battery is to store the regenerative braking energy from the wheel and return it to the system 
when the vehicle operates at low power demand (low vehicle speed). The battery also provides 
power during transient operations when the fuel cell is unable to meet driver demand. 
Component limits, such as maximum speed or torque, are taken into account to ensure the proper 
behavior of each component. Battery state-of-charge is monitored and regulated so that the 
battery stays in the defined operating range. The three controller outputs are fuel cell ON/OFF, 
fuel cell power, and electric machine torque.  

The main drawback is that the main components have to be oversized to be able to maintain a 
uniform performance, leading to higher vehicle weight. Finally, the large number of components 
and the energy conversion from chemical to mechanical to electrical leads to lower powertrain 
efficiency. 
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Figure 5.229  Series Fuel Cell Hybrid Electric Vehicle 

Several variations of the series configuration have been considered. One of the important 
considerations in the design of a series HEV is related to the use of a single gear ratio versus a 
two-speed transmission. Using a single gear ratio usually leads to low maximum vehicle speed 
and poor performance at high speed due to the low electric machine torque in that operating 
regime. When applications require better performance at high speeds, a two-speed transmission 
is considered.  

5.4.2.16.5 Powertrain Electrification Selection 

The selection of hybridization degree and powertrain configuration is complex, since 
numerous options exist. On the basis of current production vehicles as well as anticipated near-
future trends, the following powertrain configurations were selected for the modeling analysis to 
match Volpe’s requests: 

 12-V micro-hybrid electric vehicle (micro-HEV/start-stop system, no regen braking). 
 Belt-integrated starter generator   
 Crank-integrated starter generator   
 Full hybrid electric vehicle, single-mode power split configuration, fixed ratio 
 Full hybrid electric vehicle, Pre-Transmission configuration, 6-speed DCT. 
 PHEV, Voltec extended-range electric vehicle (EREV) configuration with 30 AER on 

the FTP cycle 
 PHEV, Voltec EREV configuration, with 50 AER on the FTP drive cycle 
 Battery electric vehicle, with 200 AER on the FTP drive cycle 
 Fuel cell HEV, series configuration, with 320-mile range on the FTP drive cycle 

Note that the AER values are based on unadjusted electrical consumptions on the UDDS 
driving cycle. Recent announcements by automakers indicate 200 plus mile label ranges are 
likely.  If this is the case, UDDS driving cycle AERs will be closer to 250 miles and if so ANL 
will update its assumptions for future simulation modeling. 
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5.4.2.17 Drive Cycles and Vehicle Simulation Conditions 

Simulated test procedures followed the current recommendations of the EPA, with the two-
cycle test based on the FTP and HFET drive cycles. Combined values are calculated on the basis 
of a 55 percent city and 45 percent highway cycle using the standard test procedure.  

Autonomie includes some temperature models for some powertrains and component 
technologies, but considering the wider range of options to be considered as part of the study, all 
the component performance data and controllers are assumed to be operating under warm 
conditions. As a result, the additional energy consumption due to the FTP cold start has been 
calculated in post-processing by applying a fuel consumption penalties depending on the 
assumed warmup strategy. A constant value of 15 percent across all technology options has been 
applied based on a combination of Argonne APRF test data and analysis of the latest EPA 
vehicle certifications data as shown in Figure 5.230. No cold start penalty was applied for BEVs. 

 

Figure 5.230  Cold Start Penalty between Bag 1 and 3 on the FTP Cycle Based on 2016 EPA Certification 
Data 

 

5.4.2.18 Vehicle Sizing Process 

To compare different vehicle technology-configuration-powertrain combinations, all vehicles 
to be studied were sized to meet the same requirements: 

 Initial vehicle movement to 60 mph <= 9 sec ± 0.1 sec 
 Maximum grade (gradeability) of 6 percent at 65 mph at Gross Vehicle Weight 

(GVW) 
 Maximum vehicle speed >100 mph 

These requirements are a good representation of the current American automotive market and 
of American drivers’ expectations. The relationship between curb weight and GVW for current 
technology-configuration-powertrain combinations was modeled and forms the basis for 
estimating the GVWs of future vehicle scenarios. The following equation has been used to 
estimate the GVW of future technologies: 
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GVW (kg) = 1.25 x vehicle test weight (kg) + 193 

To compare different vehicle technology-configuration-powertrain combinations, all selected 
vehicles to be sized are designed to meet the same requirements. Note that not all vehicles are 
sized but the baseline vehicle (MR0, AERO0, ROLL0) and higher mass reduction level vehicles 
(MR3, 4, 5 with AERO0, ROLL0). 

Improperly sizing the components will lead to differences in energy consumption and will 
influence the effectiveness results. On this basis, we have developed several automated sizing 
algorithms to provide a fair comparison between technologies. Algorithms have been defined 
depending on the powertrain (e.g., conventional, power split, series, electric) and the application 
(e.g., HEV, PHEV). 

All algorithms are based on the same concept: the vehicle is built from the bottom up, 
meaning each component assumption (e.g., specific power, efficiency) is taken into account to 
define the entire set of vehicle attributes (e.g., weight). This process is always iterative in the 
sense that the main component characteristics (e.g., maximum power, vehicle weight) are 
modified until all vehicle technical specifications are met. The transmission gear span or ratios 
are currently not modified to be optimized with specific engine technologies as this might also 
lead to overestimating the effectiveness impact of technologies. On average, the algorithm takes 
between five and 10 iterations to converge. Figure 5.231 to Figure 5.236 shows the iterative 
process for each powertrain. 

A conventional vehicle is mainly defined by its internal combustion engine; its ability to 
realize a cycle or acceleration performance is directly linked to its power density. Therefore, the 
sizing algorithm focuses on calculating the mechanical power needed to meet the requirements. 
Figure 5.231 illustrates the steps in the sizing process. To begin the sizing process, a default 
vehicle is created. A simulation is then performed to determine the engine peak power and 
vehicle mass: 

First, the desired power is estimated to meet the grade-ability and acceleration performance 
requirements, and engine power is updated with the maximum value.  

Second, the sizing enters in an acceleration loop to check the performance run initial vehicle 
movement (IVM) up to 60 mph, and the IVM to 60 mph is recorded. The definition of IVM is 
that the vehicle must move 1 ft (1/3 m) before the clock starts to record the performance time. 
This metric provides a more consistent result and removes phenomena that are difficult to model 
at initial acceleration—such as tire and clutch slip—from consideration. 

Finally, the vehicle is run on acceleration performance for passing with its updated 
parameters. At the end, the time to reach the target (i.e., 0–60 mph and 50–80 mph) are 
compared with the simulated data. This is the main condition to exit the routine. 
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Figure 5.231  Conventional Powertrain Sizing Algorithm 

For the hybrid electric vehicles, engine power is sized to meet 70 percent of peak power 
required to meet the VTS. The battery power is mainly determined to capture all the regenerative 
energy from the urban dynamometer driving schedule. The electric machine power is sized to 
meet the grade-ability and performance requirements. Figure 5.232 shows the iterative process 
used to calculate data for a single power split HEV. 

The following procedure is used: 

 Battery power is sized to recuperate 100 percent energy through regenerative braking 
on UDDS. 

 Electric machine (EM1) power is sized to recuperate 100 percent energy through 
regenerative braking on UDDS and to meet the acceleration performance 
requirement. 

 Electric machine (EM2) power is sized as following: 
 EM2 peak power is sized to start engine at the top of vehicle speed on UDDS 
 EM2 peak power is sized to control engine at the zero of vehicle speed for 

acceleration performance 
 EM2 continuous power is sized to control engine at maximum grade (i.e., engine 

power fraction going through electro-mechanical power path) 
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Figure 5.232  Split Hybrid Electric Powertrain Sizing Algorithm 

The main algorithm for the single power split powertrain is as follows, and the iterative 
process is shown in Figure 5.233: 

 Battery energy is sized to meet the all-electric range (AER) requirements on UDDS 
based on unadjusted values. Using the full history of the range attained by the vehicle 
from each sizing run, the desired range, and the current battery energy, a new 
estimate was made for the desired battery energy. 

 Battery and EM1 powers are sized to be able to follow the UDDS cycle in electric-
only mode (this control is only used for the sizing; a blended approach is used to 
evaluate consumptions) or to meet the acceleration performance requirements. 

 Vehicle weight is a function of the engine peak power, electric machines peak power, 
and battery energy. 

 Electric machine (EM2) power is sized the same way as for a single power split HEV.  
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Figure 5.233  Split Plug-in Hybrid Electric Powertrain Sizing Algorithm 

The main algorithm for the series-split powertrain is as follows, and the iterative process is 
shown in Figure 5.234: 

 Battery energy is sized to meet AER on UDDS based on unadjusted values. 
 Battery and EM1 powers are sized to be able to follow the aggressive US06 drive 

cycle (duty cycle with aggressive highway driving) in electric-only mode or to meet 
the acceleration performance requirements. 

 Vehicle weight is a function of the engine peak power, electric machines peak power, 
and battery energy. 

 Electric machine (EM2) power is sized to endure the engine peak power as a 
generator and kick on the engine at top speed on the UDDS. 
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Figure 5.234  Series-Split Hybrid Electric Powertrain Sizing Algorithm 

The main algorithm for the single gear BEV powertrain is as follows, and the iterative process 
is shown in Figure 5.235: 

 Battery energy is sized to meet AER on UDDS based on unadjusted values. 
 Battery and EM1 powers are sized to be able to follow the aggressive US06 drive 

cycle (duty cycle with aggressive highway driving) or to meet the acceleration 
performance requirements. 

 Vehicle weight is a function of the electric machine peak power and battery energy. 

To be able to maintain the same performance at the end of life as at the beginning of life, an 
oversize factor is applied while sizing the batteries for both energy (these oversizing factors 
influence the weight only). 
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Figure 5.235  Battery Electric Powertrain Sizing Algorithm 

 

Figure 5.236  Fuel Cell Series Hybrid Electric Powertrain Sizing Algorithm 
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Since each powertrain and application is different, the rules are specific: 

 For HEVs, the electric-machine and battery powers are determined in order to capture 
all of the regenerative energy from an FTP cycle. The engine and the generator are 
then sized to meet the gradeability and performance (initial vehicle movement to 60 
mph) requirements. 

 For PHEV30 and 50s, the main electric-machine and battery powers are sized to be 
able to follow the aggressive US06 drive cycle (duty cycle with aggressive highway 
driving) in electric-only mode. The battery’s usable energy is defined to follow the 
FTP drive cycle for 50 miles, depending on the requirements. The genset (engine + 
generator) or the fuel cell systems are sized to meet the gradeability requirements. 

 For BEVs, the electric machine and energy storage systems are sized to meet all of 
the vehicle technical specifications. 

The micro-HEV, BISG, and CISG have sizing results very similar to their conventional 
counterparts as they all use the same sizing rule except for the electric machine and energy 
storage systems. 

Once the vehicles were sized to meet the same vehicle technical specifications, they were 
simulated following the appropriate standard driving cycles. It is important to properly store 
individual results as structured data because they will be reused to support database generation 
(see Section 11).  

5.4.2.19 Autonomie Outputs 

Once a simulation is complete, the results are stored in a folder which contains the results for 
one combination and characterizes one branch/path of the tree. Figure 5.237 shows the folder 
organization for each individual simulation. Folders can contain up to five directories, depending 
on the vehicle technology and the type of run performed. Results are divided into directories 
representing the cycle or procedure simulated. For example, the combined procedure for 
conventional vehicles has two parts separating the FTP and HFET run, and the PHEV procedure 
has four parts separating the FTP and HFET runs as well as the charge-sustaining and charge-
depleting modes. The last directory is the sizing structure (performance test). 
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Figure 5.237  Organization of Simulation Results 
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5.4.2.20 Individual Vehicle Simulation Quality Check 

Once the individual simulations are completed, at the results are analyzed both a high level 
(i.e., vehicle energy consumption) and a low level (i.e., time-based engine power) through 
Autonomie graphical user interface. An algorithm is also used to automatically flag any potential 
issues within a simulation (i.e., too many shifting events on a specific cycle). 

An exhaustive list of parameters are extracted and checked for each vehicle simulation, 
including: 

 Trace 
 Vehicle Weight 
 Engine Percentage ON 
 Engine Number of Starts 
 Engine/Fuel Cell Average Efficiency 
 Engine/Fuel Cell Power 
 Engine Speed 
 Electric Machine Average Efficiency 
 Electric Machine Power 
 Electric Machine Speed 
 Electric Machine Max Current 
 Number of Shifts 
 Time Fraction in Top Gear 
 Battery SOC 
 HEV Delta SOC 
 Percentage Regeneration Recovered 
 Electric Consumption 
 Fuel Economy ratios 

Distribution plots are generated as part of the report for visual perspectives (Figure 5.238). 
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Figure 5.238  Example of QA/QC Distribution Plot 
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Chapter 6: Assessment of Consumer Acceptance of Technologies that Reduce 
Fuel Consumption and GHG Emissions 
6) Ch6 DO NOT DELETE 

6.1 Introduction 

As part of the midterm evaluation, the agencies committed that, in this Draft TAR, they would 
examine "Costs, availability, and consumer acceptance of technologies to ensure compliance 
with the standards, such as vehicle batteries and power electronics, mass reduction, and 
anticipated trends in these costs."1  Technologies and costs are examined in Chapter 5 of this 
document; this chapter reviews consumer acceptance of the technologies being used to meet the 
standards.  With the program in effect since MY2012, this chapter focuses on the evidence to 
date on consumer acceptance of vehicles subject to the standards.  

Chapter 6.2 discusses one potential measure of consumer acceptance, the effects of the 
standards on vehicle sales; as discussed there, it is difficult, if not impossible, to disentangle the 
effects of the standards on vehicle sales from the effects of macroeconomic or other conditions 
on sales.  Chapter 6.3 discusses possible reasons why fuel efficient technologies may not be 
adopted absent the standards, in spite of the observation that fuel savings outweigh upfront costs.  
Chapter 6.4 discusses preliminary results of an EPA-led analysis of how professional auto 
reviewers assess the GHG-reducing technologies; in general, the reviews are positive.  Finally, 
Chapter 6.5 reviews evidence related to the effects of the standards on the affordability of new 
and used vehicles, and suggests the difficulty of identifying and measuring such effects. 

6.2 Effects of the Standards on Vehicle Sales 

6.2.1 Overview of Vehicle Market 

Chapter 3 examines trends in the light-duty vehicle market since the National Program 
standards went into effect in MY2012.A  As that chapter shows, vehicle sales have been close to 
record levels. At the same time that GHG emissions have been dropping, vehicle footprint has 
increased slightly, horsepower has increased, and weight has been roughly constant.  The 
projections for the car/truck mix used in the 2017-25 rulemaking are close to those being realized 
through MY2014 (see Chapter 3.1.4).  

It is difficult, if not impossible, to separate the effects of the standards on vehicle sales and 
other characteristics from the impacts of macroeconomic or other forces on the auto market. 
Figure 6.1 graphs light-duty vehicle productionB and gross domestic product (GDP) per capita 
from 2005-2015.2  As this figure shows, production in the auto industry has had a pattern similar 
to GDP per capita: production fell with the reduction in economic activity in the 2009 recession, 
and has increased as the economy has recovered.  The American Automotive Policy Council, in 
citing this recovery, notes that "U.S. auto sales increased by double digits from 2010 to 2014, 
even though GDP has grown by less than 3 percent each year;"3 it projects sales to reach or 

                                                 
A Note that California’s GHG standards began with MY2009 and includes a “deemed to comply” provision with the 

National Program for MY2012 and subsequent, see Section 1.2.3 for further background. 
B Vehicle production data represent production volumes delivered for sale in the U.S. market, rather than actual 

sales data. They include vehicles built overseas imported for sale in the U.S., and exclude vehicles built in the 
U.S. for export.  
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exceed 17 million vehicles each year through 2016, and domestic production to go from 5.8 
million vehicles in 2009 to 11.5 million or more vehicles through 2016.  A number of other 
factors are also likely to affect new vehicle production and sales, including fuel prices, 
demographic factors, and vehicle characteristics including but not limited to fuel economy. 

 

Figure 6.1  Gross Domestic Product Per Capita and Vehicle Production, 2005-2015 
Note:  Gross Domestic Product per Capita data are from U.S. Bureau of Economic Analysis, 
Account Code A939RX (Real gross domestic product per capita); LDV production from U.S. EPA 
2015.4 2015 production data are projected, not actual, values. 
 

The National Program light-duty vehicle standards, which went into effect in MY2012, are 
likely to have had some effect on vehicle sales.  We have not identified, however, any sound way 
to separately estimate the effect of the standards on sales.  The most solid analysis would involve 
the ability to compare sales in a place not affected by the standards, with sales in a place 
identical to the first during the same time period, except where the standards are in effect.  
Because the standards are national in scope, such a comparison is not possible.  Alternatively, it 
may be possible to examine how sales have changed as the standards have tightened, but it 
would be necessary to control for all other factors, such as macroeconomic conditions, that affect 
sales.  Perhaps all that can be concluded about the effects of the standards on vehicle sales is that 
they have clearly not prevented the automobile market from recovering to pre-recession sales 
levels (indeed, to record sales levels) through 2015. 

6.2.2 Consumer Vehicle Choice Modeling and Recent Research 

In addition to their effect on overall sales and production, the standards could affect the mix 
of vehicles sold.  Consumer vehicle choice models estimate what vehicles consumers buy based 
on vehicle and consumer characteristics.  In principle, such models could provide a means of 
examining the effects of the standards on both overall vehicle sales and the mix of vehicles sold.  
Because the standards are based on the footprints of vehicles, shifts in the mix of vehicles sold 
do not necessarily affect automakers’ ability to meet the standards, but they could affect total 
GHGs emitted. Whitefoot and Skerlos (2012), for example, use a vehicle choice model combined 
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with producer cost estimates to argue that the footprint-based standard provides some incentive 
for automakers to increase the size of vehicles in order to face a less stringent standard, and 
higher GHG emissions.5,C  As discussed in Chapter 3, the average footprint of vehicles has 
increased slightly since the standards have been implemented.  As with sales, this effect is 
potentially confounded by a number of factors, such as previous trends, dropping gasoline prices 
and increasing consumer income that changes the mix of vehicles purchased.  

In the 2017-25 LDV GHG RIA (Chapter 8.1.2), EPA provided an extensive discussion of 
consumer vehicle choice modeling as a way to estimate the effects of GHG/fuel economy 
standards on vehicle purchase decisions.6  In that discussion, EPA found that, despite an 
extensive literature of consumer choice models, few researchers have compared estimates of key 
model parameters with those of others' models, and there have been few efforts to test the 
forecasting ability of those models.  As a start to addressing this gap in the literature, EPA had 
commissioned a study of the findings of these models on the role of fuel economy in consumer 
vehicle purchases and found highly varied results.7  At the time, EPA concluded that the science 
of these models was not adequately developed for use in policy-making. 

Two recent papers have done some work on the predictive abilities of consumer choice 
models. Haaf et al. (2014) use data from MY2004-6 vehicles to estimate a number of different 
econometric models, and test their predictions against MY2007 and 2010 vehicle sales.8  They 
conclude that “the models we construct are fairly poor predictors of future shares.” They find 
that a “static” model assuming constant market shares – that is, using current-year market shares 
rather than a model -- outperformed their estimated models for MY2007, while some attribute-
based models predicted better for MY2010.  Raynaert (2014) developed a structural model of 
vehicle supply and demand in Europe, using data from 1998-2007; he then compared red sales-
weighted aggregate predictions from the model for MY2011 to actual outcomes.9  He finds close 
agreement on aggregate market outcomes: in a period where actual emissions dropped 14 
percent, his estimates for emissions differed from the observed values by 2.3 percent.  Weight, 
footprint, and the share of diesel also had discrepancies of 3 percent or less; price/income and 
horsepower differed by under 10 percent.  He implies, without detailed information, that the 
model nevertheless does not predict market shares or total sales very well.  These papers leave 
questions unanswered about the ability of consumer vehicle choice models to predict sales and 
fleet mix.  

6.2.2.1 EPA’s Efforts in Developing and Assessing a Consumer Vehicle Choice Model 

As part of its exploration of vehicle choice modeling, EPA commissioned the development of 
a vehicle choice model from David Greene and Changzheng Liu of Oak Ridge National 
Laboratory (Greene and Liu 2012).10  This model, described in the 2017-2025 RIA (Chapter 
8.1.2.8), is designed with a straightforward purpose: to estimate, for a predetermined fleet (the 
reference fleet, described in Chapter 4), the effects of changes in only fuel economy and price on 

                                                 
C While the agencies consider the concept of the Whitefoot and Skerlos analysis to have some potential merits, it is 

also important to note that, among other things, the authors assumed different inputs than the agencies actually 
used in the MYs 2012-2016 rule regarding the baseline fleet, the cost and efficacy of potential future 
technologies, and the relationship between vehicle footprint and fuel economy. Changes in any of the underlying 
assumptions is likely to lead to different analytical results, and possibly different implications for agency action. 
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vehicle sales and class mix.  The model calculates a sales response to a change in the "effective 
price" for each vehicle, where the effective price combines any change in up-front cost with a 
portion of the future fuel savings (see Greene and Liu 2012 for details).  That portion of future 
fuel savings depends on user inputs for factors including the price of fuel, the number of years of 
fuel savings that a buyer considers (the payback period), and the discount rate.  It is intended for 
use in policy analyses of vehicle GHG/fuel economy regulations, and not to predict changes in 
the vehicle market associated with macroeconomic shifts or changes in demographic factors.  As 
part of our ongoing study of vehicle choice models, EPA has put the model through a variety of 
tests intended to understand it better.11  

One group of tests involved examining the sensitivity of the model to changes in parameters, 
including the role of fuel economy in consumer purchase decisions, the discount rate, model 
elasticities, and the initial vehicle fleet.  

 First, we examined the effects of a 20 percent improvement in fuel economyD for all 
vehicles; in response, total sales increased about 5 percent, with higher sales increases 
going for some of the larger, less fuel-efficient vehicles.  If poor fuel efficiency would 
otherwise reduce the interest of buyers in those vehicles, then improving their fuel 
economy may disproportionately improve their sales.  

 Next, we varied the payback period – the number of years of fuel savings that a vehicle 
buyer might consider in the purchase decision – from 1 to 7 years.  Total sales increased 
by less than 1 percent for every additional year of payback period, suggesting that 
modeling results are not highly sensitive to this parameter.  

 Similarly, varying the discount rate (used to calculate the value of future fuel savings) 
from 2 to 10 percent changed total sales by less than 1 percent, suggesting insensitivity to 
this parameter as well.  

 When demand elasticities (percent change in sales in response to a one percent change in 
effective price) for all classes in the model are increased by 50 percent, total sales 
increase 7 percent, compared to 5 percent in the baseline case; if the elasticity of only one 
class is changed, total sales are virtually unaffected, though sales in the class that had the 
elasticity change increased by about 5 percent.  

 Finally, we experimented with increasing the number of vehicles in the initial fleet by 50 
percent (both uniformly for all vehicles and for one vehicle class at a time), to test 
sensitivity to assumptions about that baseline fleet.  The sales response with a larger fleet 
to the 20 percent change in fuel economy was approximately proportional: just as sales in 
the initial case increased 4.9 percent in response to the changes in fuel economy, sales 
with the larger fleet increased 4.9 percent.  Changing the size of individual classes also 
had very little effect on market shares, because they all increased proportionally. 

                                                 
D In the model, sales change in response to an effective price that combines the up-front cost with a share of future 

fuel savings. Increasing fuel economy thus has the opposite effect of increasing price; the former reduces the 
effective price, while the latter increases it. We used the 20 percent increase in fuel economy as a fairly large 
change, especially because it is not offset by any price increase. 
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In sum, these tests showed that the results of the model are not highly sensitive to any of these 
parameters.  Thus, imprecision in the initial fleet or these other factors is not likely to have a 
major effect on the model's predictions.  It also suggests that the results of changing fuel 
economy and price in the model may not have large effects on the vehicle fleet.  Of course, this 
series of tests does not provide insight into whether its predictions are accurate. 

A second exercise examined the model’s ability to predict sales.  It should be noted that the 
model is not intended to predict future sales or fleet mix. To do so would require inclusion of 
factors such as macroeconomic conditions and demographic shifts that affect sales; EPA’s model 
was not designed to include those factors.  As noted above, the model is intended to take as a 
given the without-standards fleet, and to estimate the effects of changes in price and fuel 
economy on sales and class shifts, as a way of focusing specifically on the effects of GHG policy 
on the fleet.  For that reason, testing the model by using it to predict sales in a different year is 
asking more of the model than the purposes for which it was intended.  We conducted this test, 
nevertheless, as an initial attempt to test whether the model’s results reflect actual consumer 
behavior.  

In this test, we calibrated the model to MY2008 vehicle sales, calculated the difference in 
vehicles’ fuel economy and price between MY2008 and MY2010 (another year for which we 
had the specific vehicle data needed for this analysis), used the model to estimate responses to 
the changes in MY2010 fuel economy and price, and compared the MY2010 predictions to 
actual MY2010 sales.  The model did not predict sales or market shares well.  The model 
predicted an increase in total sales when actual sales decreased. For market shares, similar to the 
near-term results in Haaf et al. (2014), using actual market shares from MY2008 – i.e., not using 
a model – had better predictions than using the model.  These poor predictions are not surprising, 
given that MY2010 sales reflect the Great Recession, a significant factor that the model was not 
designed to address.  We do not consider these results a demonstration that the model does not 
perform well; rather, it indicates the difficulty of testing the predictive abilities of this model as it 
is designed. 

At this point, then, EPA does not plan to use this or another vehicle choice model in its 
current modeling work.  We encourage further research in the validation of these consumer 
choice models for policy analysis.  

6.3 Conceptual Framework for Evaluating Consumer Impacts 

As discussed in Chapter 12, the agencies estimate that fuel-saving technologies, in addition to 
reducing GHG emissions and improving energy security, pay for themselves within a few-year 
payback period, and thus save consumers money.  Despite this, development and uptake of 
energy efficiency technologies lags behind adoption that might be expected under these 
circumstances.  The implication is that private markets do not provide all the cost-effective 
energy-saving technologies identified by engineering analysis.  The phenomenon is documented 
in many analyses of energy efficiency, and is termed the “energy paradox” or “energy efficiency 
gap.”12 A number of hypotheses have been raised for the existence of this gap,13 as discussed in 
the 2017-25 LD GHG rulemaking.  Some arise from market failures, such as lack of perfect 
information. Others point to behaviors on the part of consumers and/or firms that appear not to 
be in their own best interest (behavioral anomalies).  Still others point to potential costs of the 
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standards that are not reflected in EPA analyses.  On the consumer side, these hypotheses 
include: 

 Consumers might lack the information necessary to estimate the value of future fuel 
savings, not have a full understanding of this information even when it is presented, 
or not trust the presented information 

 Consumers might be “myopic” and hence undervalue future fuel savings in their 
purchasing decisions 

 Consumers may be accounting for uncertainty in future fuel savings when comparing 
upfront cost to future returns  

 Consumers may consider fuel economy after other vehicle attributes and, as such, not 
optimize the level of this attribute (instead “satisficing” – that is, selecting a vehicle 
that is acceptable rather than optimal -- or selecting vehicles that have some sufficient 
amount of fuel economy) 

 Consumers might be especially averse to the short-term losses associated with the 
higher prices of energy efficient products relative to the long-term gains of future fuel 
savings (the behavioral phenomenon of “loss aversion”)  

 Consumers might associate higher fuel economy with inexpensive, less well designed 
vehicles 

 When buying vehicles, consumers may focus on visible attributes that convey status, 
such as size, and pay less attention to attributes such as fuel economy that typically do 
not visibly convey status 

 Even if consumers have relevant knowledge, selecting a vehicle is a highly complex 
undertaking, involving many vehicle characteristics.  In the face of such a 
complicated choice, consumers may use simplified decision rules 

 Because consumers differ in how much they drive, they may already sort themselves 
into vehicles with different, but individually appropriate, levels of fuel economy in 
ways that an analysis based on an average driver does not identify 

 Fuel-saving technologies may impose hidden costs -- adverse effects on other vehicle 
attributes  

If consumers are doing a good job of getting their efficient amount of fuel economy, their 
willingness to pay for additional fuel savings, revealed in their purchase decisions, should 
approximately equal expected future fuel savings.  A review of the literature sponsored by EPA 
looked at the range of estimates of the value of fuel economy in consumer purchase decisions in 
models of consumer vehicle purchase decisions; it found as many studies with undervaluation of 
fuel economy as there were studies with about-right or overvaluation.14  The studies used in that 
review tended to emphasize modeling of vehicle purchase decisions rather than the role of fuel 
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economy in those decisions.  Some recent academic research has looked specifically at the 
question of the value of fuel economy.15  Busse et al. (2013) and Sallee et al. (2016) find that 
consumers appear to buy fuel economy that does approximate fuel savings; Allcott and Wozny 
(2014) find in contrast that the willingness to pay for fuel economy is about 3/4 of the expected 
future fuel savings.  Thus, consumers appear to take fuel economy into account when buying 
vehicles, but how precisely they do it is not yet clear.  

The 2015 National Academies of Sciences report titled, “Cost, Effectiveness, and Deployment 
of Fuel Economy Technologies for Light-Duty Vehicles”16 also reviewed the literature. Among 
the studies that NAS reviewed was a 2013 paper by Greene, Evans, and Hiestand, regarding 
which the NAS Committee stated, “Four nationwide random sample surveys of 1,000 
respondents each, conducted between 2004 and 2013, showed that consumers considered fuel 
economy ratings and future fuel prices to be very uncertain. . . . The surveys also produced 
consistent evidence that consumer willingness to pay for fuel savings implies average payback 
periods of 2-3 years” (p. 317). Regarding the overall review of the literature conducted by the 
NAS Committee, the Committee concludes,  

“How markets actually value increases in new vehicle fuel economy is critical to evaluating 
the costs and benefits of fuel economy and GHG standards. Unfortunately, the scientific 
literature does not provide a definitive answer at present. . . . In the committee’s judgment, there 
is a good deal of evidence that the market appears to undervalue fuel economy relative to its 
expected present value, but recent work suggests that there could be many reasons underlying 
this, and that it may not be true for all consumers. Given the importance of this question to the 
rationale for regulatory standards and their costs and benefits, an improved understanding of 
consumer behavior about this issue would be of great value.” (p. 318) 

The agencies seek comment on consumer willingness-to-pay for fuel economy, including 
considerations of payback periods on the order of 2-3 years, or more, or less. 

Consumers cannot buy technologies that are not produced; some of the gap in energy 
efficiency may be explained from the producer's side.  Two major themes arise on the producer 
side: the role of market structure and business strategy, and the nature of technological invention 
and innovation.  

 Light-duty vehicle production involves significant fixed costs, and automakers strive to 
differentiate their products from each other.  These observations suggest that automakers, 
rather than meeting the stylized economic model of perfect competition, can act 
strategically in how they design and market products.  In this context, the fuel economy 
of a vehicle can become a factor in product differentiation rather than a decision based 
solely on cost-effectiveness of a fuel-saving technology.17  Product differentiation carves 
out corners of the market for different automobile brands.  For instance, automakers may 
emphasize luxury characteristics in some vehicles to attract people with preferences for 
those characteristics, and they may emphasize cost and fuel economy for people attracted 
to frugality.  By separating products into different market segments, producers both 
provide consumers with goods targeted for their tastes, and may reduce competition 
among vehicle models, creating the possibility of greater profits.  From the producer 
perspective, fuel economy is not necessarily closely related to the cost-effectiveness of 
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the technologies to consumers, but rather is one of many factors that manufacturers use to 
market their models to different consumer groups.  As Fischer (2005) points out, this 
strategy can lead to inefficiencies in the market: an under-supply of fuel economy relative 
to what is cost-effective to consumers in some segments, and an over-supply of fuel 
economy in other sectors.18  The structure of the automobile industry may inefficiently 
allocate car attributes--fuel economy among them--and help to explain the existence of an 
energy efficiency gap. 

 Chapter 4.1.3 discusses the relationship between technological innovation and the 
standards, but a shortened discussion is relevant here.  In particular, in the absence of 
standards, automakers are likely to invest in small improvements upon existing 
technologies (“incremental” technologies) that can be used to improve fuel economy or 
other vehicle attributes.  On the other hand, they may be more hesitant to invest in 
“major” innovations in the absence of standards, for several reasons.  

o There may be first-mover disadvantages to investing in new technologies.  Many 
manufacturers prefer to observe the market and follow other manufacturers rather 
than be the first to market with a specific technology.  The “first-mover 
disadvantage” has been recognized in other research where the “first-mover” pays 
a higher proportion of the costs of developing technology, but loses the long-term 
advantage when other businesses follow quickly.19 

o There could be “dynamic increasing returns” to adopting new technologies, 
wherein the value of a new technology may depend on how many other 
companies have adopted the technology -- for instance, creating multiple 
suppliers for a technology should increase competition, improve quality, and 
reduce price.  This could be due to network effects or learning-by-doing.  In a 
network effects situation, the usefulness of the technology depends on others' 
adoption of the technology: e.g., a telephone is only useful if other people also 
have telephones.  Learning by doing is the concept that the costs (benefits) of 
using a particular technology decrease (increase) with use.  Both of these 
incentivize firms to pursue a “wait and see” strategy when it comes to adopting 
new technologies.20 

o There can be synergies when companies work on the same technologies at the 
same time.21  Research among multiple parties can be a synergistic process: ideas 
by one researcher may stimulate new ideas by others, and more and better results 
occur than if the one researcher operated in isolation.22,E  Collaboration between 
automotive companies or automotive suppliers does occur.  For example, in 2013, 
Daimler, Ford, and Nissan teamed up to work on fuel cell vehicles,23 and Toyota 

                                                 
E Powell, Walter W., and Eric Giannella (2010). “Collective Invention and Inventor Networks,” Chapter 13 in 

Handbook of the Economics of Innovation, Volume 1, edited by B. Hall and N. Rosenberg (Elsevier) discuss how 
a “collective momentum” has led uncoordinated research efforts among a diverse set of players to develop 
advances in a number of technologies (such as electricity and telephones). They contrast this view of 
technological innovation with that of proprietary research in corporate laboratories, where the research is part of a 
corporate strategy. Such momentum may result in part from alignment of economic, social, political, and other 
goals. 
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and BMW teamed up to work on battery technology.24  In 2015 Toyota and 
Mazda “agreed to form a ‘long-term partnership’” to collaborate on numerous 
advanced technologies, including plug-in hybrid and fuel cell systems.25 
Standards can promote research into low-CO2 technologies that would not take 
place in the absence of the standards.  Because all companies (both auto firms and 
auto suppliers) have incentives to find better, less expensive ways of meeting the 
standards, the possibilities for synergistic interactions may increase.  Thus, the 
standards, by focusing all companies on finding more efficient ways of achieving 
the standards, may lead to better outcomes than if any one company operated on 
its own. 

These potential explanations are relevant, of course, if the efficiency gap exists for vehicles.  
If the gap does not exist, then there is no need to understand reasons for it.  To understand the 
effects of the standards, EPA has therefore been focusing on the existence of the gap.  If the gap 
exists, then the standards are providing net benefits to vehicle buyers, even if it is unclear why 
this is happening.26 

The existence of the gap depends on whether fuel-saving technologies that would not have 
been used in the absence of the standards provide net benefits to new vehicle buyers even when 
the externalities associated with the standards are not included.  The net benefits calculation 
involves three components: the technology’s effectiveness (which, along with fuel prices and the 
amount driven, determines the fuel savings);F the technology’s costs; and whether there are any 
adverse unintended consequences of the technologies (hidden costs), such as interference with 
the vehicle’s handling or braking.G  Chapter 5 discusses the technology costs and effectiveness of 
the technologies that may be used to achieve the standards.  The next section describes research 
that EPA has conducted to assess the existence of potential hidden costs associated with these 
technologies. 

6.4 Consumer Response to Vehicles Subject to the Standards 

6.4.1 Recent New Vehicles  

6.4.1.1 Sales  

One measure of consumer response to the vehicles subject to the standards is the effects of the 
standards on vehicle sales.  As discussed in Chapter 3 and in Chapter 6.1, it is difficult, if not 
impossible, to separately identify the effects of the standards on vehicles sales from the effects of 

                                                 
F Fuel-saving technologies provide different cost savings across consumers, because they drive different amounts 

under different conditions (which affect miles per gallon). As noted above, if each consumers gets individually 
optimal fuel economy in a vehicle that meets his/her other needs, then the efficiency gap does not exist even if an 
analysis done based on an average driver shows potential for increased efficiency. 

G Note that the agencies' modeling work on technological effectiveness builds in the need to maintain all aspects of 
vehicle performance.  That is, the methodology includes all costs of implementing the technologies to achieve 
GHG reductions while maintaining all aspects of performance and utility.  The agencies thus concluded that 
adding fuel-saving technologies results in no loss of vehicle utility, and that adding fuel-saving technologies will 
not preclude future improvements in performance, safety, or other attributes.  See generally Chapter 3.2 of 2017-
2025 MY TSD, and 77 FR 62714/2.  Chapter 4.1.3 and the next sub-chapter further discuss the relationship 
between the standards and other vehicle attributes. 
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recovery from recession.  It appears that the standards did not prevent recovery of auto sales 
from the recession, but it is not possible to say whether the standards helped or hindered that 
recovery. 

6.4.1.2 Evaluations from Professional Auto Reviewers 

Another way that EPA is examining the effects of the standards on new vehicles is through 
analysis of the evaluations that professional auto reviewers give to fuel-saving technologies.27  
Auto reviews are a readily available and public source of information about the advantages and 
disadvantages of new vehicle models.  We focused on professional automobile reviews because 
professional reviewers have experience evaluating vehicle technologies and are expected to 
identify any potential drawbacks to consumers (i.e., hidden costs) if they exist.  Although 
reviewers may not respond to vehicle technologies in the same way that vehicle owners will, it 
seems reasonable to expect that, if there are significant problems for particular technologies, 
reviewers will comment on them. 

EPA commissioned RTI International to conduct a content analysis of auto reviews for 
MY2014 vehicles from six major websites that conduct professional auto reviews: Automobile 
Magazine, Auto Trader, Car and Driver, Consumer Reports, Edmunds, and Motor Trend.28  
Content analysis is a research technique that breaks text into pre-defined sub-units that can be 
categorized and analyzed into specified definitional codes.H  Staff at RTI read each auto review 
from a professional reviewer (reader reviews or comments were not included in the study) and 
coded each mention of specific fuel-saving technologies for whether the reviewer evaluated it as 
positive, negative, or neutral.  In addition, they coded mentions of a number of operational 
characteristics, such as handling, acceleration, and noise.  The initial dataset included 1023 
reviews.  After further review of the data, the final set includes 1,003 separate reviews, 
containing 3,535 separate evaluations of various fuel-saving technologies.I 

Table 6.1 shows the results aggregated to the review level.J  For each technology, positive 
evaluations exceed negative evaluations. Indeed, in the aggregate, negative evaluations are less 
than 20 percent of the totals.  Even the most negatively reviewed technologies – continuously 
variable transmissions (51 percent positive) and stop-start (59 percent positive) – have majority 
positive evaluations.  These results suggest that it is possible to implement these technologies 
without significant hidden costs.  The NAS report suggests a similar conclusion: “’It is not 
technology per se that generates new problems, but rather its integration and execution,’ Neal 

                                                 
H There are many descriptions of content analysis and its evolution as a research methodology; see Helfand et al. 

(2015), footnote 22, for background and citations.  
I The initial dataset inadvertently contained reviews of 15 vehicles not subject to the standards, primarily medium-

duty trucks that had not previously been eliminated. In addition, due to issuance of a notice of violation about the 
compliance of some Volkswagen diesel engines with emissions standards, we dropped 5 reviews of those 
vehicles. 

J Each review could contain mentions of more than one technology, or even multiple mentions of the same 
technology. The review-level results aggregate all like mentions of a technology in one review. For instance, if a 
review contains 3 positive mentions of turbocharging, the review-level results count them as 1 positive mention. 
If the review contains 3 positive mentions and 1 negative mention, at the review level these are counted as 1 
positive and 1 negative mention. The data were analyzed both at the level of individual codes, and aggregated to 
review. With the results very similar, we here focus on the review-level results. See Helfand et al. (2015) for 
more detail, including code-level results. 
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Oddes, Director of Product Research and Analysis at J.D. Power, noted (Janes 2013), an 
observation that could be made for some of the fuel-saving technologies being launched today” 
(p. 9-21). 

Table 6.1  Efficiency Technology’s Positive, Negative, or Neutral Evaluations by Auto Reviews 

Efficiency Technology Categories Coding level Negative Neutral Positive Total 

Active Air Dam Active air dam - - - - 6 100% 6 

Active Grill Shutters 
Active grill 
shutters 

- - - - 1 100% 1 

Active Ride Height Active ride height - - 1 33% 2 67% 3 

Electric Assist or Low Drag Brakes 
Electric assist or 
low drag brakes 

1 14% 3 43% 3 43% 7 

Lighting - LED Lighting-LED 1 5% 2 10% 17 85% 20 

Low Rolling Resistance Tires 
Low rolling 
resistance tires 

4 24% 5 29% 8 47% 17 

Mass Reduction Mass reduction - - 9 12% 65 88% 74 

Passive Aerodynamics 
Passive 
aerodynamics 

4 10% 7 18% 29 73% 40 

Powertrain 

Engine 

Cylinder 
deactivation 

1 3% 4 11% 30 86% 35 

Diesel 7 12% 9 15% 44 73% 60 

Electronic power 
steering 

45 22% 42 20% 121 58% 208 

Full electric 2 9% 6 27% 14 64% 22 

GDI 6 9% 6 9% 54 82% 66 

General Engine 104 16% 95 15% 443 69% 642 

Hybrid 16 23% 10 14% 45 63% 71 

Plug-in hybrid 
electric 

4 14% 6 21% 18 64% 28 

Stop-start 14 27% 7 14% 30 59% 51 

Turbo-charged 20 9% 23 10% 180 81% 223 

General 
Powertrain 

General 
Powertrain 

8 8% 19 18% 78 74% 105 

Transmission 

CVT 35 31% 20 18% 57 51% 112 

DCT 16 24% 10 15% 42 62% 68 

General 
Transmission 

30 18% 26 16% 108 66% 164 

High speed 
automatic 

60 14% 81 20% 273 66% 414 

    Total 378 16% 391 16% 1,668 68% 2,437 

 

Further evaluation of the data involves looking at correlations between evaluations of each 
technology and a range of operational characteristics (handling, acceleration, noise, etc.).  In 
particular, this evaluation assesses how the technologies are related to negative evaluations of 
these characteristics.  If the technologies have hidden costs, the research premise is that the 
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technologies should be positively correlated with negative evaluations of operational 
characteristics.  The results do not reveal much evidence of such correlation.  When correlations 
exist, often they are not statistically robust; their statistical significances change depending on 
what covariates are considered.  For instance, seven technologies have at least one statistically 
significant correlation with the characteristic of acceleration capability in six versions of the 
model, but only one (continuously variable transmissions) has a statistically significant 
correlation across all six model versions (its existence is correlated with negative effects on 
acceleration capability).  At the same time, in five of six models, the existence of stop-start 
technology is significantly associated with reduced probability of negative evaluations of 
acceleration capability.  Indeed, across all characteristics, there are more instances of fuel-saving 
technologies associated with lower probabilities of negative evaluations of characteristics than 
with increased negative evaluations.  In addition, negative evaluations of characteristics are more 
likely if the technology itself has a negative evaluation -- in other words, it seems that a bad 
implementation of the technology is associated with bad characteristics, rather than there being 
some inherent problem in the technology.  If it is possible to implement a technology to avoid 
hidden costs, as these data suggest, then automakers should be able to improve implementation 
over time; in such a circumstance, any problems with hidden costs may be temporary. 

These findings on the relationship of technologies to hidden costs or hidden benefits have 
some limitations.  They appear sensitive to how the analysis is done, and the magnitudes are 
often small. Perhaps more importantly, it is not possible to determine whether the technologies 
themselves cause these effects, or whether these associations are due to the vehicles in which the 
technologies are installed. For instance, perhaps stop-start was put in vehicles that would have 
had better acceleration even without it.  As a result, this research is not able to disprove the 
possibility of hidden costs (or benefits).  In addition, this research cannot determine what, if any, 
additional costs may have been incurred to mitigate problems with the technologies.  It 
nevertheless fails to find evidence of systematic hidden costs associated with fuel-saving 
technologies.  The agencies seek comment providing additional evidence related to concerns 
over hidden costs. 

Helfand et al. (2015)29 provides further detail about the methods and results of this work, 
including additional limitations.  Note that this research examines how professional auto 
reviewers respond to these technologies, rather than how vehicle buyers respond.  If the public 
tends to be harsher critics than the reviewers, then these results may understate negative 
consumer response.  In addition, reviewers spend much less time with any one vehicle than a 
vehicle owner; something that a reviewer may not notice in a few hours of test driving may 
become significant to an owner over time.  On the other hand, we expect professional auto 
reviewers, as experts, to be aware of vehicle characteristics and technologies more than the 
general public.  Thus, consumer response to these technologies may be either more or less 
critical than reviewer response. 

6.4.1.3 Consumer Responses to New Vehicles  

Another potential source of information on consumer response to vehicles subject to the GHG 
and fuel economy standards can come from market research firms that conduct surveys of new 
vehicle buyers.  These surveys, typically conducted a few months after purchase of a new 
vehicle, ask the buyer’s views on a wide range of vehicle attributes.  EPA has been pursuing 
access to one of these survey data sets.  Our goal would be to look for associations between the 
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existence of fuel-saving technologies and consumer responses to vehicle attributes: for instance, 
do consumers rate satisfaction with their vehicles differently for vehicles with stop-start systems 
relative to those without such systems, controlling for other vehicle characteristics?  This 
research would provide direct insights into consumer attitudes. 

EPA is still pursuing access to such a database; results from it are not available for this Draft 
TAR.  If we are successful in gaining access, we intend to use the information to inform the 
midterm evaluation. 

6.4.2 MY2022-25 Vehicles  

To date, it seems difficult to find evidence that the standards have posed significant obstacles 
to consumer acceptance: vehicle sales are very strong, and we have not found evidence of 
inherent "hidden costs" of the technologies, at the same time that the auto industry as a whole has 
over-complied with the standards (see Chapter 3.3).K  As the standards continue to become more 
stringent, though, there will be both more application of existing technologies to new vehicles, 
and new or improved technologies are likely to be developed.  As discussed in Chapter 4.1.3, 
these standards themselves may be contributing to innovation that would not have happened in 
their absence.  As a result, it is difficult to extrapolate to future technologies from findings 
related to existing ones.   

There is, of course, uncertainty about which technologies will be necessary to achieve the 
MY2022-25 standards.  In the MY2017-25 rulemaking analysis, EPA projected that the 
standards could be achieved primarily with gasoline vehicles; it estimated only about 2 percent 
penetration of plug-in electric vehicles (PEVs), either plug-in hybrid electric vehicles (PHEVs) 
or all-battery EVs (BEVs).30  The NAS also expects the spark-ignition gasoline engine to 
dominate the auto market through, and beyond, 2025.31  For these vehicles, the effects of the 
standards on consumer acceptance depend on the costs, effectiveness, and potential tradeoffs or 
synergies of those technologies with other attributes; there is already an established infrastructure 
for fuel availability.  If the standards can be achieved primarily with greater penetration of 
existing technologies, we do not have evidence of significant problems for consumer acceptance.  
On the other hand, if the standards can be achieved only with increased utilization of new 
technologies, these new technologies could raise the possibility of new challenges.   

The role of electrified vehicles in particular in achieving the standards has led to questions 
about consumer acceptance of those vehicles.L  Some states,M led by California, are requiring 
greater use of plug-in electric vehicles (PEVs) and fuel cell electric vehicles (FCEVs) for 
meeting state air quality and greenhouse gas targets, and these vehicles are also included in 
automaker fleets that are subject to the National Program.  If EVs become a more important part 
of the compliance strategy for the 2022-25 standards, then their unique features -- in particular, 

                                                 
K Design elements of program, such as targeting emissions rather than specific technologies, averaging and banking 

credits, and allowing credit trades, are expected to have facilitated compliance by providing manufacturers with 
great flexibility in meeting the standards.   

L We do not include conventional hybrid-electric vehicles (HEVs) in this discussion. Because they are fueled solely 
by gasoline and rely on the same infrastructure as other gasoline vehicles, they are part of the gasoline-vehicle 
market. 

M Connecticut, Maine, Maryland, Massachusetts, New Jersey, New York, Oregon, Rhode Island, and Vermont have 
adopted the California Zero Emission Vehicle program. 
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the need for infrastructure and the associated concerns over vehicle range, as well as differences 
(many positive) in other attributes -- are likely to have an effect on consumer acceptance.   

As noted in the 2017-25 Preamble,32 the National Program standards are performance-based; 
there is no mandate under the National Program for any manufacturer to use any particular kind 
of technology, or for any consumer to choose, any particular kind of vehicle.   If the variety of 
vehicles in the conventional fleet does not shrink, the availability of PEVs should not reduce 
consumer welfare compared to a fleet with no PEVs: increasing options should not reduce 
consumer well-being, because other existing options still are available.  An individual consumer 
will buy a PEV only if the price and characteristics of the vehicle make it more attractive to her 
than other vehicles.  Already, many current PEV options are versions of gasoline-only vehicles, 
for example, the Chevrolet Spark EV, the FIAT 500e, all of Ford's PEV products, and the 
Volkswagen e-Golf.   The forthcoming Hyundai Ioniq will be offered as a conventional hybrid, 
plug-in hybrid, and all-battery electric vehicle, allowing consumers to choose the degree of 
electrification best suited to their needs.  Similarly, both Volvo and BMW have announced plans 
to offer plug-in hybrid variants over a wide range of existing and new models. 

On the other hand, if the only compliance path available to automakers involves more use of 
PEVs than markets would normally support (in the absence of government incentives), then 
achieving the standards may lead automakers and dealers to encourage the market for PEVs by 
providing incentives for PEV purchase sufficient to meet the standards.  This encouragement can 
come in various forms -- for instance, through marketing and advertising, through sales 
incentives, or through increased education about PEVs to potential buyers to increase buyer 
familiarity with the technology.  Automakers may also cross-subsidize sales as they have long 
been able to do to meet fleet average standards; in this case using higher prices on conventional 
vehicles to support lower prices on PEVs, to increase sales of PEVs relative to gasoline vehicles 
beyond levels that markets would support in the absence of the standards.  Cross-subsidization 
would be expected to reduce auto industry profits. 

If consumers are willing to purchase PEVs (and other low-GHG-emitting vehicles) at prices 
that provide adequate profits to manufacturers, then consumer acceptance is sufficient to 
maintain a functioning auto market.  As discussed in Section 3.1.5, PEVs are currently estimated 
to be about 1.1 percent of MY2015 sales.  Section 5.2.4 discusses these technologies and the 
technological advances being made.  As that section presents, this market is evolving rapidly, 
with expected increases in model diversity, vehicle range, decreased costs, and expansion of 
infrastructure (see Chapter 9).  Although PEV range is often cited as a concern for consumer 
acceptance, it should be noted that PEVs have some desirable characteristics relative to gasoline 
vehicles, including higher low end torque, potentially higher acceleration, lower operating costs, 
and the convenience of refueling by plugging in at home.N,33  Consumer acceptance of these 
vehicles will depend on the degree of all these factors, plus the differences in attributes, both 
positive and negative, of PEVs relative to gasoline vehicles.  Additionally, many automakers 
have announced moderately priced BEVs with longer ranges, and various public and/or private 
initiatives continue to increase investments in public and workplace infrastructure that will 
further alleviate concerns about range. 

                                                 
N The Tesla Model S, an all-electric vehicle, for instance, has regularly been achieving top ratings from standard 

auto reviewers for its handling and power. 
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While concerns over range and cost are often cited as primary obstacles to PEV adoption, lack 
of awareness and understanding of PEVs, perhaps including misunderstanding, itself creates 
another barrier to adoption.34  A 2015 survey by the National Renewable Energy Laboratory 
(NREL) of over 1,000 U.S. households found that less than half of the respondents could name a 
specific PEV model, despite being available on the market for over four years.35  Using this same 
measure, awareness levels were even lower in a 2015 University of California, Davis survey of 
5,600 households that purchased a new vehicle after 2008.36 

The National Academy of Sciences Committee on Overcoming Barriers to Electric-Vehicle 
Deployment37 notes that many people consider PEVs, as new technologies, to involve 
uncertainty and risk compared to gasoline vehicles, and thus are hesitant to consider them.  It 
cites as barriers "the limited variety and availability of PEVs; misunderstandings concerning 
range of PEVs; difficulties in understanding electricity consumption, calculating fuel costs, and 
determining charging infrastructure needs; complexities of installing home charging; difficulties 
in determining the 'greenness' of the vehicle; lack of information on incentives; and lack of 
knowledge of unique PEV benefits" (p. 47).  

Some studies suggest that experience with the technology increases acceptance.38  Indeed, a 
survey of PEV drivers in California shows that the vehicle test drive and other PEV drivers to be 
the two information sources most influential in a consumer's purchase decision.  Yet, if people 
view PEVs as risky and are thus reluctant to try them, then it will be difficult for them to gain 
experience that would make them more comfortable with the technology.   

The NAS Committee discusses the role of auto dealers in helping consumers to understand 
PEVs.  It notes PEV buyers' dissatisfaction with the dealer experience, greater than that of buyers 
of conventional vehicles.39  It cites evidence that salespeople are not very knowledgeable about 
PEVs, and may not get adequate financial incentives for the extra time that PEV buyers may 
require.  Many dealers have no or few PEVs in their stock.  At most dealerships the explanation 
for not having PEVs in stock is "high demand" for the vehicles; the second-most common 
explanation, in contrast, is a "lack of consumer interest" (p. 52).  These problems with 
consumers' experiences with PEV dealers may contribute to the slow adoption of PEVs in the 
market. 

For a small segment of the public, PEVs already are suitable for their purposes.  As the 
technology of PEVs evolves, especially as range and fueling infrastructure expand, it is likely 
that a larger segment could find PEVs suitable.  As the NAS Committee notes, these issues arise 
with adoption and diffusion of many new technologies, and are not unique to PEVs.  
Overcoming these barriers, it argues, will require both public policy incentives and methods to 
promote consumer experience with them.  As noted, some research suggests that some perceived 
barriers, such as concerns over charging, may become smaller with experience, while some 
perceived advantages may be strengthened.40  Thus, consumer acceptance of PEVs may depend, 
not only on technological advances, but also on the feedback loop associated with other 
consumers purchasing PEVs.  
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6.5 Impacts of the Standards on Vehicle Affordability 

Because the standards are expected to increase the up-front costs of new vehicles, with the 
fuel savings that recover those costs coming over time, questions arose in comments on the 
2017-25 LD GHG rule about the effects of the standards on affordability.  We analyze this 
question by considering the effects of the standards on lower-income households, on the used 
vehicle market, on whether access to credit may limit consumers’ ability to purchase new 
vehicles, and on the availability of low-priced vehicles.  Further detail may be found in Cassidy 
et al.41 

6.5.1 Effects on Lower-Income Households  

We begin here by examining the effects of the standards separately for lower- and higher-
income households.  We consider lower-income households to be those that had after-tax 
incomes below the weighted medianO income in a given year, and higher-income households to 
be those that had after-tax incomes above that threshold.  For example, the weighted median in 
2013 is $33,371.  For this analysis, we use the 2007-2013 Consumer Expenditure Survey (CES), 
which is conducted annually by the Bureau of Labor Statistics of the U.S. Department of Labor 
and provides information on the expenditures, income and characteristics of U.S. households, as 
well as federal poverty levels.42,P  

The effects of this rule on lower income households depend on its impacts, not only in the 
new vehicle market, but also in the used vehicle market.  Using CES data from 2007-2013, on 
average, 29 percent of new car buyers were lower income according to our definition.Q  The 
2013 Consumer Expenditure Survey data indicate that lower income households on average 
spent more in 2013 on gasoline ($2,154) than on vehicles ($670); in addition, they spent more on 
used vehicles ($362) than on new vehicles ($308).  These results are analogous to those that 
Consumer Federation of America (CFA) provided in comments on the 2017-25 standards.  CFA 
found that households with income less than $20,000 per year in 2010 accounted for 22 percent 
of households but only 2 percent of money spent on new vehicles; those households spent 7.3 
times as much on gasoline as on new car payments.43  These data suggest that lower income 
households are more affected by the impact of the rule on the used vehicle market than on the 
new vehicle market, and that they are more vulnerable to changes in fuel prices than they are to 
changes in vehicle prices. 

6.5.2 Effects on the Used Vehicle Market 

The effect of this rule on the used vehicle market will be related to its effects on new vehicle 
prices, the fuel efficiency of new vehicle models, the fuel efficiency of used vehicles, and the 
total sales of new vehicles.  If the consumer value of fuel savings resulting from improved fuel 
efficiency outweighs the average increase in new models’ prices to potential buyers of new 
vehicles, sales of new vehicles could rise, and the used vehicle market may increase in volume as 

                                                 
O The weighting, from the Bureau of Labor Statistics, corrects for under- or over-representation of certain 

households in each sample. The weighted median thus reflects the U.S. median rather than the sample median. 
P The Federal Poverty Level is calculated annually by the Department of Health and Human Services. It varies with 

household size and for households in Alaska and Hawaii.  
Q The CES data have many missing data. We present these results on the assumption that omitted information on 

vehicle purchases is not affected by household income. 
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new vehicle buyers sell their older vehicles.  In this case, used vehicle buyers, including lower-
income households, are likely to benefit from the increased inventory of used vehicles.  
However, if potential buyers value future fuel savings resulting from the increased fuel 
efficiency of new models at less than the increase in their selling prices, sales of new vehicles 
may decline, and the used vehicle market may see price increases as people hold onto their 
vehicles longer. 

Jacobsen and van Bentham (2015) look at the effect of fuel prices and fuel standards on the 
used vehicle market.44  They argue that the increased price of new vehicles subject to the 
standards will decrease new vehicle sales, and increase sales and prices in the used vehicle 
market.  As people switch to used vehicles, the greenhouse gas benefits of more efficient new 
vehicles will be reduced.  Their results depend on the standards depressing new vehicle sales.R  
As discussed in Chapter 6.2, we have not identified ways to estimate the effects of the standards 
on new vehicle sales. 

Figure 6.2 presents data from the Consumer Price Index for used45 and new vehicle.46  Each 
series has been adjusted to a year 2013 reference base with underlying prices in 2013$ (using 
price deflators for GDP47) so that numbers on the y-axis represent the percentage difference from 
price levels in 2013 (in 2013$).  Used vehicle prices have decreased since 1995, and have varied 
in a small range between 2008 and 2015.  The used car price index closely follows the new car 
price index, although used car prices have more volatility across all years.  Mannheim 
Consulting indicates that volumes at auto auctions have increased steadily from 2011-2015, with 
relatively small fluctuations in its value index during that time.48  These suggest that the increase 
in new vehicle sales since the recession ended (see Chapter 6.1) has had the expected positive 
effect on used vehicle volumes; price reflects "strong new vehicle pricing, exceptional credit 
conditions, higher employment levels, record job stability, and the often overlooked factor of 
increased dealership operating efficiencies" (Mannheim Consulting, p. 15).  The average loan 
payment for used vehicles, in nominal terms, increased by $6/month between 2014 and 2015;49 
in constant 2013$, the payment is approximately constant, at $350/month.  This observation 
again does not suggest great movement in overall used vehicle prices.  Additionally, trends in the 
new vehicle market, supply of used vehicles, and changing consumer preferences may even 
result in used prices falling for certain market segments; January 2016 used vehicle prices for 
compact and luxury cars fell relative to the prior year, while prices for used pickups increased.50  
As with the effects of the standards on new vehicle sales, it is possible that the GHG/fuel 
economy standards have had some influence on these trends, but their effect is likely swamped 
by the effects of the economic recovery. 

                                                 
R The applicability of their empirical analysis is limited due to their use of pre-2009 data (including cost data from 

2002) and a flat (not footprint-based) standard, among other assumptions.  
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Figure 6.2  Used and New Car Consumer Price Index, 2013=100 (2013$). 

A recent Heritage Foundation analysis51 by Furth and Kreutzer (2016) cites a similar set of 
price trends to argue that prices of new vehicles are higher by larger amounts (up to $7100) than 
they would be if they had followed trends before 2009, trends in furnishings and durable 
household equipment, or trends in vehicle prices in the United Kingdom or in Australia.  It 
implies that the standards created this divergence between the previous trend and current prices.  
This change in the price trend is unlikely to be due only, or even primarily, to the standards, 
though.  These price trends are based on the vehicles that people are buying, not on a constant 
vehicle model; that is, if people are switching from less expensive to more expensive vehicles, 
then price trends would increase, even if the prices of individual vehicles had stayed constant.  
As discussed in Chapter 3.1.4, fleet mix has been changing during this time, with sales of SUVs 
and pickup trucks higher than the estimates in the 2012 final rule.  For instance, the share of the 
fleet that is car (sedan) and not car SUV, truck SUV, pickup, or minivan went from 61 percent in 
MY 2009 to 49 percent in MY 2014.52  To the extent that the latter vehicles are more expensive 
than car sedans, the change in sales mix will have affected the trend.  Note as well that the price 
trend changes in 2008, at the start of the Great Recession, before the standards went into effect 
for MY 2012.S Without a good way to separate effects on prices due to the standards from other 

                                                 
S Further evidence that these price trends are not due to the standards is found in comparing the trend in the United 

Kingdom (UK) with the trends in France, Germany, and Italy reported by Furth and Kreutzer (2016). The UK has 
a fairly steady, steep decrease in prices from 1999 to 2015, while France, Italy, and Germany have much flatter 
price trends; France and Italy show small decreases followed by a small upturn, while Germany has a steady but 
small decrease. All these countries are in the European Union, which provides a common set of standards for all 
countries. If standards alone were driving price trends, then these countries should all see similar trends. Instead, 
even if the France, Italy, and Germany patterns are similar, the UK pattern is very different. Thus, vehicle 
standards alone do not seem to be driving price trends. 



Assessment of Consumer Acceptance of Technologies that Reduce Fuel Consumption and 
GHG Emissions 

6-19 

factors affecting prices, the Furth and Kreutzer (2016) assessment does not provide a sound basis 
for estimating the effects of the standards on vehicle prices. 

The benefits of the standards for buyers of used vehicles will depend on two countervailing 
effects from the improvement in fuel economy: the increased cost of the used vehicles attributed 
to fuel-saving technologies, and the savings in fuel costs over time.  Depreciation of new vehicle 
prices reduces the cost of the additional fuel economy for used vehicle buyers.  On the other 
hand, because older vehicles are used less on average than new vehicles, the fuel savings will 
accrue more slowly.  On net, in this current Draft TAR, reduced up-front costs exceed the 
reduction in fuel savings so that the payback period is shorter for used cars than for new cars; see 
Chapter 12 for more details. 

6.5.3 Effects on Access to Credit 

Even though projected fuel savings are expected to outweigh increased vehicle costs, some 
concerns have been raised about whether higher vehicle prices may exclude prospective 
consumers from the new vehicle market through effects on consumers’ ability to finance 
vehicles.  If lenders focus on the amount of the vehicle loan, the person’s current debt, and the 
person’s income when issuing loans, and do not consider the reduced operating costs associated 
with fuel savings, then the higher up-front costs of the new vehicles subject to the standards 
could reduce buyers’ ability to get loans (holding down payments constant).  Thus, if lenders do 
not take fuel savings into account in providing some loans, households that are borrowing near 
the limit of their abilities to borrow may either have to change what vehicles they buy (including 
possibly switching from new to used vehicles), or defer buying vehicles. 

The financing market appears to be evolving, apparently in response to consumers buying 
more expensive vehicles, among other factors.  One way that the loan market appears to be 
evolving is that the available term length of auto loans has increased.  The average new car loan 
in mid-2015 has a record repayment period of 67 months, and 29 percent of loans were for 73-84 
months.53  While interest rates have been low by historic standards since the recession, longer 
loans typically reduce (or keep constant) the monthly payments that consumers make, though 
with more payments required and perhaps higher interest rates.  Though these longer terms may 
ease consumers' abilities to buy more expensive vehicles than they otherwise would, they 
increase the chances that a vehicle owner may end up "under water" -- that is, with a vehicle 
worth less than the amount that the buyer still owes.  In addition, the number of new vehicles 
being leased has increased, from 19 percent in 2010 to 27 percent in 2015.54  These changes 
show an evolving financing market, though why the market is evolving is not clear: it may be 
that vehicles have become more expensive, or it may be that consumers are choosing more 
expensive vehicles, or that consumer preferences toward ownership are changing.  Any link 
between these changes and the standards is speculative. 

Another market innovation suggests that parts of the loan market take fuel savings into 
account in the lending decision.  Some lenders currently give discounts for loans to purchase 
more fuel-efficient vehicles.55  An internet search on the term “green auto loan” produced more 
than 50 lending institutions that provide reduced loan rates for more fuel-efficient vehicles.56  A 
third of credit unions responding to a recent survey offered some type of green auto loan.57  It 
seems that some auto loan makers incentivize the financing of more fuel-efficient vehicles.  



Assessment of Consumer Acceptance of Technologies that Reduce Fuel Consumption and 
GHG Emissions 

6-20 

Comments from the National Automobile Dealers Association (NADA) on the 2017-25 LDV 
standard58 argue that an increase in the purchase price of new vehicles would increase the debt-
to-income ratio (DTI) of potential buyers beyond a critical threshold, which may prevent these 
buyers from being eligible for a loan.  As discussed in the 2012 FRM,59 their assessment looked 
at the number of drivers living in households who would be eligible for a loan of $11,750, but 
not $14,750.  It did not examine households likely to be in the market for new vehicles and was 
based on inaccurate assumptions about the impacts of the standards on new vehicle prices.  
Among other assumptions, it implies the disappearance of low-priced new vehicles, a topic 
discussed below.  

Another assumption of the NADA analysis was that the DTI is an impassible obstacle for 
lending.  To determine whether this DTI threshold is rigid, we used CES to identify households 
with over 36 percent DTI in order to gauge whether exceeding this threshold precludes 
households from being able to finance a vehicle purchase.  We chose this threshold based on 
guidance from online sources stating that lenders prefer to give loans to consumers who have a 
DTI under 36 percent.60  In 2013, the CES data indicated that over 66 percent of households that 
purchased either a new or used vehicle with a DTI of over 36 percent financed their car 
purchases.  This suggests that it is possible to obtain a loan for a new vehicle even with a DTI 
over the assumed threshold.  Thus, if increases in vehicle prices push some households over the 
36 percent DTI, it nevertheless appears possible for them to get loans. 

6.5.4 Effects on Low-Priced Cars  

Low-priced vehicles may be considered an entry point for people into buying new vehicles 
instead of used ones; automakers may seek to entice people to buy new vehicles through a low 
price point, perhaps to build brand loyalty for future, more profitable sales.61  In comments on 
the MY2017-25 LD GHG rule, concerns were raised that the standards would increase the cost 
of low-priced vehicles sufficiently to eliminate this segment.  To examine this question, we used 
Ward’s Automotive datasets62 to explore low-priced new car models over time.  Low-priced new 
models – in particular, those with manufacturer’s suggested retail price (MSRP) of less than 
$15,000 (2013$) for the base version — continue to exist in the automobile market.  As shown in 
Figure 6.3, the number of new car models offered with an MSRP of under $15,000 (2013$) is not 
large, but automakers to date have been able to preserve the number of offerings in this segment. 
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Figure 6.3  Number of <$15,000 Car Models Available, from Ward's Automotive Data 

 

Figure 6.4 shows the MSRP for the least expensive of all new cars available (2013$).  During 
the period 2001-2015, this price has risen, suggesting that the very least expensive new cars have 
become more expensive.  
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Figure 6.4  Minimum MSRP of All Car Models Available, from Ward's Automotive Data 

 

Note, however, that the lowest prices were observed in the years surrounding the recession; 
recent higher prices may be driven, in part, by the strength of the U.S. economy.  In the past, not 
only was the low-priced vehicle segment a way to encourage first-time new vehicle purchasers, 
but it also tended to include more fuel-efficient vehicles that assisted automakers in achieving 
CAFE standards.63  The footprint-based standards, by encouraging improvements in GHG 
emissions and fuel economy across the vehicle fleet, reduce the need for low-priced vehicles to 
be a primary means of compliance with the standards.  This change in incentives for the 
marketing of this segment may contribute to the increases in the prices of vehicles previously in 
this category.  In addition, these vehicles may be gaining more content, such as improved 
entertainment systems and electric windows, if they develop an identity as a desirable market 
segment without regard to their previous purpose in enabling the sales of less efficient vehicles 
and compliance with CAFE standards.64  For instance, the Nissan Versa, the lowest-priced 
vehicle since MY2011, added Bluetooth, audio controls on the steering wheel, and speed-
sensitive volume control in MY2015.  It may be that the small, fuel-efficient vehicles previously 
sold with low prices are evolving to fit consumer demand that prefers content to low prices.  

In sum, the low-priced vehicle segment still exists.  Whether it continues to exist, and in what 
form, may depend on the marketing plans of manufacturers: whether benefits are greater from 
offering basic new vehicles to first-time new-vehicle buyers, or from making small vehicles 
more attractive by adding more desirable features to them. 

6.5.5 Conclusion 
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It is difficult to assess the effects of the LDV GHG standards on vehicle affordability, due to 
both challenges in defining affordability, and difficulties in separating the effects of the standards 
from other market changes.  Because lower-income households are likely to buy used vehicles, 
the effects of the standards on lower-income households depend on its effects in both the new 
and used vehicles.  In the used vehicle market, used vehicle prices do not appear to be increasing.  
The effects of the standards on access to sufficient financing to purchase a new vehicle may not 
be large: there continue to be loan discounts for fuel-efficient vehicles, and people with high 
debt-to-income ratios appear able to get loans.  The low-priced vehicle segment still exists, 
though perhaps in changing form.  In sum, if the standards have affected vehicle affordability, 
those effects do not appear to have been large enough to be obvious in our considerations of the 
data.  

This assessment has focused on the effects of the standards on purchase affordability of 
vehicles – that is, whether they become more difficult to purchase because of the increase in up-
front costs.  The vehicles will also become less expensive to operate.  The reduced operating 
costs from fuel savings over time are still expected to exceed the increase in up-front vehicle 
costs, as a further mitigation of any effects on vehicle affordability.          
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Chapter 7: Employment Impacts 
7) Ch7 

7.1 Introduction 

The Presidential Memorandum that requested the agencies to develop the National Program 
sought a program that would “strengthen the [auto] industry and enhance job creation in the 
United States.”1  Executive Order 13563, “Improving Regulation and Regulatory Review” 
(January 18, 2011), states, “Our regulatory system must protect public health, welfare, safety, 
and our environment while promoting economic growth, innovation, competitiveness, and job 
creation.”2  In addition, the 2017-25 final rule lists "Impacts on employment, including the auto 
sector" as one of the factors to be considered in this Draft TAR.3  Although analysis of 
employment impacts is not part of a cost-benefit analysis (except to the extent that labor costs 
contribute to costs), EPA is accordingly providing this discussion of the potential employment 
effects of the standards.  This section begins with an overview of employment in the auto 
industry in recent years, and then discusses estimating the employment effects of the standards.  
While the 2022-2025 standards may have some effect on employment in the auto sector, this 
effect is likely to be small enough that it cannot be distinguished from other factors affecting 
auto sector employment.  

7.2 Employment in the Auto Sector in Recent Years 

Figure 7.1 shows employment in three segments of the U.S. auto industry from 2005 through 
2014: Motor Vehicles; Motor Vehicle Parts; and Automobile Dealers.  The Motor Vehicle sector 
itself, which includes the major manufacturers, employs the fewest people of these three sectors; 
Motor Vehicle Parts, suppliers to the auto industry, employs roughly two to three times as many 
people, and the Automobile Dealers sector employs more than the sum of the manufacturing and 
parts sectors. 

As this chart shows, in all three segments, employment was decreasing before the recession 
began in 2009, and has been increasing in recent years with recovery from the recession.  Auto 
dealers had a smaller percentage decrease than Motor Vehicles or Motor Parts, though all have 
recovered back to employment levels of 2007-2008 by 2014.  

Figure 7.1 includes vehicle salesA during this period (see also Chapters 3 and 6.1); it shows a 
similar overall pattern of decrease followed by increase, though sales have increased more 
rapidly on a percentage basis than employment since 2009 (see Figure 7.2).  The similarities in 
the patterns for sales and employment suggest, unsurprisingly, that one of the key drivers of 
employment in auto-related sectors is vehicle production.  Indeed, the American Automotive 
Policy Council cites a prediction from the Center for Automotive Research that auto employment 
will increase by more than a third from 2011 to 2016, as production of vehicles in the U.S. 
increases from 5.8 million in 2009 to at least 11.5 million vehicles in 2016,4 and total sales 
reached a record high of 17.5 million in 2015.5  The differences in changes in magnitude for 
employment compared to sales may be due to a number of factors; one of those factors may be 

                                                 
A Vehicle production data represent production volumes delivered for sale in the U.S. market, rather than actual 

sales data. They include vehicles built overseas imported for sale in the U.S., and exclude vehicles built in the 
U.S. for export.  
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changes in the production process and in productivity; another factor might be the GHG/fuel 
economy standards.  

The effects of the standards on employment are difficult to identify.  As Chapter 6.1 
discusses, it is difficult, if not impossible, to disentangle the effects of the standards on vehicle 
production (or employment) from changes in other factors, especially the state of the 
macroeconomy.  Figure 7.2 shows the same employment sectors and production as in Figure 7.1, 
now indexed to show each value as a percent of its value in 2005; it also includes Gross 
Domestic Product (GDP) per capita.B  This figure suggests that auto sector production and 
employment declined earlier and more deeply than the economy as a whole, and rebounded more 
vigorously.   

EPA's Regulatory Impact Analysis for the MY2017-25 light-duty vehicle standards included a 
discussion of the effects of the standards on employment in the automotive and directly related 
sectors (e.g., the parts sector) (see Chapter 8.2).6  It did not quantify the overall net effects of the 
standards on U.S employment. Nor did it quantify the effects of the standards on vehicle sales, 
and thus did not quantify the effects of employment changes in these sectors due to changes in 
vehicle sales.  It did provide partial estimates of the effects of increased expenditures on 
employment in these sectors: some of those increased expenditures would be on labor.  Those 
estimates were provided to suggest the magnitude of employment impacts, even though they 
were only one pathway through which employment in these sectors would be affected.  It 
estimated increases on the order of 700 to 3,200 jobs in 2017 (p. 8-28) due to those expenditures, 
with the range dependent on whether the increased expenditures occurred in the light duty 
vehicle manufacturing sector or the parts sector. Given levels of employment in the auto sector in 
2015, this increase would be less than 1 percent of employment in the auto sector, and it does not 
account for any effects of the standards on vehicle sales.  As Figure 7.1 and Figure 7.2 suggest, 
employment is likely to vary much more than that proportion due to macroeconomic factors.  
Thus, while the MY2012-16 standards are likely to have had some effect on employment in the 
auto sector, this effect is likely to have been small enough that it cannot be distinguished from 
other factors affecting auto sector employment.  In addition, the standards are not expected to 
have had any notable inflationary or recessionary effect. 

                                                 
B Graphing in this way facilitates comparison of percentage changes in the data series compared to 2005.   



Employment Impacts 

7-3 

 
Figure 7.1  Auto Sector Employment and Productiona 

Note: a Employment data are from http://www.bls.gov/iag/tgs/iagauto.htm. Production data are for model years, 
from U.S. EPA 2015.7  Note that 2015 production data are projected, not actual, values. 
 
 

 
Figure 7.2  Indexed Auto Sector Employment and Production, and Gross Domestic Product (GDP) per 

Capita,a 2005 = 100 for all data series. 

Note: a Employment data are from http://www.bls.gov/iag/tgs/iagauto.htm. Production data are for model years, 
from U.S. EPA 2015.8 Note that 2015 production data are projected, not actual, values. GDP per capita data are 
found at https://research.stlouisfed.org/fred2/series/A939RX0Q048SBEA/downloaddata.  

http://www.bls.gov/iag/tgs/iagauto.htm
http://www.bls.gov/iag/tgs/iagauto.htm
https://research.stlouisfed.org/fred2/series/A939RX0Q048SBEA/downloaddata
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7.3 Current State of Knowledge of Employment in the Automotive Sector 
Based on the Peer-Reviewed Literature 

As suggested in the previous section, the employment effects of environmental regulation are 
difficult to disentangle from other economic changes and business decisions that affect 
employment, over time and across regions and industries.  In light of these difficulties, we look 
to economic theory to provide a constructive framework for approaching these assessments and 
for better understanding the inherent complexities in such assessments.  

If the U.S. economy is at full employment, even a large-scale environmental regulation is 
unlikely to have a noticeable impact on aggregate net employment.C  Instead, labor would 
primarily be reallocated from one productive use to another, and net national employment effects 
from environmental regulation would be small and transitory (e.g., as workers move from one 
job to another).9 

Affected sectors may experience transitory effects as workers change jobs.  Some workers 
may retrain or relocate in anticipation of new requirements or require time to search for new 
jobs, while shortages in some sectors or regions could bid up wages to attract workers.  These 
adjustment costs can lead to local labor disruptions.  Although the net change in the national 
workforce is expected to be small, localized reductions in employment may adversely impact 
individuals and communities just as localized increases may have positive impacts.  

If the economy is operating at less than full employment, economic theory does not clearly 
indicate the direction or magnitude of the net impact of environmental regulation on 
employment; it could cause either a short-run net increase or short-run net decrease.10  An 
important research question is how to accommodate unemployment as a structural feature in 
economic models.  This may be important in assessing large-scale regulatory impacts on 
employment.11  

Environmental regulation may also affect labor supply. In particular, pollution and other 
environmental risks may impact labor productivity or employees’ ability to work.12  While the 
theoretical framework for analyzing labor supply effects is analogous to that for labor demand, it 
is more difficult to study empirically.  There is a small emerging literature described in the next 
section that uses detailed labor and environmental data to assess these impacts.  

7.3.1 Regulatory Effects at the Firm Level 

Neoclassical microeconomic theory provides insights into how profit-maximizing firms adjust 
their use of productive inputs in response to changes in their economic conditions.13  Berman and 
Bui (2001, pp. 274-75) model two components that drive changes in firm-level labor demand: 
output effects and substitution effects.14,D  Regulation can affect the profit-maximizing quantity 
of output by changing the marginal cost of production.  If regulation causes marginal cost to 

                                                 
C Full employment is a conceptual target for the economy where everyone who wants to work and is available to do 

so at prevailing wages is actively employed. The unemployment rate at full employment is not zero.  
D Berman and Bui also discuss a third component, the impact of regulation on factor prices, but conclude that this 

effect is unlikely to be important for large competitive factor markets, such as labor and capital. Morgenstern, 
Pizer and Shih (2002) use a very similar model, but they break the employment effect into three parts: 1) a 
demand effect; 2) a cost effect; and 3) a factor-shift effect.  
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increase, it will place upward pressure on output prices, leading to a decrease in the quantity 
demanded, and resulting in a decrease in production.  The output effect describes how, holding 
labor intensity constant, a decrease in production causes a decrease in labor demand.  As noted 
by Berman and Bui, although many assume that regulation increases marginal cost, it need not 
be the case.  A regulation could induce a firm to upgrade to less polluting and more efficient 
equipment that lowers marginal production costs, or it may induce use of technologies that may 
prove popular with buyers or provide positive network externalities (see Chapter 6.3 for 
discussion of this effect).  In such a case, output could increase. 

The substitution effect describes how, holding output constant, regulation affects labor-
intensity of production.  Although increased environmental regulation may increase use of 
pollution control equipment and energy to operate that equipment, the impact on labor demand is 
ambiguous.  For example, equipment inspection requirements, specialized waste handling, or 
pollution technologies that alter the production process may affect the number of workers 
necessary to produce a unit of output.  Berman and Bui (2001) model the substitution effect as 
the effect of regulation on pollution control equipment and expenditures required by the 
regulation and the corresponding change in labor-intensity of production.  

In summary, as output and substitution effects may be positive or negative, theory alone 
cannot predict the direction of the net effect of regulation on labor demand at the level of the 
regulated firm.  Operating within the bounds of standard economic theory, however, empirical 
estimation of net employment effects on regulated firms is possible when data and methods of 
sufficient detail and quality are available.  The literature, however, illustrates difficulties with 
empirical estimation.  For example, studies sometimes rely on confidential plant-level 
employment data from the U.S. Census Bureau, possibly combined with pollution abatement 
expenditure data that are too dated to be reliably informative.  In addition, the most commonly 
used empirical methods do not permit estimation of net effects. 

7.3.2 Regulatory Effects at the Industry Level 

The conceptual framework described thus far focused on regulatory effects on plant-level 
decisions within a regulated industry. Employment impacts at an individual plant do not 
necessarily represent impacts for the sector as a whole.  The approach must be modified when 
applied at the industry level.  

At the industry level, labor demand is more responsive if: (1) the price elasticity of demand 
for the product is high, (2) other factors of production can be easily substituted for labor, (3) the 
supply of other factors is highly elastic, or (4) labor costs are a large share of total production 
costs.15  For example, if all firms in an industry are faced with the same regulatory compliance 
costs and product demand is inelastic, then industry output may not change much, and output of 
individual firms may change slightly.16  In this case, the output effect may be small, while the 
substitution effect depends on input substitutability.  Suppose, for example, that new equipment 
for GHG emissions reductions requires labor to install and operate.  In this case, the substitution 
effect may be positive, and with a small output effect, the total effect may be positive.  As with 
potential effects for an individual firm, theory cannot determine the sign or magnitude of 
industry-level regulatory effects on labor demand.  Determining these signs and magnitudes 
requires additional sector-specific empirical study.  For environmental rules, much of the data 
needed for these empirical studies is not publicly available.  
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In addition to changes to labor demand in the regulated industry, net employment impacts 
encompass changes in other related sectors.  For example, the standards are expected to increase 
demand for fuel-saving technologies.  This increased demand may increase revenue and 
employment in the firms supporting this technology.  At the same time, the regulated industry is 
purchasing the equipment, and these costs may impact labor demand at regulated firms.  
Therefore, it is important to consider the net effect of compliance actions on employment across 
multiple sectors or industries.  

Affected sectors may experience transitory effects as workers change jobs.  Some workers 
may retrain or relocate in anticipation of new requirements or require time to search for new 
jobs, while shortages in some sectors or regions could bid up wages to attract workers.  These 
adjustment costs can lead to local labor disruptions.  Although the net change in the national 
workforce is expected to be small, localized reductions in employment may adversely impact 
individuals and communities just as localized increases may have positive impacts.  

To summarize, economic theory provides a framework for analyzing the impacts of 
environmental regulation on employment.  The net employment effect incorporates expected 
employment changes (both positive and negative) in the regulated sector and elsewhere.  Labor 
demand impacts for regulated firms, and also for the regulated industry, can be decomposed into 
output and substitution effects which may be either negative or positive.  Estimation of net 
employment effects for regulated sectors is possible when data of sufficient detail and quality are 
available.  Finally, economic theory suggests that labor supply effects are also possible.  In the 
next section, we discuss the empirical literature. 

7.3.3 Peer-Reviewed Literature 

In the labor economics literature there is an extensive body of peer-reviewed empirical work 
analyzing various aspects of labor demand, relying on the above theoretical framework.17  This 
work focuses primarily on the effects of employment policies, e.g. labor taxes, minimum wage, 
etc.18  In contrast, the peer-reviewed empirical literature specifically estimating employment 
effects of environmental regulations is very limited. Several empirical studies, including Berman 
and Bui (2001),19  Morgenstern, Pizer and Shih (2002),20 Gray et al (2014),21 and Ferris, 
Shadbegian and Wolverton (2014)22 suggest that net employment impacts may be zero or 
slightly positive but small even in the regulated sector. Other research suggests that more highly 
regulated counties may generate fewer jobs than less regulated ones.23  However, since these 
latter studies compare more regulated to less regulated counties, they overstate the net national 
impact of regulation to the extent that regulation causes plants to locate in one area of the 
country rather than another.  List et al. (2003)24 find some evidence that this type of geographic 
relocation may be occurring.  Overall, the peer-reviewed literature does not contain evidence that 
environmental regulation has a large impact on net employment (either negative or positive) in 
the long run across the whole economy. 

Analytic challenges make it very difficult to accurately produce net employment estimates for 
the whole economy that would appropriately capture the way in which costs, compliance 
spending, and environmental benefits propagate through the macro-economy.  Quantitative 
estimates are further complicated by the fact that macroeconomic models often have very little 
sectoral detail and usually assume that the economy is at full employment.  EPA is currently in 
the process of seeking input from an independent expert panel on modeling economy-wide 
impacts, including employment effects.  For more information, see: 
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http://yosemite.epa.gov/sab/sabproduct.nsf/0/07E67CF77B54734285257BB0004F87ED?OpenD
ocument. 

7.4 Employment Impacts in the Motor Vehicle and Parts Manufacturing 
Sector 

This chapter describes estimated changes in employment in the motor vehicle, trailer, and 
parts (hence, motor vehicle) manufacturing sectors associated with the MY2022-25 standards.  
We focus on the motor vehicle manufacturing sector because it is directly regulated by the 
GHG/fuel economy standards, and because it is likely to bear most of any employment changes 
due to the standards.  We include discussion of effects on the parts manufacturing sector, 
because the motor vehicle manufacturing sector can either produce parts internally or buy them 
from an external supplier, and we do not have estimates of the likely breakdown of effort 
between the two sectors. 

We follow the theoretical structure of Berman and Bui 25 of the impacts of regulation in 
employment in the regulated sectors.  In Berman and Bui’s (2001, p. 274-75) theoretical model, 
as described above, the change in a firm’s labor demand arising from a change in regulation is 
decomposed into two main components: output and substitution effects.  As the output and 
substitution effects may be both positive, both negative, or some combination, standard 
neoclassical theory alone does not point to a definitive net effect of regulation on labor demand 
at regulated firms.  

Following the Berman and Bui framework for the impacts of regulation on employment in the 
regulated sector, we consider two effects for the motor vehicle sector: the output effect and the 
substitution effect.  

7.4.1 The Output Effect 

The output effect measures the effect due to new vehicle sales only.  If vehicle sales increase, 
then more people will be required to assemble vehicles and their components.  If vehicle sales 
decrease, employment associated with these activities will decrease.  The effects of the MY2022-
25 standards on vehicle sales thus depend on the perceived desirability of the new vehicles 
relative to other transportation options.  On one hand, these standards will increase vehicle costs; 
by itself, this effect would reduce vehicle sales. In addition, while adverse effects on other 
vehicle characteristics would also decrease sales, there is currently no evidence of systematic 
adverse effects of fuel-saving technologies (see Chapter 6.3).  On the other hand, these standards 
will reduce the fuel costs of operating the vehicles; by itself, this effect would increase vehicle 
sales, especially if potential buyers have an expectation of increasing fuel prices.  EPA has not 
made an estimate of the effects of the standards on vehicles sales (see Chapter 6.1).     

7.4.2 The Substitution Effect 

The substitution effect includes the impacts due to the changes in technologies needed for 
vehicles to meet the standards, separate from the effect due to vehicle sales (that is, as though 
holding output constant).  This effect includes both changes in employment due to incorporation 
of abatement technologies and overall changes in the labor intensity of manufacturing.  We here 
capture these effects using estimates of the historic share of labor as a part of the cost of 
production, which we then extrapolate to provide future estimates of the share of labor as a cost 

http://yosemite.epa.gov/sab/sabproduct.nsf/0/07E67CF77B54734285257BB0004F87ED?OpenDocument
http://yosemite.epa.gov/sab/sabproduct.nsf/0/07E67CF77B54734285257BB0004F87ED?OpenDocument
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of production.  When these shares are multiplied by the change in the cost of production, they 
approximate the change in labor associated with the cost increases associated with the standards.  
We present estimates for this effect to provide a sense of the order of magnitude of expected 
impacts on employment, which we expect to be small in the automotive sector, and to repeat that 
regulations may have positive as well as negative effects on employment. 

One way to estimate this effect, given the cost estimates for complying with the rule, is to use 
the ratio of workers to each $1 million of expenditures in that sector.  The use of these ratios has 
both advantages and limitations.  It is often possible to estimate these ratios for quite specific 
sectors of the economy: for instance, it is possible to estimate the average number of workers in 
the light-duty vehicle manufacturing sector per $1 million spent in the sector, rather than use the 
ratio from another, more aggregated sector, such as motor vehicle manufacturing.  As a result, it 
is not necessary to extrapolate employment ratios from possibly unrelated sectors.  On the other 
hand, these estimates are averages for the sectors, covering all the activities in those sectors; they 
may not be representative of the labor required when expenditures are required on specific 
activities, or when manufacturing processes change sufficiently that labor intensity changes.  For 
instance, the ratio for the motor vehicle manufacturing sector represents the ratio for all vehicle 
manufacturing, not just for emissions reductions associated with compliance activities.  In 
addition, these estimates do not include changes in sectors that supply these sectors, such as steel 
or electronics producers.  They thus may best be viewed as the effects on employment in the auto 
sector due to the changes in expenditures in that sector, rather than as an assessment of all 
employment changes due to these changes in expenditures.  In addition, this approach estimates 
the effects of increased expenditures while holding constant the labor intensity of manufacturing; 
it does not take into account changes in labor intensity due to changes in the nature of 
production.  This latter effect could either increase or decrease the employment impacts 
estimated here.E 

Some of the costs of this rule will be spent directly in the motor vehicle manufacturing sector, 
but it is also likely that some of the costs will be spent in the motor vehicle parts manufacturing 
sector.  The analysis here draws on estimates of workers per $1 million of expenditures for both 
of these sectors. 

There are several public sources for estimates of employment per $1 million expenditures.  
The U.S. Bureau of Labor Statistics (BLS) provides its Employment Requirements Matrix 
(ERM),26 which provides direct estimates of the employment per $1 million in sales of goods in 
202 sectors.  The values considered here are for Motor Vehicle Manufacturing (NAICS 3361) 
and Motor Vehicle Parts Manufacturing (NAICS 3363) for 2014.  These values are updated from 
the 2012 FRM, which used the 2010 ERM data. 

The U.S. Census Bureau provides both the Annual Survey of Manufacturers27 (ASM) and the 
Economic Census (EC).  The ASM is a subset of the Economic Census, based on a sample of 
establishments; though the Census itself is more complete, it is conducted only every 5 years, 
while the ASM is annual.  Both include more sectoral detail than the BLS ERM: for instance, 
while the ERM includes the Motor Vehicle Manufacturing sector, the ASM and EC have detail 

                                                 
E As noted above, Morgenstern et al. (2002) separate the effect of holding output constant into two effects: the cost 

effect, which holds labor intensity constant, and the factor shift effect, which estimates those changes in labor 
intensity. 
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at the 6-digit NAICS code level (e.g., light truck and utility vehicle manufacturing).  While the 
ERM provides direct estimates of employees/$1 million in expenditures, the ASM and EC 
separately provide number of employees and value of shipments; the direct employment 
estimates here are the ratio of those values.  The values reported are for Motor Vehicle 
Manufacturing (NAICS 3361), Automobile and Light Duty Motor Vehicle Manufacturing 
(NAICS 33611), and Motor Vehicle Parts Manufacturing (NAICS 3363), for 2014 for the ASM 
and 2012 for the EC.  These values are updated from the 2012FRM, which used 2010 values for 
the ASM, and 2007 values from the EC. 

The values used here are adjusted to remove the employment effects of imports through use of 
a ratio of domestic production to domestic sales of 0.663.F  

Table 7.1 provides the values, either given (BLS) or calculated (ASM and EC) for 
employment per $1 million of expenditures in 2014 (2012 for EC), all adjusted to 2013 dollars 
using the Bureau of Economic Analysis’s Implicit GDP Price Deflators.G  Although the ASM 
appears to provide slightly higher values than the ERM, the different data sources provide 
similar patterns for the estimates for the sectors. These updated values differ slightly (under 10 
percent) from the values used in the 2012 FRM in 2013$. 

                                                 
F To estimate the proportion of domestic production affected by the change in sales, we use data from Ward’s 

Automotive Group for total car and truck production in the U.S. compared to total car and truck sales in the U.S. 
Over the period 2006-2015, the proportion averages 66.3 percent. From 2012-2015, the proportion average is 
slightly higher, at 69.2 percent. 

G At the time of access, the EC data was only available by 2-, 3-, or 6-digit NAICS industry code. To construct the 
4- and 5-digit numbers, we separately summed total employees and total expenditure for each 6-digit 
subcategory. 
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Table 7.1  Employment per $1 Million Expenditures (2013$) in the Motor Vehicle Manufacturing Sectora 

Source Sector Ratio of 
workers per $1 

million 
expenditures 

Ratio of workers per $1 
million expenditures, 

adjusted for domestic vs. 
foreign production 

BLS ERM  Motor vehicle mfg (3361) 0.39 0.26 

BLS ERM  Motor vehicle parts mfg (3363) 1.71 1.13 

ASM  Motor vehicle mfg (3361) 0.58 0.39 

ASM  Automobile and light duty motor vehicle 
mfg (33611) 

0.54 0.36 

ASM  Automobile mfg (336111) 0.63 0.42 

ASM  Motor vehicle [arts mfg (3363) 2.08 1.38 

EC Motor vehicle mfg (3361) 0.59 0.39 

EC Automobile and light duty motor vehicle 
mfg (33611) 

0.55 0.36 

EC Automobile mfg (336111) 0.63 0.42 

EC Motor vehicle parts mfg (3363) 2.13 1.41 

Note:  
a BLS ERM refers to the U.S. Bureau of Labor Statistics’ Employment Requirement Matrix, 2014 values. ASM 
refers to the U.S. Census Bureau’s Annual Survey of Manufactures, 2014 values. EC refers to the U.S. Census 
Bureau’s Economic Census, 2012 values.  
 
Over time, the amount of labor needed in the motor vehicle industry has changed: automation 

and improved methods have led to significant productivity increases.  The BLS ERM, for 
instance, provided estimates that, in 1997, 1.09 workers in the Motor Vehicle Manufacturing 
sector were needed per $1 million, but only 0.39 workers by 2014 (in 2013$).28  Because the 
ERM is available annually for 1997-2014, we used these data to estimate productivity 
improvements over time.  We regressed logged ERM values on a year trend for the Motor 
Vehicle Manufacturing and Motor Vehicle Parts Manufacturing sectors.  We used this approach 
because the coefficient describing the relationship between time and productivity is a direct 
measure of the average percent change in productivity per year.  The results suggest a 6.6 percent 
per year productivity improvement in the Motor Vehicle Manufacturing Sector, and a 4.9 percent 
per year improvement in the Motor Vehicle Parts Manufacturing Sector.  

We then used the regression results to project the number of workers per $1 million through 
2025.  We calculated separate sets of projections (adjusted to 2013$) for both the BLS ERM data 
as well as the EC and ASM for all sectors discussed above.  The BLS ERM projections were 
calculated directly from the fitted regression equations since the regressions themselves used 
ERM data.  For the ASM and EC projections, we used the ERM’s ratio of the projected value in 
each future year to the projected value in 2014 for the ASM and 2012 for the EC (the base years 
in our data) to determine how many workers will be needed per $1 million of 2013$.  In other 
words, we apply the projected productivity growth estimated using the ERM data to the ASM 
and EC numbers.  

Finally, to simplify the presentation and give a range of estimates, we compared the projected 
employment among the sectors for the ERM, EC, and ASM, and we provide here only the 
maximum and minimum effects in each year across all sectors.  We provide the range rather than 
a point estimate because of the inherent difficulties in estimating employment impacts; the range 
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gives an estimate of the expected magnitude.  The details of the calculations may be found in the 
docket.  The Motor Vehicle Parts Manufacturing Sector value from the ASM provides the 
maximum employment estimates per $1 million; the Motor Vehicle Manufacturing Sector value 
from the ERM provides the minimum estimates.  

Chapter 12 of this Draft TAR discusses the vehicle cost estimates developed for this rule.  The 
final step in estimating employment impacts is to multiply costs (in $ millions) by workers per 
$1 million in costs, to estimate employment impacts in the regulated and parts manufacturing 
sectors.  Table 7.2 presents the projected reference case costs and the corresponding minimum 
and maximum estimated employment impacts. For each year, additional ranges in parentheses 
are included that reflect estimates from projections using high and low fuel price scenarios.H  
Increased costs of vehicles and parts, by itself, and holding labor intensity constant, would be 
expected to increase employment between 2021 and 2025 by several hundred to 12,000 jobs 
each year.  These values are lower than those estimated in the 2012 FRM, primarily because the 
cost estimates are lower, for reasons explained in Chapter 12. 

While we estimate employment impacts, measured in job-years, beginning with program 
implementation, some of these employment gains may occur earlier as vehicle manufacturers 
and parts suppliers hire staff in anticipation of compliance with the standards.  A job-year is a 
way to calculate the amount of work needed to complete a specific task.  For example, a job-year 
is one year of full-time work for one person.  

Table 7.2  Partial Employment Impact due to Substitution Effect of Increased Costs of Vehicles and Parts, in 
Job-yearsa 

Year Costs (Millions of 
2013$) 

Minimum Employment Due to 
Substitution Effect (ERM 

estimates, expenditures in the 
Motor Vehicle Mfg Sector) 

Maximum Employment Due to 
Substitution Effect (ASM estimates, 

expenditures in the Parts Sector) 

2021 $3,045 
($2,872 - 2,876) 

300 
(300 - 300) 

3,000 
(2,800 - 2,800) 

2022 $5,877 
($5,766 - $5,769)  

600 
(600 - 600) 

5,500 
(5,400 - 5,400) 

2023 $8,736 
($8,620 - $8,709) 

800 
(800 - 800) 

7,800 
(7,700 - 7,700) 

2024 $11,649 
($11,483 - $11,727) 

1,000 
(1,000 - 1,100) 

9,800 
(9,700 - 9,900) 

2025 $14,678 
($14,433 - $14,871) 

1,200 
(1,200 - 1,300) 

11,800 
(11,600 - 12,000) 

Note: 
a Numbers in parentheses reflect the estimates derived from scenarios with high and low fuel prices. 
 
 
 
 
 

                                                 
H As discussed in Chapter 12, the costs for the reference fuel price scenario do not necessarily fall between those of 

the high and low fuel price scenarios, because fuel prices are not the only difference in the scenarios; they differ 
in assumptions about the vehicle fleet as well. 
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7.4.3 Summary of Employment Effects in the Motor Vehicle Sector 

The overall effect of the rule on motor vehicle sector employment depends on the relative 
magnitude of the output effect and the substitution effect.  Because we do not have quantitative 
estimates of the output effect, and only a partial estimate of the substitution effect, we cannot 
reach a quantitative estimate of the overall employment effects of the standards on auto sector 
employment or even whether the total effect will be positive or negative.  

The standards are not expected to provide incentives for manufacturers to shift employment 
between domestic and foreign production.  This is because the standards will apply to vehicles 
sold in the U.S. regardless of where they are produced.  Ward’s automotive data suggest that the 
current share of domestic production for cars and trucks is very similar to the share in 2006: 66 
percent in 2006, and 68 percent in 2015.  If production overseas already involved increased 
expertise in satisfying the requirements of the standards, there may be some initial incentive for 
foreign production, but meeting the standards may lead to increased opportunities for domestic 
production to sell in other markets.  To the extent that the requirements of these standards might 
lead to installation and use of technologies that other countries may seek now or in the future, 
developing this capacity for domestic production now may provide some additional ability to 
serve those markets.  

7.4.4 Motor Vehicle Parts Manufacturing Sector 

Some vehicle parts are made in-house and would be included directly in the regulated sector. 
Others are made by independent suppliers and are not directly regulated, but they will be affected 
by the rules as well.  The parts manufacturing sector will be involved primarily in providing 
“add-on” parts, or components for replacement parts built internally.  If demand for these parts 
increases due to the increased use of these parts, employment effects in this sector are expected 
to be positive.  If the output effect in the regulated sectors is significantly negative enough, it is 
possible that demand for other parts may decrease.  As noted, the agencies do not predict a 
magnitude or direction for the output effect. 

7.5 Employment Impacts in Other Affected Sectors 

7.5.1 Effects on Employment for Auto Dealers 

The effects of the standards on employment for auto dealers depend principally on the effects 
of the standards on light duty vehicle sales: increases in sales are likely to contribute to 
employment at dealerships, while reductions in sales are likely to have the opposite effect.  As 
discussed in Chapter 6, it is difficult to separate the effects of the standards on vehicle sales from 
effects due to macroeconomic conditions; however, the standards have not prevented sales from 
returning to (and exceeding) pre-recession levels.  In addition, auto dealers may be affected by 
any changes in maintenance and service costs.  Increases in those costs are likely to increase 
labor demand in dealerships, and reductions are likely to decrease labor demand.  

Concerns have been raised about consumer acceptance of technologies used to meet the 
standards, though these effects do not seem significant to date (see Chapter 6).  Auto dealers may 
play a major role in explaining the merits and disadvantages of these new technologies to vehicle 
buyers.  This additional role may also affect employment levels at dealers.  
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7.5.2 Effects on Employment for Fuel Suppliers 

In addition to the effects on the auto manufacturing and parts sectors, the standards result in 
changes in fuel use that lower GHG emissions.  

Expected petroleum fuel consumption reductions can be found in Chapter 12.  While this 
reduced consumption represents fuel savings for purchasers of fuel, it represents a loss in value 
of output for the petroleum refinery industry, fuel distributors, and gasoline stations.  The loss of 
expenditures to petroleum fuel suppliers throughout the petroleum fuel supply chain, from the 
petroleum refiners to the gasoline stations, is likely to result in reduced employment in these 
sectors.  Because the fuel production sector is material-intensive, the employment effect is not 
expected to be large.I Although gasoline stations will sell less fuel, the fact that many provide 
other goods, such as food and car washes, moderates losses in this sector.  In addition, it may be 
difficult to distinguish these effects from other trends, such as increases in petroleum sector labor 
productivity that may also lower labor demand. 

Auto manufacturers may choose to meet the standards through alternatively-fueled vehicles, 
such as those that use electricity, hydrogen, or compressed natural gas (CNG), though the 
agencies do not project large use of these vehicles.  Such fuels may require additional 
infrastructure, such as electricity charging locations or hydrogen fueling stations.  See Chapter 9.  
Providing this infrastructure will require some increased employment. In addition, the production 
of these fuels is likely to require some additional labor.  We have insufficient information at this 
time to predict whether the increases in labor associated with increased infrastructure provision 
and generation for electricity and hydrogen production will be greater or less than the 
employment reductions associated with reduced demand for petroleum fuels. 

7.5.3 Effects on Employment due to Impacts on Consumer Expenditures 

As a result of these standards, consumers will likely pay higher up-front costs for the vehicles, 
but they are expected to recover those costs in a fairly short payback period (see Chapters 6 and 
12).  As a result, consumers are expected to have additional money to spend on other goods and 
services, though the timing for access to that additional money depends on the payback period 
and whether the consumer borrows money to buy the vehicle. These increased expenditures 
could support employment in those sectors where consumers spend their savings. 

These increased expenditures will occur in the years in which the fuel savings exceed 
expenditures on the up-front costs.  If, on the one hand, the economy is at full employment 
during that time, any change in consumer expenditures would primarily represent a shift in 
employment among sectors.  If, on the other hand, the economy has substantial unemployment, 
these expenditures would contribute to employment through increased consumer demand. 

7.6  Summary 

The primary employment effects of these standards are expected to be found in several key 
sectors: auto manufacturers, auto parts manufacturing, auto dealers, fuel production and supply, 
and consumers.  In an economy with full employment, the primary employment effect of a 

                                                 
I In the 2014 BLS ERM cited above, the Petroleum and Coal Products Manufacturing sector has a ratio of workers 

per $1 million of 0.215, lower than all but two of the 181 sectors with non-zero employment per $1 million. 
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rulemaking is likely to be to shift employment from one sector to another, rather than to increase 
or decrease employment.  For that reason, we focus our partial quantitative analysis on 
employment in the regulated sector, to examine the impacts on that sector directly.  We discuss 
the likely direction of other impacts in the regulated sector as well as in other directly related 
sectors, but we do not quantify those impacts, because they are more difficult to quantify with 
reasonable accuracy, particularly so far into the future. 

For the regulated sector, the partial employment impact due to the substitution effect of 
increased costs of autos is expected to be positive.  The total effect of the standards on motor 
vehicle employment depends in addition on changes in vehicle sales, which are not quantified; 
thus, we do not estimate the total effects of the standards in the regulated industry. 

Effects in other sectors that are affected by vehicle sales are also ambiguous.  Reduced 
petroleum fuel production implies less employment in the petroleum sectors, although there 
could be increases in employment related to providing infrastructure for alternative fuels if 
manufacturers choose to comply with the standard through increased production of vehicles that 
use those fuels.  Finally, consumer spending is expected to affect employment through changes 
in expenditures in general retail sectors; net fuel savings by consumers are expected to increase 
demand (and therefore employment) in other sectors.  Thus, while the standards are likely to 
have some effect on employment, this effect is likely to be small enough that it cannot be 
distinguished from other factors affecting employment, especially macroeconomic conditions.  
As has been noted, under conditions of full employment, any changes in employment levels in 
the regulated sector due to this program are mostly expected to be offset by changes in 
employment in other sectors. 
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Chapter 8: Assessment of Vehicle Safety Effects 
8) Ch8 DO NOT DELETE 

8.1 Safety Considerations in Establishing CAFE/GHG Standards 

8.1.1 Why Do the Agencies Consider Safety? 

The primary goals of CAFE and GHG standards are to reduce fuel consumption and GHG 
emissions from the on-road light-duty vehicle fleet, but in addition to these intended effects, the 
agencies also consider the potential of the standards to affect vehicle safety.A  As a safety 
agency, NHTSA has long considered the potential for adverse safety consequences when 
establishing CAFE standards,B and under the CAA, EPA considers factors related to public 
health and human welfare, including safety, in regulating emissions of air pollutants from mobile 
sources.C  Safety trade-offs associated with fuel economy increases have occurred in the past, 
particularly before NHTSA CAFE standards were attribute- based,1 and the agencies must be 
mindful of the possibility of future ones.  These past safety trade-offs may have occurred because 
manufacturers chose at the time, partly in response to CAFE standards, to build smaller and 
lighter vehicles, rather than adding more expensive fuel-saving technologies while maintaining 
vehicle size and safety, and the smaller and lighter vehicles did not fare as well in crashes as 
larger and heavier vehicles.  Historically, as shown in FARS data analyzed by NHTSA (e.g., 
Kahane, 20122), the safest cars generally have been heavy and large, while the cars with the 
highest fatal-crash rates have been light and small.   

The question, then, is whether past is necessarily prologue when it comes to potential changes 
in vehicle size (both footprint and “overhang”) and mass in response to the more stringent future 
CAFE and GHG standards.  Manufacturers have stated that they will reduce vehicle mass as one 
of the cost-effective means of increasing fuel economy and reducing CO2 emissions in order to 
meet the standards, and the agencies have incorporated this expectation into our modeling 
analysis supporting the standards.  Because the agencies discern a historical relationship between 
vehicle mass, size, and safety, one potential means of assessing the impact of future standards on 
vehicle safety is to assume that these relationships will continue in the future.  In formulating the 
MY2017-2025 final rule, the agencies were encouraged by comments to the NPRM from the 
Alliance of Automotive Manufacturers reflecting a commitment to safety stating that, while 
improving the fuel efficiency of the vehicles, the vehicle manufacturers are “mindful that such 
improvements must be implemented in a manner that does not compromise the rate of safety 
improvement that has been achieved to date.”  The question of whether vehicle design can 
mitigate the adverse effects of mass reduction is discussed below. 

                                                 
A In this document, “vehicle safety” is defined as societal fatality rates per vehicle miles traveled (VMT), which 

include fatalities to occupants of all the vehicles involved in the collisions, plus any pedestrians.   
B This practice is recognized approvingly in case law.  As the United States Court of Appeals for the D.C. Circuit 

stated in upholding NHTSA’s exercise of judgment in setting the 1987-1989 passenger car standards, “NHTSA 
has always examined the safety consequences of the CAFE standards in its overall consideration of relevant 
factors since its earliest rulemaking under the CAFE program.”  Competitive Enterprise Institute v. NHTSA (“CEI 
I”), 901 F.2d 107, 120 at n. 11 (D.C. Cir. 1990). 

C As noted in Section I.D above, EPA has considered the safety of vehicular pollution control technologies from the 
inception of its Title II regulatory programs.  See also NRDC v. EPA, 655 F. 2d 318, 332 n. 31 (D.C. Cir. 1981).  
(EPA may consider safety in developing standards under section 202 (a) and did so appropriately in the given 
instance). 
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Due to the structure of the standards put in place by the MY2017-2025 rulemaking, 
manufacturers are less likely than they were in the past to reduce vehicle footprint in order to 
reduce mass for increased fuel economy.  This factor is important because, as the agencies have 
noted, historic studies have shown a positive relationship between overall vehicle size and safety, 
although the relationship should continuously be re-tested as materials change in the future.  This 
will be described in greater detail below.    

The primary mechanism in the MY2017-2025 rulemaking for mitigating the potential 
negative effects on safety was the application of footprint-based standards, which create a 
disincentive for manufacturers to produce smaller-footprint vehicles (Section II.G.1, MY 2017-
2025 Final Rule).  This is because, as footprint decreases, the corresponding fuel economy/GHG 
emission target becomes more stringent.  We also believe that the shape of the footprint curves 
themselves is approximately “footprint-neutral,” that is, that it should neither encourage 
manufacturers to increase the footprint of their fleets, nor to decrease it.  Upsizing footprint is 
also discouraged through the curve “cut-off” at larger footprints.D  However, the footprint-based 
standards do not discourage downsizing the portions of a vehicle in front of the front axle and to 
the rear of the rear axle, or of other areas of the vehicle outside the wheels.  The crush space 
provided by those portions of a vehicle can make important contributions to managing crash 
energy.  Additionally, simply because footprint-based standards minimize the incentive to 
downsize vehicles does not mean that some manufacturers will not downsize if doing so makes it 
easier for them to meet the overall CAFE/GHG standard in a cost-efficient manner, as for 
example, if the smaller vehicles are so much lighter (or de-contented) that they exceed their 
targets by much greater amounts.  On balance, however, we believe the target curves and the 
incentives they provide generally will not encourage down-sizing (or up-sizing) in terms of 
footprint reductions (or increases).E   

Given that we expect manufacturers to reduce vehicle mass in response to the standards, and 
do not expect manufacturers to reduce vehicle footprint in response to the standards, the agencies 
must attempt to predict the safety effects, if any, of the final rule based on the best information 
currently available.  This section explained why the agencies consider safety; the following 
section discusses how the agencies consider safety. 

 

                                                 
D The agencies recognize that at the other end of the curve, manufacturers who make small cars and trucks below 41 

square feet (the small footprint cut-off point) have some incentive to downsize their vehicles to make it easier to 
meet the constant target.  That cut-off may also create some incentive for manufacturers who do not currently 
offer models that size to do so in the future.  However, at the same time, the agencies believe that there is a limit 
to the market for cars and trucks smaller than 41 square feet:  most consumers likely have some minimum 
expectation about interior volume, for example, among other things.  Additionally, vehicles in this segment are 
the lowest price point for the light-duty automotive market, with several models in the $10,000-$15,000 range.  
Manufacturers who find themselves incentivized by the cut-off will also find themselves adding technology to the 
lowest price segment vehicles, which could make it challenging to retain the price advantage.  Because of these 
two reasons, the agencies believe that the incentive to increase the sales of vehicles smaller than 41 square feet 
due to the final rule, if any, is small.  See Chapter 1 of the Joint TSD for more information on the agencies’ choice 
of “cut-off” points for the footprint-based target curves. 

E This statement makes no prediction of how consumer choices of vehicle size will change in the future, independent 
of the standards.  
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8.1.2 How Do the Agencies Consider Safety? 

Assessing the effects of vehicle mass reduction and size on societal safety is a complex issue.  
One part of estimating potential safety effects involves trying to understand better the 
relationship between mass and vehicle design.  The extent of mass reduction that manufacturers 
may be considering to meet more stringent fuel economy and GHG standards may raise different 
safety concerns from what the industry has previously faced.  Heavier vehicles, especially truck-
based LTVs and lighter vehicles, perform differently in collisions with each other than in 
collisions with another car or LTV.  When two vehicles of unequal mass collide, the change in 
velocity (delta V) is higher in the lighter vehicle, similar to the mass ratio proportion.  As a result 
of the higher change in velocity in lighter vehicles, the fatality risk may also increase.  Removing 
more mass from the heavier vehicle than in the lighter vehicle by amounts that bring the mass 
ratio closer to 1.0 reduces the delta V in the lighter vehicle and thereby reducing fatality risk and 
possibly resulting in a net societal benefit.   

Another complexity is that if a vehicle is made lighter, adjustments must be made to the 
vehicle’s structure such that it will be able to manage the energy in a crash while limiting 
intrusion into the occupant compartment.  To maintain an acceptable occupant compartment 
deceleration, the effective front-end stiffness has to be managed such that the crash pulse does 
not increase as lighter yet stiffer materials are utilized.  If the energy is not well managed, the 
occupants may have to “ride down” a more severe crash pulse, putting more burdens on the 
restraint systems to protect the occupants3.  There may be technological and physical limitations 
to how much the restraint system may mitigate these effects.  

The agencies must attempt to estimate now, based on the best information currently available 
to us for analyzing these CAFE and GHG standards, how the assumed levels of mass reduction 
without additional changes (i.e. footprint, performance, functionality) might affect the safety of 
vehicles, and how lighter vehicles might affect the safety of drivers and passengers in the entire 
on-road fleet.  The agencies seek to ensure that the standards are designed to encourage 
manufacturers to pursue a path toward compliance that is both cost-effective and safe. 

To estimate the possible safety effects of the MY2022-2025 standards, then, the agencies have 
undertaken research that approaches this question from several angles.  First, we are using a 
statistical approach to study the effect of vehicle mass reduction on safety historically, as 
discussed in greater detail in section 8.2 below.  Statistical analysis is performed using the most 
recent historical crash data available (calendar year 2005-2011 data for MY2003-2010 vehicles), 
and is considered as the agencies’ best estimate of potential mass-safety effects.  The agencies 
recognize that negative safety effects estimated based on the historical relationships could 
potentially be tempered with safety technology advances in the future, and may not represent the 
current or future fleet.  Second, we are using an engineering approach to investigate what amount 
of mass reduction is affordable and feasible while maintaining vehicle safety and functionality 
such as durability, drivability, NVH, and acceleration performance.  Third, we are also studying 
the new challenges these lighter vehicles might bring to vehicle safety and potential 
countermeasures available to manage those challenges effectively.  Comments received to the 
proposed 2012 Final Rule are summarized in the 2012 Final Rule preamble.  

The agencies have looked closely at these issues, and we believe that our approach of using 
both statistical analyses of historical data to assess societal safety effects, and design studies to 
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assess the ability of individual designs to comply with the FMVSS and perform well on NCAP 
and IIHS tests responds to these concerns. 

A large body of traffic safety literature exists that examines the relationship between vehicle 
mass and traffic fatality rates.  Most of the literature estimates aggregate State-level time series 
correlations (Khazzoom, 19944; Noland, 20045; Ahmad and Greene, 20056; Evans, 20017) from 
various angles or on a specific crash type. In general, these studies come to varying conclusions 
regarding the sign of the relationship between average vehicle mass and overall fatality rates, but 
all conclude that the magnitude of this relationship is relatively modest.    

In recent years economists have studied the “arms race” nature of vehicle choice, and the 
effect of disparity in the mass and/or size in the vehicle fleet on fleetwide safety.  In particular, 
they focus on the internal and external safety effect posed by larger vehicles –pickup trucks and 
sport utility vehicles (SUVs)--relative to passenger cars.  Anderson and Auffhammer 2014,8 

White 2004,9 Gayer 2004,10 Anderson 2008,11 Li 2012,12 and Jacobsen 201313 all conclude that 
light trucks (pickups and SUVs) impose significant societal risks relative to passenger cars.  
Overall, light trucks pose a significant hazard to other users of the highway system but on 
average provide no additional protection to their own occupants. Anderson (2008) estimates the 
implied Pigovian tax is approximately $3850 per light truck sold, using standard value of 
statistical life figures. Anderson and Auffhammer (2014) recommend two policy options for 
internalizing the external safety cost, a weight-varying mileage tax and a gas tax, and find that 
they are similar for most vehicles. 

Some of these papers use State-level data on fatalities and VMT, instead of data at the 
individual vehicle level.  Some estimate fatality risk once a crash has occurred, but do not 
account for the effect of crash frequency on risk.  Some account for vehicle type, but not for 
vehicle mass, footprint, and other characteristics by vehicle model, or for driver characteristics or 
crash circumstances. None of the listed literature includes all of these elements in its analysis or 
serves the purpose of estimating the change in societal fatality risk from reducing vehicle mass, 
while holding size (footprint) unchanged.   

It should be noted that those safety articles on the “arms race” focus on the potential role of 
policy in changing the size mix, or the type mix, of the vehicle fleet. As discussed in the TSD for 
the MY 2017-25 final rulemaking, Chapter 2, in developing the footprint-based standards the 
agencies sought to preserve rather than change the distribution of vehicle sizes; and by 
continuing to set a standard for light trucks distinct from that for cars, the agencies sought to 
preserve consumer choice for different types of vehicles that fit their transportation needs.   

The safety analysis presented in this chapter is a statistical analysis that, unlike these cited 
papers, takes all the factors listed above into account. To consider what technologies are 
available for improving fuel economy, including mass reduction, the agencies have to consider 
the potential effect that those technologies may have on safety. The purpose of our analysis is to 
find a statistical relationship between mass, footprint, and safety.  Specifically, the analysis is to 
estimate the fatality risk effect per 100 pounds mass reduction while holding the vehicle footprint 
constant.  The results of the analysis are applied in estimating fatality risk in the NHTSA Volpe 
model or EPA OMEGA model.  The relationships among a vehicle’s mass, size, and fatality risk 
are complex, and they vary in different types of crashes and by different vehicle categories.  The 
performed analysis is built on the weighted logistic regression model at each fatality case level 
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by using updated micro data from historic annual NHTSA fatality data and State police-reported 
crash data.  

The safety analysis presented in this chapter says that reducing the mass of the heavier 
vehicles enhances societal safety, while reducing the mass of the lighter vehicles diminishes 
societal safety .These findings agree with the disparity research discussed above that less mass 
disparity is a good thing.  The agencies believe that the safety analysis in this chapter is the most 
comprehensive analysis available at this time of the relationship between vehicle weight, 
footprint, and societal fatality risk, and is the most appropriate to estimate what effect reduction 
in vehicle mass, while holding footprint constant, of current vehicles will have on societal 
fatality risk per VMT.   

The sections below discuss more specifically the state of the research on the mass-safety 
relationship, and how the agencies have integrated that research into our assessment of the safety 
effects of the MY2017-2025 CAFE and GHG standards. 

8.2 What is the Current State of the Research on Statistical Analysis of 
Historical Crash Data?  

8.2.1 Background 

Researchers have been using statistical analysis to examine the relationship of vehicle mass 
and safety in historical crash data for many years, and continue to refine their techniques over 
time.  In the MY2012-2016 final rule, the agencies conducted further study and research into the 
interaction of mass, size and safety to assist future rulemakings, and started to work 
collaboratively by developing an interagency working group between NHTSA, EPA, DOE, and 
CARB to evaluate all aspects of mass, size and safety.  The team coordinated government 
supported studies and independent research, to the greatest extent possible, to help ensure the 
work is complementary to previous and ongoing research and to guide further research in this 
area. 

The agencies also identified three specific areas to direct research in preparation for future 
CAFE/GHG rulemaking in regards to statistical analysis of historical data.   

First, NHTSA would contract with an independent institution to review the statistical methods 
that NHTSA and DRI have used to analyze historical data related to mass, size and safety, and to 
provide recommendations on whether the existing methods or other methods should be used for 
future statistical analysis of historical data.  This study would include a consideration of potential 
near multi-collinearity in the historical data and how best to address it in a regression analysis.  
The 2010 NHTSA report was also peer reviewed by two other experts in the safety field - 
Charles Farmer (Insurance Institute for Highway Safety) and Anders Lie (Swedish Transport 
Administration).F   

Second, NHTSA and EPA, in consultation with DOE, would update the MY 1991–1999 
database on which the safety analyses in the NPRM and final rule are based with newer vehicle 

                                                 
F All three of the peer reviews are available in Docket No. NHTSA-2010-0152. You can access the docket at 

http://www.regulations.gov/#!home by typing ‘NHTSA-2010-0152’ where it says “enter keyword or ID” and then 
clicking on “Search.” 

http://www.regulations.gov/#!home


Assessment of Vehicle Safety Effects 

8-6 

data, and create a common database that could be made publicly available to help address 
concerns that differences in data were leading to different results in statistical analyses by 
different researchers. 

And third, in order to assess if the design of recent model year vehicles that incorporate 
various mass reduction methods affect the relationships among vehicle mass, size and safety, the 
agencies sought to identify vehicles that are using material substitution and smart design, and to 
try to assess if there is sufficient crash data involving those vehicles for statistical analysis.  If 
sufficient data exists, statistical analysis would be conducted to compare the relationship among 
mass, size and safety of these smart design vehicles to vehicles of similar size and mass with 
more traditional designs.  

By the time of the MY2017-2025 final rule, significant progress had been made on these tasks 
since the MY2012-2016 final rule:  The independent review of recent and updated statistical 
analyses of the relationship between vehicle mass, size, and crash fatality rates had been 
completed.  NHTSA contracted with the University of Michigan Transportation Research 
Institute (UMTRI) to conduct this review, and the UMTRI team led by Paul Green evaluated 
over 20 papers, including studies done by NHTSA’s Charles Kahane, Tom Wenzel of the U.S. 
Department of Energy’s Lawrence Berkeley National Laboratory, Dynamic Research, Inc., and 
others.  UMTRI’s basic findings will be discussed below.   

Some commenters in recent CAFE rulemakings, including some vehicle manufacturers, 
suggested that the designs and materials of more recent model year vehicles may have weakened 
the historical statistical relationships between mass, size, and safety.  The agencies agreed that 
the statistical analysis would be improved by using an updated database that reflects more recent 
safety technologies, vehicle designs and materials, and reflects changes in the overall vehicle 
fleet, and an updated database was created and employed for assessing safety effects in the final 
rule.  The agencies also believed, as UMTRI also found, that different statistical analyses may 
have produced different results because they each used slightly different datasets for their 
analyses.   

In order to try to mitigate this issue and to support 2012 rulemaking, NHTSA created a 
common, updated database for statistical analysis that consisted of crash data of model years 
2000-2007 vehicles in calendar years 2002-2008, as compared to the database used in prior 
NHTSA analyses based on model years 1991–1999 vehicles in calendar years 1995-2000.  The 
2012 database was the most up-to-date possible at that time, given the processing lead time for 
crash data and the need for enough crash cases to permit statistically meaningful analyses.  
NHTSA made the preliminary version of the new database, which was the basis for NHTSA’s 
2011 report, available to the public in May 2011, and an updated version in April 2012,G 
enabling other researchers to analyze the same data and hopefully minimizing discrepancies in 
the results that would have been due to inconsistencies across databases.14   

The agencies were aware that several studies had been conducted using the 2011 version or 
the 2012 version of NHTSA’s safety database.  In addition to three NHTSA studies, which are 
discussed in Section 8.2.5, other studies included two by Wenzel at Lawrence Berkeley National 
Laboratory (LBNL) under contract with the U.S. DOE, and one by Dynamic Research, Inc. 

                                                 
G These databases are available at ftp://ftp.nhtsa.dot.gov/CAFE/. 
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(DRI) contracted by the International Council on Clean Transportation (ICCT).  These studies 
took somewhat different approaches to examine the statistical relationship between fatality risk, 
vehicle mass and size.  In addition to a detailed assessment of the NHTSA 2011 report, Wenzel 
considered the effect of mass and footprint reduction on casualty risk per crash, using data from 
thirteen states, where casualty risk included both fatalities and serious or incapacitating injuries.  
Both LBNL studies were peer reviewed and subsequently revised and updated.  DRI used 
models that separate the effect of mass reduction on two components of fatality risk, crash 
avoidance and crashworthiness.  DRI studies were also peer reviewed and revised in response to 
peer reviewer’s questions.  The LBNL and DRI studies were made available in the docket for the 
2012 final rule.H  The database was made available for download to the public from NHTSA’s 
website.    

Finally, EPA and NHTSA with DOT’s Volpe Center, part of DOT’s Office of the Assistant 
Secretary for Research and Technology, attempted to investigate the implications of “Smart 
Design,” by identifying and describing the types of “Smart Design” and methods for using 
“Smart Design” to result in vehicle mass reduction, selecting analytical pairs of vehicles, and 
using the appropriate crash database to analyze vehicle crash data.  The analysis identified 
several one-vehicle and two-vehicle crash datasets with the potential to shed light on the issue, 
but the available data for specific crash scenarios was insufficient to produce consistent results 
that could be used to support conclusions regarding historical performance of “Smart Designs.”  
This study was also available in the docket for the final rule.15   

                                                 
H Wenzel, T. (2011a).  Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass, and Footprint 

in Model Year 2000-2007 Passenger Cars and LTVs – Draft Final Report.” (Docket No. NHTSA-2010-0152-
0026). Berkeley, CA: Lawrence Berkeley National Laboratory; Wenzel, T. (2011b).  An Analysis of the 
Relationship between Casualty Risk Per Crash and Vehicle Mass and Footprint for Model Year 2000-2007 Light-
Duty Vehicles – Draft Final Report.” (Docket No. NHTSA-2010-0152-0028). Berkeley, CA: Lawrence Berkeley 
National Laboratory; Wenzel, T. (2012a).  Assessment of NHTSA’s Report “Relationships Between Fatality 
Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs – Final Report.” (To appear in 
Docket No. NHTSA-2010-0152). Berkeley, CA: Lawrence Berkeley National Laboratory; Wenzel, T. (2012b).  
An Analysis of the Relationship between Casualty Risk Per Crash and Vehicle Mass and Footprint for Model 
Year 2000-2007 Light-Duty Vehicles – Final Report.” (To appear in Docket No. NHTSA-2010-0152). Berkeley, 
CA: Lawrence Berkeley National Laboratory; Van Auken, R.M., and Zellner, J. W. (2012a).  Updated Analysis 
of the Effects of Passenger Vehicle Size and Weight on Safety, Phase I.  Report No. DRI-TR-11-01. (Docket No. 
NHTSA-2010-0152-0030). Torrance, CA: Dynamic Research, Inc.; Van Auken, R.M., and Zellner, J. W. 
(2012b).  Updated Analysis of the Effects of Passenger Vehicle Size and Weight on Safety, Phase II; Preliminary 
Analysis Based on 2002 to 2008 Calendar Year Data for 2000 to 2007 Model Year Light Passenger Vehicles to 
Induced-Exposure and Vehicle Size Variables.  Report No. DRI-TR-12-01, Vols. 1-3. (Docket No. NHTSA-
2010-0152-0032). Torrance, CA: Dynamic Research, Inc.; Van Auken, R.M., and Zellner, J. W. (2012c).  
Updated Analysis of the Effects of Passenger Vehicle Size and Weight on Safety, Phase II; Preliminary Analysis 
Based on 2002 to 2008 Calendar Year Data for 2000 to 2007 Model Year Light Passenger Vehicles to Induced-
Exposure and Vehicle Size Variables.  Report No. DRI-TR-12-01, Vols. 4-5. (Docket No. NHTSA-2010-0152-
0033). Torrance, CA: Dynamic Research, Inc.; Van Auken, R.M., and Zellner, J. W. (2012d).  Updated Analysis 
of the Effects of Passenger Vehicle Size and Weight on Safety; Sensitivity of the Estimates for 2002 to 2008 
Calendar Year Data for 2000 to 2007 Model Year Light Passenger Vehicles to Induced-Exposure and Vehicle 
Size Variables.  Report No. DRI-TR-12-03. (Docket No. NHTSA-2010-0152-0034). Torrance, CA: Dynamic 
Research, Inc.  
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Since the publication of the MY2017-2025 final rule, NHTSA has sponsored new studies and 
research to inform the midterm evaluation and the MY2022-2025 rulemaking.  A newly updated 
NHTSA study, presented in Section 8.2.5, represents the latest iteration of the database and 
analysis applied in the 2011 and 2012 NHTSA reports.  The updated database created for the 
study consists of crash data of MY2003-2010 vehicles in calendar years 2005-2011, and follows 
the identical analytical structure as the peer-reviewed method applied in the 2011 and 2012 
reports. NHTSA published a separate preliminary report in 2016, applying this newly updated 
database.I  The agencies recognize, however, that the updated database may not represent the 
future fleet, because vehicles have continued and will continue to change. 

Wenzel at Lawrence Berkeley National Laboratory (LBNL) also conducted a statistical 
analysis using the new database.  Wenzel's new findings are summarized in Section 8.2.6.  

In addition, the National Academy of Sciences published a new report in this area in 2015, 
discussed in Section 8.2.4.16    

Throughout the midterm evaluation process, NHTSA’s goal is to publish as much of our 
research as possible.  Thus, while some of these reports have already been published, all are 
summarized below.  In establishing standards, the agencies will consider all available data, 
studies and information objectively without regard to whether they were sponsored by the 
agencies.  

Technical assessment and review of previous studies and current findings helps the agencies 
come closer to resolving some of the ongoing debates in statistical analysis research of historical 
crash data that are detailed later in this chapter.  We intend to apply these conclusions going 
forward in Draft TAR future rulemakings, and we believe that the public discussion of the issues 
will be facilitated by the research conducted.   

The following sections chronologically discuss the findings from these studies and others in 
greater detail.  Section 8.2.2 summarize historical activities leading up to the 2017-2025 final 
rule published in 2012, and sections 8.2.4  cover developments since 2012 conducted for the 
midterm evaluation and anticipation of rulemaking for model years 2022-2025, including 
updated analyses. 

8.2.2 Historical Activities Informing the 2017-2025 Final Rule 

8.2.2.1 2011 NHTSA Workshop on Vehicle Mass, Size and Safety 

On February 25, 2011, NHTSA hosted a workshop on mass reduction, vehicle size, and fleet 
safety at the Headquarters of the U.S. Department of Transportation in Washington, DC.J   The 
purpose of the workshop was to provide the agencies with a broad understanding of current 
research in the field and provide stakeholders and the public with an opportunity to weigh in on 
this issue, by bringing together experts in the field to discuss some of the overarching questions 

                                                 
I The preliminary report can be found in Docket No. NHTSA-2010-0131. 
J A video recording, transcript, and the presentations from the NHTSA workshop on mass reduction, vehicle size and 

fleet safety is available at http://www.nhtsa.gov/fuel-economy (look for “NHTSA Workshop on Vehicle Mass-
Size-Safety on Feb. 25”). 

http://www.nhtsa.gov/fuel-economy
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to be examined in NHTSA’s impending CAFE rulemaking. NHTSA also created a public docket 
to receive comments from interested parties that were unable to attend.   

The speakers included Charles Kahane of NHTSA, Tom Wenzel of Lawrence Berkeley 
National Laboratory, R. Michael Van Auken of Dynamic Research Inc. (DRI), Jeya Padmanaban 
of JP Research, Inc., Adrian Lund of the Insurance Institute for Highway Safety, Paul Green of 
the University of Michigan Transportation Research Institute (UMTRI), Stephen Summers of 
NHTSA, Gregg Peterson of Lotus Engineering, Koichi Kamiji of Honda, John German of the 
International Council on Clean Transportation (ICCT), Scott Schmidt of the Alliance of 
Automobile Manufacturers, Guy Nusholtz of Chrysler, and Frank Field of the Massachusetts 
Institute of Technology.   

The wide participation in the workshop allowed the agencies to hear from a broad range of 
experts and stakeholders.  The contributions were particularly relevant to the agencies’ analysis 
of the effects of mass reduction for the MY2017-2025 final rule.  The presentations were divided 
into two sessions that addressed the two expansive sets of issues: statistical evidence of the roles 
of mass and size on safety, and engineering realities regarding structural crashworthiness, 
occupant injury and advanced vehicle design.  

Some main points from the workshop were: 

 Statistical studies of crash data that attempt to identify the relative recent historical 
effects of vehicle mass and size on fleet safety shows complicated relationships with 
many confounding influences in the data.  

 Analyses must also control for individual technologies with significant safety effects 
(e.g., Electronic Stability Control, airbags).   

 The physics of a two-vehicle crash require that the lighter vehicle experience a greater 
change in velocity, which, all else being equal, often leads to disproportionately more 
injury risk. 

 The separation of key parameters is a challenge to the analyses, as vehicle size has 
historically been highly correlated with vehicle mass.   

 There was no consensus on whether smaller, lighter vehicles maneuver better, and thus 
avoid more crashes, than larger, heavier vehicles.     

 Kahane’s results from his 2010 report found that a scenario which took some mass out of 
heavier vehicles but little or no mass out of the lightest vehicles did not impact safety in 
absolute terms, and noted that if the analyses were able to consider the mass of both 
vehicles in a two-vehicle crash, the results may be more indicative of future crashes.   

8.2.2.2 Report by Green et. al., UMTRI – “Independent Review: Statistical Analyses of 
Relationship between Vehicle Curb Weight, Track Width, Wheelbase and Fatality Rates,” 
April 2011 

As explained above, NHTSA contracted with the University of Michigan Transportation 
Research Institute (UMTRI) to conduct an independent reviewK of a set of statistical analyses of 
relationships between vehicle curb weight, the footprint variables (track width, wheelbase) and 
fatality rates from vehicle crashes.  The purpose of this review was to examine analysis methods, 

                                                 
K The review is independent in the sense that it was conducted by an outside third party without any interest in the 

reported outcome. 
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data sources, and assumptions of the statistical studies, with the objective of identifying the 
reasons for any differences in results.  Another objective was to examine the suitability of the 
various methods for estimating the fatality risks of future vehicles. 

UMTRI reviewed a set of papers, reports, and manuscripts provided by NHTSA (listed in 
Appendix A of UMTRI’s report, which is available in the docket to the MY2017-2025 
rulemaking) that examined the statistical relationships between fatality or casualty rates and 
vehicle properties such as curb weight, track width, wheelbase and other variables.   

Fundamentally, the UMTRI team concluded that the database created by Kahane appeared to 
be an impressive collection of files from appropriate sources and the best ones available for 
answering the research questions considered in this study; and that the disaggregate logistic 
regression model used by NHTSA in the 2003 report17 seemed to be the most appropriate model, 
and valid for the analysis in the context that it was used: finding general associations between 
fatality risk and mass – and the general directions of the reported associations were correct. 

8.2.2.3 2012 NHTSA, LBNL, and DRI Reports 

NHTSA published a study in 2012 (Kahane, 2012) that estimated the effect of mass reduction 
on US societal fatality risk per VMT, using light vehicles from model years 2000 to 2007 in 
calendar years 2002 to 2008.  NHTSA's methodology in part responded to comments Paul Green 
made in his 2011 review.  For the first time NHTSA included the correlated variables vehicle 
curb weight and footprint in its baseline regression model, for two reasons:  an analysis indicated 
that the model variance inflation factors were not high enough to preclude including the two 
correlated variables in the same regression model, and the fuel economy/greenhouse gas 
emission standards adopted for model years 2012 to 2016 were based on a vehicle's footprint, so 
the regression model needed to estimate the effect mass reduction would have on safety while 
holding footprint constant.  The model used came to be known as the “baseline” model, and the 
study found that mass reduction in only lighter-than-average cars was associated with a 
statistically-significant increase in fatality risk; for the other vehicle types, mass reduction was 
associated with increases or decreases in fatality risk that were not statistically significant.  This 
study is cited in more detail in Section 8.2.6, detailing the current follow-up. NHTSA published 
a preliminary report in 2011 that was subject to external review; the final report was published in 
2012. 

In its 2012 "Phase 1" report18, LBNL replicated the 2012 NHTSA baseline results, and 
conducted 19 alternative regression models to test the sensitivity of the NHTSA baseline model 
to changes in the measure of risk, the variables included, and the data used.  In its report LBNL 
pointed out that other vehicle attributes, driver characteristics, and crash circumstances were 
associated with much larger changes in risk than mass reduction.L  LBNL also demonstrated that 

                                                 
L As stated at p. iv, Executive Summary of LBNL 2012 Phase 1 report, “many of the control variables NHTSA 

includes in its logistic regressions are statistically significant, and have a much larger estimated effect on fatality 
risk than vehicle mass. For example, installing torso side airbags, electronic stability control, or an automated 
braking system in a car is estimated to reduce fatality risk by about 10%; cars driven by men are estimated to 
have a 40% higher fatality risk than cars driven by women; and cars driven at night, on rural roads, or on roads 
with a speed limit higher than 55 mph are estimated to have a fatality risk over 100 times higher than cars driven 
during the daytime on low-speed non-rural roads. 
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there was little correlation between mass and fatality risk by vehicle model, even after 
accounting for all other vehicle attributes, driver characteristics, and crash circumstances. 

In its 2012 "Phase 2" report19, LBNL used data from police reported crashes in the 13 states to 
study casualty (fatality plus severe injury) risk per VMT, and to divide risk per VMT into its two 
components, crash frequency (crashes per VMT) and crashworthiness/crash compatibility (risk 
per crash).  LBNL found that mass reduction was associated with increases in crash frequency, 
and decreases in risk per crash.  Preliminary versions LBNL’s Phase 1 and Phase 2 reports were 
reviewed by external reviewers20, and comments incorporated into the final versions published in 
2012. 

DRI published three preliminary reports in 2012.  DRI’s preliminary Phase I report updated 
its analysis of data from 1995 to 2000, and was able to replicate the results from NHTSA’s 2003 
report.  DRI’s preliminary Phase II report replicated the 2012 NHTSA baseline results, and used 
a simultaneous two-stage model to estimate the separate effects of mass reduction on crash 
frequency and fatality risk per crash.  The results from DRI’s two-stage model were comparable 
to LBNL’s Phase 2 analysis: that mass reduction was associated with increases in crash 
frequency, and decreases in risk per crash.  DRI’s preliminary Summary report showed the effect 
of two alternative regression models: using stopped rather than non-culpable vehicles as the basis 
for the induced exposure database, and replacing vehicle footprint with its components 
wheelbase and track width.  Under these two alternatives, mass reduction was associated with 
more beneficial changes in fatality risk.  The three preliminary DRI reports were peer-reviewed, 
with comments incorporated into the final versions published in 2013. 

The results from LBNL’s Phase 2 and DRI’s Phase II reports implied that the increase in 
fatality risk per VMT from mass reduction in lighter cars estimated by the NHTSA baseline 
model was due to increasing crash frequency, and not increasing fatality risk once a crash had 
occurred, as mass is reduced.  In the final version of its 2012 report NHTSA argued that the 
effects of crash frequency could not be separated from risk per crash because of reporting bias in 
state crash data, such as lack of a crash severity measure, and possible bias due to under-
reporting of less severe crashes in certain States. 

8.2.3 Final Rule for Model Years 2017-2025 

In August 2012, EPA and NHTSA jointly published the Joint Technical Support Document: 
Final Rulemaking for (Model Years) 2017-2025, Light-Duty Vehicle Greenhouse Gas Emission 
Standards (EPA) and Corporate Average Fuel Economy Standards (NHTSA); EPA-420-R-12-
901. Since NHTSA rules are always in lengths of five years, the standards for model years 2022-
2025 for Corporate Average Fuel Economy (CAFE) are considered “augural” and must be 
revisited for a permanent rule.  Analyses described in the following sections will inform not only 
the midterm evaluation of the 2017-2025 rule but the final CAFE rule for MY's 2022-2025. 

8.2.4 Activities and Development since 2017-2025 Final Rule 

8.2.4.1 2013 Workshop on Vehicle Mass, Size and Safety 

On May 13-14, 2013, NHTSA hosted a follow-on symposium to continue to explore the 
relevant issues and concerns with mass, size, and potential safety tradeoffs, bringing together 
experts in the field to discuss questions to address CAFE standards for model years 2022-2025.  
The first day of the two-day symposium focused on engineering, while the second day 
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investigated various methodologies for assessing statistical evidence of the roles of vehicle mass 
and size on occupant safety.  All presentations may be seen on NHTSA’s web site at: 
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/NHTSA+Vehicle+Mass-
Size-Safety+Workshop.  

The speakers for the second day, focusing on the subject matter of this chapter, included 
Charles Kahane of NHTSA,  Joe Nolan of the Insurance Institute for Highway, Guy Nusholtz of 
Chrysler, Mike van Auken of Dynamic Research Incorporated, and Tom Wenzel of Lawrence 
Berkeley National Laboratory.  Summaries of the topics follow: 

 Kahane gave an overview of statistical studies designed to determine the incremental 
change in societal risk as vehicle mass of a particular vehicle is modified while keeping its 
footprint (the product of wheel base and track width) is kept constant.  The  physics of 
crashes, in particular conservation of momentum and equal and opposite forces, imply  
that  mass reduction in the heaviest vehicles and/or mass increase in the lightest vehicles 
can reduce societal risk in two-vehicle crashes.  It is therefore reasonable that reducing 
disparities in mass ratio in the vehicle fleet (such as by reducing the mass of heavy 
vehicles by a larger percentage than that of light vehicles) should reduce societal harm.  
This trend was noticed in the data for model year 2000-2007 vehicles, but only 
statistically significant for the lightest group of vehicles.  This is similar to the results 
found for model year 1991-1991 vehicles in a 2003 study.  Kahane acknowledged 
numerous confounding factors such as maneuverability of different vehicle classes 
(although data indicated smaller cars were more likely to be involved in crashes), driver 
attributes and vulnerabilities, advances in restraint safety systems and vehicle structures, 
and, and electronic stability control. 

 Wenzel replicated Kahane’s results using the same data and methods, but came to slightly 
different conclusions.  He demonstrated that the effect of mass or footprint reduction that 
Kahane estimated on societal risk is much smaller than the effect Kahane estimated for 
other vehicle attributes, driver characteristics, or crash circumstances.  Wenzel plotted 
actual fatality risk vs. weight by vehicle make and model, and estimated predicted risk by 
make and model after accounting for all control variables used in NHTSA’s baseline 
model except for mass and footprint.  The remaining, or residual risk, not explained by the 
control variables has no correlation with vehicle weight.  He presented results of the 19 
alternative regression models he conducted to test the sensitivity of the results from 
NHTSA’s baseline model.  He also presented results from LBNL’s Phase 2 analysis, 
which examined the effect of mass or footprint reduction on the two components of risk 
per VMT: crashes per VMT (crash frequency), and risk per crash (crashworthiness).  Both 
his analysis of casualty risk using crash data from 13 states, and his replication of the DRI 
two-state simultaneous regression model, indicate that mass reduction is associated with 
an increase in crash frequency, but a decrease in risk per crash. 

 Van Auken also replicated Kahane’s results from the NHTSA baseline model, and 
presented results from three sensitivity regression models.  Replacing footprint with its 
components wheelbase and track width reduces the estimated increase in risk from mass 
reduction in cars, and suggests that mass reduction in light trucks decreases societal risk.  
Using stopped rather than non-culpable vehicles to derive the induced exposure dataset 
also reduces the estimated increase in risk from mass reduction in lighter-than-average 

http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/NHTSA+Vehicle+Mass-Size-Safety+Workshop
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/NHTSA+Vehicle+Mass-Size-Safety+Workshop
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cars and light trucks, and estimates that mass reduction in heavier cars and trucks 
decreases societal risk.  Including both of these changes to the NHTSA baseline model 
greatly reduces the estimated increase in risk from mass reduction in the lightest cars, and 
is associated with decreases in risk for all other vehicle types.  Van Auken described in 
more detail his two-stage simultaneous regression model, that allows risk per vehicle mile 
of travel to be decomposed into crashes per VMT (crash frequency) and risk per crash 
(crashworthiness/crash compatibility).  As with Wenzel’s analysis, Van Auken found that 
mass reduction is associated with an increases in crash frequency, but with a decrease in 
risk per crash.  Once again, the resulting trends were similar to those from Kahane and 
Wenzel.  Van Auken explored the issue of inducing the exposure of vehicles via crash 
statistics in which relative exposure was measured by non-culpable vehicles in the crash 
database versus by its subset of stopped vehicles in the data, and also investigated the 
impact in substituting footprint for track width and wheelbase as size variables in the 
regression.  

 Nusholtz of Chrysler presented an analysis of the sensitivity of the fleet-wide fatality risk 
to changes in vehicle mass and size.  He noted the difficulty in finding a definitive metric 
for “size.”  He dismissed some assertions of mass having negligible (or purely negative) 
effect on safety as leading to absurd conclusions in the extreme.  He extended the methods 
of Joksch (1993) and Evans (1992) to estimate risk as a function of readily measurable 
vehicle attributes and reported crash characteristics.  He used crash physics (closing 
speed, estimates of inelastic stiffness and energy absorption) to estimate changes in fleet 
risk as a function of changes in these parameters.  He observed that mass is a dominant 
factor but believes crush space could begin to dominate if vehicles could be made larger.  
He concurred that removing more mass from larger vehicles can reduce overall risk but is 
not convinced that such a strategy will be sufficient to meet fuel economy goals.  He 
regards the safety implications of mass reduction to be transition issues, of greater 
importance so long as legacy heavier vehicles are used in significant numbers. 

 Nolan analyzed historical trends in the fleet.  While median vehicle mass has increased, 
safety technologies have enhanced the safety of current small cars to the level only 
achieved by larger cars in the past.  In particular, electronic stability control has reduced 
the relative importance of some severe crash modes.  While acknowledging that smaller 
vehicles will always be at a disadvantage, there is hope that further technological 
advances such as crash avoidance systems hold promise in advancing safety.  Fleet safety 
would be enhanced if these technologies could quickly penetrate across the fleet to small 
cars as well as large ones. 

 An attempt was made to separate the effect of mass on crash outcome as distinct from the 
likelihood of the crash itself.  It was acknowledged that mass can affect both.  Nusholtz 
emphasized that crash parameters (e.g., closing speed) necessarily dominate.  Kahane 
suggested that reporting rates might be sufficiently different to affect results.  Nusholtz 
cautioned that physics and statistics must be considered but in a way that connects them to 
reality rather than abstractions.  Nolan hopes that crash avoidance effects could be very 
significant.  Nusholtz noted that assessments of that effect are difficult in that determining 
when and why a crash didn’t occur is problematic against the backdrop of confounding 
information. 
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8.2.4.2 Subsequent Analyses by LBNL  

As part of its review of the 2012 DRI studies,21 LBNL recreated DRI’s two-stage 
simultaneous regression model, which estimated the effect of mass or footprint reduction on the 
two components of fatality risk per VMT: the number of crashes per VMT and the risk of fatality 
per crash (Wenzel 2013).  LBNL first replicated DRI’s methodology of taking a random 
“decimated” sample of the crash data from 10 states for the induced exposure records.  Although 
LBNL was not able to exactly recreate DRI’s results, its results were comparable to DRI’s, and 
LBNL’s Phase 2 analysis: mass reduction is associated with increases in crash frequency for all 
vehicle types, and with decreases in fatalities per crash for all vehicle types except heavier cars.  
LBNL then re-ran the two-stage regression model using all crash data from the 13 states NHTSA 
used in their baseline model, and obtained similar results.   

The LBNL Phase 2 study and DRI Phase II study had two unexpected results: that mass 
reduction is associated with increased crash frequency, but decreased risk per crash; and the 
signs on some of the control variables are in the unexpected direction.  For example, side airbags 
in light trucks and CUVs/minivans were estimated to reduce crash frequency; the crash 
avoidance technologies electronic stability control (ESC) and antilock braking systems (ABS) 
were estimated to reduce risk once a crash had occurred; and all-wheel-drive and brand new 
vehicles were estimated to increase risk once a crash had occurred. In addition, male drivers 
were estimated to have essentially no effect on crash frequency, but were associated with a 
statistically significant increase in fatality risk once a crash had occurred.  And driving at night, 
on high-speed or rural roads, were associated with higher increases in risk per crash than on 
crash frequency.  A possible explanation for these unexpected results is that important control 
variables were not being included in the regression models.  For example, crashes involving male 
drivers, in vehicles equipped with AWD, or that occur at night on rural or high-speed roads, may 
not be more frequent but rather more severe than other crashes, and thus lead to greater fatality 
or casualty risk.  And drivers who select vehicles with certain safety features may tend to drive 
more carefully, resulting in vehicle safety features designed to improve crashworthiness or 
compatibility, such as side airbags, being also associated with lower crash frequency.  

LBNL made several attempts to create a regression model that “corrected” these unexpected 
results. 22 LBNL first examined the results of three vehicle braking and handling tests conducted 
by Consumer Reports: the maximum speed achieved during the avoidance maneuver test, 
acceleration time from 45 to 60 mph, and dry braking distance.  When these three test results 
were added to the LBNL baseline regression model of the number of crashes per mile of vehicle 
travel in cars, none of the three handling/braking variables had the expected effect on crash 
frequency.  In other words, an increase in maximum maneuver speed, the time to reach 60 miles 
per hour, or braking distance on dry pavement in cars, either separately or combined, was 
associated with a decrease in the likelihood of a crash, of any type or with a stationary object. 
Adding one or all of the three handling/braking variables had relatively little effect on the 
estimated relationship between mass or footprint reduction in cars and crash frequency, either in 
all types of crashes or only in crashes with stationary.  

LBNL next tested the sensitivity of the relationship between mass or footprint reduction and 
crash frequency by adding five additional variables to the regression models: initial vehicle price, 
average household income, bad driver rating, alcohol/drug use, and seat belt use.  An increase in 
vehicle price, household income, or belt use was associated with a decrease in crash frequency, 
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while an increase in alcohol/drug use was associated with an increase in crash frequency, for all 
three vehicle types; a poor bad driver rating increases crash frequency in cars, but unexpectedly 
decreases crash frequency in light trucks and CUVs/minivans.  Including these five variables, 
either individually or including all in the same regression model, did not change the general 
results of the baseline LBNL regression model: that mass reduction is associated with an increase 
in crash frequency in all three types of vehicles, while footprint reduction is associated with an 
increase in crash frequency in cars and light trucks, but with a decrease in crash frequency in 
CUVs/minivans.  The variable with the biggest effect was initial vehicle purchase price, which 
dramatically reduced the estimated increase in crash frequency in heavier-than-average cars (and 
in heavier-than-average light trucks, and all CUVs/minivans).  These results suggest that other, 
more subtle, differences in vehicles and their drivers account for the unexpected finding that 
lighter vehicles have higher crash frequencies than heavier vehicles, for all three types of 
vehicles.  

In its 2012 report NHTSA suggested two possible explanations for the unexpected results in 
the LBNL Phase 2 analysis and the DRI and LBNL two-stage regression models: that the 
analyses did not account for the severity of the crash, and possible bias in the crashes reported to 
police in different states, with less severe crashes being under-reported for certain vehicle types.  
LBNL analyzed the first of Kahane’s explanations for the unexpected result of mass reduction 
being associated with decreased risk per crash, by re-running the baseline Phase 2 regressions 
after excluding the least-severe crashes from the state crash databases objects.23  Only vehicles 
that were described as “disabled” or as having “severe” damage were included, while vehicles 
which were driven away from the crash site or had functional, none, or unknown damage were 
excluded.  Excluding non-severe crashes had little effect on the relationship between mass 
reduction and crash frequency, in either LBNL’s Phase 2 baseline model or the two-stage 
simultaneous model: mass reduction was associated with an increase in crash frequency, and a 
decrease in risk per crash.  Excluding the non-severe crashes also did not change the unexpected 
results for the other control variables: most of the side airbag variables, and the crash 
compatibility variables in light trucks, continued to be associated with an increase in crash 
frequency, while antilock braking systems, electronic stability control, all-wheel drive, male 
drivers, young drivers, and driving at night, in rural counties, and on high speed roads all 
continued to be associated with an increase in risk per crash.  

8.2.4.3 2013 Presentations to NAS Subcommittee 

Chuck Kahane, Tom Wenzel, Stephen Ridella, (and Chuck Thomas, Honda, and Chuck 
Nolan, IIHS) were invited to the June 2013 NAS subcommittee on light-duty fuel economy to 
present the results from their 2012 analyses.   At the meeting committee members raised several 
questions about the studies; the presenters responded to these questions at the meeting, as well as 
in two emails in August 2013 and December 2014.  

8.2.4.4 2015 National Academy of Sciences’ Report 

In 2015, the National Academy of Sciences published the report “Cost, Effectiveness and 
Deployment of Fuel Economy Technologies for Light-Duty Vehicles.”  The report is the result 
of the work of the Committee on Assessment of Technologies for Improving the Fuel Economy 
of Light-Duty Vehicles, Phase 2, established upon the request of NHTSA to help inform the 
midterm review.  The committee was asked to assess the CAFE standard program and the 
analysis leading to the setting of the standards, as well as to provide its opinion on costs and fuel 
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consumption improvements of a variety of technologies likely to be implemented in the light-
duty fleet between now and 2030  (see further discussion in Chapter 2.2.1).  

In the particular area of mass and safety, as shown below, the Committee found the agencies’ 
estimates of mass reductions to be conservative, particularly for mid-size and small vehicles.  

Table 8.1  Mass Reductions Foreseen by NHTSA/EPA and by the Committee 

Mass Reductions Foreseen by NHTSA/EPA and by the Committee (percent)24 

Vehicle NHTSA/EPA TSD Estimate Committee Estimate 
Small Car 0 5 

Midsize Car 3.5 10 
Large Car 10 15 
Minivan 20 20 
Light duty truck 20 20 

 

The Committee acknowledged the possibility of negative safety impacts during the transition 
period, due to variances in how reductions occurred.  Because of this, the Committee 
recommended NHTSA consider and, if necessary, take steps to mitigate this possibility. 

8.2.4.5 2016 NHTSA/Volpe Study Reported in “Relationships between Fatality Risk, Mass, 
and Footprint in Model Year 2003-2010 Passenger Cars and LTVs: Preliminary Report,” 
June 2016 

The relationship between a vehicle’s mass, size, and fatality risk is complex, and varies 
depending upon the type of crash.  NHTSA, along with others, has been examining this 
relationship for over a decade.  The safety chapter of NHTSA’s 2012 final regulatory impact 
analysis (FRIA) of CAFE standards for MYs 2017-2025 passenger cars and light trucks included 
a statistical analysis of relationships between fatality risk, mass, and footprint in MY2000-2007 
passenger cars and LTVs (light trucks and vans), based on calendar year (CY) 2002-2008 crash 
and vehicle-registration data (Kahane, Aug. 2012).   

The principal findings of NHTSA’s 2012 analysis were that mass reduction, while holding 
footprint constant, was estimated to result in a statistically significant increase in societal fatality 
risk in lighter cars, but a statistically significant decrease in societal fatality risk in heavier LTVs 
by decreasing the fatality risk of occupants in lighter vehicles which collide with the heavier 
LTVs.  NHTSA concluded that, as a result, any reasonable combination of mass reductions while 
holding footprint constant in MYs 2017-2025 vehicles – concentrated, at least to some extent, in 
the heavier LTVs and limited in the lighter cars – would likely be approximately safety-neutral; 
it would not significantly increase fatalities and might well decrease them.  LBNL replicated 
these results in its 2012 assessment of the NHTSA study. 

NHTSA’s 2012 report partially agreed and partially disagreed with analyses published during 
2010 -2012 by Dynamic Research, Inc. (DRI).  NHTSA, LBNL, and DRI all found a significant 
protective effect for footprint, and that reducing mass and footprint together (downsizing) on 
smaller vehicles was harmful.  DRI’s analyses estimated a statistically significant decrease in 
fatalities from mass reduction in all light-duty vehicles if wheelbase and track width were 
maintained, whereas NHTSA’s report showed overall fatality reductions only in the heavier 
LTVs, and benefits only in some types of crashes for other vehicle types.  Much of the NHTSA, 
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LBNL, and DRI 2012 reports involved sensitivity tests on the databases and models, which 
generated a range of estimates somewhere between the initial DRI and NHTSA results.M    

In May 2015, NHTSA, working closely with EPA and the Department of Energy (DOE), 
commenced a new statistical analysis of the relationships between fatality rates, mass and 
footprint, updating the crash and exposure databases to the latest available model years, and 
utilizing the same methodology as in the 2012 NHTSA report.  The new databases use the most 
up-to-date data available, given the processing lead time for crash data and the need for enough 
crash cases to permit statistically meaningful analyses.  NHTSA made the first version of the 
new databases available to the public in 2016, concurrently with the release of its 2016 
preliminary report,25 enabling other researchers to analyze the same data and hopefully 
minimizing discrepancies in the results due to inconsistencies across the data used.26  

One way to estimate the effect of mass reduction on safety is the use of statistical analyses of 
societal fatality risk per vehicle miles traveled (VMT) for the current on-road vehicle fleet.  
Consistent with this, the analysis follows the identical approach employed in the 2012 NHTSA 
report, centering on cross-sectional logistic regressions of societal fatality risk per billion vehicle 
miles of travel (the dependent variable), as a function of driver- (e.g., driver age and gender), 
vehicle- (e.g., safety features) and crash-specific factors (e.g., times, locations).  Societal fatality 
risk represents total fatalities to all vehicle occupants, pedestrians, cyclists and motorcyclists 
involved in collisions per volume of VMT.  

The paramount purpose of the analysis is to develop five parameters for use in the CAFE 
Compliance and Effects Modeling System (usually referred to as the “Volpe model,” developed 
for NHTSA by the Volpe National Transportation Systems Center) to estimate the safety effects, 
if any, of the modeled mass reductions in MY2022-2025 vehicles over their lifetime.  The 
primary difference from the 2012 report is that the set of case vehicles and time period for 
observed vehicle incidents is more recent, involving model year (MY) 2003-2010 vehicles in 
calendar year (CY) 2005-2011, versus MY2000-2007 vehicles in CY2002-2008 in the 2012 
report.  The most notable vehicle-specific factors for this analysis are curb weight and vehicle 
size (represented as footprint in the preferred model structure).  

After controlling for driver-, crash- and other vehicle-specific factors including footprint, the 
logistic regression estimates percentage changes in societal fatalities as curb weight varies by 
100 pounds.  The logistic regressions in the analysis are applied to five vehicle classes: two 
passenger car classes, two LTV classes, and one class combining crossover (CUV) vehicles and 
minivans.  In both the 2012 report and this analysis, the vehicle classes for passenger cars and 

                                                 
M Van Auken, R. M., and Zellner, J. W. (2003).  A Further Assessment of the Effects of Vehicle Weight and Size 

Parameters on Fatality Risk in Model Year 1985-98 Passenger Cars and 1986-97 Light Trucks.  Report No. DRI-
TR-03-01. Torrance, CA: Dynamic Research, Inc.; Van Auken, R. M., and Zellner, J. W. (2005a).  An 
Assessment of the Effects of Vehicle Weight and Size on Fatality Risk in 1985 to 1998 Model Year Passenger 
Cars and 1985 to 1997 Model Year Light Trucks and Vans.  Paper No. 2005-01-1354. Warrendale, PA: Society 
of Automotive Engineers; Van Auken, R. M., and Zellner, J. W. (2005b).  Supplemental Results on the 
Independent Effects of Curb Weight, Wheelbase, and Track on Fatality Risk in 1985-1998 Model Year Passenger 
Cars and 1986-97 Model Year LTVs.  Report No. DRI-TR-05-01. Torrance, CA: Dynamic Research, Inc.; Van 
Auken, R.M., and Zellner, J. W. (2011).2012a).  Updated Analysis of the Effects of Passenger Vehicle Size and 
Weight on Safety, Phase I.  Report No. DRI-TR-11-01. (Docket No. NHTSA-2010-0152-0030).  Torrance, CA: 
Dynamic Research, Inc.  
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LTVs are defined as the subsets of vehicles above and below the median curb weight in fatal 
crashes for a given group of vehicles (i.e., passenger cars or LTVs).  Due to the increase in the 
weight of the LTV fleet, the median curb weights used to define LTV classes are notably higher 
than in the 2012 report, as detailed in Table 8.2 

Table 8.2  Passenger Car and LTV Classes in the 2012 and 2016 Analyses 

Vehicle Class 2012 Report 2016 Analysis Difference in Median 

Lighter Passenger Cars < 3,106 pounds < 3,197 pounds 91 pounds 
Heavier Passenger Cars 3,106+ pounds 3,197+ pounds 91 pounds 
Lighter LTVs < 4,594 pounds < 4,947 pounds 353 pounds 
Heavier LTVs 4,594+ pounds 4,947+ pounds 353 pounds 

 

The curb weight threshold defining passenger car classes in the update is only 91 pounds 
higher, while the curb weight threshold defining LTV classes in the update is 353 pounds higher, 
than the corresponding threshold in the 2012 report.  The expected tendency of the influence of a 
heavier light truck fleet is to magnify estimated beneficial effects for mass reduction in those 
heavier LTVs, and to reduce estimated detrimental effects for lighter LTVs relative to the 
previous analysis. 

The relatively short interval between the 2012 report and the update enables a generally direct 
comparison of findings between the two studies.  However, there are at least two key empirical 
outcomes associated with the updated safety dataset that limit its comparability with the 2012 
analysis.  Firstly, CY2009-2011 data replace CY2002-2004 data within the sample.  New vehicle 
registrations were below trend for CY2009-2011 (and hence, below corresponding levels in 
CY2002-2004). In turn, and in conjunction with general (improving) trends in vehicle safety, the 
number of fatal crashes in CY2009-2011 is about 25 percent lower than the number of crashes in 
CY2002-2004.  Hence, the results of the analysis are calibrated with respect to a smaller number 
of fatal crashes, resulting in larger estimated standard errors and associated confidence bounds 
for the point estimates in the analysis. 

Secondly, as noted in the 2012 report, light-duty trucks (LTVs) began increasing in mass 
around the year 2000; this trend did not appear to abate for MY2008-2010 LTVs.  The heavier 
(relative to similar models from previous model years on or near 2000) LTVs comprised a 
relatively small share of the sample in the 2012 report, because relatively early-model vehicles 
comprise a much larger share of the observations in the database than late-model vehicles.  
However, the sample in the update involves not only a large share of relatively heavy LTVs in 
common with models in the 2012 report, but also MY2008-2010 vehicles that tend to be heavier 
than the MY2000-2002 vehicles no longer in the sample.  

The analysis incorporates data from multiple sources required to represent fatalities, baseline 
driving risk (i.e., induced exposure), and VMT across distributions of driver-, crash- and vehicle-
specific factors.  The primary sources applied within the analysis are: the Fatality Analysis 
Reporting System (FARS), State crash records, IHS Automotive’s (formerly R.L. Polk & Co.), 
National Vehicle Population Profiles (NVPP) and odometer readings, and a range of sources of 
values for curb weight, footprint, track width, wheelbase and other vehicle attributes.  

FARS provides most of the information about fatal crashes needed for this study: the type of 
crash and number of fatalities, the vehicle identification number (VIN) of the vehicles involved, 
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the age and gender of the driver(s), the time and location.  The 2005-2011 FARS files contain 
85,890 records of crash-involved vehicles of model years 2003-2010 with decodable VINs that 
can be assigned a model year, curb weight, and footprint, and identified as passenger cars or 
LTVs (pickup trucks, CUVs, truck-based SUVs and vans, excluding incomplete vehicles but 
including “300-series” pickups and vans with GVWR sometimes over 10,000 pounds).  The set 
of FARS records in this analysis represents a decrease of around 24 percent relative to the 2012 
analysis (113,248 records), due to both a general downward trend in fatalities and a decrease in 
new vehicle registrations beginning in 2009.  

No single database has comparable detailed information on the number of total vehicles, their 
drivers, and their use, which is necessary to estimate exposure in order to compute fatality risk 
per VMT.  The NVPP data count the number of vehicles of a given make-model and model year 
registered in any calendar year.  The NVPP data specify the number of vehicles registered as of 
July 1 of every calendar year, and provide estimates of vehicle registrations by MY, CY, vehicle 
group, make-model, body style/truck type and, where needed, by State. NVPP data have no 
information, for example, on the age or gender of the drivers, or the annual VMT, or whether the 
vehicles were driven by day or at night.  A file of odometer readings, also supplied by IHS 
Automotive was used to derive estimates of annual VMT by make and model.  

Police-reported crash data from 13 states were used to develop the induced-exposure crashes; 
the state crash data provide information on not only the vehicles involved but also driver age and 
gender, urban/rural and other characteristics corresponding to the FARS data.  Induced-exposure 
crashes are a subset of two-vehicle collisions where one vehicle can be identified as “culpable” 
and the other as "non-culpable.”  The distribution of such vehicles within a particular area is 
believed to be an essentially random sample of driver and vehicle combinations travelling 
through that area.  Accurate estimates of the curb weight and footprint of vehicles, as well as 
other attributes such as the presence of electronic stability control (ESC), antilock brake systems 
(ABS), and side or curtain air bags are assembled from several publications. 

The State data represent a sample of 13 States that provide the VIN (all in common with the 
2012 report): Alabama, Florida, Kansas, Kentucky, Maryland, Michigan, Missouri, Nebraska, 
New Jersey, Pennsylvania, Washington, Wisconsin and Wyoming.  The State data include 
2,255,398 records of induced-exposure cases, a decrease of around eight percent relative to the 
2012 database (2,457,228 records), compared to a 24 percent decrease in FARS records relative 
to the 2012 database.  The difference in sizes of the State and FARS data between the 2012 and 
2016 reports indicate the presence of a larger decrease in the fatality rate than in the crash rate 
between the two samples. 

The 85,890 records in the database of FARS fatal crash involvements come from all 50 States 
and the District of Columbia.  Each of the 2,255,398 records on the database of induced-
exposure crash involvements is nominally a specific crash involvement in one of 13 States, a 
discrete unit.  But when each induced exposure record is weighted by its allocation of vehicle 
registrations or VMT, it becomes a cohort of vehicle registrations or VMT in the United States.  
The weighted induced-exposure records are a national census of model year 2003 to 2010 
vehicle registrations and VMT in each calendar year. Fatal-crash records are weighted by the 
number of fatalities in the crash, including fatalities in the crash partner vehicle and any cyclists 
or pedestrians.  After combining the FARS and induced exposure data, the sum of the fatalities in 
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the fatal crashes divided by the sum of the VMT in the induced exposure crashes is the national 
fatality risk per mile driven, which serves as the dependent variable in the regression analyses. 

The curb weight of passenger cars is formulated, as in previous reports, as a two-piece linear 
variable in order to estimate one effect of mass reduction in the lighter cars and another effect in 
the heavier cars.  The boundary between “lighter” and “heavier” vehicles is itemized in Table 8.2 
above.  Curb weight is formulated as a simple linear variable for CUVs and minivans: because 
CUVs and minivans account for a relatively small share of new-vehicle sales, there are less crash 
data available than for cars or truck-based LTVs. 

Footprint (in square feet) is represented in the model as the product of track width (the 
average track width at the front and rear wheels) and wheelbase.  The control variables in the 
model include: indicators of whether an incident occurred at night, in a rural county, on roads 
with speed limits 55 miles per hour or above, and in States with relatively high fatality rates; 
indicators of whether a vehicle is equipped with ESC, anti-lock brakes, all-wheel drive, curtain 
airbags, curtain airbags that deploy in rollovers, torso airbags, combination airbags that provide 
torso and head protection, and light truck compatibility certification meeting Options 1 or 2; 
vehicle age at the time of incident; an indicator if the vehicle is new (i.e., MY=CY); eight 
gender-specific driver age categories; driver gender; and indicators of calendar year.  

Separate logistic regressions were estimated for the three vehicle classes: passenger cars, 
LTVs, and CUVs/minivans.  Within each class in the analysis, separate logistic regressions were 
estimated across nine sets of crash types, including: first-event rollovers; collisions with fixed 
objects, pedestrians/bicyclists/motorcyclists, heavy vehicles, passenger cars/CUVs/minivans 
lighter than 3,157 pounds, passenger cars/CUVs/minivans 3,157 pounds or heavier, LTVs lighter 
than 4,303 pounds, and LTVs 4,303 pounds or heavier; and all other crashes (mostly crashes 
involving three or more vehicles).  A separate regression model was run for each of the nine 
crash types within each of the three vehicle types, for a total of 27 regression models. 

Consistent with the definition of vehicle classes, the threshold weights for crash types 
involving passenger cars/CUVs/minivans and LTVs were defined in both the 2012 report and 
this analysis as the median curb weight for the other vehicle in a fatal collision.  Similar to the 
changes to the mass thresholds defining vehicle classes in this analysis, the mass thresholds for 
crash types increased in the new analysis.  The mass threshold for crashes with passenger 
cars/CUVs/minivans increased 75 pounds (from 3,082 pounds), and the mass threshold for 
crashes with LTVs increased 153 pounds (from 4,150 pounds).  These increases are smaller than 
the corresponding increases in the thresholds for vehicle classes, due to the presence of MY2002 
and earlier vehicles as partner vehicles in two-vehicle crashes. 

For each vehicle class, a composite estimate of the change in societal fatality risk with respect 
to curb weight was identified by weighting the estimated coefficients on curb weight for a given 
crash type by the (adjusted) number of fatalities observed in the crash type for the vehicle class.  
The adjustment to the number of fatalities observed in a given crash type for a given vehicle 
class involves a downward revision to fatalities to take into account that the results will be used 
to analyze effects of mass reduction in future vehicles, which will all be equipped with electronic 
stability control (ESC), as required by NHTSA’s regulations.  That is, although some vehicles in 
the database did not have ESC (and hence are more likely to be in a crash than ESC-equipped 
vehicles), all new vehicles are equipped with ESC; the lack of an adjustment would overstate the 
expected volume of fatalities that changes in curb weight could influence. 
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Table 8.3 presents the 2012 report's estimated percent increase in U.S. societal fatality rates 
per ten billion VMT for each 100-pound reduction in vehicle mass, while holding footprint 
constant, for each of the five vehicle classes: 

Table 8.3  Results of 2012 NHTSA Final Report: Fatality Increase (%) per 100-Pound Mass Reduction While 
Holding Footprint Constant 

MY2000-2007 

CY 2002-2008 

Fatality Increase (%) Per 100-Pound Mass Reduction While 

Holding Footprint Constant 

Point Estimate 95% Confidence Bounds 

Cars < 3,106 pounds 1.56  +  .39 to  +2.73 

Cars > 3,106 pounds .51  -  .59 to  +1.60 

CUVs and minivans - .37  -1.55 to  +  .81 

Truck-based LTVs < 4,594 pounds .52  -  .45 to  +1.48 

Truck-based LTVs > 4,594 pounds - .34  -.97 to  +  .30 

 

Table 8.4 presents the 2016 preliminary report’s estimated percent increase in U.S. societal 
fatality risk per ten billion VMT for each 100-pound reduction in vehicle mass, while holding 
footprint constant, for each of the five classes of vehicles:   

Table 8.4  Results of 2016 NHTSA Preliminary Report: Fatality Increase (%) per 100-Pound Mass Reduction 
While Holding Footprint Constant 

MY2003-2010 

CY 2005-2011 

Fatality Increase (%) Per 100-Pound Mass Reduction While 

Holding Footprint Constant 

Point Estimate 95% Confidence Bounds 

Cars < 3,197 pounds  1.49 -  .30 to +3.27 
Cars > 3,197 pounds  .50 -  .59 to  +1.60 

CUVs and minivans  - .99 -2.17 to + .19 
Truck-based LTVs < 4,947 pounds  -.10 -  1.08 to +.88 
Truck-based LTVs > 4,947 pounds  - .72 -  1.45 to + .02 

 

The results indicate that societal fatalities per VMT would increase if the mass of passenger 
cars (the two lightest vehicle classes in the analysis by median weight) were reduced.  Mass 
reduction in passenger cars below 3,197 pounds is estimated to increase societal fatality risk 
when holding footprint constant; a 100-pound reduction in curb weight is estimated to increase 
net fatalities by 1.49 percent.  Mass reduction in passenger cars 3,197 pounds and above is 
estimated to increase societal fatality risk when holding footprint constant; a 100-pound 
reduction in curb weight is estimated to increase net fatalities by 0.50 percent. 

Conversely, the results indicate that societal fatalities per VMT would decrease if the mass of 
LTVs, CUVs and minivans were reduced.  Mass reduction in LTVs 4,947 pounds and above is 
estimated to decrease societal fatality risk when holding footprint constant; a 100-pound 
reduction in curb weight is estimated to reduce net fatalities by 0.72 percent.  Likewise, mass 
reduction in CUVs and minivans (the second-heaviest vehicle class in the analysis by median 
weight) is estimated to decrease societal fatality risk when holding footprint constant; a 100-
pound reduction in curb weight is estimated to reduce net fatalities by 0.99 percent.  Mass 
reduction in LTVs below 4,947 pounds is estimated to decrease societal fatality risk only slightly 
when holding footprint constant; a 100-pound reduction in curb weight is estimated to decrease 
net fatalities by 0.10 percent. 
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None of the estimated effects is statistically significant at the 95-percent confidence level (i.e., 
the confidence bounds include both positive and negative values; the estimate for heavier LTVs 
is very close, however (statistically significant at the 94-percent confidence level).  Three of the 
five estimated effects of mass reduction on societal fatalities are statistically significant at the 90-
percent confidence level, for lighter passenger cars, heavier LTVs, and CUVs and minivans, 
indicating a strong likelihood that at least some of the estimated effects are significantly different 
from zero.  

The principal difference between the results for heavier vehicles, especially truck-based 
LTVs, and lighter vehicles, especially passenger cars, is that mass reduction has a different effect 
in collisions with another light-duty vehicle in cars than in light trucks.  When two vehicles of 
unequal mass collide, the change in velocity (“delta V”) is higher in the lighter vehicle, in the 
same proportion as the mass ratio.  As a result, all else being equal, the fatality risk in the lighter 
vehicle is also higher.  

Removing some mass from the heavy vehicle reduces delta V in the lighter vehicle, where 
fatality risk is high, resulting in a large benefit, offset by a small penalty because delta V 
increases in the heavy vehicle, where fatality risk is low – adding up to a net societal benefit.  
Removing some mass from the lighter vehicle results in a large penalty offset by a small benefit 
– adding up to net harm.  These considerations drive the overall result: mass reduction in lighter 
cars is associated with an increase in societal fatalities, mass reduction in the heavier LTVs is 
associated with a decrease in societal fatalities, and mass reduction in the intermediate classes 
has little effect.  

It is useful to compare the results from the 2012 and 2016 reports (as detailed in Table 8.3and 
Table 8.4).  In general, the point estimates from the updated analysis are consistent with the 
findings in the 2012 report.  The ranges of the updated confidence bounds are similar size to the 
corresponding values in the 2012 report for heavier passenger cars (a range of 2.19 percent in 
both cases), lighter LTVs (1.96 percent in the updated analysis versus 1.93 percent in the 2012 
report) and minivans (2.36 percent in both cases).  This result may be unexpected, in light of the 
decreased sample size for fatal incidents in the update relative to the 2012 report (i.e., a smaller 
sample size tends to yield larger confidence bounds).  The range of the confidence bound for 
lighter passenger cars is notably larger in the update (3.57 percent versus 2.34 percent), while the 
range of the confidence bound for heavier LTVs is only somewhat larger in the update (1.47 
percent versus 1.27 percent). 

The 2012 report presented one point estimate that was statistically significant at the 95-
percent confidence level: the estimate for lighter passenger cars.  The updated analysis yielded 
no point estimates that are significant at the 95-percent confidence level (the estimate for heavier 
LTVs was just short of this threshold).  However, the updated analysis did yield three estimates 
that would be statistically significant at the 90-percent confidence level, compared to one 
estimate in the 2012 report: the estimates for lighter passenger cars, heavier LTVs, and CUVs 
and minivans.  Hence, although the updated analysis indicates a greater level of uncertainty 
about the value of any given point estimate relative to the 2012 report (i.e., no estimated 
coefficients are significant at the 95-percent confidence level, versus one significant coefficient 
in the 2012 report), the updated analysis also indicates a greater level of certainty that at least 
some of the point estimates are of a particular sign (i.e., three estimated coefficients would be 
significant at the 90-percent confidence level, versus one in the 2012 report). 
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Two of the five updated point estimates are very close to the corresponding values in the 2012 
report (the estimates for passenger car classes).  This is consistent with the relatively small 
change in the definition of the two passenger car classes in the update (i.e., the updated threshold 
curb weight value is around 100 pounds heavier than in the 2012 report).  Furthermore, the 
directionality of the changes in the point estimates for passenger cars are consistent with the 
change in the threshold curb weight value (i.e., mass reduction for a heavier group of vehicles 
should be more beneficial or less detrimental to society than for a lighter group of vehicles). 

The updated point estimates for LTVs are distinct from the corresponding values in the 2012 
report.  The directionality of the changes in the point estimates for LTVs is consistent with the 
relatively large change in the threshold curb weight (around 350 pounds heavier in the update).  
While the 2012 report indicated that mass reduction of lighter LTVs would lead to an increase in 
net fatalities, the updated analysis indicates that, conditional on the observed increase in curb 
weight for LTVs in general, mass reduction of lighter LTVs would lead to a decrease in net 
fatalities.  Likewise, the 2012 report indicated that mass reduction of heavier LTVs would lead to 
a decrease in net fatalities; the updated analysis indicates that, conditional on the observed 
increase in curb weight for LTVs in general, this relationship has become stronger. 

The updated point estimates for CUVs and minivans are the most distinct from the 
corresponding values in the 2012 report, but still of the same sign.  The directionality of the 
change in the point estimate for CUVs and minivans is consistent with a general increase in 
vehicle mass.  However, there are factors limiting the inference one can draw from estimates in 
this vehicle class. Chiefly, the range of curb weights for minivans is relatively small, which may 
amplify the estimated impact of curb weight on fatality risk.   

The estimates in Table 8.3 and Table 8.4 of the model are formulated for each 100-pound 
reduction in mass; in other words, if risk increases by 1 percent for 100 pounds reduction in 
mass, it would increase by 2 percent for a 200-pound reduction, and 3 percent for a 300-pound 
reduction.  Confidence bounds around the point estimates will grow wider by the same 
proportions. 

The regression results are best suited to predict the effect of a small change in mass, leaving 
all other factors, including footprint, the same.  With each additional change from the current 
environment, the model may become somewhat less accurate and it is difficult to assess the 
sensitivity to additional mass reduction greater than 100 pounds.  The agencies recognize that the 
light-duty vehicle fleet in the MYs 2022-2025 timeframe will be different from the MYs 2003-
2010 fleet analyzed for this study.  Nevertheless, one consideration provides some basis for 
confidence in applying the regression results to estimate the effects of mass reductions larger 
than 100 pounds or over longer time periods.  This was NHTSA’s fifth evaluation of the effects 
of mass reduction and/or downsizing, comprising databases ranging from MYs 1985 to 2010.  
The results of the five studies are not identical, but they have been consistent up to a point.  
During this time period, many makes and models have increased substantially in mass, 
sometimes as much as 30-40 percent.N  If the statistical analysis has, over the past years, been 

                                                 
N For example, one of the most popular models of small 4-door sedans increased in curb weight from 1,939 pounds 

in MY 1985 to 2,766 pounds in MY 2007, a 43 percent increase.  A high-sales mid-size sedan grew from 2,385 to 
3,354 pounds (41%); a best-selling pickup truck from 3,390 to 4,742 pounds (40%) in the basic model with 2-
door cab and rear-wheel drive; and a popular minivan from 2,940 to 3,862 pounds (31%).   
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able to accommodate mass increases of this magnitude, perhaps it will also succeed in modeling 
the effects of mass reductions on the order of 10-20 percent, if they occur in the future. 

NHTSA’s 2012 report acknowledged another source of uncertainty, namely that the baseline 
statistical model can be varied by choosing different control variables or redefining the vehicle 
classes or crash types, for example.  Alternative models produce different point estimates.  The 
principal comments on the preliminary version of the 2012 report were suggestions or 
demonstrations of other ways to analyze NHTSA’s database, especially by Farmer and Green in 
their peer reviews, Van Auken (DRI) in his most recent analyses, and Wenzel in his assessment 
of NHTSA’s report.  The analyses and findings of Wenzel’s and Van Auken’s reports are 
summarized below.  These reports, among other analyses, define and run specific alternative 
regression models to analyze NHTSA’s 2012 databases.O    

From these suggestions and demonstrations, NHTSA garnered 11 more or less plausible 
alternative techniques that could be construed as sensitivity tests of the baseline model; these 
alternative model structures were evaluated in the 2011, 2012 and 2016 reports.P  The models use 
NHTSA’s databases and regression-analysis approach, but differ from the baseline model in one 
or more terms or assumptions.  All of them try to control for fundamentally the same driver, 
vehicle, and crash factors, but differ in how they define these factors or how much detail or 
emphasis they provide for some of them.  NHTSA applied the 11 techniques to the latest 
databases to generate alternative estimates of the societal effect of 100-pound mass reductions in 
the five classes of vehicles.  The range of estimates produced by the sensitivity tests gives an 
idea of the uncertainty inherent in the formulation of the models, subject to the caveat that these 
11 tests are, of course, not an exhaustive list of conceivable alternatives.   

Each model in the sensitivity analysis estimates fatality rates as a function of curb weight, 
vehicle size, driver-specific attributes and incident-specific attributes.  The baseline model 
represents vehicle size in terms of footprint (i.e., the product of wheelbase and track width, 
measured in square feet), and is calibrated with respect to FARS data (the fatal outcomes in the 
logistic regressions) and induced exposure data incorporating non-culpable incidents across a 
sample of 13 states; the FARS data are a census of fatal incidents, while the induced exposure 
data are weighted to represent all VMT for each make-model-model year combination in each 
calendar year in the sample. 

One alternative model represents induced exposure through the subset of non-culpable cases 
in the sample involving stopped vehicles (referred to here as the stopped vehicle model).  This 
alternative was proposed under the hypothesis that restricting the analysis to stopped vehicles 
would minimize any bias due to uncertainty regarding which driver was at fault in the two-
vehicle crash, and improve the degree to which the induced exposure data represent baseline 
accident risk.  Furthermore, DRI assumed that the set of non-culpable incidents may induce bias 
because relatively skilled drivers may be more likely to avoid crashes altogether, and hence 
relatively skilled drivers would be under-represented. If this bias is present, the resulting 
estimates would over-represent the behavior of relatively unskilled drivers.  

                                                 
O Wenzel (2012a), Van Auken and Zellner (2012b, 2012c, 2012d). 
P See Kahane (2012), pp. 14-16 and 109-128 for a further discussion of the alternative models and the rationales 

behind them. 
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The other alternative model represents vehicle size in terms of track width and wheelbase 
separately (referred to here as the split footprint model).  DRI proposed this alternative under the 
hypothesis that vehicle size could be accounted for independently of curb weight more 
effectively by representing distinct effects of track width (e.g., rollover resistance) and 
wheelbase (e.g., crush space in frontal impacts).  This alternative can be applied using either the 
baseline induced exposure data (as represented in the analytical results below), or combined with 
the application of stopped vehicle data. 

The sensitivity analyses examined the stopped vehicle and split footprint alternatives to re-
evaluate the limitations of the alternatives that were raised in the 2012 report, to confirm whether 
the limitations still apply.  The primary limitations of the stopped vehicle model raised in the 
2012 report that apply to the data in the 2016 report are: 

 Restricting the analysis to stopped vehicles results in a serious loss of sample size; 
 The stopped vehicle cases represent the distribution of driver age disproportionately; 
 The stopped vehicle cases represent the share of incidents on roads with speed limits 55 

miles per hour or above disproportionately; and 
 Comments from previous (1999 and 2003) peer review support the use of the baseline 

model over the stopped vehicle model. 

Each of the above limitations applies to the analysis in the 2016 report.  Restricting the 
analysis to stopped vehicles results in a loss of approximately three-fourths of observations in the 
sample; estimates calibrated with respect to a restricted sample size are subject to greater 
uncertainty (i.e., larger confidence bounds) than those calibrated with respect to a larger set of 
data.  The stopped vehicle database includes 670,230 observations, which is a large dataset by 
general standards.  However, driver-, crash- and vehicle-specific factors explain such a large 
share of variability in fatality rates that it is preferable to preserve sample size in an effort to 
estimate effects specific to curb weight and vehicle size, all else being equal.  

Consistent with the 2012 report, the stopped vehicle data in the 2016 report represent drivers 
with ages associated with lower risk (i.e., drivers between 30 and 60 years of age) at a higher rate 
than the non-culpable data, and conversely represent drivers with ages associated with higher 
risk (chiefly, drivers below the age of 30) at a lower rate than the non-culpable data.  Similarly, 
as in the 2012 report, the stopped vehicle data include a smaller share of incidents: on roads with 
speed limits of 55 miles per hour or above; on rural roads; at night; and involving male drivers.  

However, the non-culpable data are constrained by the relative accuracy of police 
identification of at-fault drivers.  If the non-culpable cases actually include a sufficient share of 
culpable cases, the data would not meaningfully represent baseline risk.  Hence, the findings of 
analysis calibrated with respect to the non-culpable data are strictly conditional on the validity of 
the assignment of culpability.  Peer review indicated two conflicting views: (1) that stopped 
vehicle data under-represent risky drivers because risky drivers do not stay stopped long enough 
to be involved in collisions; and (2) that non-culpable vehicle data over-represent drivers because 
safe drivers avoid incidents more frequently.  It is not clear whether the non-culpable vehicle 
sample or the stopped vehicle sample better represents the overall distribution of drivers and 
vehicles on the nation’s roadways, and therefore which sample is more appropriate to use to 
create the induced exposure records. 
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Peer review comments on the preliminary version of the 2012 report suggested that a suitable 
representation of induced exposure would involve distributions of VMT by vehicle-, crash- and 
driver-specific factors that represent the population of drivers and vehicles on the road at any 
given time.    

The limitations of the split footprint model raised in the 2012 report that apply to the data in 
the 2016 report are: 

 Track width and wheelbase are generally highly correlated with one another and with 
curb weight for the range of vehicles in the analysis, raising the threat of 
multicollinearity; 

 The CAFE model is footprint-based, and hence working directly with footprint is 
preferable to decomposing it; and 

 While the estimated relationship between track width and fatality risk in certain types of 
crashes is consistent with crash physics, the relationship between wheelbase and fatality 
risk is not.   

The threat of multicollinearity can be evaluated in a direct manner by comparing correlations 
among model inputs.  Multicollinearity is a significant concern even in the baseline model, 
through strong correlations between curb weight and footprint; correlations within vehicle 
classes range from around 0.73 to 0.89, (with the exceptions of correlations of around 0.24 for 
large pickups and 0.49 for minivans when examined separately from other LTVs and CUVs, 
respectively).  

Critically, for all vehicle classes in the analysis, curb weight is correlated either nearly as high 
or higher with track width as with footprint and track width and wheelbase are also highly 
correlated with one another (ranging from around 0.64 to 0.80, with the exceptions of smaller 
correlations for large pickups and minivans).  Viewed from another angle, wheelbase is almost 
perfectly correlated with footprint (with correlations ranging from around 0.95 to 0.97).  

Considered in concert, the split footprint model essentially incorporates the full correlation 
issues from the baseline model (curb weight highly correlated with another independent variable) 
and adds a further correlation issue (the variable that is highly correlated with curb weight is also 
highly correlated with a separate independent variable).  Ultimately, it is difficult to support the 
preference of a model with two correlated independent variables representing vehicle size when 
a single variable (footprint) tracks the two variables closely.  The ability of the model to tease out 
separate, representative effects for three highly correlated variables is questionable; what may 
appear to be a distinct effect once two dimensions of vehicle size are accounted for may in fact 
be an artifact of unfortunate statistical properties.  

In the 2016 NHTSA baseline model, a one-inch reduction in track width is associated with 
increases in rollover fatality risks, as expected: a 30 percent increase in rollover fatality risk in 
cars, and an 8 percent increase in rollover fatality risk in light trucks and CUVs/minivans.  
However, a one-inch reduction in wheelbase is not consistently associated with large increases in 
fatality risks in crashes with objects or other light-duty vehicles.  This may be because wheelbase 
is not as good a proxy for frontal crush space, as say frontal overhangQ in frontal impacts; and 
because a large fraction of fatalities in two-vehicle crashes are not frontal impacts that would be 

                                                 
Q Frontal overhang is the distance from the front of the front bumper to the front wheel axle. 
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influenced by wheelbase or frontal overhang (i.e. they are the result of side impacts).  So the 
regression coefficients for track width are consistent with crash theory, while the coefficients for 
wheelbase are not, possibly because they are masked by other types of crashes in which frontal 
crush space is not expected to protect occupants.  

Table 8.5 shows the baseline and alternative results, ordered from the lowest to the highest 
estimated increase in societal risk for cars weighing less than 3,197 pounds: 

Table 8.5  Societal Fatality Increase (%) Per 100-Pound Mass Reduction While Holding Footprint* Constant 

 Cars 
< 3,197 

Cars 
≥ 3,197 

CUVs & 
Minivans 

LTVs† 
< 4,947 

LTVs† 
≥ 4,947 

Baseline estimate 1.49 .50 - .99 -.10 - .72 

95% confidence bounds (sampling error) Lower: - .30 - .59 -2.17  -1.08 -1.45 

Upper: 3.27 1.60 .19  .88 .02 

11 Alternative Models 

1. W/O CY control variables .53 .10 -1.13 - .10 - .53 

2. Track width/wheelbase w. stopped vehicle data .88 - .43 - .66 - .85 -2.14 

3. By track width & wheelbase .92 .48 -1.15 - .66 - .97 

4. Incl. muscle/police/AWD cars/big vans 1.44 .63 - .99 - .05 - .94 

5. W/O non-significant control variables 1.47 .54 - .84 - .13 - .70 

6. CUVs/minivans weighted by 2010 sales 1.49 .50 - .27 - .10 - .72 

7. With stopped-vehicle data  1.58 - .43 - .61 - .07 -1.80 

8. Limited to drivers with BAC=0 2.22 1.38 - .92 .31 - .91 

9. Control for vehicle manufacturer 2.39 1.37 .00 .32 - .09 

10. Control for vehicle manufacturer/nameplate 2.65 2.96 - .43 .30 .00 

11. Limited to good drivers‡ 2.82 1.86 - .97 .37 - .62 

Notes: 
*While holding track width and wheelbase constant in alternative model nos. 1 and 3. 
†Excluding CUVs and minivans. 
‡Blood alcohol content=0, no drugs, valid license, at most 1 crash and 1 violation during the past 3 years. 

 

For example, in cars weighing less than 3,197 pounds, there are an equal number of models 
with estimated effects of 100-pound mass reduction above and below the baseline value, a 1.49 
percent increase in societal fatalities.  The estimates range from a relatively small increase of 
0.53 percent in the first alternative model up to a 2.82 percent increase in the last model, nearly 
double the baseline effect.  Each of the 11 alternative point estimates for cars < 3,197 pounds is 
within the range of the 95 percent sampling-error confidence bounds for the baseline estimate: -
0.30 to 3.27 percent. 

The sensitivity tests illustrate both the fragility and the robustness of the baseline estimate.  
On the one hand, the variation among the alternative estimates is quite large relative to the 
baseline estimate: in the preceding example of cars < 3,197 pounds, from approximately one-
third of the baseline value to almost double the baseline.  In fact, the difference in estimates is a 
reflection of the small statistical effect that mass reduction has on societal risk, relative to other 
factors.  Thus, sensitivity tests which vary vehicle, driver, and crash factors can appreciably 
change the estimate of the effect of mass reduction on societal risk in relative terms. 
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On the other hand, the variations are not all that large in absolute terms.  The ranges of the 
alternative estimates, at least these alternatives, are about as wide as the sampling-error 
confidence bounds for the baseline estimates.  As a general rule, in the alternative models, as in 
the baseline models, mass reduction tends to be relatively more harmful in the lighter vehicles, 
and more beneficial in the heavier vehicles.  Thus, in all models, the estimated effect of mass 
reduction is a societal fatality increase for cars < 3,197 pounds, and in all models except one, a 
societal fatality reduction for LTVs ≥ 4,947 pounds.  None of these models suggest mass 
reduction in small cars would be beneficial.  All suggest mass reduction in heavy LTVs would be 
beneficial or, at least, close to neutral.  In general, any judicious combination of mass reductions 
that maintain footprint and are proportionately higher in the heavier vehicles is unlikely to have a 
societal effect large enough to be detected by statistical analyses of crash data.  NHTSA 
conducted a sensitivity analysis to estimate the fatality impact of the alternative models using the 
coefficients for these 11 test cases.  The results for these sensitivity runs can be found in Table 4-
2 of NHTSA's 2016 preliminary report.  The discussion of the 2016 preliminary report concludes 
with a review of the limitations of the analysis, and corresponding implications for the 
interpretation and application of the results.  The presence of non-significant results in this 
analysis is not due to a paucity of data (except, perhaps, the paucity of very small or very light 
cars and LTVs during MY2003-2010) or other weaknesses in the data, but because the societal 
effect of mass reduction while maintaining footprint, if any, is small.  By contrast, statistical 
analyses of the effect of mass reduction allowing historically commensurate reductions of 
footprint (downsizing) show larger, statistically significant increases in fatality risk in passenger 
cars (see Alternative regression model 6 in Table 8.6 from the 2016 LBNL Phase2 study 
presented in the following sub-sections). 

The composite effects are limited in significance, with estimated effects for three of five 
vehicle classes significant at the 90-percent confidence level.  However, this does not indicate 
that the non-significant estimated composite effects should be ignored.  We include and apply 
non-significant estimates because the regulatory analysis must provide the best estimate of the 
expected effect of mass reduction.  Our best estimate is the estimated composite effect (i.e., an 
estimate of zero would be a worse fit to the data); the confidence bounds serve to indicate the 
range of uncertainty.  One reason that the regulatory analysis must have such estimates is that it, 
too, is ultimately an intermediate computational tool in estimating the overall health and societal 
impact of CAFE and GHG regulation. 

The estimates of this report are based on statistical analyses of historical data, which puts 
some limitations on their value for predicting the effects of future mass reductions.  Analyses of 
historical data necessarily lag behind the latest developments in vehicles and in driving patterns 
because it takes years for sufficient crash data to accumulate.  It is important to note that while 
the MY2003-2010 database represents more modern vehicles with technologies more 
representative of vehicles on the road today than previous reports, it still does not represent the 
newer vehicles that will be on the road in the 2022-2025 timeframe.  The vehicles manufactured 
in the 2003-2010 timeframe were not subject to a footprint-based fuel-economy standard; 
vehicles actually became heavier on the average, not lighter during MY2003-2010 and when 
they became heavier it was commonly to provide additional features.  NHTSA and EPA expect 
that the attribute-based standard will affect the design of vehicles such that manufacturers may 
reduce mass while maintaining footprint more than has occurred prior to model year 2010.  
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Therefore, it is possible that the analysis for 2003-2010 vehicles may not be fully representative 
of those vehicles that interact with the existing fleet in 2022 and beyond.  

Statistical analyses can control for many factors such as a driver’s age and gender, but there 
are other factors they do not control for, such as driver characteristics that cannot be quantified 
with available demographic variables or unobserved factors relating to how a particular vehicle 
was being driven at the time the crash occurred (e.g., travel speed, attention).  Furthermore, the 
analyses of this report are “cross-sectional”: they compare the fatality rates for vehicles weighing 
100 pounds less than other models in the same vehicle class, rather than directly comparing the 
fatality rates for a specific make and model before and after a mass reduction had been 
implemented for the purpose of improving fuel economy.  After substantial materials substitution 
has become more widespread, it may become feasible to improve the ability to directly compare 
the effects of mass reductions at the vehicle-model level.  However, such models would still be 
limited in their ability to represent other design changes that influence fatalities beyond mass 
reduction. 

8.2.4.6 Report by Tom Wenzel, LBNL, “An Assessment of NHTSA’s Report ‘Relationships 
between Fatality Risk, Mass, and Footprint in Model Year 2003-2010 Passenger Cars and 
LTVs,’” 2016 

DOE contracted with Tom Wenzel of Lawrence Berkeley National Laboratory to conduct an 
assessment of NHTSA’s updated 2016 study of the effect of mass and footprint reductions on 
U.S. fatality risk per vehicle miles traveled (LBNL 2016 "Phase 1" preliminary report), and to 
provide an analysis of the effect of mass and footprint reduction on casualty risk per police-
reported crash, using independent data from thirteen states (LBNL 2016 "Phase 2" preliminary 
report).  Both reports will be reviewed by NHTSA, EPA, and DOE staff, as well as by a panel of 
reviewers.R  The final versions of the reports will reflect responses to comments made in the 
formal review process, as well as changes made to the VMT weights developed by NHTSA for 
the final rule, and inclusion of 2012 data for 13 states that were not available for the analyses in 
the preliminary versions included in the NPRM docket. 

The 2016 LBNL Phase 1 report27 replicates Volpe’s 2016 analysis for NHTSA, using the 
same data and methods, and in many cases using the same SAS programs, in order to confirm 
NHTSA’s results.  The LBNL report confirms NHTSA’s 2016 finding that, holding footprint 
constant, each 100-lbs of mass reduction is associated with a 1.49 percent increase in fatality risk 
per vehicle miles travelled (VMT) for cars weighing less than 3,197 pounds, a 0.50 percent 
increase for cars weighing more than 3,197 pounds, a 0.10 percent decrease in risk for light 
trucks weighing less than 4,947 pounds, a 0.71 percent decrease in risk for light trucks weighing 
more than 4,947 pounds, and a 0.99 percent decrease in risk for CUVs/minivans.S   Holding mass 
constant, each square foot reduction in vehicle footprint is associated with a 0.28 percent 

                                                 
R EPA sponsored the peer review of the LBNL 2011 Preliminary Phase 1 and 2 Reports. 
S Only the changes in fatality risk for lighter cars, heavier trucks, and CUVs/minivans are statistically significant at 

the 95% significance level using the standard errors output by SAS.  The relationship between mass reduction and 
fatality risk for these three vehicle types also is statistically significant at the 90% level of significance based on 
NHTSA’s estimate of uncertainty using a jack knife method; none of the estimates are statistically significant at 
the 95% level of significance based on NHTSA’s jack knife uncertainty method. 
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increase in risk in cars, a 0.38 percent increase in light trucks, and a 1.18 percent increase in 
CUVs/minivans.T  Wenzel tested the sensitivity of these estimates to changes in the measure of 
risk and the control variables and data used in the regression models.  Wenzel also concluded 
that there is a wide range in fatality risk by vehicle model for models that have comparable mass 
or footprint, even after accounting for differences in drivers’ age and gender, safety features 
installed, and crash times and locations.  This section summarizes the results of the 2016 Wenzel 
assessment of the 2016 NHTSA preliminary analysis. 

The 2016 LBNL Phase 1 report notes that many of the control variables NHTSA includes in 
its logistic regressions are statistically significant, and have a much larger estimated effect on 
fatality risk than vehicle mass.  For example, installing torso side airbags, electronic stability 
control, or an antilock braking system in a car is estimated to reduce fatality risk by at least 7 
percent; cars driven by men are estimated to have a 40 percent higher fatality risk than cars 
driven by women; and cars driven at night, on rural roads, or on roads with a speed limit higher 
than 55 mph are estimated to have a fatality risk over 100 times higher than cars driven during 
the daytime on low-speed non-rural roads.  While the estimated effect of mass reduction may 
result in a statistically-significant increase in risk in certain cases, the increase is small and is 
overwhelmed by other known vehicle, driver, and crash factors.   

As was true in 2012, NHTSA in 2015 notes these findings are additional evidence that 
estimating the effect of mass reduction is a complex statistical problem, given the presence of 
other factors that could have large effects.  The preceding examples are limited to technologies 
emerging in the 2005-2011 timeframe but that will be in all model year 2017-2025 vehicles (side 
airbags, electronic stability control) or factors that are simply unchangeable circumstances in the 
crash environment outside the control of CAFE or other vehicle regulations (for example, that 
about half of the drivers are males and that much driving is at night or on rural roads). 

LBNL tested the sensitivity of the NHTSA estimates of the relationship between vehicle 
weight and risk using 33 different regression analyses that changed the measure of risk, the 
control variables used, or the data used in the regression models.  LBNL analyzed alternative 
models 1 through 19 in its 2012 assessment of the NHTSA 2012 report; the results from these 
models using data updated through 2011 are shown in Table 8.6.  Table 8.6 also shows the 
results of the 14 new alternative regression models LBNL conducted as part of its 2016 
assessment.   Models 20 through 23 explore two changes to how light trucks are classified: 
excluding light trucks with a GVWR rating over 10k pounds, and treating small (1/2-ton 
capacity) pickups and SUVs as a separate class distinct from large (3/4- and 1-ton capacity) 
pickups.  As noted in the Table 8.6 footnotes, the median weight was recalculated for each 
alternative truck category.  Models 24 through 27 test the sensitivity to which cars are included; 
Models 28 through 30 add a two-piece variable for CUV/minivan curb weight, based on the 
median CUV/minivan curb weight, as was done for cars and light trucks in the NHTSA baseline 
model; and two-piece variables for footprint for all vehicle types, based on the median footprint 
by vehicle type.  Finally, Models 31 to 33 replace NHTSA's VMT weights with weights 
developed from annual odometer readings in Texas.   

                                                 
T Based on the standard errors output by SAS, only the increases in risk from footprint reduction in light trucks and 

CUVs/minivans are statistically significant at the 95% confidence level. 
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Table 8.6  Societal Fatality Increase (%) Per 100-Pound Mass Reduction While Holding Footprint* Constant 
from Wenzel Study 

Regression model 

Cars Light trucks1 
CUV/ 

minivan 
<3,197 

lbs 
≥3,197 

lbs 
<4,947 

lbs 
≥4,947 

lbs 
Baseline model 1.49% 0.50% -0.10% -0.71% -0.99% 
1.Weighted by current distribution of fatalities  1.37% 0.46% -0.13% -0.56% -1.30% 
2.Single regression model across all crash types  1.36% 0.46% -0.13% -0.56% -1.31% 
3.Fatal crashes per VMT 1.67% 0.58% -0.02% -0.72% -1.28% 
4.Fatalities per induced exposure crash  1.14% -0.85% -1.66% -1.06% -0.16% 
5.Fatalities per registered vehicle-year  1.45% 2.90% -0.56% -1.24% -0.42% 
6.Allow footprint to vary with mass2 1.71% 0.68% 0.26% -0.55% -0.25% 
7.Account for 14 vehicle manufacturers 2.39% 1.37% 0.32% -0.09%  0.00% 
8.Account for 14 manufacturers + 5 luxury brands 2.65% 2.96% 0.30%  0.00% -0.43% 
9.Account for initial vehicle purchase price  1.42% 0.70% -0.39% -0.99% -1.65% 
10.Exclude CY variables 0.53% 0.10% -0.10% -0.52% -1.13% 
11.Exclude crashes with alcohol/drugs 2.08% 1.09% 0.21% -0.83% -1.01% 
12.Exclude crashes with alcohol/drugs, and bad drivers 2.72% 1.57% 0.42% -0.55% -1.00% 
13.Account for median household income 1.42% -0.11% -0.08% -0.62% -1.43% 
14.Include sports, police, and AWD cars, and full vans 1.44% 0.62% -0.05% -0.94% -0.99% 
15.Use stopped instead of non-culpable vehicles  1.58% -0.42% -0.09% -1.80% -0.61% 
16.Replace footprint with track width & wheelbase 0.93% 0.48% -0.66% -0.97% -1.15% 
17.Above two models combined (15 & 16) 0.88% -0.43% -0.85% -2.13% -0.66% 
18.Reweight CUV/minivans by 2010 sales 1.49% 0.50% -0.10% -0.71% -0.27% 
19.Exclude non-significant control variables 1.47% 0.54% -0.13% -0.70% -0.84% 
20.Exclude LTs over 10k GVWR3 1.49% 0.50% 0.06% -0.80% -0.99% 
21.Small pickups and SUVs only3 1.49% 0.50% -0.01% -0.24% -0.99% 
22.Large pickups only3 1.49% 0.50% -4.27% 0.52% -0.99% 
23.Large pickups only, exclude those > 10k GVWR3 (20 & 22) 1.49% 0.50% -6.49% 1.31% -0.99% 
24. Include AWD, but not muscle or police, cars 1.29% 0.77% -0.10% -0.71% -0.99% 
25. Include muscle and police, but not AWD, cars 1.66% 0.40% -0.10% -0.71% -0.99% 
26. Exclude 3 high-risk car models 1.38% 0.29% -0.10% -0.71% -0.99% 
27. Include AWD cars, exclude 3 high-risk car models (24 & 26) 1.15% 0.53% -0.10% -0.71% -0.99% 
28. 2-piece variable for CUV weight4 1.49% 0.50% -0.10% -0.71% -0.31%  

-1.21% 
29. 2-piece variable for PC and LT footprint5 1.31% 0.72% -0.75% -0.89% -1.07% 
30. 2-piece variable for weight and for footprint4,5 (28 & 29) 1.31% 0.72% -0.75% -0.89% -0.20% 

-1.21% 
31. Remove kinks in NHTSA VMT schedules 1.47% 0.49% -0.10% -0.72% -0.99% 
32. Use Texas rather than Polk odometer ratios 1.21% 0.15% -0.25% -0.87% -0.99% 
33. Both adjustments to NHTSA VMT (31 and 32) 1.19% 0.13% -0.26% -0.87% -1.00% 

Notes: 
  Red font indicates estimate is statistically significant at 95% confidence interval. 
  Gray shading indicates estimate is not changed from baseline regression model in alternative regression model. 
1 Light trucks includes pickups and truck-based SUVs, and excludes car-based CUVs and minivans. 
2 In model 6 footprint is allowed to vary with mass. 
3 The median mass used for Models 20-23 is: 4,870 pounds for Model 20; 4,704 pounds for Model 21; 6,108 pounds 

for Model 22; and 6,062 pounds for Model 23. 
4 The median mass for CUVs/minivans used for Models 28 and 30 is 3,939 pounds.  
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5 The median footprints used for Models 29 and 30 are 44.3 square feet for cars, 56.9 square feet for light trucks, and 
49.0 square feet for CUVs/minivans. 

 

Table 8.6 indicates that, for cars < 3,197 pounds, all alternative models estimate that mass 
reduction is associated with an increase in societal fatality risk, ranging from a 0.53 percent 
increase (Model 10) to a 2.72 percent increase (Model 12). 19 of the 33 alternative models 
estimate a smaller increase in risk, and 8 estimate a larger increase in risk, than the NHTSA 
baseline model (the remaining 6 alternative models, shaded in grey in Table 8.6, do not make 
changes to the regression model for cars).  For cars ≥ 3,197 pounds, all but four of the alternative 
models estimate that mass reduction is associated with an increase in societal fatality risk, 
ranging from a 0.85 percent decrease (Model 4) to a 2.96 percent increase (Model 8).  13 of the 
33 alternative models estimate a smaller increase, or a decrease, in risk, and 14 estimate a larger 
increase in risk, than the NHTSA baseline model (six alternative models do not make changes to 
the regression model for cars).   

For light trucks < 4,947 pounds, Table 8.6 indicates that only six of the 31 applicable 
alternative modelsU estimate that mass reduction is associated with an increase in fatality risk: 
ranging from a 1.66 percent decrease in risk (Model 4) to a 0.42 percent increase in risk (Model 
12). 12 of the 31 applicable alternative models estimate a larger decrease in risk, 11 estimate a 
smaller decrease, or an increase, in risk, and two estimate the same change in risk, compared to 
the NHTSA baseline model (six alternative models do not make changes to the regression model 
for light trucks).  In the two models restricted to analyses of large pickups, mass reductions in 
large pickups < 6,108 pounds (Model 22) and < 6,062 pounds (Model 23) are associated with 
decreases in fatality risk an order of magnitude larger than in the baseline NHTSA model (4.3 
percent and 6.5 percent decreases in risk, respectively).  The classification of relatively light (i.e., 
below the median) trucks in Models 22 and 23 is distinct to the classification of relatively light 
trucks in the other models; NHTSA advises caution in the interpretation and comparison of 
estimates in Models 22 and 23 with other models.   

For light trucks ≥ 4,947 pounds, none of the 31 applicable alternative modelsV estimate that 
mass reduction is associated with an increase in fatality risk, and range from a 2.13 percent 
decrease in risk (Model 17) to no change in risk (Model 8). 15 of the 31 applicable alternative 
models estimate a larger decrease in risk, 9 estimate a smaller decrease in risk, and one no 
change in risk, compared to the NHTSA baseline model (six alternative models do not make 
changes to the regression model for light trucks).  In the two models restricted to analyses of 
large pickups, mass reductions in large pickups ≥ 6,108 pounds (Model 22) and ≥ 6,062 pounds 
(Model 23) are associated with increases in fatality risk (of 0.52 percent and 1.31 percent, 
respectively), compared to the decrease in the baseline model.  The classification of relatively 
heavy (i.e., above the median) trucks in Models 22 and 23 is distinct to the classification of 

                                                 
U Not including Models 22 and 23, which apply to large pickups only, and use much higher median weights (6,108 

and 6,062 pounds, respectively) to define lighter and heavier large pickups than in the baseline model. 
V Not including Models 22 and 23, which apply to large pickups only, and use much higher median weights (6,108 

and 6,062 pounds, respectively) to define lighter and heavier large pickups than in the baseline model. 
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relatively heavy trucks in the other models; as before, NHTSA advises caution in the 
interpretation and comparison of estimates in Models 22 and 23 with other models.   

For CUVs/minivans, all but one of the 31 applicable alternative modelsW estimate that mass 
reduction is associated with a decrease in fatality risk, and range from a 1.65 percent decrease in 
risk (Model 9) to no change in risk (Model 7). 11 of the 31 applicable alternative models 
estimate a larger decrease in risk, and nine estimate a smaller decrease in risk, and two estimate 
no change in risk, than the NHTSA baseline model (9 alternative models do not make changes to 
the regression model for CUVs/minivans).  In the two models that estimate the effect of mass 
reduction on risk separately for lighter- and heavier-than-average CUVs/minivans, mass 
reduction in lighter (< 3,939 pounds) CUVs/minivans is associated with smaller decreases in 
fatality risk (0.31 percent and 0.20 percent decreases in Models 28 and 30, respectively) than 
mass reduction in heavier (≥ 3,939 pounds) CUVs/minivans (1.21 percent decrease in both 
models). 

LBNL noted that if the relationship between mass reduction and societal fatality risk is strong, 
one would expect to observe a relatively low sensitivity of estimated effects from NHTSA’s 
baseline model when substituting alternative induced exposure data, excluding certain cases, and 
including supplementary independent variables.  However this is not the case; the baseline 
results can be sensitive, especially for cars, to changes in the variables and data used.  For 
instance, accounting for vehicle manufacturer (Model 8), or removing crashes involving alcohol, 
drugs, or bad drivers (Model 12), substantially increases the detrimental effect of mass reduction 
in cars on risk.  On the other hand, the DRI measures (using stopped instead of non-culpable 
vehicles and replacing footprint with wheelbase and track width, Model 17), including AWD 
cars but excluding three high-risk sporty compact cars (Model 27), and using VMT weights 
based on Texas odometer data (Model 33) substantially decreases the detrimental effect of mass 
reduction in cars on risk.  

The differences among the point estimates of the alternative regression models in Table 8.6 
are within the uncertainty bounds NHTSA estimated using a jack knife method.  However, 
because the Volpe model uses the point estimates, and not the uncertainty bounds, using the 
estimates from one of the alternative models could result in large changes in the estimated 
change in fatalities from mass reduction.  For example, if NHTSA used the estimated 
relationship between mass reduction for lighter cars and societal fatality risk from Model 17 
(0.88 percent reduction) rather than the estimate from the baseline model (1.49 percent), the 
Volpe model would enable manufacturers to make much larger reductions in mass without 
compromising safety. 

Using two or more variables that are strongly correlated in the same regression model 
(referred to as multicollinearity) can lead to inaccurate results.  However, the correlation between 
vehicle mass and footprint may not be strong enough to cause serious concern.  The Pearson 
correlation coefficient r between vehicle mass and footprint ranges from 0.95 for four-door 
sedans and SUVs, to 0.19 for minivans.X  The variance inflation factor (VIF) is a more formal 
measure of multicollinearity of variables included in a regression model.  Allison28 “begins to get 

                                                 
W Not including Models 28 and 30, which estimate the effect of mass reduction on risk separately for lighter (< 

3,939 pounds) and heavier (≥ 3,939 pounds) CUVs/minivans. 
X Removing one minivan model, the Kia Sedona, improves the correlation for minivans to 0.50 
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concerned” with VIF values greater than 2.5, while Menard29 suggests that a VIF greater than 5 
is a “cause for concern,” while a VIF greater than 10 “almost certainly indicates a serious 
collinearity problem;” however, O’Brien30 suggests that “values of VIF of 10, 20, 40 or even 
higher do not, by themselves, discount the results of regression analyses.”  When both weight 
and footprint are included in the regression models, the highest VIF associated with any variable 
exceeds 5 for four-door cars, small pickups, SUVs, and CUVs, exceeds 2.5 for two-door cars and 
minivans, and is 1.5 for large pickups.  NHTSA included several analyses to address possible 
effects of the near-multicollinearity between mass and footprint.   

First, NHTSA ran a sensitivity case where footprint is not held constant, but rather allowed to 
vary as mass varies (i.e., NHTSA ran a regression model which includes mass but not footprint); 
this is Model 6 in Table 8.6.Y  If the multicollinearity was so great that including both variables 
in the same model gave misleading results, removing footprint from the model would give much 
different results than keeping it in the model.  NHTSA’s sensitivity test estimates that when 
footprint is allowed to vary with mass, the effect of mass reduction on risk increases for all 
vehicles types: from a 1.49 percent increase to a 1.71 percent increase for lighter cars, and from a 
0.50 percent increase to a 0.68 percent increase for heavier cars; from a 0.10 percent decrease to 
a 0.26 percent increase for lighter light trucks, and from a 0.71 percent decrease to a 0.55 percent 
decrease for heavier light trucks; and from a 0.99 percent decrease to a 0.25 percent decrease for 
CUVs and minivans. 

Second, NHTSA conducted a stratification analysis of the effect of mass reduction on risk by 
dividing vehicles into deciles based on their footprint, and running a separate regression model 
for each vehicle and crash type, for each footprint decile (3 vehicle types times 9 crash types 
times 10 deciles equals 270 regressions).Z  This analysis estimates the effect of mass reduction 
on risk separately for vehicles with similar footprint.  The analysis indicates that reducing 
vehicle mass does not consistently increase risk across all footprint deciles for any combination 
of vehicle type and crash type.  Risk increases with decreasing mass in a majority of footprint 
deciles for 12 of the 27 crash and vehicle combinations, but few of these increases are 
statistically significant.  On the other hand, risk decreases with decreasing mass in a majority of 
footprint deciles for 5 of the 27 crash and vehicle combinations; in some cases these risk 
reductions are large and statistically significant.AA  If reducing vehicle mass while maintaining 
footprint inherently leads to an increase in risk, the coefficients on mass reduction should be 
more consistently positive, and with a larger R2, across the 27 vehicle/crash combinations, than 
shown in the analysis.  These findings are consistent with the conclusion of the basic regression 
analyses; namely, that the effect of mass reduction while holding footprint constant, if any, is 
small. 

LBNL noted that one limitation of using logistic regression to estimate the effect of mass 
reduction on risk is that a standard statistic to measure the extent to which the variables in the 
model explain the range in risk, equivalent to the R2 statistic in a linear regression model, does 
not exist.  (SAS does generate a pseudo-R2 value for logistic regression models; in almost all of 
the NHTSA regression models this value is less than 0.10).  For this reason LBNL conducted an 

                                                 
Y Kahane (2012), pp. 93-94.. 
Z Ibid., pp. 73-78. 
AA And in 10 of the 27 crash and vehicle combinations, risk increased in 5 deciles and decreased in 5 deciles with 

decreasing vehicle mass. 
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analysis of risk versus mass by vehicle model, for 246 models with at least 10 billion VMT, or at 
least 100 fatalities (90 car models, 113 light truck models, and 43 CUV/minivan models); these 
246 models represent nearly 90 percent of all fatalities, vehicle registration-years, and VMT.  
Figure 8.1 shows the relationship between vehicle mass and actual, or unadjusted, societal risk 
per VMT, by vehicle type and model; the curb weight for each model is averaged over model 
years 2003 to 2010.  For most vehicle types, risk decreases as mass increases; however, risk does 
not appear to change as small pickup mass increases, and risk actually increases with increasing 
mass of large pickups.  And the correlation between mass and risk is quite low, ranging from an 
R2 of 0.25 for large pickups to essentially zero for SUVs.  LBNL then estimated adjusted risk, 
after accounting for all of the variables in the baseline regression model except for vehicle 
weight and footprint.  First LBNL calculated the predicted risk for each induced exposure case, 
based on its vehicle attributes, driver characteristics, and crash circumstances.  Then 
standardized risks for each vehicle model were estimated for a 50-year old male driving a 4-year 
old vehicle in the day, in a non-rural county, in a low-risk state, on a high-speed road.  The 
standardized risk was then multiplied by the ratio of actual risk to predicted risk (a measure of 
the residual risk not controlled for by the NHTSA baseline model) to estimate adjusted risk per 
VMT for each vehicle model, which controls all vehicle, driver and crash variables other than 
weight or footprint. 

 
Figure 8.1  Actual (Unadjusted) U.S. Societal Fatality Risk per VMT vs. Curb Weight, By Vehicle Type and 

Model 
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Figure 8.2  Adjusted U.S. Societal Fatality Risk per VMT vs. Curb Weight, by Vehicle Type and Model, After 

Accounting for All Driver, Crash, and Vehicle Variables except Mass and Footprint 

As shown in Figure 8.2, after accounting for all the control variables except vehicle mass and 
footprint, adjusted risk does decrease as mass increases, at least for all vehicle types except 
SUVs and large pickups.  However, risk and mass are not strongly correlated, with the R2 
ranging from 0.40 for two-door cars and 0.36 for four-door cars, to essentially zero for SUVs and 
large pickups.  This means that, on average, risk decreases as mass increases, but the variation in 
risk among individual vehicle models is stronger than the trend in risk from light to heavy 
vehicles.   

Figure 8.2 indicates that some vehicles on the road today have the same, or lower, fatality risk 
than models that weigh substantially more, and are substantially larger in terms of footprint.  
After accounting for differences in driver age and gender, safety features installed, and crash 
times and locations, there are numerous examples of different models with similar weight and 
footprint yet widely varying fatality risk.  The variation of fatality risk among individual models 
may reflect differences in vehicle design, differences in the drivers who choose such vehicles 
(beyond what can be explained by demographic variables such as age and gender), and statistical 
variation of fatality rates based on limited data for individual models.  

The figure shows that when the data are aggregated at the make-model level, the combination 
of differences in vehicle design, vehicle selection, and statistical variations has more influence 
than mass on fatality rates.  The figure perhaps also suggests that, to the extent these variations in 
fatality rates are due to differences in vehicle design rather than vehicle selection or statistical 
variations, there is potential for lowering fatality rates through improved vehicle design.  This is 
consistent with NHTSA’s 2012 opinion that some of the changes in its regression results 
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between the 2003 study and the 2012 study are due to the redesign or removal of certain smaller 
and lighter models of poor design.  

In its 2012 report NHTSA estimated the effect of four scenarios of mass reduction in the 
recent vehicle fleet on the overall number of fatalities, using the relationships between mass 
reduction and societal fatality risk estimated in the NHTSA baseline model.  LBNL recreated 
this methodology using the updated 2016 NHTSA baseline model, for the four scenarios NHTSA 
analyzed in 2012 plus two additional scenarios: 

 Scenario 1: 100-lb reduction in all vehicles;  
 Scenario 2: proportionate 2.5 percent mass reduction in all vehicles;  
 Scenario 3: mass reduction of 5.0 percent in heavier light trucks, 2.5 percent in all other 

vehicle types except cars, whose mass is kept constant;  
 Scenario 4: a safety-neutral scenario (2012: 0.5 percent mass reduction in lighter cars, 2.1 

percent in heavier cars, 3.1 percent in CUVs/minivans, 2.6 percent in lighter light trucks, 
and 4.6 percent in heavier light trucks; 2016: 2.0 percent mass reduction in cars, 2.5 
percent in lighter light trucks and CUVs/minivans; and 3.0 percent in heavier light 
trucks); 

 Scenario 5: reduce mass of light trucks to the median mass of cars; and 
 Scenario 6: mass reduction estimated in 2015 NRC committee report (reduce mass in 

small cars by 5 percent, midsize cars 10 percent, large cars 15 percent, and all light 
trucks, including CUVs/minivans, 20 percent; LBNL translated the mass reductions for 
cars into 5 percent for lighter-than-average cars and 12.5 percent for heavier-than-average 
cars).  

Table 8.7 shows that the relationship between mass reduction and risk estimated in 2012 
resulted in an annual 224 increase in fatalities under the mass reduction scenario called for in the 
2015 NRC report (Scenario 6).  However, using the updated relationships from the 2016 NHTSA 
baseline, this fleet mass reduction scenario is estimated to result in 220 lives saved, and over 
1,300 lives saved using the relationships estimated after including the two DRI measures 
(stopped vehicle induced exposure and split-footprint model).   

Table 8.7  Estimated Annual Change in Fatalities from Six Different Fleetwide Mass Reduction Scenarios, 
Using Coefficients Estimated By 2012 and 2016 NHTSA Baseline Models and 2016 DRI Measures 

Coefficients used Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 

2012 NHTSA baseline 157 108 -8 0 -150 224 

2016 NHTSA baseline 55 22 -53 0 -404 -220 

2016 DRI measures  -114 -152 -282 -174 -1,901 -1,306 

 

8.2.4.7 Fleet Simulation Model 

NHTSA has traditionally used real world crash data as the basis for projecting the future 
safety implications for regulatory changes.  However, since lightweight vehicle designs are 
introducing fundamental changes to the structure of the vehicle, there is some concern that the 
historical safety trends may not apply.  To address this concern, NHTSA developed an approach 
to utilize the lightweight vehicle designs to evaluate safety in a subset of real world 
representative crashes. The methodology focused on frontal crashes due to the availability of 
existing vehicle and occupant restraint models.  Representative crashes were simulated between 
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baseline and lightweight vehicles against a range of vehicles and roadside objects using two 
different size belted driver occupants (adult male and small female) only.  No passenger(s) or 
unbelted driver occupants were considered in this fleet simulation.  The occupant injury risk 
from each of the simulations were calculated and summed to obtain combined occupant injury 
risk.  The combined occupant injury risk was weighted according to the frequency of real world 
occurrences to develop overall societal risk for baseline and light-weighted vehicles.  Note here, 
the generic restraint system developed and used in the baseline occupant simulations were also 
used in the light-weighted vehicle occupant simulations as the purpose of this fleet simulation is 
to understand changes in societal injury risks due to mass reduction for different class of vehicles 
in frontal crashes.  No modifications to the restraint systems were done for light-weighted 
vehicle occupant simulations.  Any modifications to the restraint systems to improve occupant 
injury risks or societal injury risks in the light-weighted vehicle, would have conflated the results 
without identifying the effects of mass reduction only.  The following sections provide an 
overview of the fleet simulation study - 

NHTSA contracted with George Washington University to develop a fleet simulation model31 
to study the impact and relationship of light-weighted vehicle design with injuries and fatalities.  
In this study, there were eight vehicles as follows: 

 2001 model year Ford Taurus finite element model baseline and two simple design 
variants included a 25 percent lighter vehicle while maintaining the same vehicle front 
end stiffness and 25 percent overall stiffer vehicle while maintaining the same overall 
vehicle mass32. 

 2011 model year Honda Accord finite element baseline vehicle and its 20 percent light-
weight vehicle designed by Electricore.  (This mass reduction study was sponsored by 
NHTSA33). 

 2009/2010 model year Toyota Venza finite element baseline vehicle and two design 
variants included a 20 percent light-weight vehicle model (2010 Venza) (Low option 
mass reduction vehicle funded by EPA and International Council on Clean 
Transportation (ICCT)) and a 35 percent light-weight vehicle (2009 Venza) (High option 
mass reduction vehicle funded by California Air Resources Board34). 

The light weight vehicles were designed to have similar vehicle crash pulses to the baseline 
vehicles.  Over 440 vehicle crash simulations were conducted for the range of crash speeds and 
crash configurations to generate the crash pulse and intrusion data points shown in Figure 8.3.  
The crash pulse data and intrusion data points will be used as inputs in the occupant simulation 
models. 
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Figure 8.3  Vehicle Crash Simulations 

For the vehicle to vehicle impact simulations, four finite element models were chosen to 
represent the fleet as shown in Table 8.8.  The partner vehicle models were selected to represent 
a range of vehicle types and weights.  It was assumed that the vehicle models would reflect the 
crash response for all vehicles of the same type, e.g. mid-size car.  Only the safety or injury risk 
for the driver in both the target vehicle and in partner vehicle was evaluated in this study. 

Table 8.8  Base Vehicle Models Used in the Fleet Simulation Study 

Vehicle Model (NCAC) 

http://www.ncac.gwu.edu/vml/models.html 

FE Weight  

No. Parts/Elements 

Taurus 

(MY2000  – 2007) 
 

 

1505 kg 

802/ 
973,351 

Yaris 

(MY2005 – 2013)  
 

1100 kg 
917/ 1,514,068 

Explorer 

(MY2002 – 2005) 
 

 

2025 kg 
923/ 714,205 

Silverado 

(MY2007 –2013) 
 

 

2270 kg 
719/ 963,482 
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As noted earlier, the vehicle simulations generated vehicle deformations and acceleration 
responses that were utilized to drive occupant restraint simulations and predict the risk of injury 
to the head, neck, chest, and lower extremities.  In all, over 1,520 occupant restraint simulations 
were conducted to evaluate the risk of injury for mid-size male and small female drivers.   

The computed societal injury risk (SIR) for a target vehicle 𝒗 in frontal crashes is an 
aggregate of individual serious crash injury risks weighted by real-world frequency of 
occurrence (𝒗) of a frontal crash incident.  A crash incident corresponds to a crash with different 
partners (Npartner) at a given impact speed (Pspeed), for a given driver occupant size (Loccsize), 
in the target or partner vehicle (T/P), in a given crash configuration (Mconfig), and in a single- or 
two-vehicle crash (Kevent). 𝐶IR (𝑣) represents the combined injury risk (by body region) in a 
single crash incident. (𝑣) designates the weighting factor, i.e., percent of occurrence, derived 
from National Automotive Sampling System Crashworthiness Data System (NASS CDS) for the 
crash incident.  A driver age group of 16 to 50 years old was chosen to provide a population with 
a similar, i.e., more consistent, injury tolerance.  Figure 8.4 shows how overall change in the 
societal risk is computed. 

 
 

 
Figure 8.4  Diagram of Computation for Overall Change in Societal Risk 

The fleet simulation was performed using the best available engineering models, with base 
vehicle restraint and airbag settings, to estimate societal risks of future lightweight vehicles.  The 
range of the predicted risks for the baseline vehicles is from 1.25 percent to 1.56 percent, with an 
average of 1.39 percent, for the NASS frontal crashes that were simulated.  The change in driver 
injury risk between the baseline and light-weighted vehicles will provide insight into the estimate 
of modification needed in the restraint and airbag systems of lightweight vehicles.  If the 
difference extends beyond the expected baseline vehicle restraint and airbag capability, then 
adjustments to the structural designs would be needed.  The results from the fleet simulation 
study show the trend of increased societal injury risk for light-weighted vehicle designs, as 
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compared to their baselines, occurs for both single vehicle and two-vehicle crashes. Results are 
listed in Table 8.9.   

In general, the societal injury risk, in the frontal crash simulation, associated with the small 
size driver is elevated when compared to that of the mid-size driver.  However, both occupant 
sizes had reasonable injury risk in the simulated impact configurations that are representative of 
the regulatory and consumer information testing.  NHTSA examined three methods for combing 
injuries to different body regions.  One observation was that the baseline mid-size CUV model 
was more sensitive to leg injuries. 

Table 8.9  Overall Societal Risk Calculation Results for Model Runs, with Base Vehicle Restraint and Airbag 
Settings Being the same for All Vehicles, in Frontal Crash Only 

Target Vehicle 
Passenger 
Car Baseline 

Passenger 
Car LW 

CUV Baseline 
CUV Low 
Option 

CUV High 
Option 

Weight (lbs) 3681 2964 3980 3313 2537 

reduction   716   668 1444 

% mass reduction    19%   17% 36% 

Societal Risk I  1.56% 1.73% 1.36% 1.46% 1.57% 

 Delta Increase   0.17%   0.10% 0.21% 

Societal Risk II 1.43% 1.57% 1.14% 1.20% 1.30% 

 Delta Increase   0.14%   0.06% 0.16% 

Societal Risk IIP    1.44% 1.59% 

   Delta Increase   0.15% 

Societal Risk I - Target + Partner Combined AIS3+  risk of Head, Neck, Chest & Femur 

Societal Risk II - Target + Partner Combined AIS3+  risk of Head, Neck, and Chest 

Societal Risk IIP - Target + Partner Combined AIS3+  risk of Head, Neck, and Chest with A-Pillar Intrusion Penalty 

 

This study only looked at lightweight designs for a midsize sedan and a mid-size CUV and 
did not examine the safety implications for heavier vehicles.  The study was also limited to only 
frontal crash configurations and considered just mid-size CUVs whereas the statistical regression 
model considered all CUVs and all crash modes.   

The change in safety risk from the MY2010 fleet simulation study was directionally 
consistent with the results for passenger cars from NHTSA 2012 regression analysis studyBB, 
which covered data for MY2000-MY2007.  The NHTSA 2012 regression analysis study was 
updated in 2016 to reflect newer MY 2003 to MY 2010.  Comparing the fleet simulation overall 
societal risk to the to the 2016 update of the NHTSA 2012 regression analysis, the risk 
assessment from the fleet simulation is similarly directionally consistent with the passenger car 
risk assessment from NHTSA 2016 regression analysis.  As noted above, the fleet simulations 
were performed only in frontal crash mode and did not consider other crash modes including 

                                                 
BB The 2012 Kahane study considered only fatalities, whereas, the fleet simulation study considered severe (AIS 3+) 

injuries and fatalities (DOT HS 811 665). 
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rollover crashes.  (The risk assessment for CUV in the regression model combined CUVs and 
minivans in all crash modes and included belted and unbelted occupants)  

This fleet simulation study does not provide information that can be used to modify the 
coefficients derived by NHTSA 2016 regression analysis study due to the restricted types of 
crashesCC and vehicle designs.  The fleet simulation modeling study does not affect the agencies' 
assessment of the amount of mass reduction that may be implemented with a neutral effect on 
safety.  As explained earlier, the fleet simulation study assumed restraint equipment to be as in 
the baseline model, in which the restraints/airbags are not redesigned to be optimal with light-
weighting.  

8.2.5 Based on this Information, What do the Agencies Consider to be the Current State 
of Statistical Research on Vehicle Mass and Safety? 

The agencies believe that statistical analysis of historical crash data continues to be an 
informative and important tool in assessing the potential safety impacts of the proposed 
standards.  The newest studies described in this chapter affirm that the effect of mass reduction 
while maintaining footprint is a complicated topic, and there are still open questions of whether 
future vehicle designs will reduce the historical correlation between weight and size.  It is 
important to note that while the updated database (with MY2003-MY2010) represents more 
current vehicles with technologies more representative of vehicles on the road today, that 
database cannot fully represent what vehicles will be on the road in the MYs 2017-2025 
timeframe.  As was also true with the 2000-2007 model year data, the vehicles manufactured in 
model years 2003-2010 were not subject to footprint-based fuel economy standards.  As 
explained earlier, the agencies expect that the attribute-based standards will likely facilitate the 
design of vehicles such that manufacturers may reduce mass while maintaining footprint.  
Therefore, it is possible that the analysis for MYs 2003-2010 vehicles may not be fully 
representative of the vehicles that will be on the road in 2017 and beyond. 

We recognize that statistical analysis of historical crash data may not be the only way to think 
about the future relationship between vehicle mass and safety.  However, we recognize that other 
assessment methods are also subject to uncertainties, which makes statistical analysis of 
historical data an important starting point if employed mindfully and recognized for how it can 
be useful and what its limitations may be. 

Before the 2017-2025 final rule, NHTSA had funded an independent review of statistical 
studies and held a mass-safety workshop in 2011 in order to help the agencies sort through the 
ongoing debates over how statistical analysis of the historical relationship between mass and 
safety should be interpreted.  After the final rule, NHTSA held a follow-up workshop in May 
2013.  Previously, the agencies had assumed that differences in results were due in part to 
inconsistent databases.  By continuing to create updated common databases and making them 
publicly available, we are hopeful that this aspect of the problem has been resolved.   

At the 2013 workshop, it was reported by UMTRI that the 2011 independent review of 18 
statistical reports suggested that differences in data were probably less significant than the 
agencies may have thought.  UMTRI stated that statistical analyses of historical crash data 
should be examined more closely for potential multicollinearity issues that exist in some of the 

                                                 
CC The fleet simulation considered only frontal crashes. 
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current analyses.  The agencies will continue to monitor issues with multicollinearity in our 
analyses, and hope that outside researchers will do the same.   

Finally, based on the findings of the independent review, the agencies continue to be 
confident that NHTSA's regression (Kahane) ) analytical technique is one of the best for the 
purpose of analyzing potential safety effects of future CAFE and GHG standards.  UMTRI 
concluded that the approach is valid, and NHTSA continued and refined that approach for the 
2011 and 2012 analyses; the 2016 NHTSA/Volpe preliminary report continues NHTSA 2012  
approach but with newer data, and finds directionally similar (although fewer statistically 
significant) relationships between vehicle mass, size, and footprint.  Based on these findings, the 
agencies continue to believe that in the future, fatalities due to mass reduction will be best 
reduced if mass reduction is concentrated in the heaviest vehicles.  Analyses should be 
continually updated to determine how the effect of mass reduction on safety changes over time.  

Both agencies continue to agree that there are several identifiable safety trends already in 
place or expected to occur in the foreseeable future that may influence the historical relationship 
between mass and safety.  For example, there are several important new safety standards that 
have already been issued and have been phasing in after MY2010 and some potential safety 
standards, as shown in Table 8.10. In addition, there are several safety requirements on the 
horizon, such as automated braking, that could further influence the overall historical 
relationship between mass and safety. 

Table 8.10  Additional Safety Requirements Post 2010 (FMVSS, IIHS)35,36 

Final Rules  Specifics Compliance Dates 

FMVSS No. 126  (49 CFR § 571.126)  requires electronic 
stability control in all new vehicles 

2012 

FMVSS No. 214  Side Impact Protection, (49 CFR § 571.214) 
new vehicles being equipped with head-

curtain air bags by MY2014.   

Sept 2009-2012 

FMVSS No. 216  (49 CFR Parts 571 and 585) Vehicle roof 
structure must withstand 3.0 times vehicle 
weight - up from 1.5 times, applicable up to 

10k lbs from 6klb vehicles 

Sept 2012-2015 

FMVSS No. 226  (49 CFR Parts 571, 585) reduce partial and 
complete ejection of vehicle occupants 

through side windows in crashes, particularly 
rollovers, applies to vehicles </=10k lbs 

Sept 2013-2017 

FMVSS No. 111  (49 CFR Part 571) Vehicles 10klbs to 26k lbs 
required to have rear object detection system 

(NPRM) May 2016-
2018 

IIHS small overlap  Assuring passenger compartment structure 
strength if crash bypasses front rail/frame 

structure 

2012/2014 for Top 
Safety 

 

Additionally, based on historical trends, we anticipate continued improvements in driver (and 
passenger) behavior, such as higher safety belt use rates.  All of these may tend to reduce the 
absolute number of fatalities.  Moreover, as crash avoidance technology improves, future 
statistical analysis of historical data may be complicated by a lower number of crashes.  In 
summary, the agencies have relied on the coefficients in the updated NHTSA/Volpe 2016 study, 
based on 2003-2010 vehicle crash data, for estimating the potential safety effects of the 2022-
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2025 CAFE and GHG standards for the midterm evaluation of our assumptions that mass 
reduction could be used to meet the standards in a cost-effective way without adversely affecting 
safety.  Section 8.4.1 below discusses the methodology used by the agencies in more detail.   

While the results of the 2016 safety effects analysis are less statistically significant than the 
results in the MYs 2017-2025 final rule, the agencies still believe that any statistically significant 
results warrants careful consideration of the assumptions about appropriate levels of mass 
reduction, and have acted accordingly in conducting this draft technical analysis. 

8.3 How do the Agencies Think Technological Solutions Might Affect the 
Safety Estimates Indicated by the Statistical Analysis? 

As mass reduction continues to be an important technology option for manufacturers in 
meeting future CAFE and GHG standards, manufacturers may  invest more and more resources 
in developing increasingly lightweight vehicle designs that meet their needs for 
manufacturability and the public’s need for vehicles that are also safe, useful, affordable, and 
enjoyable to drive.  There are many different ways to reduce mass, and a considerable amount of 
information is available today on lightweight vehicle designs currently in production and that 
may be able to be put into production in the MYs 2022-2025 timeframe.  Discussion of 
lightweight material designs from NHTSA’s workshop is presented below. 

Besides “lightweighting” technologies themselves, though, there are a number of 
considerations when attempting to evaluate how future technological developments might affect 
the safety estimates indicated by the historical statistical analysis.  As discussed in the first part 
of this section, for example, careful changes in design and/or materials used might mitigate some 
of the potential increased risk from mass reduction for vehicle self-protection, through improved 
distribution of crash pulse energy, etc.  At the same time, these lightweighting techniques can 
sometimes lead to other problems, such as increased crash forces on vehicle occupants that have 
to be mitigated, or greater aggressiveness against other vehicles in crashes.  Manufacturers may 
develop new and better restraints – air bags, seat belts, etc. – to protect occupants in lighter 
vehicles in crashes, but NHTSA’s current safety standards for restraint systems are designed 
based on the current fleet, not the yet-unknown future fleet.  The agency will need to monitor 
trends in the crash data to see whether changes to the safety standards (or new safety standards) 
become advisable.  Manufacturers are also increasingly investigating a variety of crash 
avoidance technologies – forward collision warning, auto braking, lane departure warning, lane 
departure prevention, adaptive headlights, blind spot detection, and vehicle-to-vehicle (V2V) 
communications – that, as they become more prevalent in the fleet, are expected to reduce the 
number of overall crashes, and thus crash fatalities.  Until these technologies are present in the 
fleet in greater numbers, however, it will be difficult to assess whether they can mitigate the 
observed relationship between vehicle mass and safety in the historical data. 
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8.3.1 Workshops on Technological Opportunities and Constraints to Improving Safety 
under Mass Reduction 

8.3.1.1 2011 Workshop on Vehicle Mass, Size and Safety  

As stated above in Section 8.2.3, on February 25, 2011, NHTSA hosted a workshop on mass 
reduction, vehicle size, and fleet safety at the headquarters of the U.S. Department of 
Transportation in Washington, DC.  The purpose of the workshop was to provide the agencies 
with a broad understanding of current research in the field and provide stakeholders and the 
public with an opportunity to weigh in on this issue.  The agencies also created a public docket to 
receive comments from interested parties that were unable to attend.  The presentations were 
divided into two sessions that addressed the two expansive sets of issues.  The first session 
explored statistical evidence of the roles of mass and size on safety, and is summarized in 
Section 8.2.3.  The second session explored the engineering realities of structural 
crashworthiness, occupant injury and advanced vehicle design, and is summarized here.  The 
speakers in the second session included Stephen Summers of NHTSA, Gregg Peterson of Lotus 
Engineering, Koichi Kamiji of Honda, John German of the International Council on Clean 
Transportation (ICCT), Scott Schmidt of the Alliance of Automobile Manufacturers, Guy 
Nusholtz of Chrysler, and Frank Field of the Massachusetts Institute of Technology.   

The second session explored what degree of mass reduction and occupant protection are 
feasible from technical, economic, and manufacturing perspectives.  Field emphasized that 
technical feasibility alone does not constitute feasibility in the context of vehicle mass reduction.  
Sufficient material production capacity and viable manufacturing processes are essential to 
economic feasibility.  Both Kamiji and German noted that both good materials and good designs 
will be necessary to reduce fatalities.  For example, German cited the examples of hexagonally 
structured aluminum columns, such as used in the Honda Insight that can improve crash 
absorption at lower mass, and of high-strength steel components that can both reduce weight and 
improve safety.  Kamiji made the point that widespread mass reduction will reduce the kinetic 
energy of all crashes which should produce some beneficial effect. 

Summers described NHTSA’s plans for a model to estimate fleet wide safety effects based on 
an array of vehicle-to-vehicle computational crash simulations of current and anticipated vehicle 
designs. In particular, three computational models of lightweight vehicles are under 
development.  They are based on current vehicles that have been modified or redesigned to 
substantially reduce mass.  The most ambitious was the “high development” derivative of a 
Toyota Venza developed by Lotus Engineering and discussed by Mr. Peterson.  The Lotus light-
weighted Venza structure contains about 75 percent aluminum, 12 percent magnesium, 8 percent 
steel, and 5 percent advanced composites.  Peterson expressed confidence that the design had the 
potential to meet federal safety standards.  Nusholtz emphasized that computational crash 
simulations involving more advanced materials were less reliable than those involving traditional 
metals such as aluminum and steel.  

Nusholtz presented a revised data-based fleet safety model in which important vehicle 
parameters were modeled based on trends from current NCAP crash tests. For example, crash 
pulses and potential intrusion for a particular size vehicle were based on existing distributions.  
Average occupant deceleration was used to estimate injury risk.  Through a range of simulations 
of modified vehicle fleets, he was able to estimate the net effects of various design strategies for 
lighter weight vehicles, such as various scaling approaches for vehicle stiffness or intrusion.  The 
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approaches were selected based on engineering requirements for modified vehicles.  Transition 
from the current fleet was considered.  He concluded that protocols resulting in safer transitions 
(e.g., removing more mass from heavier vehicles with appropriate stiffness scaling according to a 
3/2 power law) were not generally consistent with those that provide the greatest reduction in 
GHG production: i.e., that the most effective mass reduction in terms of reducing GHG 
emissions was not necessarily the safest. 

German discussed several important points on the future of mass reduction.  Similar to 
Kahane’s discussion of the difficulties of isolating the impact of mass reduction, German stated 
that other important variables, such as vehicle design and compatibility factors, must be held 
constant in order for size or weight impacts to be quantified in statistical analyses.  He presented 
results that the safety impacts of size and weight are small and difficult to quantify when 
compared to driver, driving influences, and vehicle design influences.  He noted that several 
scenarios, such as rollovers, greatly favored the occupants of smaller and lighter cars once a 
crash occurred.  He pointed out that if size and design are maintained, lower weight should 
translate into a lower total crash force.  He thought that advanced material designs have the 
potential to “decouple” the historical correlation between vehicle size and weight, and felt that 
effective design and driver attributes may start to dominate size and weight issues in future 
vehicle models.  

Other presenters noted industry’s perspective of the effect of incentivizing mass reduction.  
Field highlighted the complexity of institutional changes that may be necessitated by mass 
reduction, including redesign of material and component supply chains and manufacturing 
infrastructure.  Schmidt described an industry perspective on the complicated decisions that must 
be made in the face of regulatory change, such as evaluating goals, gains, and timing.   

Field and Schmidt noted that the introduction of technical innovations is generally an innate 
development process involving both tactical and strategic considerations that balance desired 
vehicle attributes with economic and technical risk.  In the absence of challenging regulatory 
requirements, a substantial technology change is often implemented in stages, starting with lower 
volume pilot production before a commitment is made to the infrastructure and supply chain 
modifications which are necessary for inclusion on a high-volume production model.  Joining, 
damage characterization, durability, repair, and significant uncertainty in final component costs 
are also concerns.  Thus, for example, the widespread implementation of high-volume composite 
or magnesium structures might be problematic in the short or medium term when compared to 
relatively transparent aluminum or high strength steel implementations.  Regulatory changes will 
affect how these tradeoffs are made and these risks are managed. 

Koichi Kamiji presented data showing in increased use of high strength steel in their Honda 
product line to reduced vehicle mass and increase vehicle safety.  He stated that mass reduction 
is clearly a benefit in 42 percent of all fatal crashes because absolute energy is reduced.  He 
followed up with slides showing the application of certain optimized designs can improve safety 
even when controlling for weight and size.  A philosophical theme developed that explored the 
ethics of consciously allowing the total societal harm associated with mass reduction to approach 
the anticipated benefits of enhanced safety technologies.  Although some participants agreed that 
there may eventually be specific fatalities that would not have occurred without downsizing, 
many also agreed that safety strategies will have to be adapted to the reality created by consumer 
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choices, and that “We will be ok if we let data on what works – not wishful thinking – guide our 
strategies.” 

8.3.1.2 2013 Workshop on Vehicle Mass, Size and Safety 

As stated above in Section 8.2.4, on May 13-14, 2013, NHTSA hosted a follow-on 
symposium to continue to explore the relevant issues and concerns with mass, size, and safety 
tradeoffs.  The first day of the two-day symposium addressed “engineering realities,” specifically 
the feasible amount of mass reduction and the implications for structural crashworthiness, 
occupant injury, and advanced vehicle design.   

The first-day speakers included Greg Kolwich of FEV, Inc. (Forschungsgesellschaft fur 
Energietechnik und Verbrennungsmotoren (FEV)), Gregg Peterson of Lotus Engineering, Jackie 
Rehkopf of Plasan Carbon Composites, Doug Richman of Kaiser, Stephen Ridella of NHTSA, 
Scott Schmidt of the Alliance of Automobile Manufacturers, Harry Singh of EDAG Engineering 
GmbH. (Engineering and Design Aktiengesellschaft (EDAG)), Chuck Thomas of Honda, and 
Blake Zuidema of Arcelor Mittal. 

Peterson discussed continued analysis of the “high development” and “low development” 
options for mass reduction of a Toyota Venza as published in 2012.  Lotus Engineering's further 
review of the 2010 "high development" study, through CAE and crash analyses, revealed that 
some design changes would be required for the aluminum intensive design.  The amount of mass 
reduction from the body-in-white was likely to decrease but it was felt that much of this could be 
offset with mass reduction elsewhere in the vehicle.  Joining durability and cycle time were 
important considerations, as was the need to evaluate capital expenditures to implement various 
material and structural options.   

Kolwich described an effort to provide detail design, structural simulation, and cost analysis 
to the low development Venza model in an attempt to provide a reasonable mix of 
manufacturability, cost, and increased fuel economy.  Optimization of material, geometry, and 
gauge (thickness) were considered.  FEV believes a cost-neutral 18 percent mass reduction is 
possible but noted that the modeling includes no verification of the redesigned vehicle’s dynamic 
characteristics.  

Singh described a similar effort to redesign the 2011 Honda Accord.  The economic constraint 
was a limit of a 10 percent increase in estimated manufacturing costs.  They investigated 
combinations of steel, aluminum, magnesium, plastic, and composites applications and 
alternative joining and manufacturing technologies.  They employed topology optimization of 
the structural elements while maintain interior volume and other functionality.  They required the 
revised structure to maintaining an equivalent rating in existing regulatory and consumer testing 
programs (e.g., roof crush, side impact, etc.).  

A review of the EDAG design by Honda and presented by Thomas acknowledged that may of 
the concepts have tremendous potential and are under consideration, but the estimated 332 kg 
(22 percent) in mass reduction might be overly optimistic.  He identified some possible 
deficiencies against internal testing and performance standards, such as drivability and noise, 
vibration, and harshness (NVH) that might require remediation of up to 50 kg.  He also noted the 
economic reality that manufacturers must leverage platforms across several vehicle models to 
maintain a competitive array of vehicles.  This platform commonality is inherently non-optimal.  
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After that adjustment and the associated reinstatement of engine horsepower and other structural 
enhancements, the feasible mass reduction might be as little as 175 kg. 

Schmidt discussed two top concerns of automakers for mass reduction approaches.  First, 
substantial mass reduction will require comprehensive platform redesign.  This has practical 
economic concerns in terms of infrastructure investment and the maintenance of stable 
economically viable global supply chains for advanced materials.  Second, fleet-wide safety 
considerations of mass reduction need to be estimated carefully, especially in light of the 
possible effect on baseline mass of any new global safety regulation.  He reiterated the theme 
that these concerns must be addressed in the context of maintaining current levels of 
performance and comfort. 

Zuidema presented the perspectives of the steel industry.  Through optimizing grade, gauge, 
and geometry, it is believed that advanced high strength steel applications can provide significant 
mass reduction of many components while minimizing required infrastructure changes.  There 
are numerous new grades being developed that have combinations of ultimate strength and 
ultimate elongation that can be used to address the specific requirements of particular 
components.  These often result in a minimum cost solution for any strength critical application 
and many stiffness-controlled structures.  He also noted that life cycle CO2 emissions (i.e., 
accounting for the emissions is material production) and recyclability considerations make steels 
even more attractive. 

Richman represented the Aluminum Association and talked about the ability of aluminum to 
meet the needs of automotive mass reduction.  He noted the differences in stiffness-controlled 
load cases (e.g., vibration and handling) and strength-controlled load cases (e.g., crash).  He cited 
a German university study (see his slide 14) that implies steel could generate an 11 percent mass 
reduction for the vehicle considered while aluminum could generate a 40 percent reduction.  
Practical considerations, such as maintaining a crush zone of approximately 650 mm and 
economics as applied by the industry broadly will determine the ultimate multi-material mix in 
any vehicle design. 

Rehkopf discussed carbon fiber composites applications in current and future vehicles.  
Composites can be designed to produce complex geometries with fiber orientations optimized to 
give strength and stiffness only where required.  The consolidation of numerous parts into one 
can reduce both manufacturing time and mass.  Analytical capabilities, material costs, and 
production improvements (e.g., faster curing resins for reduced cycle time) are continually 
bringing down manufactured part costs.  Currently, carbon fiber vehicle components are most 
cost competitive when the production rate is under 50,000 per year.  

Ridella presented planned NHTSA research on the introduction of lightweight vehicles into 
the vehicle fleet.  NHTSA has developed crash models of several vehicles from recent model 
years. The recent mass reduction studies (Venza by FEV, Accord by EDAG, modified Taurus 
model).  A matrix of computer crash simulations will be performed across a fleet of various 
existing crash models and the new lightweight models.  The frontal crash simulations will be run 
at multiple speeds (15 to 40 mph for fixed object crashes, 15 to 35 mph for vehicle-to-vehicle 
crashes), multiple geometries (pole impact, full engagement, offset engagement), and with 
multiple occupants (midsize male, small female). Crash pulses extracted from the vehicle models 
will be inputs for injury models.  Preliminary findings of societal injury risk (defined as 
combined likelihood of AIS3 or higher injury by various criteria to target and partner vehicle 
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occupants) did rise by 5 to 21 percent in the lighter vehicles.  The final report was expected out 
several months later. 

A panel discussion from the first day panelists focused on the realities of mass reduction as a 
moving target both in terms of technology development and in terms of the existing baseline for 
each incumbent vehicle design.  In any regular redesign cycle, technologies are often frozen two 
years before model year release and then remain substantially unchanged for five to seven years.  
Thus, as technology advances before the next design cycle, there is likely to be a fair amount of 
low hanging fruit.  Thomas estimated that 10 percent mass reduction may be a realistic estimate 
of the mass reduction broadly feasible by 2025. Peterson concurred, noting that the Lotus studies 
were not subject to all the constraints that arise in the full process required to design a vehicle for 
high volume manufacturing.  Kolwich felt it may be possible to extract only 4 percent from the 
body but as much as 14 percent from the rest of the vehicle.  The influence of non-structural 
mass (e.g., interior, HVAC) has implications. 

The point was made that footprint-based regulations may have fewer unintended 
consequences than mass-based regulation.  Ridella cautioned that tradeoffs by all the 
stakeholders must be considered carefully, especially in their impact on overall safety.  The 
practical consideration of reliable repair of advanced material components was raised. 

8.3.2 Technical Engineering Projects 

The agencies conducted several technical/engineering projects described below to estimate the 
potential for advanced materials and improved designs to reduce mass in the MY 2017-2025 
timeframe, while continuing to meet safety regulations and maintain functionality and 
affordability of vehicles.  Another NHTSA-sponsored study will estimate the effects of these 
design changes on overall fleet safety.  The detailed discussions about these studies can be found 
in the 2012 FRM Joint TSD Section 3.3.5.5.  After reviewing comments from Honda regarding 
the first of these studies discussed below, NHTSA sponsored a subsequent study to modify the 
results of the first study. 

8.3.2.1 Honda Accord Study  

NHTSA awarded a contract in December 2010 to Electricore, with EDAG and George 
Washington University (GWU) as subcontractors, to study potential for mass reduction of a mid-
size car – specifically, a Honda Accord -- while maintaining the functionality of the baseline 
vehicle (the LWV study).  The project team was charged to maximize the amount of mass 
reduction with the technologies that are considered feasible for 200,000 units per year production 
volume during the time frame of this rulemaking while maintaining the retail price in parity 
(within ±10 percent variation) with the baseline vehicle. When selecting materials, technologies 
and manufacturing processes, the Electricore/EDAG/GWU team utilized, to the extent possible, 
only those materials, technologies and design which are currently used or planned to be 
introduced in the near term (MY2012-2015) on low-volume production vehicles.  This approach, 
commonly used in the automotive industry, is employed by the team to make sure that the 
technologies used in the study will be feasible for mass production for the time frame of this 
rulemaking.  The Electricore/EDAG/GWU team took a “clean sheet of paper” approach and 
adopted collaborative design, engineering and CAE process with built-in feedback loops to 
incorporate results and outcomes from each of the design steps into the overall vehicle design 
and analysis.  The team tore down and benchmarked 2011 Honda Accord and then undertook a 
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series of baseline design selections, new material selections, new technology selections and 
overall vehicle design optimization.  Vehicle performance, safety simulation and cost analyses 
were run in parallel to the design and engineering effort to help ensure that the design decisions 
are made in-line with the established project constrains.  

Multiple materials were used for this study.  The body structure was redesigned using a 
significant amount of high strength steel.  The closures and suspension were designed using a 
significant amount of aluminum. Magnesium was used for the instrument panel cross-car beam.  
A limited amount of composite material was used for the seat structure.   

Safety performance of the light-weighted design was compared to the safety rating of the 
baseline MY2011 Honda Accord for seven consumer information and federal safety crash tests 
using LS-DYNA.DD  These seven tests are the NCAP frontal test, NCAP lateral MDB test, 
NCAP lateral pole test, IIHS roof crush, IIHS lateral MDB, IIHS front offset test, and FMVSS 
No. 301 rear impact tests.  These crash simulation analyses did not include use of a dummy 
model.  Therefore only the crash pulse and intrusion were compared with the baseline vehicle 
test results.  The vehicle achieved equivalent safety performance in all seven self-protection tests 
comparing to MY2011 Honda Accord with no damage to the fuel tank.  Vehicle handling is 
evaluated using MSC/ADAMSEE modeling on five maneuvers, fish-hook test, double lane 
change maneuver, pothole test, and 0.7G constant radius turn test and 0.8G forward braking test.  
The results from the fish-hook test show that the light-weighted vehicle can achieve a five-star 
rating for rollover, same as baseline vehicle.  The double lane change maneuver tests show that 
the chosen suspension geometry and vehicle parameter of the light-weighted design are within 
acceptable range for safe high speed maneuvers. 

Overall the complete light weight vehicle achieved a total weight savings of 22 percent 
(332kg) relative to the baseline vehicle (1480 kg).  The study has been peer reviewed by three 
technical experts from the industry, academia and a DOE national lab.  The project team 
addressed the peer review comments in the report and also composed a response to peer review 
comment document.  The final report, CAE model and cost model are published in docket 
NHTSA-2010-0131 and can also be found on NHTSA’s website.FF  The peer review comments 
with responses to peer review comments can also be found at the same docket and website. 

8.3.2.2 Second Honda Accord Study 

After the LWV design was complete, IIHS added the Small Overlap (SOL) crash test to its 
program.  The test replicates what happens when the front corner of a vehicle strikes another 
vehicle or an object like a tree or a utility pole. In the test, 25 percent of a vehicle's front end on 
the driver side strikes a 5-foot-tall rigid barrier at 40 mph.  Small overlap crashes accounted for 
nearly 25 percent of the frontal crashes involving serious or fatal injury to front seat occupants.  
In many vehicles the impact at a 25 percent overlap misses the primary structures designed to 
manage crash energy in a frontal impact.  That increases the risk of severe damage to or collapse 
of the occupant compartment structure.  Also, vehicles tend to rotate and slide sideways during 

                                                 
DD LS-DYNA is a software developed by Livermore Software Technologies Corporation used widely by industry 

and researchers to perform highly non-linear transient finite element analysis. 
EE MSC/ADAMS: Macneal-Schwendler Corporation/Automatic Dynamic Analysis of Mechanical Systems. 
FF Final report, CAE model and cost model for NHTSA’s light weighting study can be found at NHTSA’s website: 

http://www.nhtsa.gov/fuel-economy. 
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this type of collision, and that can move the driver's head outboard, away from the protection of 
the front airbag.  

Additionally, Honda provided comments to the agency on the findings located here 
(http://www.nhtsa.gov/staticfiles/rulemaking/pdf/MSS/4-Thomas-Honda_Report.pdf).  In 2013, 
NHTSA awarded a subsequent contract to Electricore to modify the initial LWV design to: 1) 
Update the original LWV design to address Honda’s comments (LWV1.1); and 2) Update the 
LWV design model to correlate to the IIHS Small Overlap (SOL) crash test results (LWV1.2). 

The Electricore team created a detailed finite element model of the MY2011 Baseline Honda 
Accord.  The team then re-designed the original LWV version 1.0 to version 1.1 to address the 
comments from Honda, including improving the vehicle’s torsional stiffness and the 
performance on IIHS offset barrier, side crash and rear impact. 

In addressing Honda’s comments, the weight of the body structure of the LWV 1.1 is 
increased by 11.5 kg and the cost is reduced by $13.08 from the original LWV 1.0 design.  In 
addition, some of Honda’s recommendations for NVH and drivability were also accepted.  The 
total weight and cost of the LWV 1.1 increased by 21.75 kg and $18.13, respectively. 

The LWV1.1 was then upgraded to address the IIHS SOL test (LWV1.2).  To address the 
IIHS SOL test (LWV 1.2) the weight of the vehicle is increased by 6.90 kg and the cost by 
$26.88.  The new LWV 1.2 design was modeled and assessed for the performance of 
crashworthiness in seven crash safety tests such as frontal NCAP test, lateral NCAP moving 
deformable test, lateral NCAP pole test, IIHS roof crush test, IIHS lateral moving deformable 
test, IIHS moderate frontal offset test and IIHS small overlap front test.  The new design 
achieved a “good,” rating in all crash tests which are comparable to the safety rating of the 
MY2013 Accord.  When the new design was applied to each of the light vehicle sub-classes, 
which span sub-compact cars to large SUV/light trucks, the project mass saving potential 
decreased from a range of 17.7 percent to 19.3 percent (18.2 percent on average) for LWV 1.0 to 
a range of 15.8 percent to 17.5 percent (16.3 percent on average) for LWV 1.2. 

In summary, the study demonstrated that the mass of a current production vehicle could be 
reduced and yet achieves a “good” rating in all crash tests, including the new IIHS Small 
Overlap (SOL) crash test. 

8.3.2.3 NHTSA Silverado Study and Light-Duty Fleet Analysis 

In September 2013, NHTSA awarded a contract to automotive design and engineering 
company EDAG, Inc., to conduct vehicle weight reduction and cost study of a full size pick-up 
truck, specifically, the 2014 Chevrolet Silverado.  The goal was to determine the maximum 
feasible weight reduction while maintaining the same vehicle functionalities, such as 
performance, safety, and crash rating, as the baseline vehicle.  The light weighted version of the 
full size pick-up truck (LWT) uses technologies, materials, and manufacturing processes 
projected to be available in model year 2025-2030 and capable of high volume production. 

The EDAG team performed a comprehensive teardown/benchmarking of the baseline vehicle 
for engineering analysis that included manufacturing technology assessment, material utilization 
and complete vehicle geometry scanning.  The geometry and material test data from the baseline 
vehicle tear down was used to build detailed finite element analysis (FEA) simulation models 
suitable crash worthiness using Livermore Software (LS-DYNA) simulation program.  Before 

http://www.nhtsa.gov/staticfiles/rulemaking/pdf/MSS/4-Thomas-Honda_Report.pdf
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the vehicle teardown, torsional stiffness tests, bending stiffness tests, and normal modes of 
vibration tests were performed on the baseline vehicle so that these results can be compared with 
the light-weighted design.  The FEA LS-DYNA models based on the tear-down information and 
necessary material properties, such as the stress-strain curve, were based on test results and 
information from other available databases or Computer Aided Engineering (CAE) models.  An 
FEA LS-DYNA model was created and correlated to the baseline vehicle crash results which 
include FMVSS, New Car Assessment Program NCAP and Insurance Institute for Highway 
Safety (IIHS) tests.  All of the modeled tests were comparable to the actual crash tests performed 
on the 2014 Silverado.  For load cases that did not have real vehicle test data of which to 
correlate to, the results are compared with similar reference vehicles, such as, the 2015 Ford F-
150.  

The project team then used computer modeling and optimization techniques to design the 
light-weighted pickup truck and optimized the vehicle structure.  The recommended materials, 
manufacturing processes, and assembly methods are at present used, some to a lesser degree than 
others.  These technologies can be fully developed within the normal product design cycle using 
the current design and development methods.  The researchers then developed a comprehensive 
direct manufacturing incremental cost estimate for the LWT concept vehicle, including both 
detailed direct manufacturing and indirect cost estimates for tooling and equipment investment.   

From the various technologies that were reviewed for future mass saving potential, four 
different vehicle build scenarios were developed.  Ranging from a vehicle mass saving of about 
11 percent to 23 percent, the light weighting vehicle build options are as follows: 

1) For an all Advanced High Strength Steel (AHSS) intensive LWT design, including 
cab, pickup box, closures, chassis frame, seat frames and instrument panel beam 
structures.  

2) Design with AHSS chassis frame structure and aluminum cab, pickup box, closures, 
and multi-material seats. 

3) An aluminum intensive solution, using aluminum for body structure, closures, chassis 
frames and magnesium for seats. 

4) An advanced carbon fiber and multi-material Solution, using carbon fiber reinforced 
composite body structure, CFRP/magnesium/aluminum closures, aluminum chassis 
frames and magnesium/composite seat structures. 

From the options above, the design with AHSS chassis frame structure and aluminum cab, 
pickup box and multi-material seats and closures (Option 2), was selected as most likely to be 
implemented for production years 2025 to 2030.  The selected technology options were included 
in the detail design and comprehensive Computer-Aided Engineering (CAE) performance 
assessment of the complete LWT design.  The recommended design for LWT achieved a vehicle 
mass saving of over 17 percent (428 kg) relative to the baseline weight (2,432 kg).  To maintain 
the same vehicle performance as the baseline vehicle, the size of the engine is proportionally 
reduced from the baseline 5.3L (355 HP) to 5.0L (335HP) for the LWT.  Without the mass 
reduction allowance for the powertrain, the mass saving for the LWT ‘glider’ is about 21 percent 
(379 kg). 

The report details engineering analyses and documentation showing how the functionalities 
for the light-weighted vehicle are maintained or improved.  These functionalities include safety, 
fuel economy, vehicle utility/performance (e.g. towing, acceleration, etc.), Noise Vibration and 
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Harshness (NVH), vehicle dynamics (e.g. vehicle weight distribution, rollover stability, etc.), 
manufacturability, aesthetics, ergonomics, durability and serviceability.  Appropriate CAE tools 
as used by OEMs for this vehicle class were used when comparing baseline vehicle 
functionalities to the light-weighted design, such as for safety, NVH, powertrain performance, 
towing, durability, etc. Mass reduction technologies assessed for the lightweight truck (LWT) 
were applied to other light-duty passenger vehicles and light-duty trucks to estimate the mass 
savings while maintaining vehicle size, performance and functionality.  This assessment was 
conducted for the following light-duty vehicle classes: 

 Subcompact passenger cars 
 Compact passenger cars 
 Midsize passenger cars 
 Large passenger cars 
 Minivans 
 Small CUV/SUV/light-duty trucks 
 Midsize CUV/SUV/light-duty trucks 
 Large CUV/SUV/light-duty trucks 

The chosen mass reduction technologies are feasible within the time frame of model years 
2017-2025 and would be available across the passenger car and light-truck vehicle fleet.  In 
addition to the introduction of weight saving technologies, consideration was also given to the 
capability of suppliers to deliver these mass saving measures in sufficient volumes to support this 
initiative.   

All of the weight reduction technologies developed for the LWT program using the 2014 
Chevrolet Silverado 1500 as the baseline vehicle can readily be introduced to all of the selected 
vehicles within each of the vehicle subclasses, subcompact to large SUV/light truck, to achieve 
weight savings from 15 percent to 18 percent over next two design cycles for model years 2020 
and 2025.  Further, there is a significant weight improvement when downsizing the powertrain; 
this shows the importance of matching the powertrain to the vehicle weight when undergoing a 
weight reduction program as this impacts other sub-systems within the vehicle. 

As demonstrated through detailed design and computer simulation of LWT, these estimated 
weight reductions can be achieved. It is important to use the latest weight saving optimization 
tools such body structure CAE optimization for material gage-grade-geometry selection.  Taking 
full advantage of mass compounding and resizing all sub-systems is also critical to achieve the 
most mass efficient design.  The pick-up truck lightweighting study and fleet analysis is 
currently undergoing peer-review and not publicly available, but is expected to be available in 
2016. 

8.3.2.4 EPA Midsize CUV "Low Development" Study 

EPA, along with ICCT, funded a contract with FEV, with subcontractors EDAG (CAE 
modeling) and Munro & Associates, Inc. (component technology research) to study the 
feasibility, safety and cost of 20 percent mass reduction on a 2017-2020 production ready mid-
size CUV (crossover utility vehicle) specifically, a Toyota Venza while trying to achieve the 
same or lower cost.  The EPA report is entitled “Light-Duty Vehicle Mass-Reduction and Cost 
Analysis – Midsize Crossover Utility Vehicle.”37  This study is a Phase 2 study of the low 



Assessment of Vehicle Safety Effects 

8-54 

development design in the 2010 Lotus Engineering study “An Assessment of Mass Reduction 
Opportunities for a 2017-2020 Model Year Vehicle Program”38, herein described as “Phase 1.”   

The original 2009/2010 Phase 1 effort by Lotus Engineering was funded by Energy 
Foundation and ICCT to generate a technical paper which would identify potential mass 
reduction opportunities for a selected vehicle representing the crossover utility segment, a 2009 
Toyota Venza.  Lotus examined mass reduction for two scenarios – a low development (20 
percent mass savings and 2017 production with technology readiness of 2014) and high 
development (40 percent mass savings and 2020 production with technology readiness of 2017).  
Lotus disassembled a 2009 Toyota Venza and created a bill of materials (BOM) with all 
components.  Lotus then investigated emerging/current technologies and opportunities for mass 
reduction.  The report included the BOM for full vehicle, systems, sub-systems and components 
as well as recommendations for next steps.  The potential mass reduction for the low 
development design includes material changes to portions of the body in white (underfloor and 
body, roof, body side, etc.), seats, console, trim, brakes, etc.  The Phase 1 project achieved 19 
percent (without the powertrain), 246 kg, at 99 percent of original cost at full phase-in after peer 
review comments taken into consideration.GG,HH  This was calculated to be -$0.45/kg utilizing 
information from Lotus.  

The peer reviewed Lotus Phase 1 study created a good foundation for the next step of 
analyses of CAE modeling for safety evaluations and in-depth costing (these steps were not 
within the scope of the Phase 1 study) as noted by the peer reviewer recommendations.39       

Similar to Lotus Phase 1 study, the EPA Phase 2 study "low development" begins with 
vehicle tear down and BOM development.  FEV and its subcontractors tore down a MY2010 
Toyota Venza in order to create a BOM as well as understand the production methods for each 
component.  Approximately 140 coupons from the BIW were analyzed in order to understand the 
full material composition of the baseline vehicle.  A baseline CAE model was created based on 
the findings of the vehicle teardown and analysis.  The model’s results for static bending, static 
torsion, and modal frequency simulations (for evaluating NVH) were obtained and compared to 
actual results from a Toyota Venza vehicle.  After confirming that the results were within 
acceptable limits, this model was then modified to create light-weighted vehicle models.  EDAG 
reviewed the Lotus Phase 1 low development BIW ideas and found redesign was needed to 
achieve the full set of acceptable NVH characteristics. EDAG utilized a commercially available 
computerized optimization tool called HEEDS MDO to build the optimization model.  The 
model consisted of 484 design variables, 7 load cases (2 NVH + 5 crash), and 1 cost evaluation.  
The outcome of EDAG’s lightweight design optimization included the optimized vehicle 
assembly and incorporated the following while maintaining the original BIW design:  optimized 
gauge and material grades for body structure parts, laser welded assembly at shock towers, 
rocker, roof rail, and rear structure subassemblies, aluminum material for front bumper, hood, 
and tailgate parts, TRBs on B-pillar, A-pillar, roof rail, and seat cross member parts, design 
change on front rail side members.  EDAG achieved 13 percent mass reduction in the BIW 
including closure.  If aluminum doors were included then an additional decrease of 28kg could 
be achieved for a total of 18 percent mass reduction from the body structure.  All other systems 

                                                 
GG The original powertrain was changed to a hybrid configuration. 
HH Cost estimates were given in percentages – no actual cost analysis was presented for it was outside the scope of 

the study, though costs were estimated by the agency based on the report. 
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within the vehicle were examined for mass reduction, including the powertrain (engine, 
transmission, fuel tank, exhaust, etc.).  FEV and Munro incorporated the Lotus Phase 1 low 
development concepts into their own idea matrix.  Each component and sub-system chosen for 
mass reduction was scaled to the dimensions of the baseline vehicle, trying to maximize the 
amount of mass reduction with cost effective technologies and techniques that are considered 
feasible and manufactureable in high volumes in MY2017.  FEV included a full discussion of the 
chosen mass reduction options for each component and subsystem. 

Safety performance of the baseline and light-weighted designs (Lotus Phase 1 low 
development and the final EPA Phase 2 design) were evaluated by EDAG through their 
constructed detailed CAD/CAE vehicle models.  Five federal safety crash tests were performed, 
including FMVSS flat frontal crash, side impact, rear impact and roof crush (using IIHS 
resistance requirements) as well as Euro NCAP/IIHS offset frontal crash.  Criteria including the 
crash pulse, intrusion and visual crash information were evaluated to compare the results of the 
light weighted models to the results of the baseline model.  The light weighted vehicle achieved 
equivalent safety performance in all tests to the baseline model with no damage to the fuel tank.  
In addition, CAE was used to evaluate the BIW vibration modes in torsion, lateral bending, rear 
end match boxing, and rear end vertical bending, and also to evaluate the BIW stiffness in 
bending and torsion.   

The Phase 2 study 2010 Toyota Venza lightweight vehicle achieved, with powertrain, a total 
weight savings of 18 percent (312 kg) relative to the baseline vehicle (1710 kg) at -$0.43/kg, and 
the cost figure is near zero at 20 percent.  The study report and models have been peer reviewed 
by four technical experts from a material association, academia, DOE, and a National 
Laboratory.  The peer review comments for this study were generally complimentary, and 
concurred with the ideas and methodology of the study.  A few of the comments required further 
investigation, which were completed for the final report.  The project team addressed the peer 
review comments in the report and also composed a response to peer review comment document.  
Changes to the BIW CAE models resulted in minimal differences.  The final report is published 
in EPA’s docket EPA-HQ-OAR-2010-0799 and the CAE LS DYNA model files and overview 
cost model files are found on EPA’s website 
http://www.epa.gov/otaq/climate/publications.htm#vehicletechnologies.  The peer review 
comments with responses to peer review comments can also be found at the same docket and 
website. 

8.3.2.5 CARB Phase 2 Midsize CUV "High Development" Study 

The California Air Resources Board (CARB) funded a study with Lotus Engineering to 
further develop the high development design from Lotus’ 2010 Toyota Venza work (“Phase 1”).  
The CARB-sponsored Lotus “Phase 2” study provides the updated design, crash simulation 
results, detailed costing, and analysis of the manufacturing feasibility of the BIW and closures.  
Based on the safety validation work, Lotus strengthened the design with a more aluminum-
intensive BIW (with less magnesium).  In addition to the increased use of advanced materials, 
the new design by Lotus included a number of instances in which multiple parts were integrated, 
resulting in a reduction in the number of manufactured parts in the lightweight BIW.  The Phase 
2 study reports that the number of parts in the BIW was reduced from 419 to 169.  The BIW was 
analyzed for torsional stiffness and crash test safety with Computer-Aided Engineering 
(CAE).  The new design’s torsional stiffness was 32.9 kNm/deg, which is higher than the 
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baseline vehicle and comparable to more performance-oriented models.  The research supported 
the conclusion that the lightweight vehicle design could pass standard FMVSS 208 frontal 
impact, FMVSS No. 210 seatbelt anchorages, FMVSS child restraint anchorage, FMVSS No. 
214 side impact and side pole, FMVSS 216 roof crush (with 3xcurb weight), FMVSS 301 rear 
impact, IIHS low speed front, and IIHS low speed rear.  Crash tests simulated in CAE showed 
results that were listed as acceptable for all crash tests analyzed.  No comparisons or conclusions 
were made if the vehicle performed better or worse than the baseline Venza.  For FMVSS 208 
frontal impact, Lotus based its CAE crash test analyses on vehicle crash acceleration data rather 
than occupant injury as is done in the actual vehicle crash.  The report from the study stated that 
accelerations were within acceptable levels compared to current production vehicle acceleration 
results and it should be possible to tune the occupant restraint system to handle the specific 
acceleration pulses of the Phase 2 high development vehicle.  FMVSS No. 210 seatbelt 
anchorages are concerned with seatbelt retention and certain dimensional constraints for the 
relationship between the seatbelts and the seats.  Overall both the front and rear seatbelt 
anchorages met the requirements specified in the standard.  FMVSS No. 214 side impact show 
the energy is effectively managed.  Since dummy injury criteria was not used in the CAE 
modeling, a maximum intrusion tolerance level of 300mm was instituted which is the typical 
distance between the door panel and most outboard seating positions.  For example, the Phase 2 
design was measured at 115mm for the crabbed barrier test.  The side pole test resulted in 
120mm intrusion for the 5th percentile female and intrusion was measured at 190mm for the 
50th percentile male.  The report stated FMVSS 216 roof crush simulation shows the Phase 2 
high development vehicle will meet roof crush performance requirements under the specified 
load case of 3 times the vehicle weight.  For the FMVSS rear impact, results show plastic strain 
in the fuel tank/system components to be less than 3.5 percent, which is less than the 10 percent 
strain allowed in the test.  The pressure change in the fuel tank is less than 2 percent so risk of 
tank splitting is minimal.  The IIHS low speed front and rear show no body structural issues, 
however styling adjustments should be made to improve the rear bumper low speed performance. 

The Lotus design achieved a 37 percent (141 kg) mass reduction in the body structure, a 38 
percent (484kg) mass reduction in the vehicle excluding the powertrain, and a 32 percent (537 
kg) mass reduction in the entire vehicle including the powertrain.  The report was peer reviewed 
by a cross section of experts and the comments were addressed by Lotus in the peer review 
documents.  The comments requiring modification were incorporated into the final document.  
The documents can be found on EPA’s website 
http://www.epa.gov/otaq/climate/publications.htm#vehicletechnologies. 

8.3.2.6 EPA Light Duty Truck Study 

The U.S. EPA contracted with FEV North America to perform this study utilizing the 
methodology developed in the Midsize CUV light -weighting effort (2012) and the study was 
completed in 2015.  The results of this work went through a detailed and independent peer 
reviewed as well as through the SAE paper publication process.  Feedback was received by 
OEM's and others independent of the official peer review process. 

For this study a 2011 Silverado 1500 was purchased and torn down.  The components were 
placed into 19 different systems.  The components were evaluated for mass reduction potential 
given research into alternative materials and designs.  The alternatives were evaluated for the 
best cost and mass reduction and then compared to each other.  CAE analyses for NVH and 

http://www.epa.gov/otaq/climate/publications.htm#vehicletechnologies
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safety was completed for the baseline and the light-weighted aluminum intensive vehicle.  A 
high strength steel structure with aluminum closures was the first choice of a solution for this 
project; however, this was not fully completed for the decision was made by the project team to 
change course and pursue the aluminum structure solution due to the expected introduction of the 
aluminum intensive F150 into the marketplace.  Durability analyses on both the baseline and 
light-weighted vehicle designs were performed through data gathered by instrumenting a 
Silverado 1500 light duty pickup truck and operating it over various road conditions.  Included in 
the durability analyses are durability evaluations on the light weighted vehicle frame, door and 
other components in CAE space.  The crash and durability CAE analyses allowed for gauge and 
grade determinations for specific vehicle components.  Load path redesign of the light duty truck 
structure (cabin and box structure and vehicle frame) was not a part of this project.  

Most mass reduction was achieved in the cabin and box structure and the closures, which 
were converted from steel to aluminum.  The suspension system is the second highest system for 
mass reduction and includes composite fiber leaf springs.  A 50kg and $150 allowance was 
considered to mitigate NVH.  Secondary mass savings achieved were based on the amount of 
total primary mass reduction achieved.  In this study the engine was able to be downsized 7 
percent due to the mass reduction in the vehicle design and still maintain the current towing and 
hauling capacities.  The other systems that were reduced in size, while considering truck 
performance characteristics, included the transmission, bumpers, suspension, brake, frame and 
mounting systems, exhaust, and fuel systems.   

8.4 How have the Agencies Estimated Safety Effects for the Draft TAR? 

8.4.1 What was the Agencies’ Methodology for Estimating Safety Effects? 

As explained above, the agencies consider the latest 2016 preliminary statistical analysis of 
historical crash data by NHTSA/Volpe to represent the current best estimates of the potential 
relationship between mass reduction and fatality increases in the future fleet.  This section 
discusses how the agencies used the NHTSA/Volpe’s 2016 preliminary analysis to calculate 
specific estimates of safety effects in the Draft TAR, based on the analysis of how much mass 
reduction manufacturers might use to meet the CAFE and GHG standards. 

The CAFE/GHG standards do not mandate mass reduction, nor require that mass reduction 
occur in any specific manner.  However, mass reduction is one of the technology applications 
available to the manufacturers and a degree of mass reduction is used by both agencies’ models 
to determine the capabilities of manufacturers and to predict both cost and fuel 
consumption/emissions impacts of more stringent CAFE/GHG standards.  To estimate the 
amount of mass reduction to apply in the rulemaking analysis, the agencies considered fleet 
safety effects for mass reduction.  As shown in Table 8.3 and Table 8.4, both the Kahane 2012 
final report and the NHTSA/Volpe 2016 preliminary report show that applying mass reduction to 
CUVs, minivans, and light duty trucks will generally decrease societal fatalities, while applying 
mass reduction to passenger cars will increase fatalities.  The CAFE model uses coefficients 
from the 2016 preliminary report along with the mass reduction level applied to each vehicle 
model to project societal fatality effects in each model year.  NHTSA used the CAFE model and 
conducted iterative modeling runs varying the maximum amount of mass reduction applied to 
each subclass in order to identify a combination that achieved a high level of overall fleet mass 
reduction while not adversely affecting overall fleet safety.  These maximum levels of mass 
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reduction for each subclass were then used in the CAFE model for the Draft TAR analysis.  The 
agencies believe that mass reduction of up to 20 percent is feasible on light trucks, CUVs and 
minivans.  Thus, the amount of mass reduction selected is based on our assumptions about how 
much is technologically feasible without compromising safety.  While we are confident that 
manufacturers will build safe vehicles and meet (or surpass) all applicable federal safety 
standards, we cannot predict with certainty that they will choose to reduce mass in exactly the 
ways that the agencies have analyzed in response to the standards.  In the event that 
manufacturers ultimately choose to reduce mass and/or footprint in ways not analyzed or 
anticipated by the agencies, the safety effects of the rulemaking may likely differ from the 
agencies’ estimates.  

In the 2012 final rule analysis, NHTSA utilized the 2012 Kahane study relationships between 
weight and safety, expressed as percent changes in fatalities per 100-pound mass reduction while 
holding footprint constant.  However, several identifiable safety trends already were occurring, 
or expected to occur at the time of 2012 FRM, which were not accounted for in the study.  For 
example, the two important new safety standards that were discussed above for electronic 
stability control and side curtain airbags, have already been issued and began phasing in after 
MY2008.  Also in 2012, the shifts in market shares in 2012 from pickups and SUVs to cars and 
CUVs were growing due to high gasoline prices, but if the gasoline prices fell, then the demand 
for SUVs, CUVs or LDT could rise and consequent growth in vehicle miles travelled if the 
economy does not stagnate.  And improvements in driver (and passenger) behavior, such as 
higher safety belt use rates, may continue.  All of these will tend to reduce the absolute number 
of fatalities in the future.  The agencies estimated the overall change in fatalities by calendar year 
after adjusting for ESC, Side Impact Protection, and other Federal safety standards and 
behavioral changes projected through this time period. 

To estimate the amount of mass reduction to apply in the analysis, the agencies considered 
fleet safety effects for mass reduction.  As previously discussed the agencies believe that mass 
reduction of up to 20 percent is feasible on light trucks, CUVs and minivans, II but that less mass 
reduction should be implemented on other vehicle types to avoid increases in societal fatalities.  
To find a safety-neutral compliance path for use in the agencies' Draft TAR analysis, NHTSA 
uses the fatality coefficients derived in the NHTSA/Volpe 2016 preliminary report with mass 
reduction levels presented in Table 8-11.  Maximum mass reduction level are 7.5 and 10 percent 
for small and medium cars, respectively.  Light trucks, CUVs, and minivans achieve mass 
reduction levels up to 20 percent. 

 

Table 8.11  Mass Reduction Levels to Achieve Safety Neutral Results in the Draft TAR Analysis 

Mass 
Reduction 

Level 

Passenger Car Light Truck CUV/Minivan 

SmallCar MedCar SmallSUV SmallSUV MedSUV Pickup SmallSUV MedSUV 

MR1 5% 5% 5% 5% 5% 5% 5% 5% 

MR2 7.5% 7.5% 7.5% 7.5% 7.5% 7.5% 7.5% 7.5% 

                                                 
II When applying mass reduction, NHTSA capped the maximum amount of mass reduction to 20 percent for any 

individual vehicle class. The 20 percent cap is the maximum amount of mass reduction the agencies believe to be 
feasible in MYs 2017-2025 time frame. 
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MR3                 -    10% 10% 10% 10% 10% 10% 10% 

MR4                 -                    -    15% 15% 15% 15% 15% 15% 

MR5                 -                    -    20% 20% 20% 20% 20% 20% 

Notes: 
*MR1-MR5: different levels of mass reduction used in CAFE model 
 

For the CAFE model, these percentages apply to a vehicle’s total weight, including the 
powertrain.  Table 8.12 shows the amount of mass reduction in pounds for these percentage mass 
reduction levels for average vehicle weight in each subclass. 

Table 8.12  Examples of Mass Reduction (in Pounds) for Different Vehicle Subclasses Using the Percentage 
Information as Defined for the CAFE Draft TAR Analysis 

Mass Reduction 

(lbs) 

Passenger Car Light Truck CUV/Minivan 

Small 

Car 

Med 

Car 

Small 

SUV 

Small 

SUV 

Med 

SUV 
Pickup 

Small 

SUV 

Med 

SUV 

Average Vehicle 
Weight (sales-
weighted) 

           
2,908  

           
3,576  

           
3,490  

           
3,693  

           
4,633  

           
5,053  

           
3,621  

           
4,348  

MR1: 5% 
              
145  

              
179  

              
175  

              
185  

              
232  

              
253  

              
181  

              
217  

MR2: 7.5% 
              
218  

              
268  

              
262  

              
277  

              
347  

              
379  

              
272  

              
326  

MR3: 10% 
                
-    

              
358  

              
349  

              
369  

              
463  

              
505  

              
362  

              
435  

MR4: 15% 
                
-    

                
-    

              
524  

              
554  

              
695  

              
758  

              
543  

              
652  

MR5: 20% 
                
-    

                
-    

              
698  

              
739  

              
927  

           
1,011  

              
724  

              
870  

 

These maximum amounts of mass reduction discussed above were applied in the technology 
input files for the CAFE model.   NHTSA divides vehicles into classes for purposes of applying 
technology in the CAFE model in a way that differs from the Kahane study which divides 
vehicles into classes for purposes of determining safety coefficients.  These differences require 
that the “safety class” coefficients be applied to the appropriate vehicles in the CAFE 
“technology subclasses.”  For the reader’s reference, for purposes of this Draft TAR, the safety 
classes and the technology subclasses relateJJ as shown in 3. 

                                                 
JJ This is not to say that all vehicles within a technology subclass will necessarily fall within a single safety class – as 

the chart shows, some technology subclasses are divided among safety classes. 
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Table 8.13  Mapping between Safety Classes and Technology Classes in the CAFE Analysis 

Safety Class Technology Class 

PC (Passenger Car) 

Small Car 

Medium Car 

Small SUV 

LT (Light Truck) 

Small SUV 

Medium SUV 

Pickup 

CM (CUV and Minivan) 
Small SUV 

Medium SUV 

Note:*CM = CUV and MiniVan 
 

Table 8.144 shows CAFE model results for societal safety for each model year based on the 
application of the above mass reduction limits.KK  These are the estimated increases or decreases 
in fatalities over the lifetime of the model year fleet.  A positive number means that fatalities are 
projected to increase, a negative number (indicated by parentheses) means that fatalities are 
projected to decrease.  The results are significantly affected by the mass reduction limitations 
used in the CAFE model, which allow more mass reduction in light trucks, CUVs, and minivans 
than in other vehicles.  As the negative coefficients only appear for light trucks, CUVs, and 
minivans, a statistically significant improvement in safety can only occur if more weight is taken 
out of these vehicles than out of passenger cars.  Combining passenger car and light truck safety 
estimates for the Draft TAR analysis results in a decrease in fatalities over the lifetime of the 
nine model years of MY2017-2025 of 24 fewer fatalities with the 2015 baseline. Broken up into 
passenger car and light truck categories, there is an increase of 464 fatalities in passenger cars 
and a decrease of 488 fatalities in light trucks with the 2015 baseline.  

Table 8.14  NHTSA Calculated Mass-Safety-Related Fatality Impacts of the Draft TAR Analysis over the 
Lifetime of the Vehicles Produced in each Model Year Using 2015 Baseline 

Regulatory Class MY 2017 MY 2018 MY 2019 MY 2020 MY 2021 MY 2022 MY 2023 MY 2024 MY 2025 Total 

Passenger Cars 1  9  11  21  58  70  84  98  114  465  

Light Trucks 0  1  (46) (48) (44) (52) (108) (104) (125) (525) 

Total 1  12  (35) (28) 13  17  (24) (6)  (11)  (61) 

 

Using the same coefficients from the 2016 NHTSA/Volpe study, EPA used the OMEGA core 
model to estimate the impact of weight reduction on net fatalities per mile driven by the fleet.  
This is done using the weight reductions applied by OMEGA and applying to those weight 
reductions the safety metrics shown in Table 8.15.  The "Change per 100 lbs" column, presented 
earlier in Chapter 8 (Table 8.4) shows the change in the number of fatalities as a percentage for 

                                                 
KK NHTSA has changed the definitions of a passenger car and light truck for fuel economy purposes between the 

time of the Kahane 2003 analysis and the NPRM (as well as the final rule). About 1.4 million 2 wheel drive 
SUVs have been redefined as passenger cars instead of light trucks.  The Kahane 2011 and 2012 analyses and the 
2016 NHTSA/Volpe study continue to use the definitions used in the Kahane 2003 analysis.   
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each 100 pounds of weight removed from vehicles described by the "Safety Class Description" 
column.  The "FMVSS Adjustment" factor is also applied to calculate the impact on fatalities per 
billion miles of vehicle travel. All of the inputs presented in Table 8.15 are consistent with inputs 
used in the CAFE modeling supporting NHTSA's analysis.40 

Table 8.15  Metrics Used in the OMEGA Safety Analysis 

Safety Class Description Change per 100 lbs Base per billion miles FMVSS Adjustment 

PC below 3197 1.49% 13.59 0.904 

PC above 3197 0.51% 11.15 0.904 

LT below 4947 -0.10% 14.35 0.904 

LT above 4947 -0.72% 16.06 0.904 

CUE Minivan -0.99% 9.00 0.904 

 

Using these metrics, EPA calculated the impact of mass reduction on net vehicle-related 
fatalities, as shown in Table 8.16, which shows the results of EPA’s safety analysis over the 
lifetimes of MY2021 to 2025 vehicles (EPA explains in Chapter 12 why MY2021 vehicles are 
included even though this Draft TAR is considering the MY2022 to 2025 standards). A positive 
number would mean that fatalities are projected to increase; a negative number means that 
fatalities are projected to decrease.  As shown, the EPA analysis projects considerable fatality 
decreases in the reference and control cases. Those decreases should be seen as being relative to 
the current fleet moving forward in time without mass reductions in response to new standards 
(i.e., relative to the projected MY2021 through 2025 baseline fleet). The reference case standards 
reduce fatalities relative to the projected baseline fleet (a fleet that continues to meet the 2014 
standards in place for the year upon which our baseline fleet is generated) due to mass reduction 
done to move the fleet from the 2014 standards to the 2021 standards (the reference case 
standards). In the reference case, those 2021 standards continue indefinitely for subsequent 
model year vehicles. The control case (i.e., the 2022 through 2025 standards) then result in 
further mass reduction beyond the reference case level. This further mass reduction further 
reduces fatalities relative to both the baseline and reference cases. On net, the EPA analysis 
shows small net fatality decreases over the lifetimes of MY2021 through 2025 vehicles.  

Table 8.16  EPA's Net Fatality Impacts over the Lifetimes of MY2021-2025 Vehicles 

Case Fatality Impacts 
Reference Case 

Fatality Impacts 
Control Case 

Net Fatality Impacts 

AEO 2015 reference fuel price case using ICMs -800 -874 -74 
AEO 2015 high fuel price case using ICMs -448 -484 -36 
AEO 2015 low fuel price case using ICMs -994 -1063 -69 
AEO 2015 reference fuel price case using RPEs -923 -929 -6 

 

8.4.2 Why Might the Real-World Safety Effects be Less Than or Greater Than What the 
Agencies Have Calculated?   

As discussed above, the ways in which future technological advances could potentially 
mitigate the safety effects estimated for this Draft TAR include the following: lightweight 
vehicles could be designed to be both stronger in materials without becoming more intrusive in 
crash force; restraint systems could be improved to deal with higher crash pulses in lighter 
vehicles; crash avoidance technologies could reduce the number of overall crashes; roofs could 
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be strengthened to improve safety in rollovers.  As also stated above, however, while we are 
confident that manufacturers will strive to build safe vehicles, it will be difficult for both the 
agencies and the industry to know with certainty ahead of time how crash trends will change in 
the future fleet as light-weighted vehicles become more prevalent.  Going forward, we will 
continue to monitor the crash data as well as changes in vehicle mass and conduct analyses to 
understand the interaction of vehicle mass and size on safety. 

Additionally, we note that the total amount of mass reduction used in the agencies’ analysis 
was chosen based on our assumptions about how much is technologically feasible without 
compromising safety.  Again, while we are confident that manufacturers are motivated to build 
safe vehicles, we cannot predict with certainty that they will choose to reduce mass in exactly the 
ways or amounts that the agencies have analyzed in response to the standards.  In the event that 
manufacturers ultimately choose to reduce mass and/or footprint in ways not analyzed by the 
agencies, the safety effects may likely differ from the agencies’ estimates.  

The agencies note that the standard is flat for vehicles smaller than 41 square feet and that 
downsizing in this category could help achieve overall compliance, if the vehicles are desirable 
to consumers.  The agencies note that 4.4 percent of MY2015 passenger cars were below 41 
square feet, and due to the overall lower level of utility of these vehicles, and the engineering 
challenges involved in ensuring that these vehicles meet all applicable federal motor vehicle 
safety standards (FMVSS), we do not expect a significant increase in the use of mass reduction 
in this segment of the market.   

The agencies acknowledge that the final rule did not prohibit manufacturers from redesigning 
vehicles to change wheelbase and/or track width (footprint).  However, as NHTSA explained in 
promulgating the MY2008-2011 light truck CAFE standards and the MY2011 passenger car and 
light truck CAFE standards, and as the agencies jointly explained in promulgating the MYs 
2012-2016 CAFE and GHG standards, we believe that such engineering changes are significant 
enough to be unattractive as a measure to undertake solely to reduce compliance burdens.   

Similarly, the agencies acknowledge that a manufacturer could, without actually 
reengineering specific vehicles to increase footprint, shift production toward those that perform 
well with respect to their footprint-based targets.  However, NHTSA and EPA have previously 
explained, because such production shifts could run counter to market demands, they could also 
be competitively unattractive.   

8.4.3 What Are the Agencies' Plans Going Forward?   

The agencies continue to closely monitor the visible effects of CAFE/GHG standards on 
vehicle safety as these standards are implemented, and will conduct a full analysis of safety 
impacts as part of further steps in EPA's midterm evaluation and NHTSA’s future rulemaking to 
establish final MYs 2022-2025 standards.     

NHTSA will closely monitor the safety data, the trends in vehicle weight and size, the trends 
in vehicle mass reduction, as well as the trend for the active and passive vehicle safety during the 
period between the release of this Draft TAR and the future rulemaking to establish final CAFE 
standards for MYs 2022-2025.  Consistent with confidentiality and other requirements, NHTSA 
intends to make these data publicly available when they are compiled.  NHTSA will also make 
appropriate updates to the statistical study of historical data on the effects on mass and size 
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societal safety on an ongoing basis.  At the same time, working closely with EPA and DOE, 
NHTSA will continue to assess its analytical methods for assessing the effects of vehicle mass 
and size on societal safety and make appropriate updates, including a final version of the 2016 
NHTSA/Volpe preliminary report. 
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Chapter 9: Assessment of Alternative Fuel Infrastructure 
9) Ch9 DO NOT DELETE 

9.1 Overview 
As part of the midterm evaluation, one of the relevant factors to be examined included "actual 

and projected availability of public and private charging infrastructure for electric vehicles, and 
fueling infrastructure for alternative fueled vehicles."1  In September 2010, EPA, NHTSA, and 
CARB issued a joint interim technical assessment report (TAR, or 2010 TAR) on light-duty 
vehicle GHG emission standards and Corporate Average Fuel Economy (CAFE) standards for 
model years 2017-2025, which supported the final rulemaking issued in 2012.  The 2010 TAR 
included a discussion of infrastructure for plug-in electric vehicles (PEVs) and hydrogen fueled 
fuel cell electric vehicles (FCEVs).  These analyses recognized PEVs and FCEVs, among others, 
as technologies that could potentially be used to meet future CAFE and GHG standards.  In the 
2012 final rule, EPA and NHTSA projected that only a few percent of PEVs, and no FCEVs, 
would be needed to meet the MY2025 standards; the agencies' show similar projections with this 
Draft TAR analysis as discussed in Chapters 12 and 13.  Since then, electric drive vehicles have 
entered the market with significant growth in the number of models offered and have proven to 
reduce or eliminate GHG emissions and improve fuel economy compared to conventional 
technologies.  In addition, electric drive vehicles have the potential to derive some or all of their 
fuel from sustainable pathways with up to 100 percent renewable fuel sources.  With zero 
tailpipe emissions, and with nearly half of Americans living in the regions where PEVs produce 
lower GHG emissions than even the most fuel-efficient gasoline hybrids on the market today 
(greater than 50 mpg)2, electric drive vehicles hold the promise to dramatically transform the 
future vehicle fleet into one with a lower carbon footprint and petroleum consumption.     

Though the agencies are projecting in this Draft TAR that only a very small fraction of the 
fleet will need to be PEVs to meet the MY2025 standards, alternative fuel vehicles such as 
battery electric vehicles (BEVs) and Plug-in Hybrid Electric Vehicles (PHEVs) (collectively 
called PEVs), and FCEVs are an essential part of any future vehicle fleet intended to meet long 
term climate and air quality goals.  In additional, other alternative fuels such as ethanol (E85) 
and compressed natural gas (CNG) have the potential to contribute to GHG emission reductions.  
This chapter is intended to provide an overview of the status, costs, and trends in PEV charging 
infrastructure and hydrogen infrastructure today, as well as examine the challenges being 
addressed to scale up the infrastructure as advanced vehicle sales grow in response to market 
demand and for compliance with the federal standards.        

Electric vehicle charging infrastructure is different from other alternative fuel infrastructure. 
PEVs rely on access to the existing electric grid and distribution network.  At a minimum, most 
PEVs can charge at low power using the charging equipment supplied with the vehicle; all they 
need is access to a standard household electrical outlet with a dedicated circuit.  Since the 2012 
FRM, the U.S. Department of Energy (U.S. DOE) has supported efforts to study how and where 
PEV drivers charge their vehicles.  This research reveals that, currently, the majority of charging 
is taking place at home.3   Further, public and workplace charging network infrastructure has 
greatly expanded, offering higher power charging in a greater number of locations.  This rapid 
expansion of PEV infrastructure is continuing to alter the paradigm of charging behavior and 
PEV use patterns.  This dynamic paradigm coupled with a rapidly expanding PEV infrastructure 
landscape and evolving battery/vehicle technology will impact how additional PEV 
infrastructure is planned and developed; it may actually lessen the need for, or change the power 
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requirements of, future public infrastructure.  As discussed more fully in section 9.2, PEV 
charging infrastructure expansion may transform how PEVs are viewed and ultimately change 
their usage patterns. However, charging infrastructure growth will adjust as vehicle needs 
change.  

With regard to hydrogen FCEVs, a robust network of hydrogen stations, comparable to 
conventional gasoline stations, is required to facilitate wide-spread commercialization.  Although 
California may be the first state to plan, fund, and develop a hydrogen station network, other 
regions, such as the Northeast states, have commenced hydrogen infrastructure planning and 
development.   

This chapter will examine the status of hydrogen fueling infrastructure in the United States 
with a focus on progress in California and the Northeast states.  Section 9.3 will draw from 
California’s work in planning, funding, and development of a statewide hydrogen station 
network and apply the lessons learned from these efforts toward a national hydrogen 
infrastructure.  With current public and private investments in California, the hydrogen network 
is currently sufficient for FCEVs to launch in California and establish an example for how other 
regions can further develop their markets around the country.  While the agencies do not expect 
FCEVs to be needed to meet the 2025 national program standards, the agencies recognize the 
importance of these vehicles in meeting longer term climate goals.   

This chapter also discusses the status and trends in fueling infrastructure for compressed 
natural gas (CNG) vehicles and E85 (Flex-Fuel) vehicles. 

9.2  Electric Vehicle Infrastructure 
PEVs store electrical energy in on-board batteries that supply power to electric motors for 

vehicle propulsion.  Today’s PEVs have on-board chargers, which are systems that monitor, 
regulate, and convert AC power from an external source to DC power for on-board storage.  The 
electricity supplied to these on-board chargers can be managed by off-board Electric Vehicle 
Supply Equipment (EVSE) devices which include connectors with well-insulated power cables, 
energy management systems, and telemetry systems.  EVSEs are often called “chargers” even 
though they do no actual charging.  (Figures 9.1a and 9.1b) details the components of an EVSE 
and related vehicle and utility equipment associated with various types of charging described 
later in the document.    
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AC Level 1 & Level 2 Charging Schematic                    DC Fast Charging Schematic                                   

                              Figure 9.1a                                                       Figure 9.1b 

Figure 9.1  Charging Schematics for Electric Vehicles4 

 

9.2.1 Classification of Electric Vehicle Supply Equipment (EVSE) 

EVSE devices are typically classified as Level 1, Level 2, or DC Fast Charge.  Each of these 
types of EVSE is described in further detail below.  

9.2.1.1 Level 1 EVSE 

The lowest power, and most common, EVSE is often referred to as Level 1 or a “Level 1 
charger” or “Level 1 cord set.”  A Level 1 cord set provides AC power at 120 volts, and 12 amps 
from a standard 3-prong (NEMA 5-15) household electrical plug/receptacle.  Most household 
garages have a standard 3-prong electrical receptacle on a 15 amp circuit so no additional 
electrical work or expense is required.  Although there is no additional expense in this scenario, 
the power transfer under Level 1 charging is ultimately limited by the available circuit amperage.  

Most, if not all, OEMs provide a Level 1 cord set at no additional charge with each sale or 
lease of a PEV.  Since the cost of the Level 1 cord set is factored into the price of the vehicle, 
there is no additional out-of-pocket expense to the consumer opting to use this option to charge 
their vehicle.  

The hardware at the end of the cord set that physically attaches to the vehicle is called a 
connector and is designed to a common architecture standard specified by SAE J1772.  This 
ensures operational and dimensional interoperability between vehicle OEMs and electrical 
equipment suppliers.  The J1772 connector utilizes 5 pins to deliver up to 240V at 80 amps of 
AC power to the vehicle. The J1772 connector is used in both Level 1 and Level 2 charging.  In a 
Level 1 cord-set, one end terminates in a J1772 connector while the other end terminates in a 
standard household 3-prong electrical plug (see Figure 9.2 below).   
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                From PR Log      From Plug-In America  From PEV Collaborative 

Figure 9.2  J1772 Connector and Cord Sets for Level 1 EVSEs 

 

As mentioned, Level 1 EVSEs provide a low level of power, typically 120V AC at 12 amps, 
to the vehicle. At maximum power, a Level 1 EVSE will fully charge a 2015MY Nissan Leaf in 
17 hours or a 2015MY Chevrolet Volt in approximately 8 hours.  The most common application 
of Level 1 charging is residential over-night or in the workplace where a driver may park for 8 to 
9 hours a day.  Due to the relatively slow charge rate of only 2-5 miles of range per hour 
charging, Level 1 EVSEs may be most appropriate for PHEVs with smaller battery packs or for 
BEVs at locations with long dwell times.  As battery size and vehicle range continues to grow 
with new PEV product offerings, the practicality of Level 1 may decrease.   

9.2.1.2 Level 2 EVSE 

For higher power charging, a Level 2 EVSE provides AC power up to 240V at up to 80 amps. 
Level 2 EVSEs also use the aforementioned SAE J1772 connector.  A Level 2 EVSE can be 
either hard-wired to a dedicated building circuit or plugged into a 240V wall receptacle similar to 
that used for an electric dryer, range, or recreational vehicle (RV) electrical receptacle.  A Level 
2 EVSE is not standard with the purchase of most PEVs.  In addition, many household garages 
do not have the required wiring to support a Level 2 EVSE.  Therefore, additional costs are 
associated with installing Level 2 charging; these cost are discussed in section 9.2.3.  

The advantage of a Level 2 EVSE over a Level 1 EVSE is the higher power output.  This 
allows most PEVs to charge in a fraction of the time required using Level 1 EVSEs.  For 
example, a Level 2 EVSE can charge a 2015MY Nissan Leaf equipped with a 6.6kW on-board 
charger in approximately 4 hours.  Since a Level 2 EVSE can deliver more power to a PEV’s on-
board charger, they are most appropriate for PEVs with larger batteries, or in locations where the 
vehicle may have a shorter dwell time, such as parking lots, shopping centers, churches, libraries, 
civic buildings, college campuses, etc.  Figure 9.3 below depicts several commercial and 
residential Level 2 EVSEs.     
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          From Clipper Creek                            From AeroViroment                          From Charge Point 

Figure 9.3  Commercial and Residential Level 2 EVSEs 

 

9.2.1.3 Direct Current (DC) Fast Charge 

Direct Current (DC) Fast Charge is a fast, high power charging system that uses high voltage, 
3-phase Alternating Current (AC) grid electricity and converts it to DC power for direct storage 
in vehicle batteries.  Unlike Level 1 and Level 2 charging, the conversion of AC power to DC 
power occurs off-board in the charging equipment.  This additional conversion equipment 
combined with the very high input power (3-phase at 480V or higher) makes DC Fast Charge 
systems significantly higher in cost to install, operate, and maintain.  As a result, nearly all DC 
Fast Chargers are located in public, workplace, or commercial settings.  

Table 9.1 details the various charging levels, the supply power requirements, and the 
additional ranges per unit of time and power.  

Table 9.1  Vehicle Range Added at Various Charging Levels5  
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DC fast chargers can have different types of connectors (to connect to the vehicle itself); 
currently there is no universal standard.  Generally, DC fast charge connectors fall into one of 
three types: SAE Combo Connector, CHAdeMO,A or Tesla Superchargers and examples of each 
are provided in Figure 9.4 below.  

          
                    Tesla Connector                          SAE Combo                 CHAdeMO 

Figure 9.4  DC Fast Charge Connectors 

Figure 9.5 below details the SAE J1772 connector, the SAE Combo connector (DC Fast 
charge) and the charging times associated with each.  For example, using a Level 2 EVSE, a 
BEV with a 25 kWh battery pack and a 6.6 kW on-board charger, can charge from a 20 percent 
state of charge (SOC) to a 100 percent SOC in approximately 3.5 hours.  Using DC fast charge, 
this same vehicle can complete the same charge in approximated 1.2 hours.  Given the shorter 
charge times associated with DC fast charging, this type of infrastructure is well suited for 
interregional corridors or along interstate routes.      

 
Figure 9.5  SAE Charging Configurations and Ratings Terminology 

                                                 
A CHAdeMO is an abbreviation of the phrase "CHArge de MOve,” which is equivalent to the translation of Japanese 

phrase "move using charge" or "move by charge." 
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9.2.2 Where People Charge 

In the most general terms, charging of a PEV occurs in one of two places: at home or away 
from home.  Away from home charging can be further subdivided into workplace charging or 
non-work (public) charging.  Both home and the workplace are well suited for Level 1 charging 
since an individual usually spends several contiguous hours at both locations.  Some public 
installations, like airport parking, can be accommodated with Level 1 EVSEs.  Movie theaters, 
shopping centers, hospitals, churches, or other publicly accessible locations are better suited for 
Level 2 EVSEs since an individual usually has a shorter dwell time at these public charging 
locations.  DC fast charging sites could be well placed along routes serving inter-regional or 
inter-state travel such as roadside rest areas.  DC fast charge locations are much less common 
than Level 1 or Level 2 charging sites.  As detailed in section 9.2.1.3, DC fast chargers deliver 
high, direct current power to a PEV and are most appropriate where vehicles have a short dwell 
time and need a large amount of power.  

Many studies have been, and continue to be, conducted on the charging patterns and 
behaviors of PEV drivers.  The results from these various studies can be summarized using a 
construct called the “charging pyramid.”  Argonne National Laboratory developed one such 
“charging pyramid” (Figure 9.6) which graphically depicts the interconnected relationships 
between charger type, location, costs, and frequency of charge events.  The majority of charging 
events occur at home, at lower costs, and over longer periods of time.  However, as power 
transfer rates increase, charging time decreases, but costs increase leading to fewer charging 
events at that level.  As the charging pyramid depicts, the majority of charge events occur at low 
cost Level 1, followed by more expensive Level 2.  The fewest charging events occur at 
relatively high cost DC fast chargers. 

 

                           Source:  Argonne National Laboratory  
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Figure 9.6  Charging Pyramid  

 

One study regarding charging behavior was conducted with the EV Project by the Idaho 
National Laboratory (INL).  In 2009, the U.S. DOE funded the EV Project which was an 
infrastructure deployment and analysis project where one of the goals was to evaluate the 
effectiveness of PEV infrastructure.  The ultimate goal of the EV Project was to utilize lessons 
learned from the early deployment of infrastructure and vehicles and enable the efficient 
deployment of subsequent PEVs and infrastructure across the United States.  

The EV Project included an analysis of the charging patterns of over 4,000 Nissan Leaf 
drivers studied from October 2012 through December 2013.  Study participants were given a 
Level 2 EVSE for home charging, and their vehicles were outfitted with tracking devices.  
Although the participants were early adopters and had access to Level 2 charging, the key 
finding of this study can be interpreted for the larger PEV population.  Figure 9.7 shows the key 
findings: 
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Figure 9.7  Key Findings of the EV Project by INL6 

 

In addition to INL’s work on PEV charging, in 2013, the Institute of Transportation Studies at 
the University of California, Davis (ITS-Davis) published a white paper titled, California 
Statewide Charging Assessment Model for Plug-in Electric Vehicles:  Learning from Statewide 
Travel Survey.7  This research focused on how different infrastructure types/locations can enable 
more BEV driving.  (See Figure 9.8). 

  

 
•  Leaf drivers relied on home charging for the bulk of their charging. Of all charging 

events, 84 percent were performed at drivers’ home locations. Over 80 percent of those 
home charges were performed overnight, and about 20 percent of home charges were 
performed between trips during the day. 

 
•  The remaining 16 percent of charging events were performed away from home. The 

vast majority of these were daytime Level 1 or Level 2 charges. 
 
•  Overall, usage of DCFC (DC fast charging) by drivers of vehicles in this study, all 

having access to a Level 2 charging unit at home and some having workplace charging 
access, was low. DC fast charging (all away from home) represented only about 1 
percent of all charging events and charging energy consumed. Ignoring charges by 
vehicles that never charged away from home, DC fast chargers were used for 6 percent 
of all away-from-home charging events. However, some drivers used DC fast chargers 
more than others and may have relied on fast charging to meet their need for driving 
range. 

 
•  Although all vehicles in this study had access to home charging, some vehicles rarely 

charged at home. Instead, they relied on frequent away-from-home charging during the 
day. This demonstrates the viability of publicly accessible and/or workplace charging 
infrastructure for drivers of electric vehicles without access to home charging.  
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Figure 9.8  Key Findings of the UC Davis White Paper on EV Charging 

 

Building upon the body of knowledge developed by INL, UC Davis and others, the California 
Energy Commission (CEC) sponsored the National Renewable Energy Laboratory (NREL) to 
conduct a PEV Infrastructure analysis for California.  This analysis was developed with the goal 
of facilitating charging infrastructure for 1.5 million ZEVs on California roadways by 2025 as 
envisioned by California Governor Jerry Brown’s Executive Order B-16-2012 in March 2012.   
Key findings from NREL's assessment are described in Figure 9.9 below.   

  

 If all statewide vehicles were 80 mile range BEVs and began the day with a full 
charge, 71 percent of miles (95 percent of home-based tours) are possible with home 
charging alone.  Travel that requires some charging accounts for a corresponding 29 
percent of miles (5 percent of tours). See chart below. 

 
 Workplace charging can enable about 7 percent more electric vehicle miles traveled 

(eVMT), public Level 2 at stops greater than 1.5 hours could provide an additional 4 
percent of eVMT, and DC fast charging could provide an additional 12 percent of 
eVMT. 

 
 Scenarios show that for a 30 mile range PHEV, 61 percent of miles could be 

completed with home charging alone.4 
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Figure 9.9  Key Findings of NREL’s California Statewide PEV Infrastructure Assessment 

Ultimately, uncertainty regarding “where people charge” will be managed with the growth of 
various charging infrastructure investments and pricing policies.  At this time, there does not 
appear to be a clear trend or convergence for where non-home based charging will occur.  
However, the following factors will likely continue to influence where charging occurs: 

 PEV vehicle technology (especially driving range and rate of charging) influencing 
the need and convenience of daily, nightly, or travel corridor charging  

 Employers increasingly providing workplace charging8 
 Many public chargers currently operating for free may eventually implement fees to 

charge, (again, no clear trend has yet been established but a wide range of fees and 
non-fee structures are being explored depending on the site host business model) 

 Electric utilities are beginning to make direct investment in the PEV infrastructure 
(see section 9.2.4.5) and may distribute the costs over a large ratepayer population 

 DC Fast charge networks are growing rapidly and may affect usage of Level 2 EVSEs 

9.2.3 Installation Costs and Equipment Costs 

One factor driving PEV adoption rates is the cost savings related to fuel. Electricity is cheaper 
than gasoline on a per-mile basis; refueling a PEV may require additional equipment and 
installation costs.  This section will explore costs related to capital equipment and installation for 
PEV refueling.   

As referenced in section 9.2.2, the majority of PEV drivers predominantly charge at home. 
Approximately 85 percent of charging events occur at home and much of that is at Level 1.  
Since Level 1 cord-sets typically are included with PEVs, and many homes have a 120V power 
outlet in close proximity to the PEV, a large portion of PEV drivers incur no additional expense 
related to EVSE purchase or EVSE installation costs.   

 
 Entities should identify their objectives for installing EVSE before trying to 

determine EVSE numbers, types (such as, Level 1, Level 2, or fast charge), and 
locations.  

 
 Near-term PEV charging will occur primarily at home, so this is the greatest 

opportunity for charging infrastructure support for the next few years. Other 
outstanding near-term infrastructure opportunities include workplaces and 
multiunit dwellings where management has indicated support for infrastructure 
and surveys indicate likely PEV adoption; garaged fleet locations that have or will 
have significant numbers of PEVs; and crowded airport and commuter parking 
locations, provided certain conditions are met.  

 
 In many cases, there should be a reasonable belief that installed EVSE will be 

used by significant numbers of PEVs; however, there are compelling reasons to 
consider installing EVSE infrastructure besides expected short-term use. Some of 
these reasons address safety and convenience concerns, as well as building 
consumer confidence in PEVs and associated infrastructure. 
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9.2.3.1 Installation Costs (Residential and Non-Residential)  

In November 2015, the U.S. DOE released a report titled, Costs Associated With Non-
Residential Electric Vehicle Supply Equipment.  This report provides the most recent 
compilations of EVSE costs and factors influencing cost trends.  This report was a synthesis of 
various studies on the subject in addition to data collected from EVSE owners, electric utilities, 
manufacturers, and installers.  One study included in this synthesis was a 2013 report from the 
Electric Power Research Institute (EPRI) titled Electric Vehicle Supply Equipment Installed Cost 
Analysis.   

The 2015 U.S. DOE report identified several cost drivers associated with the installation of 
Level 2 EVSEs.  These drivers include: 

 Trenching or boring to install electrical conduit from the transformer to the electrical 
panel or from the electrical panel to the EVSE; 

 Upgrading the electrical panel to create dedicated circuits for each EVSE; 
 Upgrading the electrical service to provide sufficient electrical capacity for the site; 
 Locating EVSE on parking levels above or below the level with electrical service; 
 Meeting accessibility requirements such as ensuring the parking spaces are level.  

Figure 9.10 shows some important messages from the reports:  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.10  Important Messages from the 2013 EPRI and 2015 DOE Reports  

 

The 2015 U.S. DOE report identifies labor costs associated with non-residential EVSE 
installation as a variable but ultimately based on the contractor’s hourly rate and the time it takes 

• It is important to work with the electric utility early in the process to minimize costs, 
optimize the electrical design, and eliminate scheduling bottlenecks. 

• Level 2 commercial sites that required special work such as trenching or boring 
were about 25 percent more costly than those that did not need special work. 

• Fundamental EVSE Electrical Needs: 

     1. A dedicated circuit for each EVSE unit on the electrical panel. 

     2. Sufficient electrical capacity from the utility connection to the electrical 
panel. 

     3. Sufficient electrical capacity at the panel. 

• Assuming $100 per foot to trench through concrete, lay the conduit, and refill, 
it would cost $5,000 to trench 50 feet. 

• Upgrading the electrical service for future EVSE loads and installing conduit to 
future EVSE locations during the initial EVSE installation can result in 
significant future cost savings. 
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to perform the work.  These costs are affected by the contractor’s experience and typical labor 
rates in the geographic location.   

Residential installation costs for Level 2 EVSEs can vary significantly by geographic region.  
This may be attributed to varying labor rates and material costs across regions, as well as the 
condition and age of existing housing stock.  For example, the EPRI report suggests that between 
10 and 20 percent of the installations studied required electrical upgrades.9  These upgrades and 
associated costs are less necessary in newer construction where higher capacity electrical panels 
are more common.  Additionally, installation costs are lowest when a home has an existing 240V 
receptacle on a dedicated circuit.  Figure 9.11 from the EPRI report illustrates the geographic 
installation costs for Level 2 EVSEs in 12 regions across the United States.   

 

Figure 9.11  Average Residential Level 2 Installation Costs by Metro Area10 

 

9.2.3.2 Installation Costs Trends 

EVSE installation costs have been trending downward since 2009.  As mentioned, many of 
the installations included in the EPRI study and the EV Project were part of demonstration 
programs that required prevailing wages to be paid.  These programs are phasing out, and in a 
competitive market it is expected that labor rates will decrease 15 - 25 percent.  Additionally, 
with the expected increase in the number of EVSE installations, the resulting competition for 
these projects and associated large scale material procurements should help continue the 
downward trend in installation costs.11 

9.2.3.3 EVSE Equipment Costs 

The aforementioned 2015 U.S. DOE report includes recent EVSE equipment costs and factors 
influencing cost trajectories.   
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Cost drivers for EVSEs include charging level and amperage, number of charging ports or 
connectors, mounting option, advanced features such as network communication, point of sale 
capability, access control features (radio frequency identification (RFID)), and intended use 
(home vs commercial).  As a result EVSE costs can vary greatly depending upon the 
manufacturer and the cost drivers included with a specific EVSE installation.  In the November 
2015 U.S. DOE report, the costs for EVSE non-residential equipment were estimated using a 
variety of sources.  The findings summarized in Table 9.2 and Figure 9.12 show similar cost 
estimates for the equipment itself and, for example, represent a range of approximately $400-
$6,500 for Level 2 EVSE equipment and an additional $3,000, on average, for installation of the 
equipment.   

Table 9.2  EVSE Unit Cost and Installation Cost Range12 

 
 

 
Figure 9.12  Range of Level 2 Equipment Costs by Type 

Source: Costs Associated With Non-Residential Electric Vehicle Supply Equipment.  U.S. DOE, November 2015.  
Image from Kristina Rivenbark, New West Technologies 
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9.2.3.4 Equipment Costs Trends 

From 2012, the first full year of PEV sales, the global market for PEVs has grown from 
approximately 30,000 vehicles to nearly 500,000 in 2015, an impressive compound annual 
growth rate of 102 percent.13  This expansion in PEV sales has led to solid growth in the EVSE 
market.  Navigant Research expects the global market for EVSE to grow from around 425,000 
units in 2016 to 2.5 million in 2025.  These include sales of all EVSE units—residential and 
commercial and Level 1, Level 2, DC fast charging, and wireless charging.  While the EVSE 
market will continue to grow as long as the PEV market grows, it is growing at a slightly higher 
rate than PEVs.14 

Figure 9-13 below illustrates that global sales of commercial and residential EVSEs are 
projected to grow to approximately 2.5 million units annually by 2025.15 

 
Figure 9.13  Projected Global EVSE Annual Sales by Region: 2016-2025 

 

The cost of commercial and residential EVSE has declined in recent years through technology 
development and through economies of scale.  A Level 2 residential EVSE, formerly priced 
between $900 - $1,000 in 2013, is currently priced in the $500-$600 range for basic units, and is 
expected to fall below $500 in the near term.  As robust as the residential EVSE market forecasts 
are, the growth in the commercial EVSE market is expected to be even stronger.  The same 
market forces that are applying downward price pressure on residential EVSE will also apply to 
commercial EVSE.     

9.2.4 Status of National PEV Infrastructure 

9.2.4.1 Number of Connectors and Stations 
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When analyzing PEV infrastructure, it is important to distinguish between the number of 
connectors, the number of stations, and the number of vehicles that may charge at a station 
simultaneously.  As mentioned in section 9.2.1.1, a connector is defined as the hardware that 
physically attaches to a vehicle.  A “station” is a physical location that contains at least one 
EVSE with at least one connector on a dedicated electrical circuit. However, an EVSE may have 
multiple connectors and may be able to charge multiple vehicles simultaneously.  A typical 
station contains multiple EVSEs, with multiple connectors, on multiple circuits.  The physical 
layout of a parking facility or the on-site power management systems may limit the number of 
vehicles that charge simultaneously.  

Another important distinction when referring to PEV infrastructure is the identification of a 
station as either "private" or "public."  Consistent with the most common usage, this report refers 
to a public station as one that is publicly accessible while a private station designation refers to 
one that does not allow access to the general public (e.g., located behind a gate or other method 
that limits access).  Common examples of private stations include workplace or company fleet 
vehicle charging locations restricted to employee access.  Public stations include those that are 
located in places like parking garages and shopping centers.  For this report, Tesla supercharger 
DC fast charge stations are considered public stations even though usage is currently limited to 
Tesla vehicle owners.   

The Alternative Fuels Data Center (AFDC), managed by NREL, has compiled a 
comprehensive database on Alternative Fuel Stations.  The AFDC database includes extensive 
information of PEV infrastructure including number of stations, number of connectors, locations 
of stations, connector types, and power level of EVSEs. Further information on public and 
private stations is included.  The value from a singular, national database is of such importance 
that California law requires station operators to report a station’s location and other attributes 
directly to NREL for inclusion in this database.16  The database shows that currently there are 
over 12,000 public and private PEV charging stations across the United States with over 38,000 
connectors.17  Table 9.3 and Figure 9.14 break down these numbers into further detail.  
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Table 9.3  Number of Non-Residential Connectors (June 6, 2016)   

Publically Accessible Connectors and Stations 

  Level 1 Level 2 DC Fast Charge Total 

California Connectors 647 8,186 880 9,713 

National Connectors1 2,977 26,859 3,738 33,574 

National Stations2 1,546 12,176 1,760 13,649 

Privately Accessible Connectors and Stations3 

  Level 1 Level 2 DC Fast Charge Total 

California Connectors 416 1,582 18 2,016 

National Connectors1 702 4,633 32 5,367 

National Stations2 145 2,408 23 2,455 

Total (Public and Private) Connectors and Stations 

National Connectors 3,679 31,492 3,770 38,941 

National Stations 1,691 14,584 1,783 16,104 

1National numbers include California numbers      
2A station may include multiple charging types, therefore station total is not a direct summation of types.   
3Does not include home charging      

As of 6/6/2016      

Source: Alt Fuels Data Center (US DOE)         

 

 

Figure 9.14  Comparison of EVSE Connector Types  

 

 

 

9.2.4.2 Trends, Growth 
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The U.S. DOE’s AFDC maintains detailed records of public and private charging stations and 
connectors dating back to the 1990s.  Figure 9.15 and Figure 9.16, created using this database, 
clearly show that since the 2010 TAR, PEV infrastructure has increased substantially.  In 2010, 
there were approximately 206 public and private Level 2 charging stations and 347 Level 2 
connectors.  As of May 2016, there are over 14,000 public and private Level 2 charging stations 
and nearly 31,000 Level 2 connectors. That represents nearly a 70 fold increase in the number of 
connectors and stations in the past 5 years.  

Of the 14,000 Level 2 charging stations, nearly 12,000 are public stations while the remaining 
stations are private.  As noted above, public and private in the context of EV infrastructure refers 
to the type of access to the station, not ownership.  With regards to ownership of the stations, 
approximately 56 percent of Level 2 and DC fast charge stations are currently owned, operated 
or networked by one of the four largest private entities in the EV infrastructure market.18 

 

Figure 9.15  Annual Growth of Level 2 Connectors19 
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Figure 9.16  Annual Growth of DC Fast Connectors 

 

9.2.4.3 Networks and Corridors 

The data in section 9.2.4.1 and section 9.2.4.2 detail an initial assessment of national PEV 
infrastructure.  The current PEV infrastructure landscape is robust, and the trends indicate it will 
continue with strong growth.  

Equally important to the number of charging stations and connectors is the geographic 
location of the stations.  Compared to traditional technologies, most current PEVs have a limited 
electric range making a strategic network of charging stations critical for interregional or 
interstate travel.  As detailed below, several strategic charging networks or corridors are planned, 
under development, or are operational.  For a map of current charging stations nationwide, see 
the AFDC database.20 

9.2.4.3.1 West Coast Electric Highway (Baja California to British Columbia)     

California, Oregon, and Washington are partnering with the Canadian province of British 
Columbia to construct the “West Coast Electric Highway,” an extensive network of DC fast 
charging stations located every 25 to 50 miles along Interstate 5 and other major roadways in the 
Pacific Northwest.  The goal is to provide a seamless consumer experience for PEV drivers 
traveling from Baja California to British Columbia (BC to BC) and all points in between.  
Recently, the CEC awarded $8.87 million to four companies to install DC fast charging stations 
on nine corridor segments to fill the gaps between the Oregon border and Baja California.  The 
CEC also released a second competitive $9.97 million Grant Funding Opportunity to construct 
DC fast charge stations on additional interregional corridors in California.21 
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9.2.4.3.2 Northeast Electric Vehicle Network (D.C. to Northern New England)   

A coalition of 12 Mid-Atlantic and New England states and the District of Columbia have 
joined forces to implement the Northeast Electric Vehicle Network.  This network will pave the 
way for the deployment of an anticipated 200,000 electric vehicles (EVs) and facilitate PEV 
travel from D.C. to Maine.  Already, more than 1,700 charging stations are publicly available in 
this region.22  

9.2.4.3.3 Tesla Super Charging Network (Coast to Coast)   

Tesla Motors has constructed the most extensive network of DC fast charging stations in the 
nation.  With over 500 stations and nearly 2,000 connectors, Tesla’s proprietary network 
provides coast-to-coast mobility to Tesla drivers.23  Although this charging station network is 
limited to Tesla vehicles, it provides a model for OEM-based charging networks.  

9.2.4.3.4 FAST Act - Nationwide Alternative Fuel Corridors 

In December 2015, President Obama signed the Fixing America's Surface Transportation 
(FAST) Act.  This bill not only authorized funding for traditional surface transportation projects, 
but section 1413 of the bill requires the U.S. Department of Transportation (DOT) to designate 
corridors to improve mobility of passenger and commercial vehicles that employ electric, 
hydrogen fuel cell, propane, and natural gas fueling technologies across the U.S. by December 
2016.  Although the bill does not provide direct funding for alternative fuel infrastructure, the 
U.S. DOT can support these corridors through technical assistance, analytical support, peer 
review, marketing and branding. In addition, this bill amended the Congestion Mitigation and 
Air Quality Improvement (CMAQ) Program to give priority to designated EV and CNG 
corridors.  This bill facilitates the planning activities required in the construction and 
implementation of nationwide PEV corridors.    

9.2.4.4 Challenges and Opportunities with PEV Infrastructure 

The PEV infrastructure environment, in its current state, has been in development and 
refinement for nearly a decade, and many of the initial challenges have been met: technical 
standards, communication protocols, signage and design guidelines have all been adopted.  In 
addition to its "Workplace Charging Challenge," which aims to achieve a tenfold increase in the 
number of U.S. employers offering workplace charging by 2018, the U.S. DOE, through its 
Clean Cities coalition, has awarded $8.5 million to projects in 24 States and the District of 
Columbia.  The CEC has funded $40 million for over 7,700 charging stations in California as 
well as PEV Community Readiness grants for $5.7 million to help local communities prepare for 
PEVs and charging infrastructure.24      

As a result of meeting these initial milestones, consumer acceptance and private capital 
market involvement have followed.  However, challenges and opportunities surrounding PEV 
infrastructure exist and the following paragraphs detail some of the more prominent issues.  

9.2.4.4.1 Challenge – Multi-Unit Development (MuD) 

Electric utilities estimate that over 80 percent of all current PEV charging occurs at home, 
usually in a garage with access to electrical power.25  However, nationwide, approximately 36 
percent of households reside in rental housing with 60 percent of those households living in 
Multi-unit Dwellings (MuDs).  Most MuDs do not provide EVSE or access to electrical power in 



Assessment of Alternative Fuel Infrastructure 

9-21 

proximity to parking.26  In order to expand the PEV market, access to EVSE in MuDs is 
important; however, many challenges still exist and stakeholders are beginning to address them. 
These include: 

 Physical Facilities: Age, existing electrical infrastructure, and physical layout of 
parking within a MuD all present unique challenges in installing and operating PEV 
infrastructure.  

 Diversity: MuDs are comprised of a variety of structures from modern, urban high-
rise buildings to sprawling, midrise suburban apartment complexes to low-density 
townhome condominiums.  Given this physical diversity, there is no universal 
solution or standardized cost for providing EVSE access in MuDs.  

 Economics: Costs associated with installing, maintaining, and operating EVSE needs 
to be accounted for; however, equitable distribution of these costs among building 
occupants, PEV drivers, and the building owner remains a challenge.     

9.2.4.4.2 Challenge - Increasing Battery Capacity 

Vehicle battery costs are declining while energy density is increasing.27   Currently, most 
BEVs sold today have a range under 100 miles; the most common BEV on the road today, the 
Nissan Leaf, has a range of 84-107 miles depending upon model year.28  Tesla vehicles are the 
primary exception, offering a range in excess of 200 miles but at a much higher price.  However, 
several automakers, including General Motors and Tesla, have announced plans to deploy 
affordable BEVs with larger battery packs and ranges over 200 miles at a price near $30,000 
after federal incentives.  These developments hold the potential to alter the need for, and use of, 
public charging infrastructure in ways unknown.  For example, larger battery packs will take 
longer to charge which may increase the demand for DC fast charging and decrease the demand 
for Level 1 and Level 2 public charging.  However, it is also likely that longer range PEVs will 
charge less often which may also impact public charging infrastructure.  These uncertainties 
require on-going analysis of the PEV market and charging behavior. 

9.2.4.4.3 Challenge and Opportunity – Inductive Charging  

The current PEV charging standards and protocols involve connected, conductive charging. 
PEV batteries are charged by physically attaching the vehicle to a power source via the EVSE.  
Currently, this physical connection is essential to almost all PEV charging. 

However, some automakers, third party vendors, and charging providers have begun to 
develop wireless, inductive charging. Inductive charging uses an electromagnetic field to transfer 
energy between the vehicle and the power source where no physical connection is required.  This 
has the potential to revolutionize charging and charging infrastructure by literally “cutting the 
cord.”  Inductive charging technology can facilitate charging in non-traditional locations such as 
stop lights, along curbs, or even along routes while the vehicle is in motion.  Although, current 
inductive charging systems may have lower efficiency, the technology is developing and the 
convenience may be worth slightly higher charge rates to many users.  In addition, it is likely 
that the ease and convenience of inductive charging will draw drivers of conventional vehicles 
into PEVs.  How these wireless inductive charging systems are designed, developed, installed, 
and utilized by drivers presents uncertainty and an opportunity in the PEV infrastructure 
landscape.  
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9.2.4.4.4 Opportunity - Vehicle Grid Integration (VGI)  

PEVs store a large amount of energy in their on-board batteries.  Current EVSE and charging 
specifications and protocols are intended to facilitate the one-way power transfer from the 
electrical grid to the vehicle.  However, new protocols and standards are being developed and 
tested to facilitate the two-way transfer of energy from the vehicle back to the grid; this is 
referred to as Vehicle to Grid Integration (VGI).  VGI holds the potential to assist electric 
utilities in meeting their peak power demands by tapping a new source of power storage − a large 
PEV fleet.  Many programs across the nation are in place to study VGI including programs in 
California, Delaware, and at the U.S. Department of Defense.  The CEC, in coordination with the 
California Independent System Operator developed a Vehicle Integration Roadmap29 in 2014 to 
outline a way to develop solutions that enable PEVs to provide grid services while still meeting 
consumer driving needs.30   

9.2.4.4.5 Opportunity - Utility Demand Response 

In broad terms, electrical power on the grid comes from central electric generation facilities. 
This electricity is purchased by an electric utility and resold to its customers.  Although most 
utility bills make the cost of electricity appear relatively uniform, the actual cost to procure 
electricity from a generator can vary greatly.  Prices can spike (or fall) quickly and with little 
notice.  Factors that affect the price of electrical power include temperature, weather, time of 
day, demand for power, availability of operational power plants, and many others.  

PEVs charge when they are parked, and most vehicles, including PEVs, are parked 96 percent 
of the time.31    Therefore, a PEV doesn’t need to be charging at all times when it is parked.  This 
fact, coupled with emerging technologies that allow an electric utility to communicate with 
advanced EVSEs and control the power transfer, gives utilities a unique opportunity.  Utilities 
could effectively manage PEV power demands in the broader context of regional grid operation, 
power generation and supply, local transformer capacity, and price fluctuations.  The next 
generation of networked EVSEs provides a valuable opportunity for utilities to operate more 
efficiently and effectively.   

9.2.4.5 Further Analysis and Developments 

Commercial OEM-built PEVs have been around for nearly two decades while more recent, 
modern advanced battery technology PEVs have been on the market for approximately five 
years.  Over that time, vehicle technology has changed dramatically and is still continuing to 
evolve.  With regards to the technology adoption curves for PEVs, the market is currently 
transitioning from the "innovators" (a.k.a. first adopters) phase to the "early adopters" (a.k.a. fast 
followers) phase.  As a result of this transition and technology advancement, charging behavior 
has changed and is continuing to evolve.  Further study of charging patterns and behavior, 
optimal charging network configuration, and public charging infrastructure sufficiency, are 
warranted and currently being investigated by many stakeholders.  The following is a partial list 
of additional analysis and implementation efforts in the area of PEV infrastructure which should 
yield results that will enhance the current level of understanding in this topic and enable even 
more efficient investment in public charging infrastructure: 

 As mentioned in section 9.2.2, NREL conducted a statewide PEV infrastructure 
analysis for the CEC.  The CEC has recently contracted with NREL to use this 
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analysis as a basis to create an actionable plan that will prioritize specific charging 
locations and guide regional PEV infrastructure planning and other stakeholder 
actions in California.  The recommendations from these studies can be utilized by 
other states interested in promoting ZEVs in their jurisdiction.  The CEC also funded 
12 PEV planning regions which will each develop charging infrastructure plans along 
with other critical actions to prepare for increasing numbers of PEVs. The lessons 
learned from these planning activities can be used by local agencies in other states. 
 

 The California Public Utilities Commission (CPUC), the entity that regulates Investor 
Owned Utilities (IOU) and sets rate tariffs in California, has approved Phase 1 pilot 
projects by two IOUs and is reviewing a proposal by a third IOU.  Combined, the two 
approved pilot projects aim to install up to 5,000 public charge stations or related 
infrastructure.  When these proposals come to fruition, not only will the large number 
of new charging stations transform the current PEV infrastructure landscape, but the 
introduction of electric utilities into the infrastructure marketplace could be 
transformative.  The U.S. DOE EV Everywhere program is working with other states 
to encourage similar actions and several states have already commenced action.  
Examples are included below: 
 

 The State of Oregon has introduced SB 1547 (Beyer), which allows their PUC to 
direct electric companies to file applications for programs to accelerate transportation 
electrification, including customer rebates for electric vehicle charging and related 
infrastructure. 
 

 The New York Power Authority (NYPA), and others, are collaborating in an initiative 
called ChargeNY which aims to reach 3,000 PEV charging stations to support an 
expected 30,000 - 40,000 PEVs on the road in New York by 2018 
 

 In March 2016, Utah lawmakers enacted SB 115 (Snow), the Sustainable 
Transportation and Energy Plan (STEP). STEP establishes a five-year pilot program, 
under which regulators will authorize the State's power company, Rocky Mountain 
Power, to spend up to $2 million per year on electric vehicle infrastructure.   

California enacted SB 350 (de Leon) which directs the CPUC to guide the IOUs’ investments 
in the widespread transportation electrification including the deployment of charging 
infrastructure.  This law is significant for several reasons: it will allow IOUs to ultimately 
commence "phase 2" electrification programs if they are determined to meet specific 
requirements, thereby potentially greatly expanding infrastructure for PEVs and other mobile 
sources in California.  In addition, SB 350 defines how ratepayers benefit from transportation 
electrification (reduced emissions, reduced impacts to public health and the environment, 
increased use of alternative fuels, renewable energy integration, and economic benefits), and 
therefore can participate, through utility rates, in the funding of electrification programs.      

9.2.4.6 Status of Public PEV Infrastructure Network 

The question of infrastructure sufficiency is an important topic in regards to facilitating the 
expansion of the PEV market to assist in meeting federal GHG and CAFE standards.  
Specifically, how does the current infrastructure landscape and trajectory meet the needs of 



Assessment of Alternative Fuel Infrastructure 

9-24 

current and projected vehicle fleets and, within that fleet, what role will PEVs play in meeting 
federal rules?  

When addressing this question of infrastructure sufficiency in the context of PEV adoption, it 
is important to distinguish between BEVs, which inherently rely on charging infrastructure to 
operate and PHEVs, which can run exclusively on gasoline and only require charging 
infrastructure to operate electrically. Intuitively, it is less likely that PHEV adoption rates are as 
dependent upon robust EV infrastructure as BEVs.  Given this important distinction, the question 
of infrastructure sufficiency will be addressed for BEVs by examining a snapshot of current BEV 
numbers in relationship to the EV landscape and trends, and comparing that relationship to work 
performed by NREL for the CEC.  Although the majority of PEV charging occurs at home, data 
related to the availably of home charging infrastructure (e.g., 110V outlets in home garages) is 
extremely limited.  Therefore, the analysis of EV infrastructure sufficiency is focused on public 
and workplace charging.     

A recent CEC contract with NREL looked at the question of sufficiency. NREL analyzed two 
potential charging scenarios --a “home dominant” charging scenario and a “high public access” 
charging scenario.  Based upon these two scenarios and the composition of California’s current 
and projected BEV and PHEV fleet, NREL calculated that the minimum ratio of non-home 
based charge points (both workplace and public) to PEVs is 0.14 per PEV in the home dominate 
scenario and 0.24 per PEV in the high public access scenario.  

Applying these ratios on a national scale, infrastructure development at its current pace 
appears to be sufficient in meeting today’s charging demands of BEVs.  As of April 2016, a 
cumulative total of over 227,000 BEV and nearly 214,000 PHEV sales were recorded 
nationwide.32  Studies have shown that, on average, over 80 percent of all charging events occur 
at home.  Using the home dominant NREL ratio of 0.14 charge points per BEV, the nation would 
need approximately 31,700 charge points for the current BEV fleet.  At the end of May 2016 
there were over 38,000 public and private charge points33 (i.e. connectors) nationwide.  
Therefore, the existing charging network appears sufficient for the existing BEV fleet.  However, 
if the PHEV fleet were added to the existing BEV fleet, the combined fleet of 441,000 vehicles 
would, under NREL's methodology, requires approximately 61,000 charge points nationwide. 
While the existing workplace and public charging network falls short of that number, the existing 
and forecasted sales of PHEVs demonstrate that public infrastructure is less critical for PHEV 
adoption.              

Currently, PEV sales are a small percentage of overall light duty vehicle sales and public 
charging infrastructure is sufficient to meet the current demand of BEVs in a home dominant 
charging scenario.  However, as PEV technology becomes more broadly accepted and less 
expensive, and as automakers increase PEV production, infrastructure will need to continue to 
keep pace with demand.  Although this development is not a guarantee, there is evidence to 
suggest it will sufficiently expand.  Some private electric utilities are eager to enter the PEV 
infrastructure market with large investments which has the potential to significantly increase the 
number of charge points. In addition, with today’s relatively small PEV fleet, private companies 
have established business models to compete in the PEV infrastructure market.  As the PEV fleet 
grows, those business models should become even more viable.  Using current technology, the 
current number of public and private charge points may need to be expanded by nearly a factor 
of 10 to provide sufficient charging capacity (as defined by the home dominant NREL ratio of 
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0.14) for the combined number of BEVs and PHEVs projected by 2025 in this Draft TAR.  
However, as section 9.2.4.2 details, there has been a nearly 70 fold increase in the number of 
connectors and stations in the past five years.  And, this includes PHEVs which, as noted above, 
are far less likely to be as dependent on charging infrastructure.  Lastly, developments such as 
longer range BEVs, high power charging, and inductive charging will alter the current charging 
paradigm which may lessen the ratio of public chargers per PEV, thereby decreasing the 
projected charger network needs.  

The current national charging infrastructure network continues to grow with investment in 
infrastructure by government, corporations, private capital markets, and electric utilities.  There 
are infrastructure challenges as noted earlier (e.g., multi-unit dwellings), but they are 
systematically being addressed, and infrastructure is progressing sufficiently to support the scale 
of the electric vehicle market projected in this Draft TAR to be necessary to comply with the 
national GHG standards.     

9.2.4.7 Summary of PEV Infrastructure   

With over 16,000 (14,550 Level 2 and over 1,700 DC fast charger) public and private electric 
charging stations with a total of over 38,000 connectors,34 the national PEV infrastructure 
network is off to a robust start and continued strong growth is forecasted.  Although there are 
remaining challenges, the initial challenges with technical specifications, communication 
protocols, and operability standards have largely been addressed.  Over $250 million of private 
capital has entered the infrastructure market,35 supported by emerging business cases for 
charging networks.  New challenges are being addressed and, as referenced herein, tremendous 
opportunities in PEV infrastructure are on the horizon.  Given the overall strength of the PEV 
infrastructure landscape (as detailed in section 9.2.4.6), infrastructure is progressing sufficiently 
to support vehicles with PEV technology to be used in meeting the 2022-2025 national program 
GHG and CAFE standards.  However, PEV infrastructure needs are expected to be greater in 
states with ZEV regulations than in states where only federal GHG and CAFE standards are 
applicable.  

9.3 Hydrogen Infrastructure Overview 
Hydrogen (typically in the form of a compressed gas) is the primary fuel source for the Fuel 

Cell Electric Vehicle (FCEV).  Hydrogen is abundant as a constituent of readily-available natural 
resources, though it does not naturally occur in its elemental form.  In spite of this challenge, 
many methods exist or are in development for its extraction from various resources, including 
renewable energy sources.  The success of the FCEV as a commercial product will rely on the 
development of a fueling infrastructure network that can provide that hydrogen with a retail 
experience meeting the expectations of today’s gasoline-fueled vehicle drivers.  Significant 
progress has been made towards this goal in recent years, with a network of 51 stations currently 
under construction in California (a growth of 41 stations in addition to the 10 reported in the 
2010 TAR36) to support the initial market.  FCEVs are another vehicle technology option that 
makes use of an all-electric drivetrain, providing zero tailpipe emissions.  In contrast to the plug-
in electric vehicles discussed previously, FCEVs provide power to their electric motors by 
generating the necessary electricity onboard (as opposed to receiving electricity from an external 
source, through a plug).  The FCEV accomplishes this through the electrochemical conversion of 
hydrogen and air into electricity, water, and a small amount of heat. 
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Hydrogen fueling stations are designed to provide hydrogen to FCEV drivers in accordance 
with design specifications of the FCEV onboard hydrogen storage tanks.  Designs have evolved 
over the past decade, but the prevailing on-board storage form across the industry has largely 
converged on gaseous hydrogen compressed to a pressure of 70 MegaPascals (MPa).  At this 
pressure, hydrogen can be stored onboard in sufficient quantities to provide drivers with driving 
range equivalent to typical gasoline-fueled vehicles without significant concessions in other 
vehicle features in order to accommodate the storage tanks.  As such, hydrogen fueling stations 
are designed to dispense hydrogen at this high pressure, using fueling protocols that allow the 
station to provide a complete, safe, reliable, and accurately metered fill in a time on par with 
current gasoline stations, typically around three minutes for light duty vehicles.  

Figure 9.17 provides a glimpse of the diversity in hydrogen production processes currently in 
use, based on the developments in California, where many fueling stations are in operation or 
currently in development.37  The figure shows shares of production pathways for hydrogen 
provided to all stations proposed in the most recent round of California’s hydrogen fueling 
station grant program and for California’s operating and planned network, including stations 
awarded in that program.  The full mix shown in the 2015 network includes stations from the 
research and demonstration era of hydrogen infrastructure development, which are expected to 
continue to provide limited service for some time.  The differences in the shares between the full 
network mix and the grant applications may be indicative of changing emphases in technology 
development.  For example, electrolyzers make up a much greater portion of the 2014 
applications than the full network, potentially indicating a trend for increasing participation of 
this technology than was utilized in the demonstration-era stations.  Similar variations in the mix 
of hydrogen production technologies may be expected to continue over time as the respective 
technologies develop and push the hydrogen industry to the most appropriate and cost-effective 
solutions. 

The diversity of hydrogen production shown in Figure 9.17 is indicative of the latest state of 
production and delivery technology and innovation in the hydrogen industry.  This figure, based 
on counts of stations, shows the shares of hydrogen production methods in applications to the 
most recent round of California’s grant program and the funded hydrogen fueling network in the 
state.38  Stations deployed in earlier years of the network development also had smaller daily 
fueling capacities on average than the newer stations.  More recently, hydrogen fueling station 
developers have proposed and built stations relying on a wider array of hydrogen production 
methods, with stations ranging in size from 100 kg/day up to 350 kg/day.39  Concurrently, 
stations have been designed to meet more rigorous technical specifications that facilitate a retail 
experience.  It is expected that the hydrogen stations currently being built in California will serve 
as the first examples of true retail stations with designs that can be largely reproduced or easily 
modified for future expansion and establishment of regional fueling networks in other parts of 
the country.  
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Figure 9.17  Hydrogen Production Methods in California  

Hydrogen dispensed from fueling stations to FCEVs is provided in gaseous form, but a 
variety of solutions exist for storage of larger volumes at the station.  Gaseous hydrogen may be 
stored in large cylinders installed at the station, often at various pressures up to or exceeding 70 
MPa.  Other stations store the hydrogen as a liquid, gasifying the hydrogen prior to dispensing to 
a vehicle.  Additionally, hydrogen may be delivered to the station from a central production 
facility in either gaseous or liquid form or it may be produced on-site from methods like Steam 
Methane Reformation (SMR), electrolysis (electrically-driven separation of water into hydrogen 
and oxygen), or tri-generation.  Tri-generation is a process utilizing a stationary fuel cell and an 
opportunity fuel like a wastewater treatment facility’s digester gas to generate electricity, heat, 
and hydrogen for vehicle fueling.  When hydrogen is delivered from central production facilities, 
it may originate from a number of processes including SMR, electrolysis, by-product from 
industrial or chemical processes, biogas and biomass conversion, and other technologies 
currently under development.  Finally, hydrogen may be delivered via a direct pipeline link from 
a major production facility.  In California, this has been demonstrated at the Torrance station, 
where an existing supply line between a hydrogen production facility and an oil refinery was 
accessed to divert a stream of hydrogen to the vehicle fueling station.  In the future, the source of 
hydrogen provided via pipelines could continue to serve a variety of end uses, but it is also likely 
that some of the source hydrogen will be produced at central facilities specifically with the intent 
of fueling FCEVs.  

9.3.1 Hydrogen Network Development and Status 

FCEVs are currently envisioned to be introduced to the public fleet across the nation in a 
series of releases that will coincide with development of fueling infrastructure.  In the past, the 
regions where these first releases are likely to be concentrated have been referred to as network 
“clusters.”  As FCEV and fueling infrastructure markets progress, these clusters will be 
connected by stations along major long-distance travel corridors, and smaller secondary clusters 
will be established as the demand and capability to fuel FCEVs spreads beyond the initial cluster 
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areas.  This strategy has begun to be exhibited in California, where the California Fuel Cell 
Partnership (CaFCP) explicitly detailed such a strategy, focusing on five early adopter clusters 
(two in the northern and three in the southern portion of the state), with various smaller clusters, 
connector, and destination stations developing around the state.40  This strategy has been adopted 
in past State funding programs, and newer analyses and programs continue to identify the need 
for stations in some of the very same regions identified by the cluster paradigm.  

Similar development strategies are likely to be carried out in other areas of the nation where 
there will be a high early adopter market demand for FCEVs.  In most cases, these high demand 
areas will be in or near major urban areas, with other clusters developing as the demand spreads 
outward from these focal regions.  Thus, the network of nationwide stations will likely develop 
in smaller regions, established primarily to support the daily needs of the first adopter FCEV 
market.  Connector stations will then link these major clusters and establish travel corridors for 
further development.  As these first clusters grow and spread to become interconnected with a 
widening market for FCEVs, they will become more regional in scale and provide service 
coverage to increasing portions of the nation’s population.  During this development, these 
networks will be connected by long-distance connector stations, allowing for inter-regional and 
nationwide travel via FCEV with ample opportunity for fueling.  

Figure 9.17 shows the current status of development for the hydrogen fueling network in 
California.41  An early semblance of the clustering paradigm is visible in the stations located in 
Los Angeles, Orange County, and around the San Francisco Bay in the northern part of the state.  
The station shown in Coalinga will serve as a connector enabling travel between the clusters in 
the northern and southern halves of the states. Meanwhile, destination stations will be in place in 
areas like Truckee and Santa Barbara to support vacation travel for FCEV drivers.  The 
California Air Resources Board (ARB) estimated that the 51 stations in operation or 
development in 2015 (50 are shown in the map; a recent relocation has resulted in a station 
project converting into an upgrade for a legacy station) will be able to provide sufficient fueling 
capability for approximately 12,000 - 15,000 FCEVs.42  Assuming no decrease in State funding, 
ARB also estimated that a total of 86 stations could be built by 2021 and 100 by 2023.  In 
December 2015, a more nuanced projection accounting for potential reductions in station costs 
projected that 100 stations could be built by 2020, as long as the FCEV introduction rate was at 
least as fast as the ARB estimate.43  If the introduction of FCEVs were to be delayed for 4 years, 
then station rollout would correspondingly decelerate, and 100 stations would not be built until 
2024.44  However, in all analyses thus far performed by the State of California, the demand for 
hydrogen to fuel FCEVs is projected to exceed the dispensing capacity if station deployment is 
limited only to the AB 8-related funds currently in use.  The State's estimate for the timing of 
insufficient dispensing capacity depends on the assumed scenario and ranges from 2019 to 2026.  
In response, State agencies have initiated dialog on addressing this potential shortfall by working 
with stakeholders to demonstrate the market opportunity and increase the magnitude of private 
investment in the state’s hydrogen infrastructure network.  
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Figure 9.18  Locations of California’s Funded and Operational Network of 50 Hydrogen Fueling Stations45  

It is the goal of the State's financial support to set in place enough stations that customers 
have sufficiently convenient access to stations and sufficient confidence in availability of 
hydrogen fueling locations to decide to purchase or lease a FCEV instead of a traditional 
combustion-powered vehicle.  Given the early state of both the FCEV and infrastructure markets, 
the financial incentive is meant to increase the financial viability of the earliest stations, when the 
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risk is greatest and the fueling throughput lowest.  This will help keep more stations open longer, 
allowing auto manufacturers time to develop the FCEV technology and introduce vehicles that 
meet all of a retail customer’s expectations, as is currently beginning to happen.  Eventually, as 
both the FCEV and fueling station industries mature, the stations will be financially self-
sufficient and more attractive to private investment; at this point, the market opportunities are 
expected to dictate the rate of growth of both markets and the State will be able to reduce its 
financial participation.  

Following the sales trajectories of Figure 5-46 in Chapter 5, approximately 125,000 FCEVs 
may be expected on California’s roads by 2025, with approximately 37,000 new vehicle sales in 
that year.  Effectively, the annual rate of installation of new fueling capacity by 2025 needs to be 
greater than the full amount of capacity included in the first 100+ stations expected to be funded 
by the State by through AB 8.  This should signal a significant market opportunity to station 
developers and private financers with an interest in hydrogen and FCEVs.  However, individual 
assessments of risk and market opportunity will play a predominant role in determining how 
rapidly the need will be met, as State funding is not expected to play as significant of a role in 
2025 as it does now.  Further discussion of the costs and financial evaluations of deploying 
hydrogen fueling infrastructure is included in section 9.3.4. 

Outside of California, the Alternative Fuels Data Center, maintained by the United States 
Department of Energy (U.S. DOE), indicates that two other stations are currently operational 
(one in Connecticut and one in South Carolina) and one station is in development in 
Massachusetts.46  Additionally, U.S. DOE opened a 70 MPa station in Golden, Colorado for use 
in research studies47 coinciding the event with National Hydrogen and Fuel Cell Day on October 
08, 2015.   

In addition to these stations, a number of activities across the nation are currently or soon will 
be underway to establish and increase coverage provided by hydrogen fueling stations in the 
expected early adopter markets.  Connecticut is currently seeking applications for grant funding 
of up to two stations in the Hartford area.48  Air Liquide and Toyota have announced a 
partnership to establish a dozen fueling stations in the northeast states.49  Finally, H2USA (a 
public-private partnership established by U.S. DOE to address the challenges of establishing the 
FCEV market in the USA) is developing a plan for fueling station development across the 
northeast, emphasizing fleet vehicles as the first market, with the intent of expanding into a retail 
consumer-centric network model.50 

9.3.2 Retail Experience 

Until very recently, many of the existing and funded hydrogen fueling stations have been 
largely demonstration and/or research stations.  These stations have been critical in providing 
insights for station design, construction, and operation while still providing essential fueling 
service to pre-commercial FCEV drivers.  However, as fully commercial launches of FCEV 
models have now begun (e.g., the Hyundai Tucson Fuel Cell and Toyota Mirai) and more are 
planned for the near future (e.g., the Honda Clarity Fuel Cell expected in 2016), the stations will 
need to provide fueling service to a wider, more retail-oriented user base.  Over the past few 
years, and often times directly as a result of experiences gained at the earlier demonstration 
stations, new protocols and standards have been developed that will ensure future FCEV drivers 
have consistent, reliable, retail-like experiences when filling their vehicles.  Hydrogen quality 
standards (SAE J271951) and dispenser fueling protocols (SAE J260152) are examples of recent 
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advancements that will shape industry-wide development and implementation of fueling station 
equipment and ultimately provide consistent and reliable fueling experiences to FCEV drivers.  

Additionally, a number of state and national efforts have and will provide tools that can 
ensure stations adhere to these and other standards.  In California, the Hydrogen Field Standard 
(HFS), developed by NREL under contract with the California Division of Measurement 
Standards and funded by the California Energy Commission, has allowed for the certification of 
dispensers’ metering accuracy.  HFS was developed based on a need for a discrete method to 
verify that dispensers could measure and dispense hydrogen accurately.  The California 
Department of Food and Agriculture’s (CDFA) Division of Measurement Standards (DMS) has 
jurisdiction over the retail sale of motor vehicle fuels and has adopted by reference the methods 
for sale and accuracy standards contained in National Institute of Standards and Technology 
(NIST) Handbooks 4453 and 130.54  NIST set the national hydrogen accuracy standard at 1.5 
percent acceptance and 2 percent for in-use or maintenance tolerance.  

Workshops and early field testing indicated the 1.5 percent/2 percent NIST standards were 
technologically infeasible with existing metering technology, so CDFA adopted temporary tiered 
accuracy classes of 3 percent, 5 percent, and 10 percent55.  This approach allowed the near-term 
retail sale of hydrogen to consumers and provided time for industry to improve dispenser 
metering methods.  In the past year, several dispensers have been tested and certified using the 
HFS, including the world’s first dispenser certified to be accurate enough to sell hydrogen to the 
consumer by the kilogram at the station located on the Los Angeles campus of the California 
State University.  Future station designs that incorporate type-certified dispensers will require 
less-intensive accuracy testing during the commissioning process.  

The Hydrogen Fueling Infrastructure Research and Station Technology (H2FIRST) project 
has developed the Hydrogen Station Equipment Performance (HyStEP) device.  The device is 
designed to carry out various certification tests outlined in the CSA Hydrogen Gas Vehicle 
(HGV) 4.3, 2015.56  These tests will be able to certify that a station’s dispenser is capable of 
providing safe, fast, and repeatable fills according to the protocols defined in SAE J2601.  The 
device has been validated in a research setting at NREL in Colorado and at retail stations in 
California; it is now being used to perform validation testing of the operational stations in 
California's fueling network.  There, it will be used to test stations currently in service and 
newly-constructed stations as they are completed.  The device is trailer-mounted and has been 
purposely designed with the intent of traveling not only within the state of California, but across 
the nation as stations and networks are developed in other regions.  

With these devices, and others currently under consideration or development, state and 
national stakeholders are gaining the capability to provide increasing confidence to consumers 
that their fueling experience will be safe, reliable, and consistent.  At the same time, industry 
stakeholders have recently placed considerable effort into precisely defining additional features 
to enhance the customer experience and allow a station to be considered “retail.”  For example, 
many demonstration stations were placed behind card-key locks and thus not freely accessible to 
any public driver in the vicinity.  Additionally, given that a legal means was not yet in place to 
sell hydrogen directly to consumers, stations did not have a Point-of-Sale system and customer 
payment was managed through access agreements as opposed to the on-demand purchase 
enabled by cash, debit, and credit card sales typical of today’s gasoline stations.  With the 
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deployment of commercial vehicles, vehicle manufacturers expect that truly retail public stations 
will not limit the customer base of their service. 

9.3.3 Hydrogen Fueling Station Capacity 

Given the limited number of FCEVs currently on the road and the demonstration nature of 
many of the stations built to date, most hydrogen fueling installations have been designed with a 
smaller capacity than is anticipated to become the norm in the future.  In 2014, ARB compared 
the composition of the existing and funded hydrogen fueling network in California to the state’s 
gasoline fueling network in terms of capacity.  ARB reported that the state’s gasoline fueling 
infrastructure was comprised of very different types of fueling stations; the top 1 percent of 
stations (in terms of volume of gasoline sold) were typically seven times as large as the average 
station in the state.  In addition, over 50 percent of the gasoline was sold by only the top 21 
percent of stations.57  Thus, the gasoline fueling infrastructure contains a large number of 
comparatively small stations and a small number of very large stations.  

Thus far, the hydrogen infrastructure development has not been as heterogeneous.  This is 
partially due to the early development stage; all these stations have served a similar 
demonstration and pre-commercial market purpose.  In the case of gasoline stations, the progress 
of development has led to station designs that are more tailored to different roles within the 
network (such as connector, destination, etc.).  Over half of the hydrogen fueling stations built 
and planned have been designed with a capacity in the range of 150 to 200 kg/day, with the 
largest stations designed for 350 kg/day.  The average for the state currently stands at 180 
kg/day, also the most common design capacity in the state.  Thus far, station capacities are 
mainly a function of the hydrogen source; the composition of California's network is: 31 180 
kg/day gaseous delivery (or combination of on-site production and gaseous delivery) stations, 7 
350 kg/day liquid delivery stations, and 8 on-site electrolysis stations ranging from 100 to 130 
kg/day.  

From its comparison to gasoline infrastructure, ARB concluded that hydrogen fueling stations 
would not only need to grow larger in design capacity, but also become more diversified and 
specially-designed for various network roles.  While today’s gasoline stations provide on average 
24 times the fueling capacity of a hydrogen station on an energy basis, the largest 1 percent of 
gasoline stations can provide 80 times as much energy per day as the largest hydrogen station 
designs.  As a result, hydrogen stations with the highest capacities in the network will need to 
show the greatest growth in order to provide the same magnitude of service as the largest 
gasoline stations.  This growth in capacity will likely be a smooth transition over time, requiring 
careful balancing of the financial constraints of greater capital investment, potential for greater 
revenue due to greater throughput, and coordination with the timing of FCEV rollouts and sales. 

9.3.4 Hydrogen Fueling Station Costs 

Hydrogen fueling infrastructure is currently in a period of transition from research and 
demonstration to full retail and commercial market development.  This transition period has 
meant that hydrogen fueling stations built in prior years have largely been hand-constructed, 
individually designed stations.  Conversely, newer stations currently being constructed in 
California and other parts of the nation (and the world) are becoming increasingly standardized 
in their design. Given this transitional period, there is currently a degree of uncertainty in the 
likely costs to build and operate a hydrogen fueling station in a fully-developed, retail-service 
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FCEV and hydrogen fueling market.  However, as part of its infrastructure development 
program, California recently released the first of its annual reports that evaluate the costs and 
timing of building the currently-funded hydrogen fueling stations and the expectations for 
stations to be funded up to the goal of at least 100 stations.  The 2015 Joint Agency Staff Report 
on Assembly Bill 8: Assessment of Time and Cost Needed to Attain 100 Hydrogen Refueling 
Stations in California58 discussed the costs and construction timelines observed over the course 
of California’s experience with installing hydrogen fueling stations.  In particular, the report 
assessed the costs for three station types that are representative of the majority of the stations 
currently in California’s planned network and are expected to continue to play major roles in the 
ongoing network development.  

Based on grant funding applications and follow-up interviews with awardees, estimates of 
costs for the currently funded station network in California were developed for the Joint 
Assessment.59  Representative values for three common station designs are summarized in Table 
9.4, based on the information provided in the report.  Note that some of the values reported are 
estimates generated for stations still in construction, and some underlying cost values may be 
based on one or a few stations and all stations are being developed in the early years of network 
development.  As in Figure 9.19, these costs may decline over the coming years. As the State 
continues to co-fund stations and learn more about the development costs, estimates and trends 
will likely become more precise and predictable. 

Table 9.4  Representative Hydrogen Fueling Station Costs60  

 
 

Based on information available from station grant funding applications, invoices, and follow-
up meetings with station developers, the 2015 cost assessment estimated the current costs of 
development for each of these stations.  It is important to note that any such estimation is only 
representative; many variable costs included in the overall estimate may significantly alter the 
assessment for an individual station.  These costs are “all-in” capital costs, including 
engineering, permitting, equipment procurement, construction, commissioning, and other factors.  
These costs do not include operations and maintenance costs, which would include the cost to 
procure hydrogen, rent, variable electrical and potentially natural gas energy costs, and others. 

These costs are representative of today’s technology, the relatively small number of stations 
in development (compared to expectations for the future), and the still-developing supply chain 
for manufacture of the equipment.  In future years, as the rollout of FCEVs progress, larger 
numbers of stations (and likely of larger rated capacity) will be needed and it is expected that 
continued development of the equipment technology and the material supply chains will enable 
decreasing capital costs on an individual station basis, as shown in Figure 9.19.  Economies of 
scale suggest larger reductions are possible for larger capacity stations.  Note that although 
shown in Figure 9.19, no retail station currently funded or in operation in the United States has a 
capacity above 400 kg/day; stations with the larger capacities are expected to become more 

Hydrogen Source

Capacity 

(kg/day)

Total Capital Costs 

($ Million)

Equipment Costs 

($ Million)

Construction Costs 

($ Million)

Other Costs* 

($ Million)

Delivered Gaseous 180 2.01 1.60 0.28 0.13

Delivered Liquid 350 2.80 1.93 0.60 0.27

On-Site Electrolysis 100 3.21 2.38 0.46 0.37

*Other Costs include Engineering and Design, Permitting, Commissioning, and Project Management and Overhead
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favorable and common as the volumes of vehicles on the road significantly increase in later 
years.  

 
Figure 9.19  Projections for Cost Reductions in Hydrogen Fueling Infrastructure61 

 

Operations costs also play a major role in the overall financial viability of hydrogen fueling 
stations.  Especially during the early period of the FCEV market launch, the operations costs can 
actually be the dominating concern for a station’s viability.  Small numbers of vehicles translate 
to low utilization of the station and restricted hydrogen sales revenue, which provides the means 
of paying for variable operating costs and amortized capital costs.  In addition to the uncertainty 
in the near-term demand for hydrogen fueling, there is also uncertainty in the price to procure 
hydrogen and the eventual market price that can be charged for hydrogen.  Currently, hydrogen 
is most often sold to other industries in much larger quantities and at much lower pressures than 
are needed at today’s FCEV fueling stations.  This “merchant hydrogen” price is thus not likely 
representative of the price that hydrogen fueling station operators will need to pay.  In the 2015 
Assessment,62 estimates of delivered hydrogen cost to the stations varied from $8.91/kg in 2015 
to $7.64/kg in 2025; retail sale price to the consumer was estimated to decrease from $14/kg in 
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2015 to $11.11/kg in 2025, all based on prior work and information from current stations 
developers.  A sample of the assessment and major financial indicators for the gaseous delivery 
station is included in Figure 9.20.  In the figure, the cost of delivered hydrogen is clearly a major 
portion of the overall costs to the station (note that cash flows are shown in levelized terms).  
Also note the importance of the capital and production incentives (as modeled through the AB 8 
program); the analysis found that with current technology and vehicle deployment projections, 
these incentives play a major role in the financial viability of the early station network.  

 
Figure 9.20  Sample Financial Evaluation of a 180 Kg/Day Delivered Gaseous Hydrogen Fueling Station 

Based on Experience in California63 

 

9.3.5 Paradigms for Developing Networks 

While there is broad acceptance of some form of the cluster-connector-destination style of 
fueling station placement and planning, significant and varied work has been targeted towards 
the specific implementation of the strategy and translating the general concept into a plan that 
can be implemented by state and local agencies.  One of the earliest examples is STREET 
(Spatially and Temporally Resolved Energy and Environment Tool) developed by the Advanced 
Power and Energy Program at the University of California, Irvine.64  This tool represented an 
innovation in providing detailed spatial resolution in pinpointing ideal locations for hydrogen 
fueling stations, based on projections of geographic distribution of the early adopter market.  A 
fundamental function of the STREET model is to determine the appropriate number and location 
of stations to provide localized service coverage equivalent to the national average of coverage 
provided by gasoline stations, thereby providing the same measure of convenience to the driver.  
The tool was instrumental in the development of a roadmap to meeting the CaFCP-defined 
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clusters and served the State of California for a number of years to help quantify the desirability 
of proposed station locations.  With STREET and stakeholder discussions led by the CaFCP, it 
was determined that 68 stations would be necessary to launch the first adopter FCEV market.65 

More recently ARB has developed the California Hydrogen Infrastructure Tool (CHIT), 
which shares some fundamental features with STREET and other models.  At its core, CHIT 
identifies the areas with a large early market potential for FCEVs and compares this to an 
estimation of the coverage provided by existing and funded stations.66  CHIT has been designed 
as a tool that allows ARB and CEC to annually identify the areas with the greatest need for 
additional station coverage, and emphasizes infrastructure planning rather than optimization.  By 
determining areas of greatest need for additional station coverage, CHIT provides a basis for 
structuring State infrastructure funding programs while also allowing flexibility for station 
developers to build proposals with more finely detailed information for specific sites that could 
meet the identified early adopter market needs.  Thus, it fills a need for evaluation in grant 
funding programs, as opposed to the optimization scheme that takes a central role in STREET.  
Figure 9.21and Figure 9.22 show STREET and CHIT's coverage assessment outputs. 

 

Figure 9.21  Optimization of Coverage in STREET 
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Figure 9.22  Multiple-Station Coverage Estimation in CHIT 

 

On the national scale, the National Renewable Energy Laboratory has been developing the 
Scenario Evaluation, Regionalization, and Analysis (SERA) tool to study likely scenarios of 
hydrogen infrastructure development and deployment.67  The tool incorporates findings and 
direct functionalities from a number of other hydrogen fueling station and vehicle choice models 
from various DOE efforts in order to provide a full-spectrum analysis of potential nationwide 
growth in FCEV adoption and complementary fueling station establishment.  Among other 
factors, the model emphasizes the assessment of an Early Adopter Metric in determining the 
order and magnitude of development of hydrogen fueling stations in Urbanized Areas (as defined 
by the U.S. Census Bureau), and more recently incorporates an analysis to determine timing and 
placement of connector stations between regional clusters once they reach critical size(s).  The 
consideration given to the model’s various factors is flexible, allowing researchers to assess 
scenarios that emphasize proximity to early adopter markets, proximity to established fueling 
infrastructure, the strength of incentive programs, or other fundamental considerations.  In 
addition to the scheduling, siting, and capacity specification capabilities, the model also provides 
a means for assessing or optimizing the financial case for individual stations and the network.  
Figure 9.23 shows projections of network size and phase-in date from analysis of a scenario with 
successful launch of FCEVs nationwide.   
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Figure 9.23  Nationwide Identification and Timing of Urban Areas for FCEV Markets in SERA 

 

 

Figure 9.24  Fleet-Based Planning for Infrastructure Networks in the Northeast States Produced by NEESC 

 

Finally, the Northeast Electrochemical Energy Storage Cluster (NEESC) has been working in 
partnership with NREL and H2USA to develop a plan for refueling station locations for nine 
states in the Northeast: Maine, New Hampshire, Vermont, Massachusetts, Rhode Island, 
Connecticut, New York, New Jersey, and Maryland.  The planning has involved a fleet-centric 
approach to determining the best locations for the early market.42, 68  Under this paradigm, fleets 
(corporate and/or government passenger vehicle fleets) and individual consumers will be able to 
fuel at the stations; however, the fleet vehicles may be able to provide a more consistent and 
greater utilization of the fueling stations in the early years. Over time, the mix of vehicles 
utilizing the stations is anticipated to shift towards individual retail customers while still serving 
the needs of both markets.  Figure 9.24 shows the planning methods used by NEESC, which 
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emphasize demographic information, known vehicle fleet locations, and transportation data to 
plan station locations to meet primarily fleet-based needs.   

A number of other paradigms for building a robust hydrogen infrastructure network have also 
provided valuable insights for planning and anticipating the regional and national need.  
Modeling has been completed to demonstrate the benefit to network flexibility that could be 
afforded by a larger number of mobile refuelers with the ability to act as dispatch able temporary 
or semi-permanent stations.69,70  Other work emphasizes the importance of local demographics 
and traffic patterns, especially near major highway access points, for fine-tuned optimization of 
station placement.71  Origin-Destination studies further analyze traffic patterns, seeking to take 
advantage of data available from case studies of local drivers’ travel routes in order to find 
station locations optimized by their proximity to the major travel routes, rather than to the 
homes, of the early market adopters.72,73,74  Other examples of station placement planning have 
been detailed in the literature, but an exhaustive review is beyond the scope of this report and the 
concepts presented here have had demonstrable effects on considerations in current and past 
fueling station planning.  

9.3.6 Challenges and Opportunities for Hydrogen Fueling Stations 

While development of hydrogen fueling networks has been concentrated in California, future 
expansion is anticipated in other early market areas of the nation.  As previously mentioned, the 
northeast states currently have multiple efforts underway including a grant program in 
Connecticut, development of a multi-state regional plan, and anticipated station development 
through private partnerships (Toyota-Air Liquide).  As these and other networks become 
established and continue to grow, the development of local, statewide, and regional hydrogen 
fueling networks is likely to evolve to meet the changing needs of the network.  

In particular, it is anticipated that the paradigm for locating new stations will shift from 
providing maximum coverage to the early adopters to providing maximum fueling capacity for 
broadening markets.  A number of factors will motivate this shift.  The first is that economies of 
scale are expected to dictate that larger stations will provide more favorable business cases to the 
station developers and operators.  With the revenue gains afforded by larger throughput, station 
operators will be able to capture shorter payback periods and will likely be able to provide 
hydrogen at lower retail prices than with a smaller station.  Additionally, the increasing volume 
of FCEV production and sales will necessitate greater capacities of hydrogen fueling in the 
future.  If the network cannot serve the projected growing numbers of vehicles, there will be a 
risk that vehicle introduction rates will be curbed in order to avoid stressing the network and 
diminishing the customer experience.  However, the timing and implementation of a transition to 
larger capacity stations will need to be carefully gauged; larger capacity stations will individually 
require greater capital investment.  The result would be fewer stations built with an equivalent 
investment, potentially limiting the effectiveness of that investment to provide increased 
coverage.  This transition from coverage-focused to capacity-focused investment is not expected 
to be abrupt; instead, a smooth transition that balances capacity and coverage appropriately will 
likely lead to a more successful network. 

In addition to station capacity, it is expected that stations will continue to become more 
technically capable.  In California and Connecticut, performance requirements such as back-to-
back fills capability have been specified.  This ensures customers will not need to wait for station 
equipment to be ready to fuel their vehicle when they arrive during the busiest, peak traffic times 
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of the day.  The number of back-to-back fills and the speed of the fills are expected to be refined 
over the coming years and each is likely to improve as technology progresses and increased 
demand warrants more stringent performance standards.  Part of this development will also be 
the move from single-hose designs that are currently the norm to stations with multiple 
dispensers that can fuel multiple vehicles simultaneously.  Projecting further out, stations will 
also progress from the current model of co-location of individual hydrogen fueling islands on 
gasoline station property to development of stations fully dedicated to hydrogen.  

Nearly all hydrogen fueling stations developed to date have received financial assistance via 
some form of government grant funding.  This has been a necessary step in order to accelerate 
the technological and market development of FCEVs and hydrogen fueling.  The aim of the 
government programs that supply these funds (like Assembly Bill 8 in California and EV 
Connecticut) is to provide support to a developing industry and relieve some of the initial 
investment risk.  However, it is also the goal that the supported industry will become self-
sufficient and see real returns on investment without government assistance within a reasonable 
timeframe.  As a benchmark, AB 8 in California has set 100 State-funded stations as an 
evaluation point for determining whether the FCEV and hydrogen market is self-sufficient.  As 
fueling networks continue to develop, there will be an expectation that the business cases for new 
stations will continue to improve through reduced risk, reduced costs, and increased revenue 
provided by a growing customer base.  Once early uncertainties and risks are overcome, new 
stations will be able to be built with increasing proportions of private funds.  

The progress to-date in California and planned for the Northeast is working to ensure that 
sufficient fueling infrastructure exists to support the needs of the early FCEV market.  By 
catalyzing this early fueling network development, government and private industry are making 
the necessary developments to allow FCEVs to enter the retail commercial market and have 
success in widespread consumer adoption.  The current networks and planning target this 
specific near-term need, but these developments are crucial for establishing the FCEV market’s 
potential as a major aspect of achieving greenhouse gas emission reduction goals.  The success 
of these efforts will enable a national expansion of the FCEV market, fulfilling expectations of 
the future role of the vehicles in the nation’s fleet. 

For the stations that have been built to date, implementation of renewable hydrogen sourcing 
has posed a financial challenge.  Recognizing the increased cost of generating hydrogen through 
entirely renewable methods (such as solar and/or wind-powered electrolysis, reformation of 
biogas, and conversion or biomass), the California Energy Commission has previously provided 
greater funding incentive for stations that demonstrate a 100 percent renewable fuel pathway.  It 
has long been a vision for the industry that renewable generation methods become less 
expensive, enabling the economic viability of a hydrogen infrastructure network that will be 
supplied by increasing volumes of renewably-sourced hydrogen.  

There exists a particularly notable potential to accelerate this industry development by 
implementation of the power-to-gas paradigm.  In this type of system, hydrogen plays a central 
role as an energy carrier, providing energy storage for renewable electricity that would otherwise 
be curtailed at times of low demand.  The renewably-produced hydrogen can then be integrated 
with local and regional natural gas pipeline systems potentially for enrichment of the energy 
content of the gas or for long-distance transportation of hydrogen, and providing fuel to FCEVs.  
This integrated approach is currently being researched by a number of organizations worldwide 
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and efforts are underway to demonstrate the viability of the concept at real-world scales of 
energy demand.  For example, there are approximately 30 power to gas projects in Germany in 
various stages of planning and operation.75 

9.4 Fueling Infrastructure for Other Alternative Fuel Vehicles 
As discussed in Chapters 12 and 13, and consistent with the agencies' projections in the 2012 

final rule, the agencies project that OEMs will be able to comply with the standards without 
large-scale development and commercialization of alternative fuel vehicle technologies.  While 
the discussion above focused on infrastructure for electric and hydrogen-fueled vehicles, which 
can achieve significant reduction in GHGs, it is also possible that vehicle manufacturers will 
continue to market some light-duty vehicles using alternative fuels other than electricity and 
hydrogen in the U.S.  There are already a large number of flex fuel vehicles (FFVs), capable of 
fueling on either gasoline or ethanol (E85), in the marketplace.  In addition, there is existing 
infrastructure capable of delivering blends of conventional fuels and biofuels; this existing 
capacity is being enhanced by investment in additional capacity, including through investment 
by USDA, matched by state and private sector investment. It is also possible that there may 
continue to be gradual growth in the numbers of natural gas vehicles, primarily compressed 
natural gas (CNG) vehicles, into the foreseeable future if favorable market conditions continue.  

To the extent that some manufacturers produce alternative fueled vehicles in the coming 
years, sufficient fueling infrastructure will continue to be needed for purchasers of those 
vehicles.  For the two largest alternative fuel vehicle segments, CNG and E85, fueling 
infrastructure has continued to grow to support vehicle fleet growth.  Numbers of CNG stations 
have continued to rebound from a decline during the recent recession years, increasing each year 
since 2009 and reaching an all-time high of over 1,600 stations currently, over 900 of which are 
available to the public.  (The remainder of current CNG stations provide fuel to dedicated fleets 
of vehicles, usually heavy-duty vehicles, and are not available for fueling light-duty CNG 
vehicles).  The number of gasoline stations that provide E85 has increased from under 800 
stations in 2006 to over 3,100 stations today, over 2,800 of which are available to the public.76  
Also, the U.S. Department of Agriculture's Biofuels Infrastructure Partnership now underway 
could increase the number of E85 stations.77  

9.5 Summary of Alternative Fuel Infrastructure 
In aggregate, the status of alternative fuel infrastructure could be characterized as sufficient, 

growing, or robust.  Moreover, the agencies' initial assessment for this Draft TAR is that the 
MY2022-2025 standards can be met largely through continued advancements in gasoline vehicle 
technologies, with the only alternative fuels needed to meet the MY2022-2025 standards being a 
very small fraction of PEVs (see Chapters 12 and 13).  As a result, infrastructure does not 
present a barrier for alternative fuel vehicles to be used in meeting the 2022-2025 national 
program GHG and CAFE standards.  Of course, the agencies recognize that, apart from the 
standards, auto manufacturers may decide to pursue alternative fueled vehicles for other reasons, 
such as market demand. 

Although the majority of PEV charging occurs at home and home-based charging is an option 
for many PEV drivers, national PEV infrastructure in public and work locations is progressing 
appropriately.  With over 12,000 public and private stations and over 38,000 connectors, public 
charging needs are being addressed, additional public charge stations are opening weekly, and 
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strong growth is forecasted.  With vehicle grid integration, inductive charging, and vehicle to 
grid bi-direction power flow, tremendous opportunities in PEV infrastructure are on the horizon.  
These opportunities coupled with a growing PEV market will further the commercial 
infrastructure market and ultimately the availability of PEV infrastructure.    

The preceding section discusses existing infrastructure and trends for ethanol (E85) and 
natural gas. 
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Chapter 10: Economic and Other Key Inputs Used in the Agencies’ Analyses 
10) Ch10 

10.1 The On-Road Fuel Economy “Gap” 

10.1.1 The "Gap" Between Compliance and Real World Fuel Economy 

Real world tailpipe CO2 emissions are higher, and real world fuel economy levels are lower, 
than the corresponding values from EPA standards compliance tests.  This is because laboratory 
testing cannot reflect all of the factors that can affect real world operation, and, in particular, the 
city and highway tests used for compliance do not encompass the broad range of driver behavior 
and climatic conditions experienced by typical U.S. drivers.A  In the rulemakings that established 
the National Program standards through MY2025, EPA and NHTSA applied a 20 percent fleet-
wide fuel economy “gap,” i.e., that average, fleet-wide real world fuel economy would be 20 
percent lower than EPA compliance test values.B  This 20 percent value was based on data from 
MY2004-2006.1  For example, a vehicle with a fuel economy compliance test value of 30 mpg 
would be projected to have a real world fuel economy of 30 multiplied by 0.8 (equivalent to a 20 
percent reduction) or 24 mpg.  The inverse of 0.8 is 1.25, and a vehicle with a CO2 emissions 
compliance test value of 300 grams/mile would be projected to have a real world CO2 emissions 
value of 300 multiplied by 1.25 or 375 grams/mile. 

More recent data suggests that the gap between 2-cycle compliance test and 5-cycle 
methodology values may have increased very slightly in the last decade.  For example, the use of 
final MY2014 and projected MY2015 data suggest that the fuel economy gap between 2-cycle 
data and 5-cycle data may now be approximately 21 percent.2  EPA believes that further analysis 
is needed before incorporating such small changes into calculations of the overall gap. In 
addition, some analysis suggests that the gap between 2-cycle compliance tests and real world 
fuel economy may be increasing in recent years, but the evidence is not conclusive.3  One factor 
which has clearly changed and can be quantified is ethanol content in gasoline.  When the 20 
percent fuel economy gap was first projected in 2005-2006, ethanol accounted for a small 
fraction of the gasoline pool. For this Draft TAR analysis, EPA adjusts for projected differences 
in the energy content due to increased ethanol penetration of retail gasoline relative to test fuel 
for MY2022 and beyond..  Ethanol contains about 35 percent less energy than gasoline, on a 
volumetric basis, and EPA projects that average in-use gasoline will contain about 3.5 percent 
less energy in 2025 than it did in the 2005-2006 timeframe.  Using the “base” 20 percent fuel 
economy gap between 2-cycle and 5-cycle data and the projected impact of the ethanol increase 
in 2025 yields an effective gap of 23 percent (or a fuel economy factor of 0.77), and this is the 

                                                 
A EPA has recognized that the “2-cycle” city and highway tests are not representative of real world fuel economy 

performance for over 30 years. From MY 1985 through MY2007, EPA based new vehicle window labels on the 
fuel economy compliance test values adjusted downward by 10% for the city test and by 22% for the highway 
test. Beginning in MY2008, EPA has based vehicle labels on a 5-cycle methodology that includes three additional 
tests (reflecting high speed/high acceleration, hot temperature/air conditioning, and cold temperature operation) as 
well as a 9.5% downward fuel economy adjustment for other factors not reflected in the 5-cycle protocol. 

B Note that this is an average fleet-wide value, in reality the true fuel economy gap is data driven and will be lower 
for some vehicles and higher for other vehicles. In general, all things being equal, today’s data suggests that the 
gap is generally smaller for lower-fuel economy vehicles and greater for higher-fuel economy vehicles. 
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overall fuel economy gap that we use in this report. Multiplying 2-cycle fuel economy by 0.77 
yields projected real world fuel economy.C 

The fuel economy gap is data driven, so any 2025 projection involves uncertainty.  EPA 
expects that, all other things being equal, as average fuel economy increases over time, the gap 
would likely increase as well.  On the other hand, it is also possible that powertrain designs will 
be designed to be more robust in the future, which would impact the gap in the opposite 
direction.  EPA will continue to monitor the relevant data on this issue. 

10.1.2 Real World Fuel Economy and CO2 Projections 

Except when noted, CO2 emissions and fuel economy values cited in this report represent 
standards compliance values.  As discussed above, real world tailpipe CO2 emissions are higher, 
and real world fuel economy levels are lower, than the corresponding values from EPA standards 
compliance tests. 

This has led to widespread public confusion as there are two sets of fuel economy “books,” 
one for fuel economy standards compliance (mandated by statute for cars) and one for the 
vehicle label estimates that EPA provides to consumers to estimate real world fuel economy.  
The projected real world fuel economy values shown below are the most meaningful fuel 
economy values for citizens and reporters as they provide a good comparison with label values, 
EPA Fuel Economy Trends report values, vehicle dashboard display values, and fuel economy 
calculations performed by some drivers, and also correspond to real world fuel consumption and 
CO2 emissions. 

Table 10.1 through 10.3 show EPA’s best projections of the real world CO2 emissions and 
fuel economy values associated with the projected CO2 standards compliance emissions levels 
presented throughout this report, as well as how "the numbers add up," for cars, trucks, and the 
combined car/truck fleet, respectively.  These values use as a starting point the projected 
industry-wide CO2 2-cycle targets.  The first step is to “back out” the impact of the direct air 
conditioner refrigerant credits, since reducing leakage and/or substituting lower-GHG 
refrigerants will not increase real world fuel economy.  Backing out these credits requires adding 
the value of the air conditioner refrigerant credits to the target values, as doing so increases the 
CO2 value and decreases the projected real world fuel economy level.  The sum of the 2-cycle 
target and the “backed out” air conditioner refrigerant credits is the “fuel economy-relevant 
adjusted 2-cycle CO2 emissions value,” shown as the effective CO2 value in the tables which can 
also be expressed as an effective mpg by dividing it into 8887 (which represents the number of 
grams of CO2 that results from the combustion of a gallon of test gasoline).  The second step is to 
multiply the adjusted 2-cycle, or effective mpg value by 0.77, the fuel economy “gap” factor 
discussed above.  This step converts from the adjusted 2-cycle mpg to a real world, on-road mpg 
value.  On-road tailpipe CO2 emissions are projected by dividing the real world mpg value into 
8488 (which represents the number of grams of CO2 that results from the combustion of a gallon 
of retail gasoline).  Subtracting back the A/C leakage credit value provides an on-road CO2 

equivalent (CO2 e) value as shown. 

                                                 
C The corresponding CO2 "gap" is 1.24, i.e., multiplying 2-cycle tailpipe CO2 by 1.24 yields projected real world 

CO2 emissions. This 1.24 factor is actually less than the 1.25 factor used in the past because of the lower carbon 
content of ethanol. 
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Table 10.1  EPA Projections for Fleet-wide CO2 Standards Compliance and On-road Performance for Cars 

 2-Cycle Adjustments to 2-Cycle 
to Reflect Real World 

Impacts 

On-road 
 

MY CO2 

Target 
(g/mi) 

CO2 

Target 
As 

MPG 

A/C 
Leakage 
Credit 
(g/mi) 

A/C 
Efficiency 

Credit 
(g/mi) 

Off-
cycle 
Credit 
(g/mi) 

Tailpipe 

CO2 

(g/mi) 

MPG A/C 
Efficiency 

& Off-
cycle 

Credits 
(g/mi) 

Effective 

CO2 

(g/mi) 

Effective 
 MPG 

Gap On-
road 
MPG 

On-
road 

Tailpipe 

CO2 

(g/mi) 

On-
road 

CO2e 

(g/mi) 

2021 171 51.9 13.8 5.0 0.6 191 46.6 5.6 185 48.1 .773 37.1 229 215 

2022 165 53.9 13.8 5.0 0.7 184 48.2 5.7 179 49.8 .773 38.4 221 207 

2023 159 56.0 13.8 5.0 0.9 178 49.8 5.9 173 51.5 .773 39.8 213 200 

2024 153 58.2 13.8 5.0 1.0 173 51.5 6.0 167 53.3 .773 41.2 206 192 

2025 147 60.3 13.8 5.0 1.1 167 53.2 6.1 161 55.2 .773 42.6 199 186 
Note: The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. The on-
road CO2 e column subtracts from the on-road tailpipe CO2 values the A/C leakage value to yield a value that reflects 
overall real world CO2 e emissions performance. 
 

Table 10.2  EPA Projections for Fleet-wide CO2 Standards Compliance and On-road Performance for Trucks 

 2-Cycle Adjustments to 2-Cycle to 
Reflect Real World 

Impacts 

On-road 
 

MY CO2 

Target 
(g/mi) 

CO2 

Target 
As 

MPG 

A/C 
Leakage 
Credit 
(g/mi) 

A/C 
Efficiency 

Credit 
(g/mi) 

Off-
cycle 
Credit 
(g/mi) 

Tailpipe 

CO2 

(g/mi) 

MPG A/C 
Efficiency 

& Off-
cycle 

Credits 
(g/mi) 

Effective 

 CO2 

(g/mi) 

Effective 
 MPG 

Gap On-
road 
MPG 

On-road 
Tailpipe 

CO2 

(g/mi) 

On-
road 

CO2e 

(g/mi) 

2021 242 36.7 17.2 7.2 2.3 269 33.1 9.5 259 34.3 .773 26.5 321 304 

2022 232 38.3 17.2 7.2 2.6 259 34.3 9.8 250 35.6 .773 27.5 309 292 

2023 223 39.9 17.2 7.2 2.9 250 35.6 9.9 240 37.0 .773 28.6 297 280 

2024 214 41.6 17.2 7.2 3.2 241 36.8 10.4 231 38.5 .773 29.7 286 269 

2025 206 43.2 17.2 7.2 3.5 233 38.1 10.7 223 39.9 .773 30.8 276 258 

Note: The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. The on-
road CO2 e column subtracts from the on-road tailpipe CO2 values the A/C leakage value to yield a value that reflects 
overall real world CO2 e emissions performance. 
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Table 10.3  EPA Projections for Fleet-wide CO2 Standards Compliance and On-road Performance for the 
Fleet 

 2-Cycle Adjustments to 2-Cycle to 
Reflect Real World Impacts 

On-road 
 

MY CO2 

Target 
(g/mi) 

CO2 

Target 
As 

MPG 

A/C 
Leakage 
Credit 
(g/mi) 

A/C 
Efficiency 

Credit 
(g/mi) 

Off-
cycle 
Credit 
(g/mi) 

Tailpipe 

CO2 

(g/mi) 

MPG A/C 
Efficiency 

& Off-
cycle 

Credits 
(g/mi) 

Effective 

 CO2 

(g/mi) 

Effective 
 MPG 

Gap On-
road 
MPG 

On-road 
Tailpipe 

CO2 

(g/mi) 

On-
road 

CO2e 

(g/mi) 

2021 206 43.1 15.5 6.1 1.5 229 38.8 7.6 222 40.1 .773 30.9 274 259 

2022 198 44.9 15.5 6.1 1.7 221 40.2 7.8 213 41.6 .773 32.1 264 249 

2023 190 46.8 15.5 6.1 1.9 213 41.7 8.0 205 43.3 .773 33.4 254 239 

2024 182 48.8 15.4 6.1 2.1 206 43.2 8.2 198 45.0 .773 34.7 245 229 

2025 175 50.8 15.4 6.0 2.3 199 44.7 8.4 190 46.7 .773 36.0 236 220 

Note: The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. The on-
road CO2 e column subtracts from the on-road tailpipe CO2 values the A/C leakage value to yield a value that reflects 
overall real world CO2 e emissions performance. 

EPA projects the industry-wide real world fuel economy associated with the MY2025 GHG 
standards to be 36 mpg.  This value provides a good comparison with average label and Fuel 
Economy Trends values. 

 

10.2 Fuel Prices and the Value of Fuel Savings 
Fuel prices and the projection of fuel prices remain critical in the analysis of GHG and fuel 

economy standards.  EPA has continued to use the methodology described in section 4.2 of the 
2012 Joint Technical Support Document, with some notable updates.  EPA continued to rely on 
the fuel price projections from the U.S. Energy Information Administration’s (EIA) Annual 
Energy Outlook (AEO) for this analysis, updated to the AEO 2015 Reference Case.  The 
Reference case projection is a business-as-usual trend estimate, given known technology and 
technological and demographic trends.  EIA has published annual projections of energy prices 
and consumption levels for the U.S. economy since 1982 in its Annual Energy Outlook reports.  
These projections have been widely relied upon by federal agencies for use in regulatory analysis 
and for other purposes.  Since 1994, EIA’s annual forecasts have been based upon the agency’s 
National Energy Modeling System (NEMS), which includes detailed representation of supply 
pathways, sources of demand, and their interaction to determine prices for different forms of 
energy.  In addition to the AEO 2015 Reference Case as the central case, EPA has also included 
the AEO 2015 low and high fuel price cases as sensitivities.  A comparison of these cases is 
presented below in Table 10.4. 

Table 10.4  Gasoline Prices for Selected Years in Various AEO 2015 Cases 

  2025 2030 2040 

AEO 2015 Reference Case  $       2.95   $       3.20   $       3.90  

AEO 2015 "Low" Case  $       2.40   $       2.45   $       2.60  

AEO 2015 "High" Case  $       4.56   $       5.05   $       6.33  
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The retail fuel price forecasts presented in AEO 2015 span the period from 2012 through 
2040.  Measured in constant 2013 dollars, the AEO 2015 Reference Case projections of retail 
gasoline prices during calendar year 2025 is $2.95 per gallon, rising gradually to $3.90 by the 
year 2040 (these values include federal and state taxes).  However, valuing fuel savings over the 
full lifetimes of passenger cars and light trucks affected by the standards for MYs 2012-25 
requires fuel price forecasts that extend through approximately 2060, approximately the last year 
during which a significant number of MY2025 vehicles will remain in service.  Due to the 
difficulty in accurately projecting fuel prices over this long time span, EPA has assumed constant 
fuel prices after the year 2040 for the Draft TAR analysis.  

The AEO 2016 Early Release (AEO 2016ER) was released in June 2016, as the agencies’ 
Draft TAR analyses were well underway. While there are some differences between the AEO 
2015 and AEO 2016ER fuel price projections, especially in earlier years, the projection prices 
are similar over the 2022 and beyond timeframe.  Moreover, the AEO 2016ER fuel price 
projections fall well within the range of the AEO 2015 low and high fuel price sensitivity cases 
analyzed as part of Chapter 12.4.  The agencies plan to update their analyses based on the latest 
available AEO projections for later steps of the midterm evaluation and CAFE rulemaking 
process. 

 

Figure 10.1  Comparing AEO 2015 and AEO 2016 Early Release Retail Fuel Price Projections 

The value of fuel savings resulting from improved fuel economy and reduced GHG emissions 
to buyers of light-duty vehicles is determined by the retail price of fuel, which includes federal, 
state, and any local taxes imposed on fuel sales.  Total taxes on gasoline, including federal, state, 
and local levies, averaged $0.41 per gallon during 2013, while those levied on diesel averaged 
$0.48.  Because fuel taxes represent transfers of resources from fuel buyers to government 
agencies, rather than real resources that are consumed in the process of supplying or using fuel, 
their value must be deducted from retail fuel prices to determine the value of fuel savings 
resulting from more stringent fuel efficiency and GHG standards to the U.S. economy.  When 
calculating the value of fuel saved by an individual driver, however, these taxes are included as 
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part of the value of realized fuel savings.  Over the entire period spanned by the agencies’ 
analysis, this difference causes each gallon of fuel saved to be valued by about $0.39 (in constant 
2013 dollars) more from the perspective of an individual vehicle buyer than from the overall 
perspective of the U.S. economy.  

10.3 Vehicle Mileage Accumulation and Survival Rates 

EPA’s analysis of benefits from fuel economy and GHG standards for passenger cars and 
light trucks, including GHG reductions, oil reductions, and fuel savings, begin by estimating the 
resulting changes in fuel use over the entire lifetimes of affected cars and light trucks.  The 
change in total fuel consumption by vehicles produced during each of these model years is 
calculated as the difference in their total lifetime fuel use over the entire lifetimes of these 
vehicles as compared to a reference case. 

EPA’s approach for this analysis remains largely the same as that found in the 2012 FRM 
TSD, Chapter 4.2. Since the FRM, EPA has updated a few key inputs related to vehicle lifetime 
survival rates and total vehicle miles traveled (VMT), as described in Table 10.5 and Table 10.6 
below.  These updates were made in order to align this analysis with inputs developed in 
conjunction with the EPA MOVES 2014a model4, which has integrated new activity and 
population data sources from R.L. Polk, FHWA, and the EIA Annual Energy Outlook following 
the release of the FRM.5  Additionally, the MOVES model is also already used as part of other 
EPA rulemaking analyses, allowing this analysis to take advantage of updates from those efforts.  
Methodologies for the derivation of fuel savings and related benefits (including future year 
projections, VMT growth factor, and fuel cost per mile) from these inputs remain identical to 
those found in the FRM TSD. 
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Table 10.5  Updated Vehicle Survival Rates (from MOVES 2014a) 

VEHICLE AGE ESTIMATED SURVIVAL FRACTION (CARS) ESTIMATED SURVIVAL FRACTION (LIGHT TRUCKS) 

0 1.000 1.000 

1 0.997 0.991 

2 0.994 0.982 

3 0.991 0.973 

4 0.984 0.960 

5 0.974 0.941 

6 0.961 0.919 

7 0.942 0.891 

8 0.920 0.859 

9 0.893 0.823 

10 0.862 0.784 

11 0.826 0.741 

12 0.788 0.697 

13 0.718 0.651 

14 0.613 0.605 

15 0.510 0.553 

16 0.415 0.502 

17 0.332 0.453 

18 0.261 0.407 

19 0.203 0.364 

20 0.157 0.324 

21 0.120 0.288 

22 0.092 0.255 

23 0.070 0.225 

24 0.053 0.198 

25 0.040 0.174 

26 0.030 0.153 

27 0.023 0.133 

28 0.013 0.117 

29 0.010 0.102 

30 0.007 0.089 

31 0.002 0.027 
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Table 10.6  2011 Mileage Schedule (from MOVES 2014a) 

VEHICLE AGE ESTIMATED VMT CARS ESTIMATED VMT LIGHT TRUCKS 
0 13,843 15,962 

1 13,580 15,670 

2 13,296 15,320 

3 12,992 15,098 

4 12,672 14,528 

5 12,337 14,081 

6 11,989 13,548 

7 11,630 13,112 

8 11,262 12,544 

9 10,887 12,078 

10 10,509 11,595 

11 10,129 11,131 

12 9,748 10,641 

13 9,370 10,153 

14 8,997 9,691 

15 8,629 9,239 

16 8,270 8,797 

17 7,922 8,383 

18 7,586 8,009 

19 7,265 7,666 

20 6,962 7,358 

21 6,679 7,089 

22 6,416 6,862 

23 6,177 6,684 

24 5,963 6,556 

25 5,778 6,481 

26 5,623 6,466 

27 5,499 6,466 

28 5,410 6,466 

29 5,358 6,466 

30 5,358 6,466 

TOTAL 278,134 310,610 
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10.4 Fuel Economy Rebound Effect   

10.4.1 Accounting for the Fuel Economy Rebound Effect 

The rebound effect generally refers to the additional energy consumption that may arise from 
the introduction of a more efficient, lower cost energy service which offsets, to some degree, the 
energy savings benefits of that efficiency improvement.6,7,8  In the context of light-duty vehicles 
(LDVs), rebound effects might occur when an increase in vehicle fuel efficiency encourages 
people to drive more as a result of the lower cost per mile of driving.  Because this additional 
driving consumes fuel and generates emissions, the magnitude of the rebound effect is one 
determinant of the actual fuel savings and emission reductions that will result from adopting 
stricter fuel economy or GHG emissions standards.   

The rebound effect for personal vehicles can in theory be estimated directly from the change 
in vehicle use, in terms of vehicle miles traveled (VMT), which results from a change in vehicle 
fuel efficiency.D  In practice, any attempt to quantify this "VMT rebound effect" (sometimes also 
labeled the "direct rebound effect,” or "direct VMT rebound effect") is complicated by the 
difficulty in identifying an applicable data source from which the response to a significant 
improvement in fuel efficiency can be estimated.  Analysts instead often estimate the VMT 
rebound indirectly as the change in vehicle use that results from a change in fuel cost per mile 
driven or a change in fuel price.  When a fuel cost per mile approach is used, it does not 
distinguish the relative contributions of changes in fuel efficiency and changes in fuel price to 
the rebound effect, since both factors are determinants of fuel cost per mile.E  

When expressed as positive percentages, the elasticities of vehicle use with respect to fuel 
efficiency or per-mile fuel costs (or fuel prices) give the percentage increase in vehicle use that 
results from a doubling of fuel efficiency (e.g., 100 percent increase), or a halving of fuel 
consumption or fuel price.  For example, a 10 percent rebound effect means that a 20 percent 
reduction in fuel consumption or fuel price (and the corresponding reduction in fuel cost per 
mile) is expected to result in a two percent increase in vehicle use.   

While we focus on the VMT rebound effect in our analysis of this program, there are at least 
two other types of rebound effects discussed in the transportation policy and economics 
literature.  In addition to direct VMT rebound effect, there is the “indirect” rebound effect, which 
typically refers to the purchase of other goods or services that consume energy with the costs 
savings from energy efficiency improvements.  The last type of rebound effect is labeled the 
“economy-wide” rebound effect.  This effect refers to the increased demand for energy 
throughout the whole economy in response to the reduced market price of energy that happens as 
a result of energy efficiency improvements.  

Research on indirect and economy-wide rebound effects is scant, and we have not identified 
any studies that attempt to quantify indirect or economy-wide rebound effects that result from 
improvements in the energy efficiency of LDVs.  In particular, the agencies are not aware of any 

                                                 
D Vehicle fuel efficiency is more often measured in terms of fuel consumption (gallons per mile) rather than fuel 

economy (miles per gallon) in rebound estimates. 
E Fuel cost per mile is equal to the price of fuel in dollars per gallon divided by fuel economy in miles per gallon (or 

multiplied by fuel consumption in gallons per mile), so this figure declines when a vehicle’s fuel efficiency 
increases. 
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data to indicate that the magnitude of indirect or economy-wide rebound effects would be 
significant for this National Program.  Therefore, the rebound effect discussed in this section 
refers solely to the effect of increased fuel efficiency on vehicle use.  The terms, "VMT rebound 
effect," "direct VMT rebound effect," and "rebound effect" can be used interchangeably, and 
they need to be distinguished from other rebound effects that could potentially impact the fuel 
savings and emissions reductions from our standards such as the “indirect rebound effect.”  To 
restate, the rebound effect discussed in this section refers solely to the effect of increased fuel 
efficiency on vehicle use. 

This section surveys previous studies on the LDV rebound effect, summarizes recent work on 
the rebound effect, and explains the basis for the 10 percent rebound effect EPA and NHTSA are 
using for the Draft TAR analyses. 

10.4.2 Summary of Historical Literature on the LDV Rebound Effect 

It is important to note that a majority of the studies previously conducted on the rebound 
effect rely on data from the 1950–1990s.  While these older studies provide valuable information 
on the potential magnitude of the rebound effect, studies that include more recent information 
(e.g., data within the last decade) may provide more reliable estimates of how the standards will 
affect future driving behavior.  Recent studies on LDV rebound effects that have become 
available since the 2012 final rule are summarized in Section 10.4.3 below.  

Estimates based on aggregate U.S. vehicle travel data published by the U.S. Department of 
Transportation, Federal Highway Administration, covering the period from roughly 1950 to 
1990, have found long-run rebound effects on the order of 10–30 percent.  Some of these studies 
are summarized in the following two Tables. 

Table 10.7  Estimates of the Rebound Effect Using U.S. Aggregate Time-Series Data on Vehicle Travel  

Author 
(year) 

Short-Run Long-Run Time Period 

Mayo & Mathis (1988) 22% 26% 1958-84 

Gately (1992) 9% 9% 1966-88 

Greene (1992) Linear 5-19% 
Log-linear 13% 

Linear 5-19% 
Log-linear 13% 

1957-89 

Jones (1992) 13% 30% 1957-89 

Schimek (1996) 5-7% 21-29% 1950-94 

Source: Sorrell and Dimitropolous (2007) table 4.6.9 
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Table 10.8  Estimates of the Rebound Effect Using U.S. State Level Data 

Author 
(year) 

Short-Run Long-Run Time Period 

Haughton & Sarkar (1996) 9-16% 22% 1973-1992 

Small and Van Dender 
(2005 and 2007a) 

 

4.5% 
2.2% 

22.2% 
10.7% 

1966-2001  
1997-2001  

Hymel, Small and Van 
Dender (2010) 

4.7% 
4.8% 

24.1% 
15.9% 

1966-2004 
1984-2004 

Source: Sorrell and Dimitropolous (2007) table 4.7 and the agencies’ addition of recent work by Small and Van Dender 
(2007a) and Hymel, Small, and Van Dender (2010). 

 

While studies using national (Table 10.7) and state level (Table 10.8) data have found 
relatively consistent long-run estimates of the rebound effect, household surveys display more 
variability (Table 10.9).  One explanation is that these studies consistently find that the 
magnitude of the rebound effect differs according to the number of vehicles a household owns, 
and the average number of vehicles owned per household differs among the surveys used to 
derive these estimates.  Still another possibility is that it is difficult to distinguish the impact of 
fuel cost per mile on vehicle use from that of other, unobserved factors.  For example, 
commuting distance might influence both the choice of the vehicle as well as VMT.  Residential 
density may also influence both fuel cost per mile and VMT, since households in urban areas are 
likely to simultaneously face both higher fuel prices and shorter travel distance.  Also, given that 
household data tends to be collected on an annual basis, there may not be enough variability in 
the fuel price data to estimate the magnitude of the rebound effect.10  

Table 10.9  Estimates of the Rebound Effect Using U.S. Survey Data 

Author 
(year) 

Estimate of Rebound Effect Time Period 

Goldberg (1996) 0% CES 1984-90 

Greene, Kahn, and 
Gibson (1999a) 

23% EIA RTECS 
1979-1994 

Pickrell & Schimek 
(1999) 

4-34% NPTS 1995  
Single year 

Puller & Greening 
(1999) 

49% CES 1980-90 
Single year, cross-sectional 

West (2004) 87% CES 1997 
Single year 

West and Pickrell 
(2011) 

9-34% NHTS 2009  
Single year 

    Source: Sorrell and Dimitropolous (2007). The agencies added a more recent study by West and Pickrell (2011). 
 

It is important to note that some of these studies actually quantify the price elasticity of 
gasoline demand (e.g., Puller & Greening (1999)11) or the elasticity of VMT with respect to the 
price of gasoline (e.g., Pickrell & Schimek (1999)12), rather than the elasticity of VMT with 
respect to fuel efficiency or the fuel cost per mile of driving.  These latter measures more closely 
match the definition of the fuel economy rebound effect.  In fact, most studies cited above do not 
estimate the direct measure of the fuel economy rebound effect (i.e., the increase in VMT 
attributable to an increase in fuel efficiency). 



Economic and Other Key Inputs Used in the Agencies’ Analyses 

10-12 

Another important distinction among studies of the rebound effect is whether they assume that 
the effect is constant, or varies over time in response to the absolute levels of fuel costs, personal 
income, or household vehicle ownership.  Most studies using aggregate annual data for the U.S. 
assume a constant rebound effect, although some of these studies test whether the effect can vary 
as changes in retail fuel prices or average fuel efficiency alter fuel cost per mile driven.  Many 
studies using household survey data estimate significantly different rebound effects for 
households owning varying numbers of vehicles, with most finding that the rebound effect is 
larger among households that own more vehicles.F   

In addition to the studies listed above, Bento et al. (2009)13 combined demographic 
characteristics of more than 20,000 U.S. households, the manufacturer and model of each vehicle 
they owned, and their annual usage of each vehicle from the 2001 National Household Travel 
Survey with detailed data on fuel economy and other attributes for each vehicle model obtained 
from commercial publications.  The authors aggregated vehicle models into 350 categories 
representing combinations of manufacturer, vehicle type, and age, and use the resulting data to 
estimate the parameters of a complex model of households’ joint choices of the number and 
types of vehicles to own, and their annual use of each vehicle.  

 Bento et al. estimate the effect of vehicles’ operating cost per mile, including fuel costs – 
which depend in part on each vehicle’s fuel economy – as well as maintenance and insurance 
expenses, on households’ annual use of each vehicle they own.  Combining the authors’ 
estimates of the elasticity of vehicle use with respect to per-mile operating costs with the 
reported fraction of total operating costs accounted for by fuel (slightly less than one-half) yields 
estimates of the rebound effect.  The resulting values vary by household composition, vehicle 
size and type, and vehicle age, ranging from 21 to 38 percent, with a composite estimate of 34 
percent for all households, vehicle models, and ages.  The smallest values apply to new luxury 
cars, while the largest estimates are for light trucks and households with children, but the implied 
rebound effects differ little by vehicle age.  

Wadud et al. (2009)14 combine data on U.S. households’ demographic characteristics and 
expenditures on gasoline over the period 1984-2003 from the Consumer Expenditure Survey 
with data on gasoline prices and an estimate of the average fuel economy of vehicles owned by 
individual households (constructed from a variety of sources).  They employ these data to 
explore variation in the sensitivity of individual households’ gasoline consumption to differences 
in income, gasoline prices, the number of vehicles owned by each household, and their average 
fuel economy.  Using an estimation procedure intended to account for correlation among 
unmeasured characteristics of households and among estimation errors for successive years, the 

                                                 
F Six of the household survey studies evaluated in Table 10.6 found that the rebound effect varies in relation to the 

number of household vehicles.  Of those six studies, four found that the rebound effect rises with higher vehicle 
ownership, and two found that it declines.  The four studies with rebound estimates that increase with higher 
household vehicle ownership are: Greene, D., and Hu, P., “The Influence of the Price of Gasoline on Vehicle Use 
in Multi-vehicle Households,” Transportation Research Record 988, pp. 19-24, ; Hensher, D., Milthorpe, F. and 
Smith, N., “The Demand for Vehicle Use in the Urban Household Sector: Theory and Empirical Evidence,” 
Journal of Transport Economics and Policy, 24:2 (1990), pp. 119-137; Walls, M., Krupnick A., and Hood, H., 
“Estimating the Demand for Vehicle-Miles Traveled Using Household Survey Data: Results from the 1990 
Nationwide Personal Transportation Survey,” Discussion Paper ENR 93-25, Energy and Natural Resources 
Division, Resources for the Future, Washington, D.C., 1993; and West, R. and Pickrell, D., “Factors Affecting 
Vehicle Use in Multiple-Vehicle Households,” 2009 National Household Travel Survey Workshop, June 2011. 
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authors explore variation in the response of fuel consumption to fuel economy and other 
variables among households in different income categories, and between those residing in urban 
and rural areas.  

Dividing U. S. households into five equally-sized income categories, Wadud et al. estimate 
rebound effects ranging from 1-25 percent, with the smallest estimates (8 percent and 1 percent) 
for the two lowest income categories, and significantly larger estimates for the middle (18 
percent) and two highest income groups (18 and 25 percent).  In a separate analysis, the authors 
estimate rebound effects of seven percent for households of all income levels residing in U.S. 
urban areas, and 21 percent for rural households.  

West and Pickrell (2011)15 analyzed data on more than 100,000 households and 300,000 
vehicles from the 2009 Nationwide Household Transportation Survey to explore how households 
owning multiple vehicles chose which of them to use and how much to drive each one on the day 
the household was surveyed.  Their study focused on how the type and fuel economy of each 
vehicle a household owned, as well as its demographic characteristics and location, influenced 
household members’ decisions about whether and how much to drive each vehicle.  They also 
investigated whether fuel economy and fuel prices exerted similar influences on vehicle use, and 
whether households owning more than one vehicle tended to substitute use of one for another – 
or vary their use of all of them similarly – in response to fluctuations in fuel prices and 
differences in their vehicles’ fuel economy.  

Their estimates of the fuel economy rebound effect ranged from as low as nine percent to as 
high as 34 percent, with their lowest estimates typically applying to single-vehicle households 
and their highest values to households owning three or more vehicles.  They generally found that 
differences in fuel prices faced by households who were surveyed on different dates or who lived 
in different regions of the U.S. explained more of the observed variation in daily vehicle use than 
did differences in vehicles’ fuel economy.  West and Pickrell also found that while the rebound 
effect for households’ use of passenger cars appeared to be quite large – ranging from 17 percent 
to nearly twice that value – it was difficult to detect a consistent rebound effect for SUVs.  

In addition, some recent studies (Small and Van Dender (2007), Hymel, Small, and Van 
Dender (2010), (2012)), using both state-level and national data, conclude that the rebound effect 
varies directly in response to changes in personal income, as well as fuel costs.  These more 
recent studies published between 2007 and 2012 indicate that the rebound effect has decreased 
over time as incomes have risen and, until recently, fuel costs as a share of total monetary travel 
costs have generally decreased.G  One theoretical argument for why the rebound effect should 
vary over time is that the responsiveness to the fuel cost of driving will be larger when it is a 
larger proportion of the total cost of driving.  For example, as incomes rise, the responsiveness to 
the fuel cost per mile of driving will decrease if people view the time cost of driving – which is 
likely to be related to their income levels – as a larger component of the total cost. 

Small and Van Dender (2007)16 combined time series data for each of the 50 states and the 
District of Columbia to estimate the rebound effect, allowing the magnitude of the rebound to 

                                                 
G While real gasoline prices have varied over time, fuel costs (which reflect both fuel prices and fuel efficiency) as a 

share of total vehicle operating costs declined substantially from the mid-1970s until the mid-2000s when the 
share increased modestly (see Greene (2012)). With the recent decline in world petroleum prices, total vehicle 
operating costs have declined recently as well.  
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vary over time.  For the time period from 1966–2001, their study found a long-run rebound effect 
of 22.2 percent, which is consistent with previously published studies.  But for the five year 
period (1997–2001) estimated in their study, the long-run rebound effect decreased to 10.7 
percent.  Furthermore, when the authors updated their estimates with data through 2004, the 
long-run rebound effect for the most recent five year period (2000–2004) dropped to six 
percent.17   

Hymel, Small and Van Dender (2010)18 extended the Small and Van Dender model by adding 
congestion as an endogenous variable.  Although controlling for congestion increased their 
estimates of the rebound effect, Hymel, Small and Van Dender also found that the rebound effect 
was declining over time.  For the time period from 1966–2004, they estimated a long-run 
rebound effect of 24 percent, while for 2004 they estimated a long-run rebound effect of 13 
percent. 

Research conducted by David Greene (2012)19 under contract with EPA further appears to 
support the theory that the magnitude of the rebound effect "is by now on the order of 10 
percent."H  Like Small and Van Dender, Greene finds that the VMT rebound effect could decline 
modestly over time as household income rises and travel costs increase.  Over the entire time 
period analyzed (1966–2007), Greene found that fuel prices had a statistically significant impact 
on VMT, while fuel efficiency did not, which is similar to Small and Van Dender’s prior finding.  
From this perspective, if the impact of fuel efficiency on VMT is not statistically significant, the 
VMT rebound effect could be zero.  When Small and Van Dender tested whether the elasticity of 
vehicle travel with respect to the price of fuel was equal to the elasticity with respect to the rate 
of fuel consumption (gallons per mile), they found that the data could not reject this hypothesis.  
Therefore, Small and Van Dender estimated the rebound effect as the elasticity of travel with 
respect to fuel cost per mile.   

In contrast, Greene’s research rejected the hypothesis of equal elasticities for gasoline prices 
and fuel efficiency.  In spite of this result, Greene also tested Small and Van Dender’s 
formulation which allows the elasticity of fuel cost per mile to decrease with increasing per 
capita income.  The results of estimation using national time series data confirmed the results 
obtained by Small and Van Dender using a time series of state level data.  When using Greene’s 
preferred functional form, the projected rebound effect is approximately 12 percent in 2008, and 
drops to 10 percent in 2020 and to nine percent in 2030.  

Since there has been little variation in fuel economy in the data over time, isolating the impact 
of fuel economy on VMT can be difficult using econometric analysis of historical data.  
Therefore, studies that estimate the rebound effect using time-series data often examine the 
impact of gasoline prices on VMT, or the combined impact of both gasoline prices and fuel 
economy on VMT, as discussed above.  However, these studies may overstate the potential 
impact of the rebound effect resulting from this rule, if people are more responsive to changes in 
fuel price than the variable directly of interest, fuel economy. 

There is some evidence in the literature that consumers are more responsive to an increase in 
prices than to a decrease in prices.  At the aggregate level, Dargay and Gately (1997) and 

                                                 
H p. 15, Greene, D., Rebound 2007: Analysis of U.S. light-duty vehicle travel statistics. Energy Policy (2010), 

doi:10.1016/j.enpol.2010.03.083. 
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Sentenac-Chemin (2012)20 have provide some evidence that demand for transportation fuel is 
asymmetric.  In other words, given the same size change in prices, the response to a decrease in 
gasoline price is smaller than the response to an increase in gasoline price.  Gately (1993)21 has 
shown that the response to an increase in oil prices can be on the order of five times larger than 
the response to a price decrease.  Furthermore, Dargay and Gately and Sentenac-Chemin also 
find evidence that consumers respond more to a large shock than a small, gradual change in fuel 
prices.  Since these standards would decrease the cost of driving gradually over time, it is 
possible that the rebound effect would be much smaller than some of the historical estimates 
included in the literature.  Greene also notes that the resultant data from such gradual changes 
could make discernment of such an effect difficult. 

10.4.3 Review of Recent Literature on LDV Rebound since the 2012 Final Rule 

A number of recent studies examining LDV rebound effects have been undertaken since 
EPA/NHTSA’s review of the LDV rebound literature for 2012 final rule.  Only a limited amount 
of work has been conducted to examine the rebound effect of electric vehicles so most of the 
studies of light-duty vehicle rebound effects focus on a change in gasoline prices. Below is a 
brief summary of the results of these recent studies.   

Using data on household characteristics and vehicle use from the 2009 Nationwide Household 
Transportation Survey (NHTS), Su (2012)22 analyzes the effects of locational and demographic 
factors on household vehicle use, and investigates how the magnitude of the rebound effect 
varies with vehicles’ annual use.  Using variation in the fuel economy and per-mile cost of and 
detailed controls for the demographic, economic, and locational characteristics of the households 
that owned them (e.g., road and population density) and each vehicle’s main driver (as identified 
by survey respondents), the author employs specialized regression methods to capture the 
variation in the rebound effect across ten different categories of vehicle use.  

Su estimated that the overall rebound effect for all vehicles in the sample averaged 13 percent, 
and that its magnitude varied from 11-19 percent among the ten different categories of annual 
vehicle use.  The smallest rebound effects were estimated for vehicles at the two extremes of the 
distribution of annual use – those driven comparatively little, and those used most intensively —
while the largest estimated effects applied to vehicles that were driven slightly more than 
average.  Controlling for the possibility that high-mileage drivers respond to the increased 
importance of fuel costs by choosing vehicles that offer higher fuel economy narrowed the range 
of Su’s estimated rebound effects slightly (to 11-17 percent), but did not alter the finding that 
they are smallest for lightly- and heavily-driven vehicles and largest for those with slightly above 
average use.  

Linn (2013)23 also uses the 2009 NHTS to develop a linear regression approach to estimate 
the relationship between the VMT of vehicles belonging to each household and a variety of 
different factors: fuel costs, vehicle characteristics other than fuel economy (e.g., horsepower, 
the overall “quality” of the vehicle), and household characteristics (e.g., age, income).  Linn 
reports a fuel economy rebound effect with respect to VMT of between 20–40 percent.  

One interesting result of the study is that when the fuel efficiency of all vehicles increases, 
which would be the long-run effect of rising fuel efficiency standards, two factors have opposing 
effects on the VMT of a particular vehicle.  First, VMT increases when that vehicle’s fuel 
efficiency increases.  But the increase in the fuel efficiency of the household’s other vehicles 
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causes the vehicle’s own VMT to decrease.  Since the effect of a vehicle’s own fuel efficiency is 
larger than the other vehicles’ fuel efficiency, VMT increases if the fuel efficiency of all vehicles 
increases proportionately.  Linn also finds that VMT responds much more strongly to vehicle 
fuel economy than to gasoline prices, which is at variance with the Hymel et al. and Greene 
results discussed above.  

Like Su and Linn, Liu et al. (2014)24 also employed the 2009 NHTS to develop an elaborate 
model of an individual household’s choices about how many vehicles to own, what types and 
ages of vehicles to purchase, and how much combined driving to do using all of them.  Their 
analysis used a complex mathematical formulation and statistical methods to represent and 
measure the interdependence among households’ choices of the number, types, and ages of 
vehicles to purchase, as well as how intensively to use them.  

Liu et al. employed their model to simulate variation in households’ total vehicle use to 
changes in their income levels, neighborhood characteristics, and the per-mile fuel cost of 
driving averaged over all vehicles each household owns.  The complexity of the relationships 
among the number of vehicles owned, their specific types and ages, fuel economy levels, and use 
incorporated in their model required them to measure these effects by introducing variation in 
income, neighborhood attributes, and fuel costs, and observing the response of households’ 
annual driving.  Their results imply a rebound effect of approximately 40 percent in response to 
significant (25-50 percent) variation in fuel costs, with almost exactly symmetrical responses to 
increases and declines.  

Frondel and Vance (2013)25 use panel estimation methods and household diary travel data 
collected in Germany between 1997 and 2009 to identify an estimate of a private transport 
rebound value.  The study focuses on single-car households that did not change their car 
ownership over the maximum three years each household was surveyed.  Failing to reject the 
null hypothesis of a symmetric price response, they find a rebound effect for single-vehicle 
households of 46–70 percent (though we discuss further below the limitations in applying 
findings of studies from other countries to U.S. rebound).  

Gillingham (2014)26 analyzed variation in the use of more than five million new vehicles 
purchased in California during the years 2001-03 over the first several years of their lifetimes, 
focusing particularly on the response of buyers’ use of new vehicles to geographic and temporal 
variation in fuel prices.  His sample consists predominantly of personal vehicles (87 percent), but 
also includes some purchased by businesses, rental car companies, and government.  He 
estimates the effect of differences in the average of monthly fuel prices on their monthly average 
vehicle use over the time – at a county level, since being purchase – focusing his analysis on 
vehicles that have been purchased new and have been in service for six to seven years.  The 
author also explores how the effect of fuel prices on vehicle use varies with vehicle use, buyer 
type and household income.  

Gillingham relies exclusively on the effect of variation in fuel prices and does not involve 
vehicles’ fuel economy.  He reports an overall average effect of fuel prices on vehicle use that 
corresponds to a rebound effect of 22 percent, rising to 23 percent when he controls for the 
potential effect of gasoline demand on its retail price.  He finds little evidence of variation in the 
rebound effect among buyer types.  Based on the nature of his data and estimation procedure, he 
interprets his estimates as implying that vehicle use responds fully to changes in fuel prices after 
approximately two years.  
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Gillingham’s results suggest that the vehicle-level responsiveness to fuel price increases with 
income.  Gillingham hypothesizes that the increase in the per-vehicle rebound effect with higher 
incomes may relate to wealthier households having more discretionary driving or switching 
between flying and driving.  Alternatively, wealthier households tend to own more vehicles and 
it is possible that within-household switching of vehicles to other more efficient vehicles in the 
household may account for the greater responsiveness at higher income levels.  

Hymel and Small (2015)27 revisit the simultaneous equations methodology of Small and Van 
Dender (2007) and Hymel, Small and Van Dender (2010) to see whether their previous estimates 
of the VMT rebound effect have changed by adding in more recent data from the late 2000 time 
period (e.g., 2005–2009).  Consistent with previous results, the VMT rebound effect declines 
with increasing income and urbanization, and it increases with increasing fuel cost.  By far the 
most important of these sources of variation is income, whose effect is large enough to greatly 
reduce the projected rebound effect for time periods of interest to current policy decisions.  The 
best estimate of the long-run light-duty vehicle rebound effect over the years 2000–2009 is 17.8 
percent, when evaluated at average values of income, fuel cost, and urbanization in the U.S. 
during that time period. 

The recent study by Hymel and Small also finds a strengthening of the VMT rebound effect 
for the years 2003–2009 compared to the results for time periods from their previous research, 
suggesting that some additional unaccounted for factors have increased the rebound effect.  
Three potential factors are hypothesized to have caused the upward shift in the VMT rebound 
effect in the 2003–2009 time period: (1) media coverage, (2) price volatility, and (3) asymmetric 
response to price changes.I  It should be noted that the while media coverage and volatility are 
important to understand the rebound effect based upon fuel prices, they may not be as relevant to 
the rebound effect due to fuel efficiency.  These results show strong evidence of asymmetry in 
responsiveness to price increases and decreases.  Results suggest that a rebound adjustment to 
fuel price rises takes place quickly; the rebound response elasticity is large in the year of, and the 
first year following, a price rise, then diminishes to a smaller value.  The rebound response to 
price decreases occurs more slowly.  

Hymel and Small find that there is an upward shift in the rebound effect of roughly 2.5 to 2.8 
percentage points starting in 2003.  Results suggest that the media coverage and volatility 
variables may explain about half of the upward shift in the LDV rebound effect in the 2003–2009 
time period.  Nevertheless, these influences are small enough in magnitude that they do not fully 
offset the downward trend in VMT response elasticities due to higher incomes and other factors.  
Hence, even assuming that the variables retain their 2003–2009 values into the indefinite future, 
they would not prevent a further diminishing of the magnitude of the rebound effect if incomes 
continue to grow at anything like historic rates. 

West et al. (2015)28 attempt to estimate the VMT rebound effect using household level data 
from Texas using a discontinuity in the eligibility requirements for the 2009 U.S. “Cash for 

                                                 
I The media coverage variable is measured by constructing measures of media coverage based upon gas-price related 

articles appearing in the New York Times newspaper. Using the ProQuest historical database, they tally the 
annual number of article titles containing the words gasoline (or gas) and price (or cost). They then form a 
variable equal to the annual fraction of all New York Times articles that are gas-price-related. This fraction 
ranged from roughly 1/4000 during the 1960s to a high of 1/500 in 1974.   
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Clunkers” program, which incentivized eligible households to purchase more fuel-efficient 
vehicles.  Households that owned “clunkers” with a fuel economy of 18 miles per gallon (MPG) 
or less were eligible for the subsidy, while households owning clunkers with an MPG of 19 or 
more were ineligible.  The empirical strategy of the paper is to compare the fuel economy of 
vehicle purchases and subsequent vehicle miles traveled of “barely eligible” households to those 
households who were “barely ineligible.”  

The paper finds a meaningful discontinuity in the fuel economy of new vehicles purchased by 
Cash for Clunker-eligible households relative to ineligible households.  Those authors report that 
the increases in fuel economy realized by households who scrapped low fuel economy vehicles 
in response to the substantial financial incentives offered under the federal “Cash for Clunkers” 
program were not accompanied by increased use of the higher-MPG replacement vehicles they 
purchased because of the vehicle’s other attributes.  Households chose to buy cheaper, smaller 
and lower-performing vehicles.  As a result, they did not drive any additional miles after the 
purchase of the fuel efficient vehicle.  They conclude there is no evidence of a rebound effect in 
response to improved fuel economy from the Cash for Clunkers program.  

It may be difficult to generalize the VMT response from the Cash for Clunkers program to a 
program for LDV GHG/fuel economy standards.  Throughout this and all previous analyses of 
the likely effects of federal regulations to require increased fuel economy and reduce vehicles’ 
GHG emissions, EPA and NHTSA have stressed that manufacturers can achieve the required 
improvements without compromising the performance, passenger-, cargo-carrying, and towing 
capacity, safety, or other attributes affecting the utility buyers and owners derive from the 
vehicles they choose to purchase.  The Cash for Clunkers program was a one-time program for a 
fixed fleet of existing vehicles with specific characteristics.  Their study may not provide useful 
implications about the likely response of vehicle use to required increases in fuel economy that 
are achieved through temporary incentive programs offered during recessions.  

More recently, De Borger et al. (2016)29 analyze the response of vehicle use to changes in fuel 
economy among a sample of nearly 350,000 Danish households owning a single vehicle, of 
which almost one-third replaced it with a different model sometime during the period from 2001 
to 2011.  By comparing the change in households’ driving from the early years of this period to 
its later years among those who replaced their vehicles during the intervening period to that 
among households who kept their original vehicles, the authors claim to isolate the effect of 
changes in fuel economy on vehicle use from those of other factors.  Their data allow them to 
control for the effects of important household characteristics and vehicle features other than fuel 
economy on vehicle use.  They use complex statistical methods to account for the fact that some 
households replacing their vehicles may have done so in anticipation of changes in their driving 
demands (rather than the reverse), as well as for the possibility that some households who 
replaced their cars may have done so because their driving behavior was more sensitive to fuel 
prices than other households.  

De Borger et al. measure the rebound effect from the change in households’ vehicle use in 
response to changes in fuel economy that are a consequence of their decisions to replace the 
vehicles they owned previously.  Thus they are able to directly estimate the fuel economy 
rebound effect itself, in contrast to other research that relies on indirect measures.  Their 
preferred estimates span a very narrow range – from 8 - 10 percent – and vary only minimally in 
response to different statistical estimation procedures.  They also vary little depending on 
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whether the data sample is restricted to households that replaced their vehicles, in which case the 
rebound effect is identified exclusively by their responses to changes in fuel economy of varying 
magnitudes, or also includes households that did not replace their vehicles, and is thus identified 
partly by differences between their responses to varying fuel economy and changes in driving 
among households with vehicles whose fuel economy remained unchanged. Finally, De Borger 
et al. find no evidence that the rebound effect is smaller among lower-income households than 
among their higher-income counterparts.  

Gillingham et al. (2016)30 undertake a summary and review of the general rebound literature 
including, for example, rebound effects from LDVs as well as electricity used in stationary 
applications.  The literature suggests that differences in estimates of the rebound effect stem 
from its varying definitions, as well as variation in the quality of data and empirical 
methodologies used to estimate it.  Gillingham et al. seek to clarify the definition of each of the 
channels of the rebound effect and critically assess the state of the literature that estimates its 
magnitude.   

Gillingham et al. provide a list of what they consider to be relevant rebound elasticities that 
can provide guidance to policymakers, with a focus on studies of overall demand or household-
level demand.  According to the authors, the studies are selected both because they are more 
recent and use rigorous empirical methods such as panel data methods, experimental designs, 
and quasi-experimental approaches.  

Of the selected studies, four focus on VMT elasticities for light-duty vehicles in developed 
countries. For the Frondel and Vance study (cited above), which reported a short-run elasticity of 
VMT demand for Germany for the time period from 1997–2009, Gillingham et al. chose the 46 
percent value.J  Barla (2009)31 found a short-run elasticity of VMT for Canada from 1990–2004 
of eight percent.  Gillingham (2014) (cited above) found a California medium-run new vehicle 
elasticity of VMT demand for the time period 2001–2009 of 23 percent.  Small and Van Dender 
(2007) (cited previously) found a U.S. short-run elasticity of VMT demand for the time period 
from 1966–2001 of roughly five percent.   

It is not clear whether studies of LDV VMT rebound estimates for countries different from the 
U.S. would provide estimates that are appropriate to the U.S. context.  For example, European 
countries have higher fuel prices and more transit options, both factors which would possibly 
produce a VMT rebound effect that is higher than in the U.S.  The agencies are planning to 
undertake an updated literature review of recent studies on the rebound effect for LDVs.  

10.4.4 Basis for Rebound Effect Used in the Draft TAR 

As the preceding discussion indicates, there is a wide range of estimates for both the historical 
magnitude of the rebound effect and its projected future value, and there is some evidence that 
the magnitude of the rebound effect appears to be declining over time for those studies that look 
at VMT time trends.  The recent literature is mixed, with some studies supporting relatively 
modest direct VMT rebound estimates and other studies suggesting a higher rebound effect. 
Some of these studies come to these varied conclusions despite using the same dataset.  EPA and 
NHTSA use a single point estimate for the direct VMT rebound effect as an input to the 

                                                 
J Gillingham et al. believe that this value is derived by more successfully holding exogenous factors constant in the 

Frondel and Vance study. 
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agencies' analyses, although a range of estimates can be used to test the sensitivity to uncertainty 
about its exact magnitude.  Based on a combination of historical estimates of the rebound effect 
and more recent analyses, an estimate of 10 percent for the rebound effect is used for evaluating 
the MY2022–2025 standards in this Draft TAR (i.e., we assume a 10 percent decrease in fuel 
cost per mile from the standards would result in a 1 percent increase in VMT).   

As Table 10.7, Table 10.8, and Table 10.9 indicate, the 10 percent figure is on the low end of 
the range reported in previous research.  Recent research by Small, Hymel and Van Dender, and 
Greene reports evidence that the magnitude of the rebound effect is likely to be declining over 
time as household incomes rise which would be consistent with Gillingham’s (2014) results 
showing that individual-vehicle rebound increases with household income.  The values that are 
more applicable to quantifying the impact of these standards are values based on overall 
aggregate rebound effects.  West and Pickrell, Su, Linn and Liu et al., each using NHTS 2009 
data, find rebound effect estimates varying from 11 percent to 40 percent.  

Gillingham et al. (2016) cite four studies that focus on VMT elasticities for light-duty vehicles 
in developed countries.  Two of the four studies (for the U.S. and Canada) have VMT elasticity 
values below the 10 percent figure.  The study for California has per-vehicle rebound value of 23 
percent, and does not reflect the reduced use of other vehicles in multi-vehicle household fleets. 
A study for Germany has a considerably higher value, roughly 46 percent.  A recent study by De 
Borger at al. found a rebound value in the range of 10 percent for Denmark.  As noted 
previously, it is not clear whether studies of VMT LDV rebound estimates for countries different 
from the U.S. would provide estimates that are appropriate to the U.S. context.   

Most of the studies reviewed use changes in fuel prices or fuel cost/mile to derive estimates of 
the VMT rebound effect instead of using the actual variable of interest, changes in fuel economy, 
and its impact on VMT.  It is not clear how reliable the use of changes in fuel prices/fuel costs 
are in attempting to estimate the impacts of changes in fuel economy on VMT.  

As mentioned above, for the reasons described in Section 10.4.2, historical estimates of the 
rebound effect may overstate the effect of a gradual decrease in the cost of driving due to the 
standards.  As a consequence, a value on the low end of the historical estimates is likely to 
provide a more reliable estimate of its magnitude during the period spanned by the analysis of 
the impacts of the MYs 2022–2025 standards.  Studies which produce an aggregate measure of 
the rebound effect are most applicable to estimating the overall VMT effects of the LDV 
standards.  The 10 percent estimate lies at the bottom of the 10–30 percent range of estimates for 
the historical, aggregate rebound effect in most research, and at the upper end of the 5–10 
percent range of estimates for the future rebound effect reported in the relatively recent studies 
by Small, Hymel and Van Dender and Greene.  Both Greene and Small, Hymel and Van Dender 
find that the rebound effect decreases as household incomes rise.  As incomes rise, the value of 
time spent driving becomes a larger fraction of total travel costs so that vehicle use becomes less 
responsive to variations in fuel costs.  Since the AEO 2015 projects that household incomes will 
be rising throughout the analysis period, the agencies believe that it is appropriate to factor in 
studies that account for income on the rebound effect.  In summary, the 10 percent value was not 
derived from a single point estimate from a particular study, but instead represents a reasonable 
compromise between historical estimates of the rebound effect and forecasts of its projected 
future value, based on an updated review of the literature on this topic.   
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10.5 Energy Security Impacts 

The National Program is designed to require improvements in the fuel economy of light-duty 
vehicles and, thereby, reduce fuel consumption and GHG emissions.  In turn, the program helps 
to reduce U.S. petroleum imports.  A reduction of U.S. petroleum consumption and imports 
reduces both financial and strategic risks caused by potential sudden disruptions in global oil 
supply, thus increasing U.S. energy security.  This section summarizes EPA's estimates of U.S. 
oil import reductions and energy security benefits of the GHG/fuel economy vehicle standards 
for model years 2022–2025. 

10.5.1 Implications of Reduced Petroleum Use on U.S. Imports 

U.S. energy security is generally considered as the continued availability of energy sources at 
an acceptable, stable price.  Most discussion of U.S. energy security revolves around the topic of 
the economic costs of U.S. dependence on oil imports. While the U.S. has reduced its 
consumption and increased its production of oil in recent years, it still relies on oil from 
potentially unstable sources outside of the U.S. and the U.S. oil price will remain tightly linked 
to the global oil market.  In addition, oil exporters with a large share of global production have 
the ability to raise the price of oil by exerting the monopoly power associated with a cartel, the 
Organization of Petroleum Exporting Countries (OPEC), to restrict oil supply relative to demand.  
These factors contribute to the vulnerability of the U.S. economy to episodic oil shocks to either 
the global supply of oil or world oil price spikes.  

In 2014, U.S. expenditures for imports of crude oil and petroleum products, net of revenues 
for exports, were $178 billion and expenditures on both imported oil and domestic petroleum and 
refined products totaled $469 billion (2013$) (see Figure 10.2).32  Recently, as a result of strong 
growth in domestic oil production mainly from tight shale formations, U.S. production of oil has 
increased while U.S. oil imports have decreased.  For example, from 2012 to 2015, domestic oil 
production increased by 44 percent while oil imports decreased by 24 percent.33  While oil 
import costs have declined since 2011, total oil expenditures (domestic and imported) remained 
near historical highs through 2014. Post-2015 oil expenditures are projected (AEO 2015) to 
remain between double and triple the inflation-adjusted levels experienced by the U.S. from 
1986 to 2002.  
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Figure 10.2  U.S. Expenditures on Crude Oil from 1970 through 201534 

Focusing on changes in oil import levels as a source of vulnerability has been standard 
practice in assessing energy security in the past, but given current market trends both from 
domestic and international levels, adding changes in consumption of petroleum to this 
assessment may provide better information about U.S. energy security. The major mechanism 
through which the economy sustains harm due to fluctuations in the (world) energy market is 
through price, which itself is leveraged through both imports and consumption.  However, the 
United States, may be increasingly insulated from the physical effects of overseas oil disruptions, 
though the price impacts of an oil disruption anywhere will continue to be transmitted to U.S. 
markets.  As of 2015, Canada accounted for 63 percent of U.S. net oil imports of crude oil and 
petroleum products.35  The implications of the U.S. becoming a significant petroleum producer 
have yet to be discerned in the literature, but it can be anticipated that this will have some impact 
on energy security. 

In 2010, just over 40 percent of world oil supply came from OPEC nations. The AEO 201536 
projects that this share will stay high; dipping slightly from 37 percent by 2020 and then rising 
gradually to over 40 percent by 2035 and thereafter.  Approximately 30 percent of global supply 
is from Middle East and North African countries alone, a share that is also expected to grow over 
the long term.  Measured in terms of the share of world oil resources or the share of global oil 
export supply, rather than oil production, the concentration of global petroleum resources in 
OPEC nations is even larger.  As another measure of concentration, of the 137 
countries/principalities that export either crude or refined products, the top 12 have recently 
accounted for over 55 percent of exports.37  Eight of these countries are members of OPEC, and 
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a ninth is Russia.K  In a market where even a 1–2 percent supply loss can raise prices noticeably, 
and where a 10 percent supply loss could lead to an unprecedented price shock, this regional 
concentration is of concern.L  Historically, the countries of the Middle East have been the source 
of eight of the ten major world oil disruptions38, with the ninth originating in Venezuela, an 
OPEC country, and the tenth being Hurricanes Katrina and Rita.   

EPA uses a processed combination of the MOVES and OMEGA models, and DOT uses the 
CAFE model, to estimate the reductions in U.S. fuel consumption due to the LDV National 
Program.  Based on a detailed analysis of differences in U.S. fuel consumption, petroleum 
imports, and imports of petroleum products, the agencies estimate that approximately 90 percent 
of the reduction in fuel consumption resulting from adopting improved GHG emission and fuel 
economy standards is likely to be reflected in reduced U.S. imports of crude oil and net imported 
petroleum products.39  Thus, on balance, each gallon of fuel saved as a consequence of the LDV 
GHG/fuel economy standards is anticipated to reduce total U.S. imports of petroleum by 0.9 
gallons.  Based upon the fuel savings estimated by the models and the 90 percent oil import 
factor, the reduction in U.S. oil imports from the 2022–2025 LDV standards are estimated for 
selected years from 2022 to 2050 (in millions of barrels per day (MMBD) in Table 10.10 below.  
For comparison purposes, Table 10.10 also shows U.S. oil exports/imports, U.S. net product 
imports and U.S. net crude/product imports in selected years from 2022 to 2040, as projected by 
DOE in the Annual Energy Outlook 2015 Reference Case.  U.S. Gross Domestic Product (GDP) 
is projected to grow by roughly 55 percent over the same time frame (e.g., from 2022 to 2040) in 
the AEO 2015 projections. 

                                                 
K The other three are Norway, Canada, and the EU, an exporter of product. 
L For example, the 2005 Hurricanes Katrina/Rita and the 2011 Libyan conflict both led to a 1.8 percent reduction in 

global crude supply. While the price impact of the latter is not easily distinguished given the rapidly rising post-
recession prices, the former event was associated with a 10-15 percent world oil price increase. There are a range 
of smaller events with smaller but noticeable impacts. Somewhat larger events, such as the 2002/3 Venezuelan 
Strike and the War in Iraq, corresponded to about a 2.9 percent sustained loss of supply, and was associated with 
a 28 percent world oil price increase. Compiled from EIA oil price data, IEA2012 [IEA Response System for Oil 
Supply Emergencies 
(http://www.iea.org/publications/freepublications/publication/EPPD_Brochure_English_2012_02.pdf)  [EPA-
HQ-OAR-2014-0827-0573] See table on P. 11.and Hamilton 2011 "Historical Oil Shocks," 
(http://econweb.ucsd.edu/~jhamilto/oil_history.pdfin  [EPA-HQ-OAR-2014-0827-0598] Routledge Handbook of 
Major Events in Economic History*, pp. 239-265, edited by Randall E. Parker and Robert Whaples, New York: 
Routledge Taylor and Francis Group, 2013).  

http://www.iea.org/publications/freepublications/publication/EPPD_Brochure_English_2012_02.pdf
http://econweb.ucsd.edu/~jhamilto/oil_history.pdfin
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Table 10.10  Projected Trends in U.S. Oil Exports/Imports, and U.S. Oil Import Reductions Resulting from 
the Program in Selected Years from 2022 to 2050 (Millions of barrels per day (MMBD)  

Year U.S. Oil 
Exports 

U.S. Oil Imports 
 

U.S. Net Product 
Imports* 

U.S. Net Crude & 
Product Imports 

U.S. Reductions from 
Oil Imports 

2022 0.63 6.47 -3.08 2.76 0.019 

2023 0.63 6.61 -3.15 2.83 0.055 

2024 0.63 6.63 -3.20 2.85 0.106 

2025 0.63 6.72 -3.24 2.85 0.169 

2030 0.63 7.07 -3.56 2.88 0.420 

2035 0.63 7.98 -3.94 3.41 0.685 

2040 0.63 8.21 -4.26 3.32 0.880 

2050 ** ** ** ** 1.119 

Notes: 
* Negative U.S. Net Product Imports imply positive exports. 
**The AEO 2015 only projects energy market and economic trends through 2040. 

 

10.5.2 Energy Security Implications 

In order to understand the energy security implications of reducing U.S. oil imports, EPA has 
worked with Oak Ridge National Laboratory (ORNL), which has developed approaches for 
evaluating the social costs and energy security implications of oil use.  The energy security 
estimates provided below are based upon a methodology developed in a peer-reviewed study 
entitled, “The Energy Security Benefits of Reduced Oil Use, 2006-2015”, completed in March 
2008.  This ORNL study is an updated version of the approach used for estimating the energy 
security benefits of U.S. oil import reductions developed in a 1997 ORNL Report.40  This 
approach has been used to estimate energy security benefits for the LDV GHG/fuel economy 
standards (2012–2016; 2017–2025) and the HDV GHG/fuel economy standards Phase I (2014–
2018)/Phase II proposal (2018 and later).  For EPA and NHTSA rulemakings, the ORNL 
methodology is updated periodically to account for forecasts of future energy market and 
economic trends reported in the U.S. EIA’s AEO.  

When conducting this analysis, ORNL considered the full cost of importing petroleum into 
the U.S.  The full economic cost is defined to include two components in addition to the 
purchase price of petroleum itself.  These are: (1) the higher costs for oil imports resulting from 
the effect of U.S. demand on the world oil price (i.e., the “demand” or “monopsony” costs); and 
(2) the risk of reductions in U.S. economic output and disruption to the U.S. economy caused by 
sudden disruptions in the supply of imported oil to the U.S. (i.e., macroeconomic 
disruption/adjustment costs).   

For this Draft TAR, ORNL updated the energy security premiums by incorporating the most 
recent oil price forecast and energy market trends, particularly regional oil supplies and 
demands, from the AEO 2015 into its model.41 Below are ORNL energy security premium 
estimates for the selected years from 2022 to 2050,M as well as a breakdown of the components 

                                                 
M AEO 2015 forecasts energy market trends and values only to 2040.  The post-2040 energy security premium 

values are assumed to be equal to the 2040 estimate. 
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of the energy security premiums for each year.  The components of the energy security premiums 
and their values are discussed below. 

Table 10.11  Energy Security Premiums in Selected Years from 2022 to 2050, (2013$/Barrel)* 

Year 
(range) 

Monopsony 
(Range) 

Avoided Macroeconomic 
Disruption/Adjustment Costs 

(Range) 

Total Mid-Point 
(Range) 

2022 $2.31 
($0.69 - $3.81) 

$5.69 
($2.67 - $9.44) 

$7.99 
($4.81 - $11.81) 

2023 $2.33 
($0.71 - $3.92) 

$5.75 
($2.75 - $9.70) 

$8.09 
($4.94 - $12.15) 

2024 $2.40 
($0.73 - $4.03) 

$5.89 
($2.83 - $9.96) 

$8.29 
($5.08 - 12.49) 

2025 $2.59 
($0.76 - $4.14) 

$6.30 
($2.92 - $10.22)  

$8.89 
($5.22 - $12.83) 

2030 $2.83 
($0.83 - $4.56) 

$7.26 
($3.40 - $11.73) 

$10.09 
($5.90 - $14.59) 

2035 $3.78 
($1.10 - $6.17) 

$8.47 
($3.99 - $13.58) 

$12.26 
($7.28 - $17.59) 

2040 $4.09 
($1.19 - $6.67) 

$9.61 
($4.54 - $15.39) 

$13.69 
($8.12 - $19.64) 

2050 $4.09 
($1.19  - $6.67) 

$9.61 
($4.54 - $15.39) 

$13.69 
($8.12 - $19.64) 

Note:  
* The top values in each cell are the midpoints; the values in parentheses are the 90 percent confidence intervals. 

 
10.5.2.1 Effect of Oil Use on the Long-Run Oil Price 

The first component of the full economic costs of importing petroleum into the U.S. follows 
from the effect of U.S. import demand on the world oil price over the long-run.  Because the 
U.S. is a sufficiently large purchaser of global oil supplies, its purchases can affect the world oil 
price.  This monopsony power means that increases in U.S. petroleum demand can cause the 
world price of crude oil to rise, and conversely, that reduced U.S. petroleum demand can reduce 
the world price of crude oil.  Thus, one benefit of decreasing U.S. oil purchases due to 
improvements in the fuel economy of light-duty vehicles is the potential decrease in the crude oil 
price paid for all crude oil purchased. 

A variety of oil market and economic factors have contributed to lowering the estimated 
monopsony premium compared to monopsony premiums cited in the agencies' previous 2017–
2025 LDV GHG/fuel economy rulemakings.  Three principal factors contribute to lowering the 
monopsony premium: lower world oil prices, lower U.S. oil imports, and less responsiveness of 
world oil prices to changes in U.S. oil demand.  Below we consider differences in oil market 
trends by comparing projections developed using the AEO 2012 (Early Release) and the AEO 
2015.  The AEO 2012 (Early Release) was used for the 2012 final LDV rule and the AEO 2015 
is being used for this Draft TAR assessment, so the comparison gives a snapshot of how oil and 
energy markets have changed since the 2012 final rule.  

The result of the comparison is that there has been a general downward revision in world oil 
price projections in the near term (e.g., a 35 percent reduction in 2020) and a sharp reduction in 
projected U.S. oil imports in the near term due to increased U.S. supply (i.e., a 60 percent 
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reduction in U.S. oil imports by 2020 and a 58 percent reduction in 2025).  Over the longer term, 
based upon the AEO 2015 projections, oil’s share of total U.S. imports is projected to gradually 
increase after 2020 but still remain 50 percent below the AEO 2012 (Early Release) projected 
level in 2035.  

Currently some OPEC countries (e.g., Saudi Arabia) are increasing oil supply in an attempt to 
price more expensive marginal suppliers, like the U.S., out of the market and regain market 
share, exacerbating the worldwide oil supply glut which has resulted in lowering the world oil 
price further.  Lower world oil prices currently may reduce both production from existing 
domestic oil resources and investment in new domestic oil sources increasing U.S. oil import 
levels in the intermediate term. 

Another factor influencing the monopsony premium is that U.S. demand on the global oil 
market is projected to decline, suggesting diminished overall influence and some reduction in the 
influence of U.S. oil demand on the world price of oil.  This is a result of the U.S. being a 
smaller fraction of total world oil demand.  Outside of the U.S., projected OPEC supply in the 
AEO 2015 remains roughly steady as a share of world oil supply compared to the AEO 2012 
(Early Release).  OPEC’s share of world oil supply outside of the U.S. actually increases 
slightly.  Since OPEC supply is estimated to be more price sensitive than non-OPEC supply, this 
means that AEO 2015 projected world oil supply is slightly more responsive to changes in U.S. 
oil demand.  Together, these factors suggest that changes in U.S. oil import reductions have a 
somewhat smaller effect on the long-run world oil price than changes based on AEO 2012 (Early 
Release) estimates.  

These changes in oil price and import levels lower the monopsony portion of energy security 
premium since this portion of the security premium is related to the change in total U.S. oil 
import costs that is achieved by a marginal reduction in U.S oil imports.  Since both the price and 
the quantity of oil imports are lower, the monopsony premium component estimated in this 
assessment is 60–75 percent lower over the years 2025–2040 than the estimates based upon the 
AEO 2012 (Early Release) projections.   

The literature on the energy security for the last two decades has routinely combined the 
monopsony and the macroeconomic disruption components when calculating the total value of 
the energy security premium.  However, in the context of using a global value for the Social Cost 
of Carbon (SCC) the question arises: how should the energy security premium be used when 
some benefits from the rule, such as the benefits of reducing greenhouse gas emissions, are 
calculated from a global perspective?  Monopsony benefits represent avoided payments by U.S. 
consumers to oil producers that result from a decrease in the world oil price as the U.S. decreases 
its demand for oil.  Although there is clearly an overall benefit to the U.S. when considered from 
a domestic perspective, the decrease in price due to decreased demand in the U.S. also represents 
a loss to oil producing countries, one of which is the U.S.   

Given the redistributive nature of this monopsony effect from a global perspective, it has been 
excluded in the energy security benefits calculations in past rulemakings.  In contrast, the other 
portion of the energy security premium, the avoided U.S. macroeconomic disruption and 
adjustment cost that arises from reductions in U.S. petroleum imports, does not have offsetting 
impacts outside of the U.S., and, thus, is included in the energy security benefits.  To summarize, 
the agencies have included only the avoided macroeconomic disruption portion of the energy 
security benefits to estimate the monetary value of the total energy security benefits.   
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There is disagreement in the literature about the magnitude of the monopsony component, and 
its relevance for policy analysis.  Brown and Huntington (2013)42, for example, argue that the 
U.S.’s refusal to exercise its market power to reduce the world oil price does not represent a 
proper externality, and that the monopsony component should not be considered in calculations 
of the energy security externality.  However, they also note in their earlier discussion paper 
(Brown and Huntington 2010)43 that this is a departure from the traditional energy security 
literature, which includes sustained wealth transfers associated with stable but higher-price oil 
markets.   

On the other hand, Greene (2010)44 and others in prior literature (e.g., Toman 1993)45 have 
emphasized that the monopsony cost component is policy-relevant because the world oil market 
is non-competitive and strongly influenced by cartelized and government-controlled supply 
decisions.  Thus, while sometimes couched as an externality, Greene notes that the monopsony 
component is best viewed as stemming from a completely different market failure than an 
externality (Ledyard 2008)46, yet still implying marginal social costs to importers. 

The Council on Foreign Relations47 (i.e., "the Council") (2015) recently released a discussion 
paper that assesses NHTSA's analysis of the benefits and costs of CAFE in a lower-oil-price 
world. In this paper, the Council notes that while NHTSA cites the monopsony effect of the 
CAFE standards for 2017–2025, NHTSA does not include it when calculating the cost-benefit 
calculation for the rule.  The Council argues that the monopsony benefit should be included in 
the CAFE cost-benefit analysis and that including the monopsony benefit is more consistent with 
the legislators’ intent in mandating CAFE standards in the first place.  

The recent National Academy of Science (NAS 2015) Report, "Cost, Effectiveness and the 
Deployment of Fuel Economy Technologies for Light-Duty Vehicles,"48 suggests that the 
agencies' logic about not accounting for monopsony benefits is inaccurate.  According to the 
NAS, the fallacy lies in treating the two problems, oil dependence and climate change, similarly.  
According to the NAS, "Like national defense, it [oil dependence] is inherently adversarial (i.e., 
oil consumers against producers using monopoly power to raise prices).  The problem of climate 
change is inherently global and requires global action. If each nation considered only the benefits 
to itself in determining what actions to take to mitigate climate change, an adequate solution 
could not be achieved.  Likewise, if the U.S. considers the economic harm its reduced petroleum 
use will do to monopolistic oil producers it will not adequately address its oil dependence 
problem.  Thus, if the United States is to solve both of these problems it must take full account of 
the costs and benefits of each, using the appropriate scope for each problem."  Based upon the 
assessment of the monopsony premium in the Council of Foreign Relations and NAS reports, we 
are seeking public input on whether it is appropriate to consider monopsony in the societal 
costs/benefits of the National Program. 

There is also a question about the ability of gradual, long-term reductions, such as those 
resulting from the LDV GHG/fuel economy standards, to reduce the world oil price in the 
presence of OPEC’s monopoly power.  OPEC is currently the world’s marginal petroleum 
supplier, and could conceivably respond to gradual reductions in U.S. demand with gradual 
reductions in supply over the course of several years as the fuel savings resulting from this 
Program grow.  However, if OPEC opts for a long-term strategy to preserve its market share, 
rather than maintain a particular price level (as they have done recently in response to increasing 
U.S. petroleum production) reduced demand would create downward pressure on the global 
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price.  The Oak Ridge analysis assumes that OPEC does respond to demand reductions by 
reducing its supply over the long run, but there is still a price effect in the model because the 
supply reduction only partially offsets the demand reduction, enough to maintain supply share.  
Under the mid-case behavioral assumption used in the premium calculations, OPEC responds by 
gradually reducing supply to maintain market share (consistent with the long-term self-interested 
strategy suggested by Gately (2004, 2007)).49   

It is important to note that the decrease in global petroleum prices resulting from this Program 
could spur increased consumption of petroleum in other sectors and countries, leading to a 
modest uptick in GHG emissions outside of the U.S.  This increase in global fuel consumption 
could offset some portion of the GHG reduction benefits associated with these standards.  The 
agencies have not quantified this increase in global oil consumption or GHG emissions outside 
the U.S. due to world oil price changes resulting from the standards.  Recent research has 
quantified this type of effect in the context of biofuel policies (e.g., Drabik and de Gorter 
(2011)50; Rajagopal, Hochman and Zilberman (2011)51; Thompson, Whistance, and Meyer 
(2011))52, pipeline construction (Erickson and Lazarus (2014))53, and fuel economy policies 
(Karplus et al., (2015)54). 

Quantifying resulting GHG emissions may be challenging because other fuels, with varying 
GHG intensities, could be displaced from the increasing use of oil worldwide, particularly 
outside of the transportation sector.  For example, if a decline in the world oil price causes an 
increase in oil use in China, India, or another country’s industrial sector, this increase in oil 
consumption may displace natural gas usage.  Alternatively, the increased oil use could result in 
a decrease in coal used to produce electricity.  We seek comment on whether it is appropriate to 
quantify changes in net global oil consumption and to consider the resulting GHG emissions in 
the societal costs/benefits of the Program.  In particular, we are taking comments on any robust 
methodologies that could be used to look at these impacts, a discussion on the strengths and 
weaknesses of these methodologies, estimates of own and cross-price elasticities of demand for 
fossil fuels and their relative importance, and the appropriate level of regional and sectoral 
resolution for such an analysis. 

10.5.2.2 Macroeconomic Disruption Adjustment Costs   

The second component of the oil import premium, “avoided macroeconomic 
disruption/adjustment costs,” arises from the effect of oil imports on the expected cost of supply 
disruptions and accompanying price increases.  A sudden increase in oil prices triggered by a 
disruption in world oil supplies has two main effects: (1) it increases the costs of oil imports in 
the short-run and (2) it can lead to macroeconomic contraction, dislocation and Gross Domestic 
Product (GDP) losses.  For example, ORNL estimates the combined value of these two factors to 
be $6.30/barrel when U.S. oil imports are reduced in 2025, with a range from $2.92/barrel to 
$10.22/barrel of imported oil reduced. 

Since future disruptions in foreign oil supplies are an uncertain prospect, each of the 
disruption cost components must be weighted by the probability that the supply of petroleum to 
the U.S. will actually be disrupted.  Thus, the “expected value” of these costs – the product of the 
probability that a supply disruption will occur and the sum of costs from reduced economic 
output and the economy’s abrupt adjustment to sharply higher petroleum prices – is the relevant 
measure of their magnitude.  Further, when assessing the energy security value of a policy to 
reduce oil use, it is only the change in the expected costs of disruption that results from the 
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policy that is relevant.  The expected costs of disruption may change from lowering the normal 
(i.e., pre-disruption) level of domestic petroleum use and imports, from any induced alteration in 
the likelihood or size of disruption, or from altering the short-run flexibility (e.g., elasticity) of 
petroleum use. 

With updated oil market and economic factors, the avoided macroeconomic disruption 
component of the energy security premiums is somewhat lower compared to the avoided 
macroeconomic disruption premiums used in the 2017–2025 LDV GHG/fuel economy 
rule.  Factors that contribute to moderately lowering the avoided macroeconomic disruption 
component are lower U.S. imports (slightly reducing the U.S.' global reliance on unstable 
supplies), lower real oil prices and slightly smaller price increases during prospective 
shocks.  Oil price levels are 0–29 percent lower over the 2025–2040 period, and the likely 
increase in oil prices in the event of an oil shock are somewhat smaller, reflecting small increases 
in the responsiveness of global oil supply to changes in the world price of oil.  However, over the 
2025–2040 period AEO 2015 projected domestic oil demand, and real GDP levels, are little 
changed from AEO 2012 (Early Release).  So oil remains an important input to the U.S. 
economy.  Overall, the avoided macroeconomic disruption component estimates for the oil 
security premiums are 4–28 percent lower over the period from 2025–2040 based upon different 
projected oil market and economic trends in the AEO 2015 compared to the AEO 2012 (Early 
Release).   

There are several reasons why the avoided macroeconomic disruption premiums change only 
moderately.  One reason is that the projected macroeconomic sensitivity to oil price shocks is 
held unchanged from the historical average levels used in multiple prior estimates, since 
projected U.S. oil consumption levels and the expenditures on oil in the U.S. economy remain at 
comparatively high levels under both AEO 2012 (Early Release) and AEO 2015.  Figure 10.3 
below shows that under AEO 2015, projected U.S. real annual oil expenditures continue to rise 
after 2015 to over $800 billion (2013$) by 2035.  The value share of U.S. oil use, labeled in the 
Figure below as U.S. oil expenditures as share of GDP, remains at three percent even as the 
economy grows, lower than the AEO 2012 (Early Release) projection of 4.4 percent declining to 
3.5 percent.  The value share of oil use in the AEO 2015 is still projected to be above the full 
historical average (2.8 percent for 1970–2010), and well above the historical levels observed 
from 1985 to 2005 (1.9 percent).  A second factor is that oil disruption risks are little changed.  
The two factors influencing disruption risks are the probability of global supply interruptions and 
the world oil supply share from OPEC. Both factors are not significantly different from previous 
forecasts of oil market trends. 
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Figure 10.3  Projected and Historical U.S. Expenditures, and Expenditure Share, on Crude Oil55 

 The energy security costs estimated here follow the oil security premium framework, 
which is well established in the energy economics literature.  The oil import premium gained 
attention as a guiding concept for energy policy around the time of the second and third major 
post-war oil shocks (Bohi and Montgomery (1982), EMF (1982)56, Plummer (1982))57 provided 
valuable discussion of many of the key issues related to the oil import premium as well as the 
analogous oil stockpiling premium.  Bohi and Montgomery (1982)58 detailed the theoretical 
foundations of the oil import premium and established many of the critical analytic relationships 
through their thoughtful analysis.  Hogan (1981)59 and Broadman and Hogan (1986, 1988)60 
revised and extended the established analytical framework to estimate optimal oil import 
premium with a more detailed accounting of macroeconomic effects.   

Since the original work on energy security was undertaken in the 1980’s, there have been 
several reviews on this topic.  For example, Leiby, Jones, Curlee and Lee (1997)61 provided an 
extended review of the literature and issues regarding the estimation of the premium.  Parry and 
Darmstadter (2004)62 also provided an overview of extant oil security premium estimates and 
estimated of some premium components.   

The recent economics literature on whether oil shocks are the threat to economic stability that 
they once were is mixed.  Some of the current literature asserts that the macroeconomic 
component of the energy security externality is small.  For example, the National Research 
Council (2009) argued that the non-environmental externalities associated with dependence on 
foreign oil are small, and potentially trivial.63  Analyses by Nordhaus (2007) and Blanchard and 
Gali (2010) question the impact of more recent oil price shocks on the economy.64  They were 
motivated by attempts to explain why the economy actually expanded immediately after the last 
shocks, and why there was no evidence of higher energy prices being passed on through higher 
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wage inflation.  Using different methodologies, they conclude that the economy has largely 
gotten over its concern with dramatic swings in oil prices. 

One reason, according to Nordhaus, is that monetary policy has become more accommodating 
to the price impacts of oil shocks.  Another is that consumers have simply decided that such 
movements are temporary, and have noted that price impacts are not passed on as inflation in 
other parts of the economy.  He also notes that real changes to productivity due to oil price 
increases are incredibly modest,N and that the general direction of the economy matters a great 
deal regarding how the economy responds to a shock.  Estimates of the impact of a price shock 
on aggregate demand are insignificantly different from zero. 

Blanchard and Gali (2010) contend that improvements in monetary policy (as noted above), 
more flexible labor markets, and lessening of energy intensity in the economy, combined with an 
absence of concurrent shocks, all contributed to lessen the impact of oil shocks after 1980.  They 
find “… the effects of oil price shocks have changed over time, with steadily smaller effects on 
prices and wages, as well as on output and employment.”65  In a comment at the chapter’s end, 
this work is summarized as follows:  “The message of this chapter is thus optimistic in that it 
suggests a transformation in U.S. institutions has inoculated the economy against the responses 
that we saw in the past.” 

At the same time, the implications of the “Shale Oil Revolution” are now being felt in the 
international markets, with current prices at four year lows.  Analysts generally attribute this 
result in part to the significant increase in supply resulting from U.S. production, which has put 
liquid petroleum production roughly on par with Saudi Arabia.  The price decline is also 
attributed to the sustained reductions in U.S. consumption and global demand growth from fuel 
efficiency policies and previously high oil prices.  The resulting decrease in foreign imports, 
down to about one-third of domestic consumption (from 60 percent in 2005, for example66), 
effectively permits U.S. supply to act as a buffer against artificial or other supply restrictions (the 
latter due to conflict or a natural disaster, for example). 

However, other papers suggest that oil shocks, particularly sudden supply shocks, remain a 
concern.  Both Blanchard and Gali’s and Nordhaus work were based on data and analysis 
through 2006, ending with a period of strong global economic growth and growing global oil 
demand.  The Nordhaus work particularly stressed the effects of the price increase from 2002–
2006 that were comparatively gradual (about half the growth rate of the 1973 event and one-third 
that of the 1990 event).  The Nordhaus study emphasizes the robustness of the U.S. economy 
during a time period through 2006.  This time period was just before rapid further increases in 
the price of oil and other commodities with oil prices more-than-doubling to over $130/barrel by 
mid-2008, only to drop after the onset of the largest recession since the Great Depression.   

Hamilton (2012)67 reviewed the empirical literature on oil shocks and suggested that the 
results are mixed, noting that some work (e.g. Rasmussen and Roitman (2011) finds less 
evidence for economic effects of oil shocks, or declining effects of shocks (Blanchard and Gali 

                                                 
N In fact, “… energy-price changes have no effect on multifactor productivity and very little effect on labor 

productivity.” Page 19.  He calculates the productivity effect of a doubling of oil prices as a decrease of 0.11 
percent for one year and 0.04 percent a year for ten years.  Page 5.  (The doubling reflects the historical 
experience of the post-war shocks, as described in Table 7.1 in Blanchard and Gali, pp. 380) [EPA-HQ-OAR-
2014-0827-0567]. 
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2010), while other work continues to find evidence regarding the economic importance of oil 
shocks.  For example, Baumeister and Peersman (2011) found that an oil price increase had a 
decreasing effect over time.  But they note that with a declining price-elasticity of demand that a 
given physical oil disruption would have a bigger effect on price and a similar effect on output as 
in the earlier data.  Hamilton observes that “a negative effect of oil prices on real output has also 
been reported for a number of other countries, particularly when nonlinear functional forms have 
been employed.” Alternatively, rather than a declining effect, Ramey and Vine (2010) found 
“remarkable stability in the response of aggregate real variables to oil shocks once we account 
for the extra costs imposed on the economy in the 1970s by price controls and a complex system 
of entitlements that led to some rationing and shortages.”68 

Some of the recent literature on oil price shocks has emphasized that economic impacts 
depend on the nature of the oil shock, with differences between price increases caused by sudden 
supply loss and those caused by rapidly growing demand.  Most recent analyses of oil price 
shocks have confirmed that “demand-driven” oil price shocks have greater effects on oil prices 
and tend to have positive effects on the economy while “supply-driven” oil shocks still have 
negative economic impacts (Baumeister, Peersman and Van Robays (2010)).69  A recent paper 
by Kilian and Vigfusson (2014)70, for example, assigned a more prominent role to the effects of 
price increases that are unusual, in the sense of being beyond range of recent experience.  Kilian 
and Vigfusson also conclude that the difference in response to oil shocks may well stem from the 
different effects of demand- and supply-based price increases:  “One explanation is that oil price 
shocks are associated with a range of oil demand and oil supply shocks, some of which stimulate 
the U.S. economy in the short run and some of which slow down U.S. growth (see Kilian 
(2009)).  How recessionary the response to an oil price shock is thus depends on the average 
composition of oil demand and oil supply shocks over the sample period.”   

The general conclusion that oil supply-driven shocks reduce economic output is also reached 
in a recently published paper by Cashin et al. (2014)71 for 38 countries from 1979-2011.  “The 
results indicate that the economic consequences of a supply-driven oil-price shock are very 
different from those of an oil-demand shock driven by global economic activity, and vary for oil-
importing countries compared to energy exporters”, and “oil importers [including the U.S.] 
typically face a long-lived fall in economic activity in response to a supply-driven surge in oil 
prices” but almost all countries see an increase in real output for an oil-demand disturbance.  
Note that the energy security premium calculation in this analysis is based on price shocks from 
potential future supply events only. 

By early 2016, world oil prices were sharply lower than in 2014. Future prices remain 
uncertain, but sustained markedly lower oil prices can have mixed implications for U.S. energy 
security.  Under lower prices U.S. expenditures on oil consumption are lower, and the 
expenditures are a less prominent component of the U.S. economy.  But sustained lower oil 
prices encourage greater oil consumption, and reduce the competitiveness of new U.S. oil 
supplies and alternative fuels.  The AEO 2015 low-oil price outlook, for example, projects that 
by 2030 total U.S. petroleum supply would be 10 percent lower and imports would be 78 percent 
higher than the AEO 2015 Reference Case. Under the low-price case, 2030 prices are 35 percent 
lower, so that U.S. import expenditures are 16 percent higher.   
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A second potential proposed energy security effect of lower oil prices is increased instability 
of supply, due to greater global reliance on fewer suppling nations,O and because lower prices 
may increase economic and geopolitical instability in some supplier nations.72,73,74  The 
International Monetary Fund reported that low oil prices are creating substantial economic 
tension for Middle East oil producers on top of the economic costs of ongoing conflicts, and 
noted the risk that Middle East countries including Saudi Arabia could run out of financial assets 
without a substantial change in policy.75  The concern raised is that oil revenues are essential for 
some exporting nations to fund domestic programs and avoid domestic unrest. 

Finally, despite continuing uncertainty about oil market behavior and outcomes and the 
sensitivity of the U.S. economy to oil shocks, it is generally agreed that it is beneficial to reduce 
petroleum fuel consumption from an energy security standpoint.  It is not just imports alone, but 
both imports and consumption of petroleum from all sources and their role in economic activity, 
that may expose the U.S. to risk from price shocks in the world oil price.  Reducing fuel 
consumption reduces the amount of domestic economic activity associated with a commodity 
whose price depends on volatile international markets.   

The relative significance of petroleum consumption and import levels for the macroeconomic 
disturbances that follow from oil price shocks is not fully understood.  Recognizing that 
changing petroleum consumption will change U.S. imports, this assessment of oil costs focuses 
on those incremental social costs that follow from the resulting changes in imports, employing 
the usual oil import premium measure.  The agencies request comment on any published data or 
literature that could help inform how the agencies might attempt to incorporate the impact of 
changes in oil consumption, rather than imports exclusively, into our energy security analysis. 
Most helpful would be the provision of specific methodologies that could be utilized to estimate 
quantitatively how changes in oil consumption patterns influence energy security.  

10.5.2.3 Cost of Existing U.S. Energy Security Policies 

The last often-identified component of the full economic costs of U.S. oil imports are the 
costs to the U.S. taxpayers of existing U.S. energy security policies.  The two primary examples 
are maintaining the Strategic Petroleum Reserve (SPR) and maintaining a military presence to 
help secure a stable oil supply from potentially vulnerable regions of the world.  The SPR is the 
largest stockpile of government-owned emergency crude oil in the world.  Established in the 
aftermath of the 1973/1974 oil embargo, the SPR provides the U.S. with a response option 
should a disruption in commercial oil supplies threaten the U.S. economy.  It also allows the U.S. 
to meet part of its International Energy Agency obligation to maintain emergency oil stocks, and 
it provides a national defense fuel reserve.  While the costs for building and maintaining the SPR 
are more clearly related to U.S. oil use and imports, historically these costs have not varied in 
response to changes in U.S. oil import levels.  Thus, while the effect of the SPR in moderating 
price shocks is factored into the ORNL analysis, the cost of maintaining the SPR is excluded. 

                                                 
O Fatih Birol, Executive Director of the International Energy Agency warn that prolonged lower oil prices would 

trigger energy-security concerns by increasing reliance on a small number of low-cost producers “or risk a sharp 
rebound in price if investment falls short.” “It would be a grave mistake to index our attention to energy security 
to changes in the oil price,” Birol said. “Now is not the time to relax. Quite the opposite: a period of low oil prices 
is the moment to reinforce our capacity to deal with future energy security threats.” 
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10.5.2.4 Military Security Cost Components of Energy Security 

The agencies also attempted to assess the military security benefits components of energy 
security in this Draft TAR.  The recent literature on the military components of energy security 
has included three broad categories of oil related military and national security costs all of which 
are hard to quantify and provide estimates of their costs.  These include possible costs of U.S. 
military programs to secure oil supplies from unstable regions of the world, the energy security 
costs associated with the U.S. military’s reliance on petroleum to fuel its operations and possible 
national security costs associated with expanded oil revenues to “rogue states.”  

Of these categories listed above, the one that is most clearly connected to petroleum use and 
is, in principle, quantifiable is the first, the cost of military programs to secure oil supplies and 
stabilize oil supplying regions.  There is a developing literature on the measurement of these 
components of energy security but methodological and measurement challenges pose significant 
challenges to providing a robust estimate of this component of energy security. 

Assessing the military component of the energy security cost has two major challenges: 
attribution and incremental analysis.  The attribution challenge is to determine which military 
programs and expenditures can properly be attributed to oil supply protection, rather than some 
other objective.  The incremental analysis challenge is to estimate how much the petroleum 
supply protection costs might vary if U.S. oil use were to be reduced or eliminated. 

Since “military forces are, to a great extent, multipurpose and fungible” across theaters and 
missions (Crane et al. (2009))76, and because the military budget is presented along regional 
accounts rather than by mission, the allocation to particular missions is not always clear.  
Approaches taken usually either allocate “partial” military costs directly associated with 
operations in a particular region, or allocate a share of total military costs (including some that 
are indirect in the sense of supporting military activities overall) (Koplow and Martin (1998)).77   

The incremental analysis can estimate how military costs would vary if the oil security 
mission is no longer needed, and many studies stop at this point.  It is substantially more difficult 
to estimate how military costs would vary if U.S. oil use or imports are partially reduced.  Partial 
reduction of U.S. oil use diminishes the magnitude of the security problem, but there is 
uncertainty that supply protection forces and their costs could be scaled down in proportion (e.g. 
Crane et al. (2009))78, and there remains the associated goal of protecting supply and transit for 
allies and important trade partners, and other importing countries, if they do not decrease their 
petroleum use as well.   

The challenges of attribution and incremental analysis have led some to conclude that the 
mission of oil supply protection cannot be clearly separated from others, and the military cost 
component of oil security should be taken as near zero (Moore et al. (1997)).79  For example, the 
Council on Foreign Relations takes the view that substantial foreign policy missions will remain 
over the next 20 years, even without the oil security mission entirely.  Stern, on the other hand, 
argues that many of the other policy concerns in the Persian Gulf follow from oil, and the 
reaction to U.S. policies taken to protect oil.   

Most commonly, analysts estimate substantial military costs associated with the missions of 
oil supply security and associated contingencies, but avoid estimating specific cost reductions 
from partial reductions in oil use.  However, some relatively recent studies (Copulos (2003), 
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Delucchi and Murphy (2008), Crane et al., Stern (2010))80 seek to update, and in some cases 
significantly improve the rigor of analysis.  

Delucchi and Murphy sought to deduct from the cost of Persian Gulf military programs, the 
costs associated with defending U.S. interests other than the objective of providing more stable 
oil supply and price to the U.S. economy.  Excluding an estimate of cost for missions unrelated 
to oil, and for the protection of oil in the interest of other countries, Delucchi and Murphy 
estimated military costs for all U.S. domestic oil interests of between $24 and $74 billion 
annually.   

Crane et al. considered force reductions and cost savings that could be achieved if oil security 
were no longer a consideration.  After reviewing documents supporting recent defense resource 
allocations they concluded that the oil protection mission is prominent: “First, the United States 
does include the security of oil supplies and global transit of oil as a prominent element in its 
force planning.”  While they noted that the elimination of this mission of oil supply protection 
might not lead to complete reduction of those costs, they concluded there is very likely to be 
some cost reduction.  Taking two approaches, and guided by post-Cold War force draw downs 
and by a top-down look at the current U.S. allocation of defense resources, they concluded that 
$75–$91 billion, or 12–15 percent of the current U.S. defense budget, could be reduced if the oil 
protection mission were completely eliminated. 

Stern presents an estimate of military cost for Persian Gulf force projection, addressing the 
challenge of cost allocation with an activity-based cost method.  He used information on actual 
naval force deployments rather than budgets, focusing on the costs of carrier deployment.  As a 
result of this different data set and these assumptions regarding allocation, the estimated costs are 
much higher, roughly 4 to 10 times, than other recent estimates.  For the 1976–2007 time frame, 
Stern estimated an average military cost of $212 billion and for 2007, $500 billion.   

A study by the National Research Council (NRC) (2013)81 attempted to estimate the military 
costs associated with U.S. imports and consumption of petroleum.  The NRC cites estimates of 
the national defense costs of oil dependence from the literature that range from less than $5 
billion to $50 billion per year or more.  Assuming a range of approximate range of $10 billion to 
$50 billion per year, the NRC divided national defense costs by a projected U.S. consumption 
rate of approximately 6.4 billion barrels per year (EIA, 2012).  This procedure yielded a range of 
average national defense cost of $1.50–$8.00 per barrel (rounded to the nearest $0.50), with a 
mid-point of $5/barrel (in 2009).  However, as discussed above, it is unclear that incremental 
reductions in either U.S. imports, or consumption of domestic petroleum, would produce 
incremental changes to the military expenditures related to the oil protection mission (Crane, et 
al.).  The agencies continue to review newer studies and literature to better estimate the military 
components of the energy security benefits associated with this Draft TAR, but as of this date, 
have not been able to identify a robust methodology that can be used to quantify the military cost 
component of energy security. 

10.6 Non-GHG Health and Environmental Impacts 
This section discusses the economic benefits from reductions in health and environmental 

impacts resulting from non-GHG emission reductions (such as criteria and toxic air pollutants) 
that can be expected to occur as a result of the light-duty 2022-2025 GHG standards.  CO2 
emissions are predominantly the byproduct of fossil fuel combustion processes that also produce 
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criteria and hazardous air pollutant emissions.  The vehicles that are subject to this program are 
also significant sources of mobile source air pollution such as direct PM, NOX, VOCs and air 
toxics, which are regulated by separate emissions standards programs.  The program will affect 
exhaust emissions of these pollutants from vehicles and will also affect emissions from upstream 
sources that occur during the refining and distribution of fuel.  Changes in ambient 
concentrations of ozone, PM2.5, and air toxics that will result from the program are expected to 
affect human health by reducing premature deaths and other serious human health effects, as 
well as other important improvements in public health and welfare.  Children especially benefit 
from reduced exposures to criteria and toxic pollutants, because they tend to be more sensitive to 
the effects of these respiratory pollutants.  Ozone and particulate matter have been associated 
with increased incidence of asthma and other respiratory effects in children, and particulate 
matter has been associated with a decrease in lung maturation. 

It is important to quantify the co-pollutant-related health and environmental impacts 
associated with the GHG standards because a failure to adequately consider these ancillary 
impacts could lead to an incorrect assessment of the standards' costs and benefits.  Moreover, the 
health and other impacts of exposure to criteria air pollutants and airborne toxics tend to occur in 
the near term, while most effects from reduced climate change are likely to occur only over a 
time frame of several decades or longer.   

For purposes of this Draft TAR, EPA has applied PM-related benefits per-ton values to its 
estimated emission reductions as an interim approach to estimating only the PM-related benefits 
of the program.82,P  However, there are several health benefit categories that EPA was unable to 
quantify due to limitations associated with using benefits-per-ton estimates, several of which 
could be substantial.  For example, we have not quantified a number of known or suspected 
health benefits linked to reductions in ozone and other criteria pollutants, as well as health 
benefits linked to reductions in air toxics. Additionally, we are unable to quantify a number of 
known welfare effects, including reduced acid and particulate deposition damage to cultural 
monuments and other materials, and environmental benefits due to reductions of impacts of 
eutrophication in coastal areas.  As a result, the health benefits quantified in this section are 
likely underestimates of total benefits.  If necessary, EPA will quantify and monetize the health 
and environmental impacts related to both PM and ozone later in the midterm evaluation process, 
which would entail photochemical air quality modeling.  

10.6.1 Economic Value of Reductions in Particulate Matter 

As presented in Chapter 12, the standards would reduce emissions of several criteria and toxic 
pollutants and their precursors.  In this analysis, however, EPA only estimates the economic 
value of the human health benefits associated with the resulting reductions in PM2.5 exposure 
(related to both directly emitted PM2.5 and secondarily-formed PM2.5).  Due to analytical 
limitations with the benefit per-ton method, this analysis does not estimate benefits resulting 

                                                 
P See also: http://www.epa.gov/airquality/benmap/sabpt.html.  The current values available on the webpage have 

been updated since the publication of the Fann et al., 2012 paper.  For more information regarding the updated 
values, see: http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf 
(accessed June 9, 2016). 

http://www.epa.gov/airquality/benmap/sabpt.html
http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf
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from reductions in population exposure to other criteria pollutants such as ozone.Q  Furthermore, 
the benefits per-ton method, like all air quality impact analyses, does not monetize all of the 
potential health and welfare effects associated with reduced concentrations of PM2.5. 

This analysis uses estimates of the benefits from reducing the incidence of the specific PM2.5-
related health impacts described below.  These estimates, which are expressed per ton of PM2.5-
related emissions eliminated by the standards, represent the total monetized value of human 
health benefits (including reduction in both premature mortality and premature morbidity) from 
reducing each ton of directly emitted PM2.5, or its precursors (SO2 and NOX), from a specified 
source.  Ideally, the human health benefits would be estimated based on changes in ambient 
PM2.5 as determined by full-scale air quality modeling.  However, the length of time needed to 
prepare the necessary emissions inventories, in addition to the processing time associated with 
the modeling itself, has precluded us from performing air quality modeling for the Draft 
TAR.   If necessary, EPA will conduct this modeling later in the midterm evaluation process.   

The PM-related dollar-per-ton benefit estimates used in this analysis are provided in Table 
10.12.  As the table indicates, these values differ among directly emitted PM and PM precursors 
(SO2 and NOX), and also depend on their original source, because emissions from different 
sources can result in different degrees of population exposure and resulting health impacts.  In 
the summary of costs and benefits, Chapter 12, EPA presents the monetized value of total PM-
related improvements associated with the standards summed across sources (on-road and 
upstream) sources and across PM-related pollutants (direct PM2.5 and PM precursors SO2 and 
NOX).   

Table 10.12  PM-Related Benefits-per-ton Values (thousands, 2012$)a 

Yearc On-road Mobile Sources Upstream Sourcesd 

Direct PM2.5 SO2 NOX Direct PM2.5 SO2 NOX 

Estimated Using a 3 Percent Discount Rateb 

2016 $380-$850 $20-$45 $7.7-$18 $330-$750 $69-$160 $6.8-$16 

2020 $400-$910 $22-$49 $8.1-$18 $350-$790 $75-$170 $7.4-$17 

2025 $440-$1,000 $24-$55 $8.8-$20 $390-$870 $83-$190 $8.1-$18 

2030 $480-$1,100 $27-$61 $9.6-$22 $420-$950 $91-$200 $8.7-$20 

Estimated Using a 7 Percent Discount Rateb 

2016 $340-$770 $18-$41 $6.9-$16 $290-$670 $63-$140 $6.2-$14 

2020 $370-$820 $20-$44 $7.4-$17 $320-$720 $67-$150 $6.6-$15 

2025 $400-$910 $22-$49 $8.0-$18 $350-$790 $75-$170 $7.3-$17 

2030 $430-$980 $24-$55 $8.6-$20 $380-$850 $81-$180 $7.9-$18 

Notes: 
a The benefit-per-ton estimates presented in this table are based on a range of premature mortality estimates derived 
from the ACS study (Krewski et al., 2009) and the Six-Cities study (Lepeule et al., 2012).  
b The benefit-per-ton estimates presented in this table assume either a 3 percent or 7 percent discount rate in the 
valuation of premature mortality to account for a twenty-year segmented cessation lag.   

                                                 
Q The air quality modeling that underlies the PM-related benefit per ton values also produced estimates of ozone 

levels attributable to each sector. However, the complex non-linear chemistry governing ozone formation 
prevented EPA from developing a complementary array of ozone benefit per ton values. This limitation 
notwithstanding, we anticipate that the ozone-related benefits associated with reducing emissions of NOX and 
VOC could be substantial. 



Economic and Other Key Inputs Used in the Agencies’ Analyses 

10-38 

c Benefit-per-ton values were estimated for the years 2016, 2020, 2025 and 2030.  We hold values constant for 
intervening years (e.g., the 2016 values are assumed to apply to years 2017-2019; 2020 values for years 2021-2024; 
2025 values for years 2026-2029; and 2030 values for years 2031 and beyond).  
d We assume for the purpose of this analysis that “upstream emissions” are most closely associated with refinery sector 
benefit per-ton values.  The majority of upstream emission reductions associated with the standards are related to 
domestic onsite refinery emissions and domestic crude production.  While upstream emissions also include storage 
and transport sources, as well as upstream refinery sources, we have chosen to simply apply the refinery values.   

 

The benefit per-ton technique has been used in previous analyses, including EPA’s 2017-2025 
Light-Duty Vehicle Greenhouse Gas Rule,83 the Reciprocating Internal Combustion Engine 
rules,84,85 and the Residential Wood Heaters NSPS.86  Table 10.13 shows the quantified PM2.5-
related co-benefits captured in those benefit per-ton estimates, as well as unquantified effects the 
benefits per-ton estimates are unable to capture.  

Table 10.13  Human Health and Welfare Effects of PM2.5 

Pollutant Quantified and Monetized  

in Primary Estimates 

Unquantified Effects  

Changes in: 

PM2.5 Adult premature mortality  

Acute bronchitis 

Hospital admissions: respiratory and 

cardiovascular 

Emergency room visits for asthma 

Nonfatal heart attacks (myocardial infarction) 

Lower and upper respiratory illness 

Minor restricted-activity days 

Work loss days 

Asthma exacerbations (asthmatic population) 

Infant mortality 

Chronic and subchronic bronchitis cases 

Strokes and cerebrovascular disease 

Low birth weight 

Pulmonary function 

Chronic respiratory diseases other than chronic 

bronchitis 

Non-asthma respiratory emergency room visits 

Visibility 

Household soiling 

 

Readers interested in reviewing the complete methodology for creating the benefit-per-ton 
estimates used in this analysis can consult EPA’s “Technical Support Document: Estimating the 
Benefit per Ton of Reducing PM2.5 Precursors from 17 Sectors.”R  Readers can also refer to Fann 
et al. (2012) for a detailed description of the benefit-per-ton methodology.  As described in the 
documentation, EPA uses a method that is consistent with the cost-benefit analysis that 
accompanied the 2012 PM NAAQS revision.  The benefit-per-ton estimates utilize the 
concentration-response functions as reported in the epidemiology literature. S,87   To calculate the 
total monetized impacts associated with quantified health impacts, EPA applies values derived 
from a number of sources.  For premature mortality, EPA applies a value of a statistical life 
(VSL) derived from the mortality valuation literature.  For certain health impacts, such as 

                                                 
R For more information regarding the updated values, see: 

http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf (accessed 
September 9, 2014). 

S Although we summarize the main issues in this chapter, we encourage interested readers to see the benefits chapter 
of the RIA that accompanied the PM NAAQS for a more detailed description of recent changes to the 
quantification and monetization of PM benefits.  Note that the cost-benefit analysis was prepared solely for 
purposes of fulfilling analysis requirements under Executive Order 12866 and was not considered, or otherwise 
played any part, in the decision to revise the PM NAAQS. 
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respiratory-related ailments, EPA applies willingness-to-pay estimates derived from the 
valuation literature.  For the remaining health impacts, EPA applies values derived from current 
cost-of-illness and/or wage estimates. 

The documentation cited above also describes that national per-ton estimates were developed 
for selected PM-related pollutant/source category combinations.  The per-ton values calculated 
therefore apply only to tons reduced from those specific PM-related pollutant/source 
combinations (e.g., NO2 emitted from on-road mobile sources; direct PM emitted from electricity 
generating units).  EPA's estimate of PM2.5 benefits is therefore based on the total direct PM2.5 
and PM-related precursor emissions controlled by sector and multiplied by each per-ton value.   

As Table 10.12 indicates, EPA projects that the per-ton values for reducing emissions of non-
GHG pollutants from both vehicle use and upstream sources such as fuel refineries will increase 
over time.T  These projected increases reflect rising income levels, which increase affected 
individuals’ willingness to pay for reduced exposure to health threats from air pollution.U  They 
also reflect future population growth and increased life expectancy, which expands the size of 
the population exposed to air pollution in both urban and rural areas, especially among older age 
groups with the highest mortality risk.V     

The benefit-per-ton estimates are subject to a number of assumptions and uncertainties:   

 The benefit-per-ton estimates used in this analysis reflect specific geographic patterns 
of emissions reductions and specific air quality and benefits modeling assumptions 
associated with the derivation of those estimates (see the TSD describing the 
calculation of the national benefit-per-ton estimates).88,W  Consequently, these 
estimates may not reflect local variability in population density, meteorology, 
exposure, baseline health incidence rates, or other local factors associated with the 
current analysis.  Therefore, use of these benefit-per-ton values to estimate non-GHG 
benefits may lead to higher or lower benefit estimates than if these benefits were 
calculated based on direct air quality modeling.  EPA plans to conduct full-scale air 
quality modeling later in the midterm evaluation process in an effort to capture this 
variability. 

 This analysis assumes that all fine particles, regardless of their chemical composition, 
are equally potent in causing premature mortality.  This is an important assumption, 
because PM2.5 produced via transported precursors emitted from stationary sources 
may differ significantly from direct PM2.5 released from diesel engines and other 

                                                 
T As we present in Chapter 12, the standards would yield emission reductions from upstream refining and fuel 

distribution due to decreased petroleum consumption. 
U The issue is discussed in more detail in the 2012 PM NAAQS RIA, Section 5.6.8.  See U.S. Environmental 

Protection Agency.  (2012). Regulatory Impact Analysis for the Final Revisions to the National Ambient Air 
Quality Standards for Particulate Matter, Health and Environmental Impacts Division, Office of Air Quality 
Planning and Standards, EPA-452-R-12-005, December 2012.  Available on the internet: 
http://www.epa.gov/ttnecas1/regdata/RIAs/finalria.pdf. 

V For more information about EPA’s population projections, please refer to the following: 
http://www.epa.gov/air/benmap/models/BenMAPManualAppendicesAugust2010.pdf (See Appendix K) 

W See also: http://www.epa.gov/airquality/benmap/sabpt.html.  The current values available on the webpage have 
been updated since the publication of the Fann et al., 2012 paper.  For more information regarding the updated 
values, see: http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf 
(accessed September 9, 2014). 

http://www.epa.gov/airquality/benmap/sabpt.html
http://www.epa.gov/airquality/benmap/models/Source_Apportionment_BPT_TSD_1_31_13.pdf
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industrial sources.  The PM ISA, which was twice reviewed by SAB-CASAC, 
concluded that “many constituents of PM2.5 can be linked with multiple health effects, 
and the evidence is not yet sufficient to allow differentiation of those constituents or 
sources that are more closely related to specific outcomes.”89   PM composition and 
the size distribution of those particles vary within and between areas due to source 
characteristics.  Any specific location could have higher or lower contributions of 
certain PM species and other pollutants than the national average, meaning potential 
regional differences in health impact of given control strategies.  Depending on the 
toxicity of each PM species reduced by the proposed standards, assuming equal 
toxicity could over or underestimate benefits. 

 When estimating the benefit-per-ton values, EPA assumes that the underlying health 
impact functions for fine particles are linear within the range of ambient 
concentrations under consideration.  Thus, the estimates include health benefits from 
reducing fine particles in areas with varied concentrations of PM2.5, including regions 
that are in attainment with the fine particle standard.  The direction of bias that 
assuming a linear-no threshold model (or an alternative model) introduces depends 
upon the “true” functional from of the relationship and the specific assumptions and 
data in a particular analysis.  For example, if the true function identifies a threshold 
below which health effects do not occur, benefits may be overestimated if a 
substantial portion of those benefits were estimated to occur below that threshold.  
Alternately, if a substantial portion of the benefits occurred above that threshold, the 
benefits may be underestimated because an assumed linear no-threshold function may 
not reflect the steeper slope above that threshold to account for all health effects 
occurring above that threshold.  

 There are several health benefit categories that EPA was unable to quantify due to 
limitations associated with using benefits-per-ton estimates, several of which could be 
substantial.  Because the NOX and VOC emission reductions associated with the 
standards are also precursors to ozone, reductions in NOX and VOC would also 
reduce ozone formation and the health effects associated with ozone exposure.  
Unfortunately, ozone-related benefits-per-ton estimates do not exist due to issues 
associated with the complexity of the atmospheric air chemistry and nonlinearities 
associated with ozone formation.  The PM-related benefits-per-ton estimates also do 
not include any human welfare or ecological benefits.   

 There are many uncertainties associated with the health impact functions that underlie 
the benefits-per-ton estimates.  These include:  within-study variability (the precision 
with which a given study estimates the relationship between air quality changes and 
health effects); across-study variation (different published studies of the same 
pollutant/health effect relationship typically do not report identical findings and in 
some instances the differences are substantial); the application of concentration-
response functions nationwide (does not account for any relationship between region 
and health effect, to the extent that such a relationship exists); extrapolation of impact 
functions across population (we assumed that certain health impact functions applied 
to age ranges broader than that considered in the original epidemiological study); and 
various uncertainties in the concentration-response function, including causality and 
thresholds.  These uncertainties may under- or over-estimate benefits. 
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 EPA has investigated methods to characterize uncertainty in the relationship between 
PM2.5 exposure and premature mortality.  EPA’s final PM2.5 NAAQS analysis 
provides a more complete picture about the overall uncertainty in PM2.5 benefits 
estimates.  For more information, please consult the PM2.5 NAAQS RIA.90  

 The benefit-per-ton unit values used in this analysis incorporate projections of key 
variables, including atmospheric conditions, source level emissions, population, 
health baselines, incomes, and technology.  These projections introduce some 
uncertainties to the benefit per ton estimates. 

 

As mentioned above, emissions changes and benefits-per-ton estimates alone are not a good 
indication of local or regional air quality and health impacts, as there may be localized impacts 
associated with the standards.  Additionally, the atmospheric chemistry related to ambient 
concentrations of PM2.5, ozone and air toxics is very complex.  Full-scale photochemical 
modeling is therefore necessary to provide the needed spatial and temporal detail to more 
completely and accurately estimate the changes in ambient levels of these pollutants and their 
associated health and welfare impacts.  As discussed above, timing constraints precluded EPA 
from conducting a full-scale photochemical air quality modeling analysis in time for the Draft 
TAR.  Later in the midterm evaluation process, EPA plans to quantify and monetize the health 
and environmental impacts related to both PM and ozone, which entails photochemical air 
quality modeling. 

10.7 Greenhouse Gas Emission Impacts 

We estimate the global social benefits of CO2 emission reductions expected from the 2022-
2025 final standards using the SC-CO2 estimates presented in the Technical Support Document: 
Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis Under Executive 
Order 12866 (May 2013, Revised July 2015) (“current TSD”).91  We refer to these estimates, 
which were developed by the U.S. government, as “SC-CO2 estimates.”  The SC-CO2 is a metric 
that estimates the monetary value of impacts associated with marginal changes in CO2 emissions 
in a given year.  It includes a wide range of anticipated climate impacts, such as net changes in 
agricultural productivity and human health, property damage from increased flood risk, and 
changes in energy system costs, such as reduced costs for heating and increased costs for air 
conditioning.  It is typically used to assess the avoided damages as a result of regulatory actions 
(i.e., benefits of rulemakings that lead to an incremental reduction in cumulative global CO2 
emissions).  

The SC-CO2 estimates used in the final 2017-2025 RIA and in this analysis were developed 
over many years, using the best science available, and with input from the public.  Specifically, 
an interagency working group (IWG) that included the EPA and other executive branch agencies 
and offices used three integrated assessment models (IAMs) to develop the SC-CO2 estimates 
and recommended four global values for use in regulatory analyses.  The SC-CO2 estimates were 
first released in February 2010 and were used to estimate the value of CO2 benefits in the final 
2017-2025 rulemaking.   

These SC-CO2 estimates were developed using an ensemble of the three most widely cited 
integrated assessment models in the economics literature with the ability to estimate the SC-CO2.  
A key objective of the IWG was to draw from the insights of the three models while respecting 
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the different approaches to linking GHG emissions and monetized damages taken by modelers in 
the published literature.  After conducting an extensive literature review, the interagency group 
selected three sets of input parameters (climate sensitivity, socioeconomic and emissions 
trajectories, and discount rates) to use consistently in each model.  All other model features were 
left unchanged, relying on the model developers’ best estimates and judgments, as informed by 
the literature.  Specifically, a common probability distribution for the equilibrium climate 
sensitivity parameter, which informs the strength of climate’s response to atmospheric GHG 
concentrations, was used across all three models.  In addition, a common range of scenarios for 
the socioeconomic parameters and emissions forecasts were used in all three models.  Finally, 
the marginal damage estimates from the three models were estimated using a consistent range of 
discount rates, 2.5, 3.0, and 5.0 percent.  See Technical Support Document: Technical Update of 
the Social Cost of Carbon for Regulatory Impact Analysis Under Executive Order 12866 
(February 2010) ("2010 TSD") for a complete discussion of the methods used to develop the 
estimates and the key uncertainties, and the current TSD for the latest estimates.92  

In 2013, and after the final LD 2017-2025 rulemaking, the IWG updated the SC-CO2 
estimates using new versions of each IAM.   The 2013 update did not revisit the 2010 modeling 
decisions with regards to the discount rate, reference case socioeconomic and emission scenarios, 
and equilibrium climate sensitivity distribution.  Rather, improvements in the way damages are 
modeled are confined to those that have been incorporated into the latest versions of the models 
by the developers themselves and published in the peer-reviewed literature.  The model updates 
that are relevant to the SCC estimates include: an explicit representation of sea level rise 
damages in the Dynamic Integrated Climate and Economy (DICE) and Policy Analysis of the 
Greenhouse Effect (PAGE) models; updated adaptation assumptions, revisions to ensure 
damages are constrained by GDP, updated regional scaling of damages, and a revised treatment 
of potentially abrupt shifts in climate damages in the PAGE model; an updated carbon cycle in 
the DICE model; and updated damage functions for sea level rise impacts, the agricultural sector, 
and reduced space heating requirements, as well as changes to the transient response of 
temperature to the buildup of GHG concentrations and the inclusion of indirect effects of 
methane emissions in the Climate Framework for Uncertainty, Negotiation, and Distribution 
(FUND) model.  The current TSD presents and discusses the 2013 update (including recent 
minor technical corrections to the estimates).X   

The updated estimates continue to represent global measures because of the distinctive nature 
of the climate change, which is highly unusual in at least three respects.  First, emissions of most 
GHGs contribute to damages around the world independent of the country in which they are 
emitted.  The SC-CO2 must therefore incorporate the full (global) damages caused by GHG 
emissions to address the global nature of the problem.  Second, the U.S. operates in a global and 
highly interconnected economy, such that impacts on the other side of the world can affect our 
economy.  This means that the true costs of climate change to the U.S. are larger than the direct 
impacts that simply occur within the U.S.  Third, climate change represents a classic public 
goods problem because each country’s reductions benefit everyone else and no country can be 
excluded from enjoying the benefits of other countries’ reductions, even if it provides no 
reductions itself.  In this situation, the only way to achieve an economically efficient level of 

                                                 
X Both the 2010 TSD and the current TSD are available at: https://www.whitehouse.gov/omb/oira/social-cost-of-

carbon. 
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emissions reductions is for countries to cooperate in providing mutually beneficial reductions 
beyond the level that would be justified only by their own domestic benefits.  In reference to the 
public good nature of mitigation and its role in foreign relations, thirteen prominent academics 
noted that these “are compelling reasons to focus on a global SCC” in a recent article on the SCC 
(Pizer et al., 2014).  In addition, as noted in OMB’s Response to Comments on the SC-CO2, a 
document discussed further below, there is no bright line between domestic and global damages.  
Adverse impacts on other countries can have spillover effects on the United States, particularly 
in the areas of national security, international trade, public health and humanitarian concerns.93 

The 2010 TSD noted a number of limitations to the SC-CO2 analysis, including the 
incomplete way in which the integrated assessment models capture catastrophic and non-
catastrophic impacts, their incomplete treatment of adaptation and technological change, 
uncertainty in the extrapolation of damages to high temperatures, and assumptions regarding risk 
aversion.  Currently integrated assessment models do not assign value to all of the important 
physical, ecological, and economic impacts of climate change recognized in the climate change 
literature due to a lack of precise information on the nature of damages and because the science 
incorporated into these models understandably lags behind the most recent research.Y  The 
limited amount of research linking climate impacts to economic damages makes the modeling 
exercise even more difficult.  These individual limitations do not all work in the same direction 
in terms of their influence on the SC-CO2 estimates, though taken together they suggest that the 
SC-CO2 estimates are likely conservative.  In particular, the IPCC Fourth Assessment Report 
(2007), which was the most current IPCC assessment available at the time of the IWG’s 2009-
2010 review, concluded that  “It is very likely that [SC-CO2 estimates] underestimate the damage 
costs because they cannot include many non-quantifiable impacts.”  Since then, the peer-
reviewed literature has continued to support this conclusion.  For example, the IPCC Fifth 
Assessment report observed that SC-CO2 estimates continue to omit various impacts that would 
likely increase damages.   

The EPA and other agencies have continued to consider feedback on the SC-CO2 estimates 
from stakeholders through a range of channels, most recently including public comments on the 
Clean Power Plan rulemaking94 and others that use the SC-CO2 in supporting analyses and 
through regular interactions with stakeholders and research analysts implementing the SC-CO2 
methodology used by the interagency working group.  Commenters have provided constructive 
recommendations for potential opportunities to improve the SC-CO2 estimates in future updates. 
In addition, OMB sought public comment on the approach used to develop the SC-CO2 estimates 
through a separate comment period and published a response to those comments in 2015.Z   

After careful evaluation of the full range of comments submitted to OMB, the IWG continues 
to recommend the use of the SC-CO2 estimates in regulatory impact analysis.  With the release of 
the response to comments, the IWG announced plans in July 2015 to obtain expert independent 

                                                 
Y Climate change impacts and SCC modeling is an area of active research. For example, see: (1) Howard, Peter, 

“Omitted Damages: What’s Missing from the Social Cost of Carbon.” March 13, 2014, 
http://costofcarbon.org/files/Omitted_Damages_Whats_Missing_From_the_Social_Cost_of_Carbon.pdf; and (2) 
Electric Power Research Institute, “Understanding the Social Cost of carbon: A Technical Assessment,” October 
2014, www.epri.com.  

Z See https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf.   

http://costofcarbon.org/files/Omitted_Damages_Whats_Missing_From_the_Social_Cost_of_Carbon.pdf
http://www.epri.com/
https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf
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advice from the National Academies of Sciences, Engineering and Medicine to ensure that the 
SC-CO2 estimates continue to reflect the best available scientific and economic information on 
climate change.AA  The Academies then convened a committee, “Assessing Approaches to 
Updating the Social Cost of Carbon,” (Committee) that is reviewing the state of the science on 
estimating the SC-CO2 , and will provide expert, independent advice on the merits of different 
technical approaches for modeling and highlight research priorities going forward.  EPA will 
evaluate its approach based upon any feedback received from the Academies’ panel. 

To date, the Committee has released an interim report, which recommended against doing a 
near term update of the SC-CO2 estimates.  For future revisions, the Committee recommended 
the IWG move efforts towards a broader update of the climate system module consistent with the 
most recent, best available science, and also offered recommendations for how to enhance the 
discussion and presentation of uncertainty in the SC-CO2 estimates.  Specifically, the Committee 
recommended that “the IWG provide guidance in their technical support documents about how 
[SC-CO2] uncertainty should be represented and discussed in individual regulatory impact 
analyses that use the [SC-CO2]” and that the technical support document for each update of the 
estimates present a section discussing the uncertainty in the overall approach, in the models used, 
and uncertainty that may not be included in the estimates.BB  At the time of this writing, the IWG 
is reviewing the interim report and considering the recommendations.  EPA looks forward to 
working with the IWG to respond to the recommendations and will continue to follow IWG 
guidance on SC-CO2.  

The current SC-CO2 estimates are as follows: $14, $47, $70, and $140 per ton of CO2 
emissions in the year 2022 (2013$).CC  The first three values are based on the average SC-CO2 
from the three IAMs, at discount rates of 5, 3, and 2.5 percent, respectively. SC-CO2 estimates 
for several discount rates are included because the literature shows that the SC-CO2 is quite 
sensitive to assumptions about the discount rate, and because no consensus exists on the 
appropriate rate to use in an intergenerational context (where costs and benefits are incurred by 
different generations).  The fourth value is the 95th percentile of the SC-CO2 from all three 
models at a 3 percent discount rate.  It is included to represent lower probability but higher -
impact outcomes from climate change, which are captured further out in the tail of the SC- CO2 
distribution, and while less likely than those reflected by the average SC- CO2 estimates, would 
be much more harmful to society and therefore, are relevant to policy makers.  

                                                 
AA The Academies’ review will be informed by public comments and focus on the technical merits and challenges of 

potential approaches to improving the SC-CO2 estimates in future updates. See 
https://www.whitehouse.gov/blog/2015/07/02/estimating-benefits-carbon-dioxide-emissions-reductions.   

BB National Academies of Sciences, Engineering, and Medicine. (2016). Assessment of Approaches to Updating the 
Social Cost of Carbon: Phase 1 Report on a Near-Term Update. Committee on Assessing Approaches to 
Updating the Social Cost of Carbon, Board on Environmental Change and Society. Washington, DC: The 
National Academies Press. doi: 10.17226/21898. See Executive Summary, page 1, for quoted text. 

CC The current version of the TSD is available at: https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-
tsd-final-july-2015.pdf.  The 2010 and 2013 TSDs present SC-CO2 in 2007$ per metric ton. The unrounded 
estimates from the current TSD were adjusted to 2013$ using GDP Implicit Price Deflator (1.097), 
http://www.bea.gov/iTable/index_nipa. The estimates presented in this document were rounded to two significant 
digits. 

https://www.whitehouse.gov/blog/2015/07/02/estimating-benefits-carbon-dioxide-emissions-reductions
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The current estimates are higher than those used to analyze the CO2 impacts in the final LD 
2017-2025 rulemaking, which preceded the 2013 SC-CO2 update and were published in the 2010 
SC-CO2 TSD.  By way of comparison, the four SC-CO2 estimates used to analyze the CO2 
impacts for the final LD 2017-2015 rulemaking were $8.1, $30, $48, and $93 per metric ton in 
2022 (2013$).DD  As previously noted, the IWG updated these estimates in 2013 using new 
versions of each integrated assessment model but did not Table 10.14 presents the current global 
SC-CO2 estimates for select years between 2022 and 2050.  In order to calculate the dollar value 
for emission reductions, the SC-CO2 estimate for each emissions year would be applied to 
changes in CO2 emissions for that year, and then discounted back to the analysis year using the 
same discount rate used to estimate the SC-CO2.  The SC-CO2 increases over time because future 
emissions are expected to produce larger incremental damages as physical and economic systems 
become more stressed in response to greater climate change.  Note that the interagency group 
estimated the growth rate of the SC-CO2 directly using the three integrated assessment models 
rather than assuming a constant annual growth rate.  This helps to ensure that the estimates are 
internally consistent with other modeling assumptions.  Chapter 12 reports the updated GHG 
benefits in select model years and calendar years.  

Table 10.14  Social Cost of CO2, 2015-2050 (in 2013$ per metric ton)* 

 

Year 

Discount Rate and Statistic 

5% Average 3% Average 2.5% Average 3% (95th percentile) 

2022 $14 $47 $70 $140 

2023 $14 $48 $71 $140 

2024 $14 $49 $72 $150 

2025 $15 $50 $75 $150 

2030 $18 $55 $80 $170 

2040 $23 $66 $92 $200 

     

2050 $29 $76 $100 $230 

Note: 
* These SC-CO2 values are stated in $/metric ton and rounded to two significant figures.  The estimates vary 
depending on the year of CO2 emissions and are defined in real terms, i.e., adjusted for inflation using the GDP 
implicit price deflator.  

 

One limitation of the primary benefits analysis in the 2017-2025 final rulemaking is that it did 
not include the valuation of non-CO2 GHG impacts (CH4, N2O, HFC-134a).  Specifically, the 
IWG did not estimate the social costs of non-CO2 GHG emissions using an approach analogous 
to the one used to estimate the SC-CO2.  While there were other estimates of the social cost of 
non- CO2 GHGs in the peer review literature, the methodologies underlying those estimates were 
inconsistent with the methodology the IWG used to estimate the SC-CO2.  As discussed in the 

                                                 
DD The 2010 and 2013 TSDs present SC-CO2 in $2007; see https://www.whitehouse.gov/omb/oira/social-cost-of-

carbon for both TSDs.  The estimates used in the final 2017-2025 rulemaking were adjusted to $2010 using GDP 
Implicit Price Deflator.  The estimates have been adjusted to 2013$ here for consistency with the Draft TAR.  See 
National Income and Product Accounts Tables, Table 1.1.9 at http://www.bea.gov/iTable/index_nipa.cfm for 
GDP Implicit Price Deflators. 

https://www.whitehouse.gov/omb/oira/social-cost-of-carbon
https://www.whitehouse.gov/omb/oira/social-cost-of-carbon
http://www.bea.gov/iTable/index_nipa.cfm
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2017-2025 final rulemaking, there is considerable variation among these published estimates in 
the models and input assumptions they employ.EE  These studies differ in the emission 
perturbation year, employ a wide range of constant and variable discount rate specifications, and 
consider a range of baseline socioeconomic and emissions scenarios that have been developed 
over the last 20 years.  EPA also determined that the estimates in the literature were most likely 
underestimates due to changes in the underlying science since their publication.FF  

However, EPA recognized that non-CO2 GHG impacts associated with these standards (e.g., 
net reductions in CH4, N2O, and HFC-134a) would provide benefits to society.  To understand 
the potential implication of omitting these benefits, EPA conducted sensitivity analysis using an 
approximation approach based on global warming potential (GWP) gas comparison metrics that 
has been used in previous rulemakings.  The EPA also sought public comments on the valuation 
of non-CO2 GHG impacts in the proposed LD 2017-2025 rulemaking and other previous 
rulemakings (e.g., U.S. EPA 2012).95  In general, the commenters strongly encouraged the EPA 
to incorporate the monetized value of non-CO2 GHG impacts into the benefit cost analysis, 
however they noted the challenges associated with the GWP-approach, as discussed further 
below, and encouraged the use of directly-modeled estimates of the SC-CH4 to overcome those 
challenges. 

Subsequent to the 2017-2025 final rule, a paper by Marten et al. (2014) provided the first set 
of published SC-CH4 and SC-N2O estimates that are consistent with the modeling assumptions 
underlying the SC-CO2.96  Specifically, the estimation approach of Marten et al. used the same 
set of three IAMs, five socioeconomic and emissions scenarios, equilibrium climate sensitivity 
distribution, three constant discount rates, and aggregation approach used by the IWG to develop 
the SC-CO2 estimates.  The aggregation method involved distilling the 45 distributions of the 
SC-CH4 and of the SC-N2O produced for each emissions year into four estimates: the mean 
across all models and scenarios using a 2.5 percent, 3 percent, and 5 percent discount rate, and 
the 95th percentile of the pooled estimates from all models and scenarios using a 3 percent 
discount rate.  Marten et al. also used the same rationale as the IWG to develop global estimates 
of the SC-CH4 and SC-N2O, given that methane and N2O are global pollutants.  

The atmospheric lifetime and radiative efficacy of methane and N2O used by Marten et al. is 
based on the estimates reported by the IPCC in their Fourth Assessment Report (AR4, 2007), 
including an adjustment in the radiative efficacy of methane to account for its role as a precursor 
for tropospheric ozone and stratospheric water.  These values represent the same ones used by 
the IPCC in AR4 for calculating GWPs.  At the time Marten et al. developed their estimates of 
the SC-CH4, AR4 was the latest assessment report by the IPCC.  The IPCC updates GWP 
estimates with each new assessment, and in the most recent assessment, AR5, the latest estimate 
of the methane GWP ranged from 28-36, compared to a GWP of 25 in AR4.  The updated values 
reflect a number of changes: changes in the lifetime and radiative efficiency estimates for CO2, 
changes in the lifetime estimate for methane, and changes in the correction factor applied to 

                                                 
EE The researchers cited in the 2017-2015 RIA include: Fankhauser (1994); Kandlikar (1995); Hammitt et al. (1996); 

Tol et al. (2003); Tol (2004); and Hope and Newberry (2006). 
FF See the 2017-2025 RIA, page 7-7, for complete discussion. Literature included studies primarily from the mid-

1990s through early 2000s. http://www3.epa.gov/otaq/climate/documents/420r12016.pdf.  

http://www3.epa.gov/otaq/climate/documents/420r12016.pdf
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methane’s GWP to reflect the effect of methane emissions on other climatically important 
substances such as tropospheric ozone and stratospheric water vapor.  In addition, the range 
presented in the latest IPCC report reflects different choices regarding whether to account for 
how biogenic and fossil methane have different carbon cycle effects, and for whether to account 
for climate feedbacks on the carbon cycle for both methane and CO2 (rather than just for CO2 as 
was done in AR4).97,GG    

Marten et al. (2014) discuss these estimates, (SC-CH4 and SC-N2O estimates presented below 
in Table 10.15), and compare them with other recent estimates in the literature.  The authors 
noted that a direct comparison of their estimates with all of the other published estimates is 
difficult, given the differences in the models and socioeconomic and emissions scenarios, but 
results from three relatively recent studies offer a better basis for comparison (see Hope (2006), 
Marten and Newbold (2012), Waldhoff et al. (2014)). Marten et al. found that, in general, the 
SC-CH4 estimates from their 2014 paper are higher than previous estimates and the SC-N2O 
estimates from their 2014 paper fall within the range from Waldhoff et al.  The higher SC-CH4 
estimates are partially driven by the higher effective radiative forcing due to the inclusion of 
indirect effects from methane emissions in their modeling.  Marten et al., similar to other recent 
studies, also find that their directly modeled SC-CH4 and SC-N2O estimates are higher than the 
GWP-weighted estimates.  More detailed discussion of the SC-CH4 and SC-N2O estimation 
methodology, results and a comparison to other published estimates can be found in Marten et al. 

The resulting SC-CH4 and SC-N2O estimates are presented in Table 10.15.  The tables do not 
include HFC-134a because EPA is unaware of analogous estimates. 

Table 10.15  Social Cost of CH4 and Social Cost of N2O, 2015-2050 (in 2013$ per metric ton) 

  Social Cost of CH4 Social Cost of N2O 

Year 5% (Avg) 3% (Avg) 2.5% (Avg) 3% (95th 

percentile) 

5% 

(Avg) 

3% (Avg) 2.5% (Avg) 3% (95th 

percentile) 

2022 $640 $1,400 $1,800 $3,700 $5,500 $17,000 $25,000 $45,000 

2023 $660 $1,400 $1,900 $3,800 $5,700 $18,000 $25,000 $46,000 

2024 $690 $1,500 $1,900 $3,900 $5,900 $18,000 $26,000 $47,000 

2025 $710 $1,500 $2,000 $4,100 $6,000 $19,000 $26,000 $48,000 

2030 $830 $1,800 $2,200 $4,600 $6,900 $21,000 $30,000 $54,000 

2040 $1,100 $2,200 $2,900 $6,000 $9,200 $25,000 $35,000 $66,000 

2050 $1,400 $2,700 $3,400 $7,300 $12,000 $30,000 $41,000 $79,000 

Note: 
* These SC-CH4 and SC-N2O values are stated in $/metric ton and rounded to two significant figures.  The estimates 
vary depending on the year of emissions and are defined in real terms, i.e., adjusted for inflation using the GDP 
implicit price deflator. In addition, the estimates in this table have been adjusted to reflect the minor technical 
corrections to the SC-CO2 estimates described above. See Corrigendum to Marten et al. (2014) for more details 
http://www.tandfonline.com/doi/abs/10.1080/14693062.2015.1070550 . 

 

                                                 
GG Note that the Draft TAR uses 100-year GWP values for CO2 equivalency calculations that are consistent with the 

GHG emissions inventories and the IPCC Fourth Assessment Report (AR4), i.e., 25 for methane.  The IPCC 
reported the same 100-year GWP for N2O (298) in AR4 and AR5. 

http://www.tandfonline.com/doi/abs/10.1080/14693062.2015.1070550
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Today's publication updates the analysis of non-CO2 GHG benefits presented in the 2017-
2025 final rule by using Marten et al. (2014) estimates of SC-CH4 sand SC-N2O.  In particular, 
the application of directly modeled estimates from Marten et al. (2014) to benefit-cost analysis of 
a regulatory action is analogous to the use of the SC-CO2 estimates.  Specifically, the SC-CH4 
and SC-N2O estimates in Table 10.15 are used to monetize the benefits of reductions in methane 
and N2O emissions, respectively, expected as a result of the 2022-2025 standards.  Forecast 
changes in methane (or N2O) emissions in a given year, expected as a result of the standards, are 
multiplied by the SC-CH4 (or SC-N2O) estimate for that year.  To obtain a present value 
estimate, the monetized stream of future non-CO2 GHG benefits are discounted back to the 
analysis year using the same discount rate used to estimate the social cost of the non-CO2 GHG 
emission changes.  In addition, the limitations for the SC-CO2 estimates discussed above likewise 
apply to the SC-CH4 and SC-N2O estimates, given the consistency in the methodology.  

The EPA recently conducted a peer review of the application of the Marten et al. (2014) non-
CO2 social cost estimates in regulatory analysis and received responses that supported this 
application.  Three reviewers considered seven charge questions that covered issues such as the 
EPA’s interpretation of the Marten et al. estimates, the consistency of the estimates with the SC-
CO2 estimates, the EPA’s characterization of the limits of the GWP-approach to value non-CO2 
GHG impacts, and the appropriateness of using the Marten et al. estimates in regulatory impact 
analyses.  The reviewers agreed with the EPA’s interpretation of Marten et al.’s estimates; 
generally found the estimates to be consistent with the SC-CO2 estimates; and concurred with the 
limitations of the GWP approach, finding directly modeled estimates to be more appropriate.  
While outside of the scope of the review, the reviewers briefly considered the limitations in the 
SC-CO2 methodology (e.g., those discussed earlier in this section) and noted that because the 
SC-CO2 and SC-CH4 (SC-N2O) methodologies are similar, the limitations also apply to the 
resulting SC-CH4 (SC-N2O) estimates.  Two of the reviewers concluded that use in RIAs of the 
SC-CH4 (SC-N2O) estimates developed by Marten et al. and published in the peer-reviewed 
literature is appropriate, provided that the agency discusses the limitations, similar to the 
discussion provided for SC-CO2 and other economic analyses.  All three reviewers encouraged 
continued improvements in the SC-CO2 estimates and suggested that as those improvements are 
realized they should also be reflected in the SC-CH4 (SC-N2O) estimates, with one reviewer 
suggesting the SC-CH4 (SC-N2O) estimates should lag this process.  The EPA supports 
continued improvement in the SC-CO2 estimates developed by the U.S. government and agrees 
that improvements in the SC-CO2 estimates should also be reflected in the SC-CH4 (SC-N2O) 
estimates.  The fact that the reviewers agree that the SC-CH4 (SC-N2O) estimates are generally 
consistent with the SC-CO2 estimates that are recommended by OMB’s guidance on valuing CO2 
emissions reductions, leads the EPA to conclude that use of the SC-CH4 (SC-N2O) estimates is 
an analytical improvement over excluding methane emissions from the monetized portion of the 
benefit cost analysis. 

In light of the favorable peer review and past comments urging the EPA to value non-CO2 
GHG impacts in its rulemakings, the agency has used the Marten et al. (2014) SC-CH4 and SC-
N2O estimates to value methane and N2O impacts, respectively, expected from the 2022-2025 
standards.   

The summary of GHG (CO2, methane, N2O) benefits are presented for select model years and 
calendar years is in Chapter 12.   
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EPA is unaware of estimates of the social cost of HFC-134a that are analogous to the SC- 
CO2, SC-CH4, and SC-N2O estimates discussed above.  In the 2017-2025 final rulemaking, EPA 
used the GWP for HFC-134a to convert the emissions of this gas to CO2 equivalents, which were 
then valued using the SC-CO2 estimates.  These estimates were presented in a sensitivity analysis 
due to the limitations associated with using the GWP approach to value changes in non-CO2 
GHG emissions.  

The GWP measures the cumulative radiative forcing from a perturbation of a non-CO2 GHG 
relative to a perturbation of CO2 over a fixed time horizon, often 100 years.  The GWP mainly 
reflects differences in the radiative efficiency of gases and differences in their atmospheric 
lifetimes.  While the GWP is a simple, transparent, and well-established metric for assessing the 
relative impacts of non-CO2 emissions compared to CO2 on a purely physical basis, there are 
several well-documented limitations in using it to value non-CO2 GHG benefits, as discussed in 
the 2010 SC-CO2 TSD and previous rulemakings.98  In particular, several recent studies found 
that GWP-weighted benefit estimates for methane are likely to be lower than the estimates 
derived using directly modeled social cost estimates for these gases.  Gas comparison metrics, 
such as the GWP, are designed to measure the impact of non-CO2 GHG emissions relative to 
CO2 at a specific point along the pathway from emissions to monetized damages (depicted in 
Figure 10.4), and this point may differ across measures. 

 
Figure 10.4  Path from GHG Emissions to Monetized Damages (Source: Marten et al., 2014) 

 

The GWP is not ideally suited for use in benefit-cost analyses to approximate the social cost 
of non-CO2 GHGs because it ignores important nonlinear relationships beyond radiative forcing 
in the chain between emissions and damages.  These can become relevant because gases have 
different lifetimes and the SC-CO2 takes into account the fact that marginal damages from an 
increase in temperature are a function of existing temperature levels.  Another limitation of gas 
comparison metrics for this purpose is that some environmental and socioeconomic impacts are 
not linked to all of the gases under consideration, or radiative forcing for that matter, and will 
therefore be incorrectly allocated.  For example, the economic impacts associated with increased 
agricultural productivity due to higher atmospheric CO2 concentrations included in the SC-CO2 

would be incorrectly allocated to methane emissions with the GWP-based valuation approach. 

Also of concern is the fact that the assumptions made in estimating the GWP are not 
consistent with the assumptions underlying SC-CO2 estimates in general, and the SC-CO2 

estimates developed by the IWG more specifically.  For example, the 100-year time horizon 
usually used in estimating the GWP is less than the approximately 300-year horizon the IWG 
used in developing the SC-CO2 estimates.  The GWP approach also treats all impacts within the 
time horizon equally, independent of the time at which they occur.  This is inconsistent with the 
role of discounting in economic analysis, which accounts for a basic preference for earlier over 
later gains in utility and expectations regarding future levels of economic growth.     
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The changes in HFC-134a emissions occur through model year 2021, at which point use of 
HFC-134a in new vehicles is prohibited under the Significant New Alternatives Policy (SNAP).  
As discussed in Chapter 5.2.9.2, EPA expects that HFC-134a will be entirely replaced by 
refrigerants with lower GWPs by model year 2021.  In other words, there will be no further 
reductions in HFC-134a emissions after model year 2021.  Given that this midterm review 
considers years after 2021, there are no changes in impacts to report for HFC-134a.  See Chapter 
5.2.9.2 for complete discussion, including EPA’s assessment about the transition to use of low-
GWP alternative refrigerants.  

10.8 Benefits from Reduced Refueling Time 

The total time spent pumping and paying for fuel, and driving to and from fueling stations, 
represents an economic cost to drivers and other vehicle occupants.  Increased driving range 
provides a benefit to individuals arising from the value of the time saved when refueling events 
are eliminated.  As described in this section, the EPA calculates this benefit by applying DOT-
recommended values of travel time savings to estimates of how much time is saved.  

The increases in fuel economy resulting from the standards are expected to lead to some 
increase in vehicle driving range.  The extent of this increase depends on manufacturers’ 
decisions to apply reduced fuel consumption requirements towards increasing range, rather than 
reducing tank size while maintaining range.  For the 2012 FRM, EPA conducted a regression 
analysis to identify the relationship between fuel economy and fuel tank size for different vehicle 
classes based on historical data.  Trends in fuel tank size for a number of redesigned vehicles 
were also investigated.  Based on these analyses, fuel economy improvements were assumed to 
be entirely realized as improvements in driving range, due to insufficient evidence to indicate 
that fuel tank size is reduced as vehicle fuel economy is improved.  For this Draft TAR analysis, 
EPA is again using the FRM assumption that fuel tank sizes remain constant; however, we will 
continue to monitor trends in fuel tank designs and vehicle range.  

No direct estimates of the value of extended vehicle range or reduced fuel tank size are 
readily available.  Instead, this analysis calculates the reduction in the annual amount of time a 
driver would spend filling its fuel tank; this reduced time could result either from fewer refueling 
events, if new fuel tanks stay the same size, or from less time spent filling the tank during each 
refueling stop, if new fuel tanks are made proportionately smaller.  As discussed in Section 10.4, 
the average number of miles each type of vehicle is driven annually would likely increase under 
the regulation, as drivers respond to lower fuel expenditures (the “rebound effect”).  The 
estimates of refueling time in effect allow for this increase in vehicle use.  However, the estimate 
of the rebound effect does not account for any reduction in net operating costs from lower 
refueling time.  Because the rebound effect should measure the change in VMT with respect to 
the net change in overall operating costs, refueling time costs would ideally factor into this 
calculation.  The effect of this omission is expected to be minor because refueling time savings 
are generally small relative to the value of reduced fuel expenditures. 

The savings in refueling time are calculated as the total amount of time the driver of a typical 
vehicle would save each year as a consequence of pumping less fuel into the vehicle’s tank.  The 
calculation also includes a fixed time per refill event of 3.5 minutes which would not occur as 
frequently due to the fewer number of refills.     
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The calculation uses the reduced number of gallons consumed by truck type and divides that 
value by the tank volume and refill amount to get the number of refills, then multiplies that by 
the time per refill to determine the number of hours saved in a given year.  The calculation then 
applies DOT-recommended values of travel time savings to convert the resulting time savings to 
their economic value.  The input metrics used in the EPA analysis are included in Table 10.16.  

Table 10.16  Metrics Used in Calculating the Value of Refueling Time 

Metric Value 

Average tank refill percentage 65% 

Average tank volume 15 gallons 

Fuel dispense rate 10 gal/min 

Fixed time per refill 3.5 minutes 

Wage rate for the value of refill time $25.00 

Number of people in vehicle 1.2 

Wage growth rate, 2014 baseyear 1.1% 

 

The equation used by EPA to calculate refueling benefits is shown below. 

𝑅𝑒𝑓𝑢𝑒𝑙𝑖𝑛𝑔 𝐵𝑒𝑛𝑒𝑓𝑖𝑡 = (
𝐺𝑎𝑙𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 − 𝐺𝑎𝑙𝑝𝑜𝑙𝑖𝑐𝑦

𝐺𝑎𝑙 𝑝𝑒𝑟 𝑟𝑒𝑓𝑖𝑙𝑙
) × (

𝐺𝑎𝑙 𝑝𝑒𝑟 𝑟𝑒𝑓𝑖𝑙𝑙

𝐹𝑢𝑒𝑙 𝑑𝑖𝑠𝑝𝑒𝑛𝑠𝑒 𝑟𝑎𝑡𝑒
+ 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟 𝑟𝑒𝑓𝑖𝑙𝑙) × (

$

ℎ𝑟
)

𝑙𝑎𝑏𝑜𝑟

 

 

Table 10.17  Metrics Used in Calculating the Value of Refueling Time by NHTSA 

Metric Value 

Average tank refill percentage 65% 

Average tank volume 15 gallons 

Fuel dispense rate 10 gal/min 

Fixed time per refill 3.5 minutes 

Wage rate for the value of refill time $18.07/$18.37 

Number of people in vehicle 1.2 

Wage growth rate, 2014 base year 1.1% 

 

The economic value of refueling time savings was calculated by applying DOT-recommended 
valuations for travel time savings to estimates of how much time is saved.HH  The value of travel 
time depends on average hourly valuations of personal and business time, which are functions of 
annual household income and total hourly compensation costs to employers.  The nationwide 
median annual household income, $51,939 in 2013, is divided by 2,080 hours to yield an income 
of $25.00 per hour.  The total hourly compensation cost to employers, inclusive of benefits, in 
2013$ is $24.40.II  Table 10.18 demonstrates the agency’s approach to estimating the value of 
travel time ($/hour) for both urban and rural (intercity) driving.  This approach relies on the use 
of DOT-recommended weights that assign a lesser valuation to personal travel time than to 

                                                 
HH https://www.transportation.gov/administrations/office-policy/2015-value-travel-time-guidance. 
II Ibid. 
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business travel time, as well as weights that adjust for the distribution between personal and 
business travel.  

Table 10.18  Estimating the Value of Travel Time for Urban and Rural (Intercity) Travel ($/hour) 

Urban Travel       

  Personal Travel Business Travel Total 

Wage Rate ($/hour) $25.00 $24.40 - 

DOT - Recommended Value of Travel Time Savings, as % of Wage Rate 50% 100% - 

Hourly Valuation (=Wage Rate * DOT-Recommended Value) $12.50 $24.40 - 

% of Total Urban Travel 95.4% 4.6% 100% 

Hourly Valuation (Adjusted for % of Total Urban Travel) $11.93 $1.12 $13.05 

Rural (Intercity) Travel       

  Personal Travel Business Travel Total 

Wage Rate ($/hour) $25.00 $24.40   

DOT - Recommended Value of Travel Time Savings, as % of Wage Rate 70% 100%   

Hourly Valuation (=Wage Rate * DOT-Recommended Value) $17.50 $24.40   

% of Total Rural Travel 78.6% 21.4% 100% 

Hourly Valuation (Adjusted for % of Total Rural Travel) $13.76 $5.22 $18.98 

 

The estimates of the hourly value of urban and rural travel time ($13.05 and $18.98, 
respectively) shown in Table 10.18 must be adjusted to account for the nationwide ratio of urban 
to rural driving.  By applying this adjustment (as shown in Table 10.19), an overall estimate of 
the hourly value of travel time – independent of urban or rural status – may be produced. Note 
that the calculations above assume only one adult occupant per vehicle.  To fully estimate the 
average value of vehicle travel time, the agency must account for the presence of additional adult 
passengers during refueling trips.  NHTSA applies such an adjustment as shown in Table 10.19; 
this adjustment is performed separately for passenger cars and for light trucks, yielding 
occupancy-adjusted valuations of vehicle travel time during refueling trips for each fleet.  Note 
that children (persons under age 16) are excluded from average vehicle occupancy counts, as it is 
assumed that the opportunity cost of children’s time is zero. 

Table 10.19  Estimating the Value of Travel Time for Light-Duty Vehicles ($/hour) 

  Unweighted Value of 
Travel Time ($/hour) 

Weight (% of Total 
Miles Driven) 

Weighted Value of 
Travel Time ($/hour) 

Urban Travel $13.05 68.2% $8.90 

Rural Travel $18.98 31.8% $6.03 

Total - 100.0% $14.93 

        
  Passenger Cars 2b3 Light Trucks  

Average Vehicle Occupancy During 
Refueling Trips (persons) 

1.21 1.23  

Weighted Value of Travel Time 
($/hour) 

$14.93 $14.93  

Occupancy-Adjusted Value of Vehicle 
Travel Time During Refueling Trips 

($/hour) 

$18.07 $18.37  
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10.9 Benefits and Costs from Additional Driving 

10.9.1 Travel Benefit 

The increase in travel associated with the rebound effect produces additional benefits to 
vehicle drivers, which reflect the value of the added (or more desirable) social and economic 
opportunities that become accessible with additional travel.  The analysis estimates the economic 
benefits from increased rebound-effect driving as the sum of fuel expenditures incurred plus the 
vehicle owner/operator surplus from the additional accessibility it provides.  As evidenced by the 
fact that vehicles make more frequent or longer trips when the cost of driving declines, the 
benefits from this added travel exceed added expenditures for the fuel consumed.  Note that the 
amount by which the benefits from this increased driving exceed its increased fuel costs 
measures the net benefits from the additional travel, usually referred to as increased consumer 
surplus or, in this case, increased driver surplus.  The equation for the calculation of the total 
travel benefit is shown below: 

𝑇𝑟𝑎𝑣𝑒𝑙 𝐵𝑒𝑛𝑒𝑓𝑖𝑡 = (𝑉𝑀𝑇𝑟𝑒𝑏𝑜𝑢𝑛𝑑) (
$

𝑚𝑖
)

𝑝𝑜𝑙𝑖𝑐𝑦

+ (
1

2
) (𝑉𝑀𝑇𝑟𝑒𝑏𝑜𝑢𝑛𝑑) [(

$

𝑚𝑖𝑙𝑒
)

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

− (
$

𝑚𝑖𝑙𝑒
)

𝑝𝑜𝑙𝑖𝑐𝑦

] 

 

The agencies’ analysis estimates the economic value of the increased owner/operator surplus 
provided by added driving using the conventional approximation, which is one half of the 
product of the decline in vehicle operating costs per vehicle-mile and the resulting increase in the 
annual number of miles driven.  Because it depends on the extent of improvement in fuel 
economy, the value of benefits from increased vehicle use changes by model year and varies 
among alternative standards.  Under even those alternatives that would impose the highest 
standards, however, the magnitude of the surplus from additional vehicle use represents a small 
fraction of this benefit. 

10.9.2 Costs Associated with Crashes, Congestion and Noise 

In contrast to the benefits of additional driving are the costs associated with that driving. If net 
operating costs of the vehicle decline, then we expect a positive rebound effect.  Increased 
vehicle use associated with a positive rebound effect also contributes to increased traffic 
congestion, motor vehicle crashes, and highway noise.  Depending on how the additional travel 
is distributed throughout the day and on where it takes place, additional vehicle use can 
contribute to traffic congestion and delays by increasing traffic volumes on facilities that are 
already heavily traveled during peak periods.  These added delays impose higher costs on drivers 
and other vehicle occupants in the form of increased travel time and operating expenses.  
Because drivers do not take these added costs into account in deciding when and where to travel, 
they must be accounted for separately as a cost of the added driving associated with the rebound 
effect. 

EPA and NHTSA rely on estimates of congestion, crash, and noise costs caused light-duty 
vehicles developed by the Federal Highway Administration to estimate the increased external 
costs caused by added driving due to the rebound effect.  The FHWA estimates are intended to 
measure the increases in costs from added congestion, property damages and injuries in traffic 
crashes, and noise levels caused by various classes of vehicles that are borne by persons other 
than their drivers (or “marginal” external costs).  EPA and NHTSA employed estimates from this 
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source previously in the analysis accompanying the light-duty 2012-2016 vehicle rulemaking.  
The agencies continue to find them appropriate for this analysis after reviewing the procedures 
used by FHWA to develop them and considering other available estimates of these values.   

FHWA’s congestion cost estimates focus on freeways because non-freeway effects are less 
serious due to lower traffic volumes and opportunities to re-route around the congestion.  The 
agencies, however, applied the congestion cost to the overall VMT increase, though the fraction 
of VMT on each road type used in MOVES range from X to Y percent of the vehicle miles on 
freeways for light-duty vehicles.  The results of this analysis potentially overestimate the 
congestions costs associated with increased vehicle use, and thus lead to a conservative estimate 
of net benefits.   

The agencies are using FHWA’s “Middle” estimates for marginal congestion, crash, and noise 
costs caused by increased travel from vehicles.  This approach is consistent with the 
methodology used in both LD and HD GHG rules.  These costs are multiplied by the annual 
increases in vehicle miles travelled from the rebound effect to yield the estimated increases in 
congestion, crash, and noise externality costs during each future year. The values used are shown 
in Table 10.20. 

Table 10.20  Metrics Used to Calculate the Costs Associated with Congestion, Crashes and Noise Linked to 
Rebound Miles Traveled 

Metric Value 

Congestion $0.0583 per mile 

Crashes $0.0252 per mile 

Noise $0.0008 per mile 

 

 

 

10.10 Discounting Future Benefits and Costs 
The benefits and costs are analyzed using 3 percent and 7 percent discount rates, consistent 

with current OMB guidance.99,JJ  These rates are intended to represent consumers’ preference for 
current over future consumption (3 percent), and the real rate of return on private investment (7 
percent) which indicates the opportunity cost of capital.  However, neither of these rates 
necessarily represents the discount rate that individual decision-makers use, nor do they reflect 
the rates in OMB Circular A-94 Appendix C, which are revised annually.100  The 2015 Appendix 
lists real (i.e., inflation-adjusted) discount rates between 0.3 percent (for a 3-year period) and 1.5 
percent (for a 30-year time horizon).  All costs and benefits are discounted to 2015 except for 
those considered in payback analyses where costs and benefits are discounted to the first year of 
a vehicle's life. 

                                                 
JJ Discounting involving the Social Cost of Carbon (SC-CO2) values uses several discount rates because the 

literature shows that the SC-CO2 is quite sensitive to assumptions about the discount rate, and because no 
consensus exists on the appropriate rate to use in an intergenerational context (where costs and benefits are 
incurred by different generations).  Refer to Section 10.7 for more information. 
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10.11 Additional Costs of Vehicle Ownership 

10.11.1 Maintenance & Repair Costs 

We continue to believe that the maintenance estimates used in the FRM are still reasonable 
and have therefore used them again in this analysis.  We distinguish maintenance from repair 
costs as follows:  maintenance costs are those costs that are required to keep a vehicle properly 
maintained and, as such, are usually recommended by auto makers to be conducted on a regular, 
periodic schedule.  Examples of maintenance costs are oil and air filter changes, tire 
replacements, etc.  Repair costs are those costs that are unexpected and, as such, occur randomly 
and uniquely for every driver, if at all.  Examples of repair costs would be parts replacement 
following a crash or a mechanical failure, etc. 

In Chapter 3.6 of the final joint TSD supporting the 2012 FRM, the agencies presented a 
lengthy discussion of maintenance costs and the impacts projected as part of that rule.101  Table 
10.21 shows the results of that analysis, the maintenance impacts used in the 2012 FRM and 
again in this analysis, although the costs here have been updated to 2013$.  Note that the 
technologies shown in Table 10.21 are those for which we believe that maintenance costs would 
change; it is clearly not a complete list of technologies expected to meet the MY2025 standards. 

Table 10.21  Maintenance Event Costs & Intervals (2013$) 

New Technology 
Reference 

Technology 
Cost per Maintenance Event 

Maintenance Interval 
(miles) 

Low rolling resistance tires level 1 Standard tires $6.71 40,000 

Low rolling resistance tires level 2 Standard tires $51.55 40,000 

Diesel fuel filter replacement Gasoline vehicle $51.93 20,000 

EV oil change Gasoline vehicle -$40.78 7,500 

EV air filter replacement Gasoline vehicle -$30.16 30,000 

EV engine coolant replacement Gasoline vehicle -$62.21 100,000 

EV spark plug replacement Gasoline vehicle -$87.52 105,000 

EV/PHEV battery coolant replacement Gasoline vehicle $123.37 150,000 

EV/PHEV battery health check Gasoline vehicle $40.78 15,000 

 

Note that many of the maintenance event costs for EVs are negative.  The negative values 
represent savings since EVs do not incur these costs while their gasoline counterparts do.  Note 
also that the 2010 FRM is expected to result in widespread use of low rolling resistance tires 
level 1 (LRRT1) on the order of 85 percent penetration.  Therefore, as 2012 FRM results in 
increasing use of low rolling resistance tire level 2 (LRRT2), there is a corresponding decrease in 
the use of LRRT1.  As such, as LRRT2 maintenance costs increase with increasing market 
penetration, LRRT1 maintenance costs decrease. The technology penetrations of these 
technologies are those shown in Section 12.2. The resultant maintenance costs are as shown in 
Section 12.4. 

10.11.2 Sales Taxes 

When consumers consider their total cost of ownership of a vehicle, or its potential payback, 
they may consider the sales taxes they have to pay at the time of purchasing the vehicle.  As 
these costs are transfer payments, they are not included in the societal costs of the program, but 
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they are included as one of the increased costs to the consumer for these standards when we 
calculate costs that the consumer pays out for vehicle ownership as part of our payback analysis.  
In the 2012 FRM, the agencies took the most recent auto sales taxes by state and weighted them 
by population by state to determine a national weighted-average sales tax of 5.46 percent.KK  The 
agencies sought to weight sales taxes by new vehicle sales by state; however, such data were, 
and continue to be, unavailable.  It is recognized that for this purpose, new vehicle sales by state 
is a superior weighting mechanism to Census population; in an effort to approximate new vehicle 
sales by state, during the 2012 FRM, a study of the change in new vehicle registrations (using 
R.L. Polk data) by state across recent years was conducted, resulting in a corresponding set of 
weights.  Use of the weights derived from the study of vehicle registration data resulted in a 
national weighted-average sales tax rate almost identical to that resulting from the use of Census 
population estimates as weights, just slightly above 5.5 percent.  The agencies opted to utilize 
Census population rather than the registration-based proxy of new vehicle sales as the basis for 
computing this weighted average, as the end results were negligibly different and the analytical 
approach involving new vehicle registrations had not been as thoroughly reviewed.  We have 
used the same value in this Draft TAR as was used in the 2012 FRM. 

10.11.3 Insurance Costs 

The agencies considered the standards’ impact to consumers’ auto insurance expenses over 
vehicle lifetimes.  More expensive vehicles will require more expensive collision and 
comprehensive (e.g., theft) car insurance.  The scope of this analysis is to estimate the increased 
cost to the consumer for these standards, not the increase in societal costs due to collision and 
property damage.  The increase in insurance costs was estimated from the average value of 
collision plus comprehensive insurance as a proportion of average new vehicle price.  Collision 
plus comprehensive insurance represent the portion of insurance costs that depend on vehicle 
value.  In the 2012 FRM, a study by Quality Planning provided the average value of collision 
plus comprehensive insurance for new vehicles, in 2010$, as $521 ($396 of which was collision 
and $125 of which was comprehensive).102  The average consumer expenditure for a new 
passenger car in 2011, according to the Bureau of Economic Analysis was $24,572 and the 
average price of a new light truck was $31,721 in $2010.103  Using sales volumes from the 
Bureau, we determined an average passenger car and an average light truck price was $27,953 in 
$2010 dollars.104  

Dividing the cost to insure a new vehicle by the average price of a new vehicle gives the 
proportion of comprehensive plus collision insurance as 1.86 percent of the price of a vehicle.  
As vehicles’ values decline with vehicle age, comprehensive and collision insurance premiums 
likewise decline.  Data on the change in insurance premiums as a function of vehicle age are 
scarce; however, the agencies utilized data from the aforementioned Quality Planning study that 

                                                 
KK See http://www.factorywarrantylist.com/car-tax-by-state.html (last accessed April 5, 2012). Note that county, 

city, and other municipality-specific taxes were excluded from the weighted averages, as the variation in locality 
taxes within states, lack of accessible documentation of locality rates, and lack of availability of weights to apply 
to locality taxes complicate the ability to reliably analyze the subject at this level of detail. Localities with 
relatively high automobile sales taxes may have relatively fewer auto dealerships, as consumers would endeavor 
to purchase vehicles in areas with lower locality taxes, therefore reducing the impact of the exclusion of 
municipality-specific taxes from this analysis. 

http://www.factorywarrantylist.com/car-tax-by-state.html


Economic and Other Key Inputs Used in the Agencies’ Analyses 

10-57 

cite the cost to insure the average vehicle on the road today (average age 10.8 years) to enable a 
linear interpolation of the change in insurance premiums during the first 11 years of a typical 
vehicle’s life.LL  To illustrate, as a percentage of the base vehicle price of $27,953, the cost of 
collision and comprehensive insurance in each of the first five years of a vehicle’s life is 1.86 
percent, 1.82 percent, 1.75 percent, 1.64 percent, and 1.50 percent, respectively, or 8.57 percent 
in aggregate.  The agencies additionally utilized data from the same Quality Planning study that 
cite average insurance costs for vehicles greater than 10 years of age (for which the agencies 
estimated age to be 18, as this is the age at which half of vehicles in service at age 10 remain in 
service) to extrapolate insurance costs to age 18.  Discounting is applied to future insurance 
payments in the model’s calculations, and all calculations are adjusted by projected vehicle 
survival rates.   

The agencies considered whether to estimate incremental comprehensive and collision 
insurance premiums only to year 18.  As vehicles age, it becomes increasingly impractical to 
purchase these forms of insurance, and the Quality Planning study indicates that many owners 
drop these forms of insurance much earlier – in some cases upon repayment of the initial auto 
loan.  The agencies nevertheless use the 30-year lifetime of the vehicle because we use survival-
weighted values, which take into account the probability that some vehicles are no longer 
incurring costs because they no longer exist.  This approach may tend to overstate insurance 
costs, because many owners are not paying insurance collision/comprehensive premiums even on 
vehicles that continue to exist.  Therefore, the insurance premiums were age-adjusted to year 30 
using the assumption that by end-of-life, no vehicle would remain on comprehensive or collision 
insurance.  This approach provides the agencies with our estimates of the impact of insurance 
costs on vehicle owners based on the expected increase in MSRP resulting from the standards. 

As discussed earlier, the scope of this analysis is to estimate the increased cost to the 
consumer in the context of our payback analysis, not the increase in societal costs or benefits. 

 

                                                 
LL Insurance data did not differentiate between passenger cars and light trucks. Therefore, a 30-year lifetime was 

assumed in this analysis. Due to several factors, among them discounting, decreased vehicle value with age, and 
limited vehicle survival in later years of vehicles’ lifetimes, this assumption is of minimal impact on the results. 
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city average, by expenditure category and commodity and service group, for new vehicles. 

https://www.whitehouse.gov/omb/oira/social-cost-of-carbon
https://www.whitehouse.gov/sites/default/files/omb/inforeg/scc-response-to-comments-final-july-2015.pdf
http://www.epa.gov/otaq/climate/documents/420r12016.pdf
https://www.qualityplanning.com/media/4312/110329%20tough%20times_f2.pdf
http://www.bea.gov/
http://www.bea.gov/national/nipaweb/nipa_underlying/Table7-025S.txt
http://www.bea.gov/national/nipaweb/nipa_underlying/Table7-025S.txt
http://www.bls.gov/cpi/cpid11av.pdf
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Chapter 11: Credits, Incentives and Flexibilities 
11) Ch11 

11.1 Overview 

The National Program was designed with a wide range of optional flexibilities to allow 
manufacturers to maintain consumer choice, spur technology development, and minimize 
compliance costs, while achieving significant GHG and oil reductions.  The National Program 
also includes several EPA temporary incentives that encourage the use of advanced technologies 
such as electric, hybrid, and fuel cell vehicles and these vehicles are also included in the 
performance calculations for CAFE.  This section provides an overview of all of these 
compliance flexibilities. 

Averaging, banking, and trading (ABT) provisions, including credit carry-forward and carry-
back provisions, define how credits may be used and are integral to the program.  ABT 
provisions are described in Chapter 11.2.  Credits for improvements to air conditioning systems 
that increase efficiency and reduce refrigerant leakage, and credits for using technologies that 
reduce emissions and improve fuel consumption that aren’t captured on EPA tests (“off-cycle” 
technologies) are discussed in Chapter 11.3 and 11.4, respectively.  These credit opportunities 
currently do not sunset, remaining a part of the program through MY2025 and beyond unless the 
program is changed as part of a future regulatory action.   

As noted above, the GHG program includes temporary incentives for advanced technology 
vehicles including incentives for large pickups using advanced technologies.  The CAFE 
program also includes credits for large pickups using advanced technologies.  These provisions 
are described below in Chapter 11.4 and 11.5.  In the final rule, the agencies recognized that 
temporary regulatory incentives will reduce the short-term benefits of the program, but believed 
that it is worthwhile to have a limited short-term loss of benefits to increase the potential for far-
greater game changing benefits in the longer run.  The agencies also believed that the temporary 
regulatory incentives may help bring some technologies to market more quickly than in the 
absence of incentives.1 

The use of the optional credit and incentive provisions varies from manufacturer to 
manufacturer (some manufacturers have not availed themselves of the extra credit options, while 
others have used some combination of, or all, options available under the regulations).2  
Although a manufacturer’s use of the credit and incentive provisions is optional, EPA projected 
that the standards would be met on a fleet-wide basis by using a combination of reductions in 
tailpipe CO2 and some use of the additional optional credit and incentive provisions in the 
regulations.3  NHTSA is limited by its statutory authority to not include credits flexibilities in the 
setting of CAFE standards.  

The discussion in this chapter is focused on compliance flexibilities which are integral to the 
National Program. There are numerous other programs at the national, state, and local level 
which provide incentives to consumers and manufacturers to develop, produce, and buy vehicles 
with advanced technologies for reducing emissions and oil use. For example, tax incentives and 
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HOV lane access to incentive the purchase of electrified vehicles, and loan programs to 
encourage investment in the development and manufacturing of advanced technologies.A 

11.2 Averaging, Banking, and Trading Provisions 

Both the CAFE and GHG programs include provisions for how credits may be used within the 
programs.  These averaging, banking, and trading (ABT) provisions include credit carry-forward, 
credit carry-back (also called deficit carry-forward), credit transfers (within a manufacturer), and 
credit trading (across manufacturers).  Credit carry-forward refers to banking (saving) credits for 
future use, after satisfying any needs to offset pre-existing debits within a vehicle category (car 
fleet or truck fleet).  Credit carry-back refers to using credits to offset any deficit in meeting the 
fleet average standards that had accrued in a prior model year.  A manufacturer may have a 
deficit at the end of a model year (after averaging across its fleet using credit transfers between 
cars and trucks)—that is, a manufacturer’s fleet average level may fail to meet the required fleet 
average standard.  The EPCA/EISA statutory framework for the CAFE program limits credit 
carry-forward to 5 years and credit carry-back to 3 years.  Although the Clean Air Act does not 
include such limitations on the duration of credit provisions, in the MYs 2012–2016 and 2017-
2025 programs, EPA chose to adopt 5-year credit carry-forward (generally, with an exception 
noted below) and 3-year credit carry-back provisions as a reasonable approach that maintained 
consistency between the agencies’ provisions.  

Although the credit carry-forward and carry-back provisions generally remain in place for 
MY2017 and later, EPA finalized provisions allowing all unused (banked) credits generated in 
MY2010–2016 (but not MY2009 early credits) to be carried forward through MY2021.  See § 
86.1865–12(k)(6)(ii) and 77 FR 62788.  This amounts to the normal 5 year carry-forward for 
MY2016 and later credits, but provides additional carry-forward years for credits generated in 
MYs 2010–2015.  Extending the life for MY2010–2015 credits provides greater flexibility for 
manufacturers in using the credits they have generated.  This provision helps facilitate the 
transition to increasingly more stringent standards through MY2021 by helping manufacturers 
resolve lead-time issues they might face in the early model years of the program.  The one-time 
extension of credit carry-forward also provides additional incentive for manufacturers to 
generate credits earlier, for example in MYs 2014 and 2015, thereby encouraging the earlier use 
of additional CO2 reducing technologies.  It does not change the overall CO2 benefits of the 
National Program, as EPA would not expect that any of the credits at issue would otherwise have 

                                                 
A The Advanced Technology Vehicles Manufacturing (ATVM) Loan Program provides long-term, low-interest rate 

loans to support the domestic manufacturing of advanced technology vehicles and automotive components.  The 
ATVM Loan Program is administered by the U.S. Department of Energy’s (DOE) Loan Programs Office (LPO).   
It was authorized concurrently with the first Congressionally-mandated increase in CAFE standards in thirty years 
and was designed to ensure that rising fuel economy standards did not disadvantage domestic manufacturing.   

ATVM can finance a wide range of project costs, including the construction of new manufacturing facilities; 
retooling, reequipping, modernizing, or expanding an existing facility in the U.S; and the engineering integration 
costs necessary to manufacture eligible vehicles and components.   

With more than $16 billion in remaining loan authority, the ATVM program can provide the financing needed to 
support the manufacturing of fuel-efficient technologies and components.  By comparison, commercial lenders 
may be unwilling to lend at rates that allow automakers and suppliers to fully build out manufacturing capacity or 
ensure that new facilities are located in the U.S. 
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been allowed to expire.  Rather, the credits would be used or traded for use by other 
manufacturers. 

Transferring credits in the EPA program refers to exchanging credits between the two 
averaging sets, passenger cars and light trucks, within a manufacturer.  For CAFE, credit 
transfers can occur between compliance fleets (i.e., domestic and import passenger cars and light 
trucks).  For example, credits accrued by over-compliance with a manufacturer’s car fleet 
average standard could be used to offset debits accrued due to that manufacturer not meeting the 
truck fleet average standard in a given year.  (Put another way, a manufacturer's car and truck 
fleets are, in essence, a single averaging set in the EPA program).  For NHTSA, transferring 
credits between compliance fleets is possible but must to done using an adjustment which 
ensures “total oil savings" are preserved because of differences in CAFE performance and 
standards for compliance fleets and the amount of credits which can be transferred are capped by 
statutory requirements. 

Finally, accumulated credits may be traded to another manufacturer.  Credit trading is now 
occurring on a regular basis for the first time in an EPA vehicle program and has existed for 
NHTSA since 2011.  As of the end of MY2014, four manufacturers have sold credits and three 
manufacturers have purchased credits under the EPA program.4  For NHTSA, since 2011, six 
manufacturers have traded 151 million (unadjusted) CAFE credits.  Manufacturers are acquiring 
credits to offset immediate credit shortfalls and to bank for future compliance use.  As standards 
become more stringent and total credit shortfalls increase, NHTSA projects an increase in credit 
trades and carry-forwards and a reduction in civil penalty payments as a result of these changes 
in flexibility usage.   

The EPA ABT provisions are generally consistent with those included in the CAFE program, 
with a few notable exceptions.  As with EPA’s approach (except for the provision just discussed 
above for a one-time extended carry-forward of MY2010–2016 credits), under EISA, credits 
generated in the CAFE program can be carried forward for 5 model years or back for 3 years, 
and can also be transferred between a manufacturer’s fleets or traded to another manufacturer.  
Transfers of credits across a manufacturer’s car and truck compliance fleets are also allowed 
under CAFE, but with limits established by EISA on the use of transferred credits.  The amount 
of transferred credits that can be used in a year is limited under CAFE, and transferred credits 
may not be used to meet the CAFE minimum domestic passenger car standard, also per statute.  
CAFE allows credit trading, but again, traded credits cannot be used to meet the minimum 
domestic passenger car standard.5 

The ABT provisions are an integral part of the GHG and CAFE programs and the agencies 
expect that manufacturers will continue to fully utilize these provisions into the future.  EPA’s 
annual GHG Manufacturers Performance Report provides details on the use of these provisions 
in the GHG program thus far.6  Details on final compliance for model year 2014 for the NHTSA 
and EPA programs are also summarized in Chapter 3. 

11.3 Air Conditioning System Credits 

There are two mechanisms by which air conditioning (A/C) systems contribute to the 
emissions of greenhouse gases: through leakage of hydrofluorocarbon refrigerants into the 
atmosphere (sometimes called “direct emissions”) and through the consumption of fuel to 
provide mechanical power to the A/C system (sometimes called “indirect emissions”).7  The high 
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global warming potential of the current automotive refrigerant, HFC-134a, means that leakage of 
a small amount of refrigerant will have a far greater impact on global warming than emissions of 
a similar amount of CO2.  The impacts of refrigerant leakage can be reduced significantly by 
systems that incorporate leak-tight components, or, ultimately, by using a refrigerant with a 
lower global warming potential.  The A/C system also contributes to increased tailpipe CO2 
emissions through the additional work required to operate the compressor, fans, and blowers. 
This additional power demand is ultimately met by using additional fuel, which is converted into 
CO2 by the engine during combustion and exhausted through the tailpipe.  These emissions can 
be reduced by increasing the overall efficiency of an A/C system, thus reducing the additional 
load on the engine from A/C operation, which in turn means a reduction in fuel consumption and 
a commensurate reduction in GHG emissions.   

Manufacturers may generate credits for improved A/C systems in complying with the CO2 
fleet average standards in the MY2012 and later model years.  Manufacturers may generate fuel 
consumption improvement credits for A/C efficiency improvement under the CAFE program 
equivalent to the CO2 credits beginning in MY2017.  EPA expected manufacturers to generate 
A/C credits and accounted for those credits in developing the final CO2 standards by adjusting 
the standards to make them more stringent.  EPA's A/C credits program is also related to EPA 
action under the Significant New Alternatives Policy (SNAP) program which on July, 20, 2015  
changed the listing status of HFC-134a to unacceptable for newly manufactured light-duty 
vehicles beginning with MY2021 due to the refrigerant's high global warming potential (GWP).8  
This action effectively requires auto manufacturer's to choose an alternative refrigerant with a 
lower GWP beginning with MY2021.  Prior to MY2021, the use of low GWP refrigerants in 
light-duty vehicles is encouraged by EPA's credit program.  A detailed discussion of A/C credits 
and technologies is provided in Chapter 5.2. 

11.4 Off-cycle Technology Credits 

“Off-cycle” emission reductions can be achieved by employing technologies that result in 
real-world benefits, but where that benefit is not adequately captured on the test procedures used 
by manufacturers to demonstrate compliance with emission standards.  EPA’s light-duty vehicle 
greenhouse gas program acknowledges these benefits by giving automobile manufacturers 
several options for generating “off-cycle” technology CO2 credits.  Starting in MY2017, 
manufacturers may also generate equivalent fuel consumption improvement credits in the CAFE 
program.  

There are three pathways by which a manufacturer may accrue off-cycle technology credits.  
The first is a predetermined list or “menu” of credit values for specific off-cycle technologies 
that may be used beginning for model year 2014.9  This pathway allows manufacturers to use 
conservative credit values established by EPA for a wide range of off-cycle technologies, with 
minimal data submittal or testing requirements.  In cases where additional laboratory testing can 
demonstrate emission benefits, a second pathway allows manufacturers to use a broader array of 
emission tests (known as “5-cycle” testing because the methodology uses five different testing 
procedures) to demonstrate and justify off-cycle CO2 credits.10  The additional emission tests 
allow emission benefits to be demonstrated over some elements of real-world driving not 
captured by the GHG compliance tests, including high speeds, rapid accelerations, and cold 
temperatures.  Credits determined according to this methodology do not undergo additional 
public review.  The third and last pathway allows manufacturers to seek EPA approval to use an 
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alternative methodology for determining the off-cycle technology CO2 credits.11  This option is 
only available if the benefit of the technology cannot be adequately demonstrated using the 5-
cycle methodology.  Manufacturers may also use this option for model years prior to 2014 to 
demonstrate off-cycle CO2 reductions for off-cycle technologies that are on the menu, or to 
demonstrate reductions that exceed those available via use of the menu.  As with other emissions 
controls, off-cycle technologies are subject to full useful life requirements.  

Chapter 5.2 provides a detailed description of the off-cycle technology program including 
what off-cycle technologies manufacturers have used to date to generate credits and the 
magnitude of those credits.  Chapter 5.2 also discusses how the agencies have considered off-
cycle credits in the Draft TAR analysis. 

11.5 Incentives for Advanced Technology Vehicles 

EPA included incentives for advanced technologies to promote the commercialization of 
technologies that have the potential to transform the light-duty vehicle sector by achieving zero 
or near-zero GHG emissions and oil consumption in the longer term, but which face major near-
term market barriers.  Providing temporary regulatory incentives for certain advanced 
technologies will decrease the overall GHG emissions reductions associated with the program in 
the near term.  However, in setting the 2017-2025 standards, EPA believed it is worthwhile to 
forego modest additional emissions reductions in the near term in order to lay the foundation for 
the potential for much larger ‘‘game-changing’’ GHG emissions and oil reductions in the longer 
term.  EPA also believed that temporary regulatory incentives may help bring some technologies 
to market more quickly than in the absence of incentives.  See 77 FR 62811 et seq.  EPA 
accounts for the higher real world GHG emissions and lower GHG emissions reductions 
associated with these temporary regulatory incentives in all of our regulatory analyses, as well as 
in this Draft TAR. 

A multiplier incentive is available for MY2017-2021 electric vehicles (EVs), plug-in hybrid 
electric vehicles (PHEVs), fuel cell vehicles (FCVs) and compressed natural gas (CNG) 
vehicles.12  The multiplier allows a vehicle to “count” as more than one vehicle in the 
manufacturer’s compliance calculation.  Table 11.1 provides the multipliers for the various 
vehicle technologies included in the 2012 final rule for MY2017-2021 vehicles.13  Since the 
GHG performance for these vehicle types is significantly better than that of conventional 
vehicles, the multiplier provides a significant benefit to the manufacturer.  The specific 
multiplier levels were picked to be large enough to provide a meaningful incentive, but not be so 
large as to promote vehicles being produced only to take advantage of the incentive. The 
multipliers for EVs and FCVs are larger because they face greater market barriers. 

Table 11.1  Incentive Multipliers for EV, FCV, PHEVs, and CNG Vehicles   

Model Years EVs and FCVs PHEVs and CNG 

2017-2019 2.0 1.6 

2020 1.75 1.45 

2021 1.5 1.3 

 

Although EPA does not view CNG as a game changing technology from a GHG tailpipe 
emissions perspective, EPA included a multiplier incentive for dedicated and dual-fueled CNG 
vehicles because EPA considered investments in CNG technology and refueling infrastructure to 
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be a valuable, indirect step towards hydrogen FCVs, which can be a game-changer in terms of 
GHG emissions.14  In this way, EPA believed that CNG could be a critical facilitator of a next-
generation technology. 

EPA included a second incentive for EVs, PHEVs, and FCVs by allowing temporary and 
limited 0 g/mile treatment of the electric operation of those vehicles.15  The tailpipe GHG 
emissions from EVs, from PHEVs operated on grid electricity, and from hydrogen-fueled FCVs 
are zero, and traditionally the emissions of the vehicle itself are all that EPA takes into account 
for purposes of compliance with standards set under Clean Air Act section 202(a).  Focusing on 
vehicle tailpipe emissions has not raised any issues for criteria pollutants, as upstream criteria 
emissions associated with production and distribution of the fuel are addressed by 
comprehensive regulatory programs focused on the upstream sources of those emissions.  At the 
time of the final rule, however, there was no such comprehensive program addressing upstream 
emissions of GHGs,16 and the upstream GHG emissions associated with production and 
distribution of electricity are higher, on a national average basis, than the corresponding 
upstream GHG emissions of gasoline or other petroleum based fuels. 

Therefore, EPA placed limits on the use of 0 g/mile for MY2022-2025 vehicles and the use of 
0 g/mile is currently not allowed after MY2025.  EPA included per-company vehicle production 
caps for use of 0 g/mile in MYs 2022–2025, and 0 g/mile cannot be used for production that 
exceeds these caps.  The cumulative per-company caps for MYs 2022–2025 are 600,000 
EV/PHEV/FCVs for those manufacturers that produce a total of 300,000 or more 
EV/PHEV/FCVs in MYs 2019–2021, and 200,000 EV/ PHEV/FCVs for all other manufacturers. 
The structure of these per-company caps was based on a balancing of promoting game-changing 
technologies, while minimizing the short-term loss in overall GHG savings.  Once the production 
cap is met, the manufacturer must include net upstream emissions associated with electricity 
generation on a g/mile basis in their compliance calculations.  Currently, U.S. annual sales of 
advanced technology vehicles are well below the per manufacturer thresholds.  Tesla's 2015 
annual sales are estimated to be just under 26,000 vehicles and GM, Ford, and Nissan 2015 sales 
were in the 17,000-19,000 vehicles per year range.17        

The final rule provides a methodology for determining the net upstream GHG emissions value 
to be assigned to a vehicle for purposes of vehicle certification and compliance calculations.18  
EPA concluded in the MY2017-2025 final rule that the “compliance treatment finalized for 
EV/PHEV/FCVs strikes a reasonable balance between promoting the commercialization of 
EV/PHEV/FCVs, which have the potential to achieve game-changing GHG emissions reductions 
in the future, and accounting for upstream emissions once such vehicles reach a reasonable 
threshold in the market.” 19   

EPA recognized that the mid-term evaluation would provide an opportunity to review the 
status of advanced vehicle technology commercialization, the status of upstream GHG emissions 
control programs, and other relevant factors.20  At the time of the MY2017-2025 final rule, part 
of the rationale for including upstream emissions associated with electricity production, for 
production volumes in excess of the per-company production volume caps, was because these 
upstream GHG emissions values are generally higher than the upstream GHG emissions values 
associated with gasoline vehicles, and because there was then no federal program in place to 
reduce GHG emissions from electric power plants.  EPA also stated that in the future, if there 
were a program to comprehensively address upstream GHG emissions, then the zero tailpipe 
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levels from these vehicles have the potential to contribute to very large GHG reductions, and to 
transform the transportation sector’s contribution to nationwide GHG emissions (as well as oil 
consumption). 

Since the MY2017-2025 final rule, EPA has adopted GHG controls for electricity generation.  
On August 3, 2015, EPA issued final GHG emissions regulations addressing both existing 
(referred to as the Clean Power Plan21 ) and new electricity generating units.  These rules are 
expected to markedly decrease GHG emissions associated with future electricity generation.  In 
the MY2017-2025 final rule, EPA used the Office of Atmospheric Programs' Integrated Planning 
Model, along with assumptions for the 2030 timeframe about total light-duty vehicle demand for 
electricity, geographical distribution of EVs and PHEVs, and on-peak versus off-peak charging, 
to project that the average power plant electricity GHG emissions factor in 2030 for vehicle 
electricity use would be 0.445 grams/watt-hour.22  The overall vehicle electricity GHG emissions 
factor was projected to be 0.534 grams/watt-hour when using a multiplicative value of 1.20 to 
account for feedstock-related GHG emissions upstream of the power plant.  EPA is currently 
exploring whether there are appropriate updates to these projected emissions factors for the 
incremental electricity that would be necessary for electric vehicle operation in the 2030 
timeframe, which we plan to assess in more detail further during the midterm evaluation process.  
EPA also plans to develop a similar methodology for net upstream GHG emissions associated 
with hydrogen fuel production and distribution. 

11.6 Advanced Technology Incentives for Large Pickups 

The agencies recognized that the MY2017–2025 standards will be challenging for large 
vehicles, including full-size pickup trucks that are often used for commercial purposes.  In the 
MY2017-2025 final rule, EPA and NHTSA included a per-vehicle credit provision for 
manufacturers that hybridize a significant number of their full-size pickup trucks, or use other 
technologies that comparably reduce CO2 emissions and fuel consumption.  The agencies’ goal 
was to incentivize the penetration into the marketplace of ‘‘game changing’’ technologies for 
these pickups.  The incentives provide an opportunity in the program's early years to begin 
penetration of advanced technologies into this category of vehicles, and in turn creates more 
opportunities for achieving the more stringent later year standards.  Full-size pickup trucks using 
mild hybrid technology will be eligible for a per-truck 10 g/mi CO2 credit (equivalent to 0.0011 
gal/mi for a gasoline-fueled truck) during MYs 2017–2021.  Full-size pickup trucks using strong 
hybrid technology will be eligible for a per-truck 20 g/mi CO2 credit (0.0023 gal/mi) during MYs 
2017–2025.23  Eligibility for both the mild and strong hybrid credit is dependent on the 
manufacturer reaching the minimum technology penetration thresholds discussed below.  The 
agencies established definitions for full-size pickup and mild and strong hybrid for the 
program.24   

Alternatively, manufacturers may generate performance-based credits for full-size pickups.  
This performance-based credit is 10 g/mi CO2 (equivalent to 0.0011 gal/mi for the CAFE 
program) or 20 g/mi CO2 (0.0023 gal/mi) for full-size pickups achieving 15 percent or 20 
percent, respectively, better CO2 than their footprint-based targets in a given model year.25,26  
This second option incentivizes other, non-hybrid, advanced technologies that can reduce pickup 
truck GHG emissions and fuel consumption at rates comparable to strong and mild hybrid 
technology.  These performance-based credits have no specific technology or design 
requirements; automakers can use any technology or set of technologies as long as the vehicle’s 
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CO2 performance is at least 15 or 20 percent below the vehicle’s footprint-based target.  
However, a vehicle cannot receive both hybrid and performance-based credits, since that would 
be double-counting. 

The 10 g/mi performance-based credit is available for MYs 2017 to 2021.  In recognition of 
the nature of automotive redesign cycles, a vehicle model meeting the requirements in a model 
year will receive the credit in subsequent model years through 2021 unless its CO2 level 
increases or its production level drops below the penetration threshold described below, even if 
the year-by-year reduction in standards levels causes the vehicle to fall below the 15 percent 
over-compliance threshold.  Not doing so would reduce substantially the incentive to introduce 
advanced technology in earlier model years if the incentive wasn’t available for the design cycle 
period.  The 10 g/mi credit is not available after MY2021 because the stringency of the post-
MY2021 standards quickly overtake designs that were originally 15 percent over-compliant, 
making the awarding of credits to them inappropriate.  See also 80 FR at 40253 (advanced 
technology credits from phase 1 heavy duty GHG rules inappropriate for phase 2, since these 
technologies are now part of the compliance basis for the proposed phase 2 standards).  The 20 
g/mi CO2 performance-based credit will be available for a maximum of 5 consecutive model 
years (the typical redesign cycle period) within the 2017 to 2025 model year period, provided the 
vehicle model’s CO2 level does not increase from the level determined in its first qualifying 
model year, and subject to the technology penetration requirement described below.  A 
qualifying vehicle model that subsequently undergoes a major redesign can requalify for the 
credit for an additional period starting in the redesign model year, not to exceed 5 model years 
and not to extend beyond MY2025.27 

Access to any of these large pickup credits requires that the technology be used on a 
minimum percentage of a manufacturer’s full-size pickups.28  These minimum percentages, 
established in the 2012 final rule, are set to encourage significant penetration of these 
technologies, leading to long-term market acceptance.  Meeting the penetration threshold in one 
model year does not ensure credits in subsequent years; if the production level in a model year 
drops below the required threshold, the credit is not earned for that model year.  The required 
penetration levels are shown in the table below.29 

Table 11.2  Penetration Rate Requirements by Model Year for Full-size Pickup Credits (% of Production) 

 2017 2018 2019 2020 2021 2022 2023 2024 2025 

Strong hybrid 10 10 10 10 10 10 10 10 10 

Mild Hybrid 20 30 55 70 80 N/A N/A N/A N/A 

20% better performance 10 10 10 10 10 10 10 10 10 

15% better performance 15 20 28 35 40 N/A N/A N/A N/A 

 

11.7 Harmonized CAFE Incentives and Flexibilities 

Since issuing standards in the October 2012 final rule (see 77 FR 62624) for model year 2017 
to 2025 light duty vehicles, the Alliance of Automobile Manufacturers and some individual 
automobile manufacturers have reached out to NHTSA to discuss several programmatic 
differences between NHTSA's CAFE and EPA's GHG programs.  Many of the incentives and 
flexibilities available under the EPA program are not statutorily available to the CAFE program 
because of prescribed limitations establish by Congress in EISA and EPCA.  The issues 
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identified by the Alliance are contained in a presentation shared with NHTSA, available in 
NHTSA’s docket.   
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Chapter 12: EPA’s Analysis of the MY2022-2025 GHG Standards 
12) Ch12 

This chapter documents EPA’s initial analysis of the impacts of the MY2022 through 2025 
GHG emission standards for light duty vehicles.  While the Draft TAR is not a policy or decision 
document, EPA believes it is important to present our updated assessment of the potential effects 
of the changes that have been observed since the 2012 FRM to the light-duty automobile market 
on the MY2022 to 2025 greenhouse gas program.  In Section 12.1, EPA presents the inputs and 
the outputs of our OMEGA analysis.  This includes the CO2 targets and achieved levels in 
meeting the MY2022-2025 standards, along with the associated costs per vehicle and technology 
penetrations for a central set of input values and several sensitivity cases.  This section also 
includes payback metrics associated with increased vehicle purchase costs countered by 
increased fuel savings to illustrate how long it takes for those fuel savings to "pay back" the 
higher upfront costs.  In Section 12.2, EPA presents our estimates of emission inventory impacts, 
including CO2 and other GHGs and criteria pollutants, and impacts on fuel consumption.  In 
Section 12.3, EPA presents our draft benefit cost analysis (BCA) for both our model year 
lifetime analysis (BCA considering the full lifetimes of MY2021-2025 vehicles) and our 
calendar year analysis (BCA considering the calendar years 2021 through 2050).  

The MY2022 through 2025 GHG standards will significantly reduce harmful GHG emissions.  
CO2 emissions from automobiles are the product of fuel combustion and, consequently, reducing 
CO2 emissions will also achieve a significant reduction in projected fuel consumption.  EPA’s 
projections of these impacts are also shown in this chapter.  Because of anticipated changes to 
driving behavior and fuel production, co-pollutant emissions would also be affected by the 
standards.  This analysis quantifies the impacts on GHGs, including carbon dioxide (CO2), 
methane (CH4), nitrous oxide (N2O) and hydrofluorocarbons (HFC-134a); impacts on “criteria” 
air pollutants, including carbon monoxide (CO), fine particulate matter (PM2.5), sulfur dioxide 
(SO2), and the ozone precursors hydrocarbons (VOC) and oxides of nitrogen (NOx); and impacts 
on several air toxics, including benzene, 1,3-butadiene, formaldehyde, acetaldehyde, and 
acrolein.   

This chapter describes the methods used by EPA in its analysis.  Detailed discussion of the 
inputs to this analysis are found elsewhere in this Draft TAR (e.g., baseline fleet development is 
in Chapter 4, technology costs and effectiveness are in Chapter 5, VMT, rebound effect, and 
other economic inputs are in Chapter 10).  Chapter 4 also includes a discussion of how the ZEV 
program is characterized in our analysis fleet which includes over 400,000 ZEV program 
vehicles by MY2025.  Note that if the GHG assessment did not consider the California ZEV 
program and the adoption of that program by several states across the country, then our 
assessment of the technology pathways for meeting the 2022-2025 standards would likely show 
higher penetrations of other more advanced technologies, such as mild and strong hybrids. 

All OMEGA input and output files for runs presented in this Chapter, and all input and output 
files supporting the inventories, benefits and costs presented here are in the EPA docket and are 
available on EPA's website at https://www3.epa.gov/otaq/climate/models.htm.1 

 

 

https://www3.epa.gov/otaq/climate/models.htm
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12.1 EPA's Estimates of Costs per Vehicle & Technology Penetrations Based 
on OMEGA  

As in the analysis of the MYs 2017-2025 rulemaking (the 2012 FRM), our evaluation here 
includes identifying potentially available technologies and assessing their effectiveness, cost, and 
impacts.  The wide number of technologies that are available, and likely to be used in 
combination, requires a method to account for their combined cost and effectiveness, as well as 
estimates of their availability to be applied to vehicles.  The methodologies and tools applied in 
this Draft TAR are largely unchanged since the 2012 FRM.  The inputs to the process have 
changed significantly to reflect all of the research and analysis that EPA has performed as part of 
the development of this Draft TAR.   

As done in establishing the GHG standards for MY2012-2016 and 2017-2025, EPA is using a 
computerized program called the Optimization Model for reducing Emissions of Greenhouse 
gases from Automobiles (OMEGA).  Broadly, OMEGA starts with a description of the future 
vehicle fleet, including manufacturer, sales, base CO2 emissions, vehicle footprint, and an 
assessment of which GHG emissions-reducing technologies are already employed on the 
vehicles.  For the purpose of this analysis, EPA uses OMEGA to analyze roughly 200 vehicle 
platforms which encompass approximately 1,300 vehicle models to capture the important 
differences in vehicle and engine design and utility of future vehicle sales of roughly 15-17 
million units annually in the 2021-2025 timeframe.A  The model is then provided with a list of 
technologies applicable to various types of vehicles, along with the technologies’ cost and 
effectiveness and the percentage of vehicle sales that we estimate can be applied to each 
technology during the redesign period.  The model combines this information with economic 
parameters, such as fuel prices and discount rates, to project how various manufacturers could 
apply the available technology in order to meet increasing levels of GHG emissions control.  The 
result is a description of which technologies could be added to each vehicle and vehicle platform, 
along with the resulting costs and achieved CO2 levels.  The model can also be set to account for 
some types of compliance flexibilities.B 

EPA has described OMEGA’s specific methodologies and algorithms previously in the model 
documentation.2  The model is publicly available on the EPA website,3 and it has been peer 
reviewed.4  Emission control technology can be applied individually or in groups, often called 
technology “packages.”  The OMEGA user specifies the cost and effectiveness of each 
technology or package for a specific “vehicle type,” such as midsize cars with V6 engines or 
large trucks with V8 engines.  The user can limit the application of a specific technology to a 

                                                 
A The MY2014 baseline fleet used in this analysis actually consists of over 2000 vehicle models, but many of those 

are only minor variations of others (generally a minor footprint--a vehicle’s footprint is the product of its track 
width and wheelbase, usually specified in terms of square feet--variation of 0.1 square feet due to, for example, 
different wheel and/or tire applications). For simplicity here, we do not focus on those minor variations although 
our modeling does indeed make use of those variations since a different footprint results in a different target for 
any given vehicle. 

B While OMEGA can apply technologies which reduce CO2 efficiency related emissions and refrigerant leakage 
emissions associated with air conditioner use, this task is currently handled outside of the OMEGA core model.  
A/C improvements are highly cost-effective, and would always be added to vehicles by the model, thus they are 
simply added into the OMEGA results at the projected penetration levels (see Table 12-6) for each manufacturer. 
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specified percentage of each vehicle’s sales (i.e., a “maximum penetration cap”).  The 
effectiveness, cost, and any application limits of each technology package can also vary over 
time.C  A list of technologies or packages is provided to OMEGA for each vehicle type, 
providing the connection to the specific vehicles being modeled.  Appendix C includes more 
details on the OMEGA model and approaches used in OMEGA, such as the building of 
technology packages, a detailed description of the technology packages, and the mapping of the 
fleet into vehicle types and classes, etc. 

For each manufacturer, OMEGA applies technology (subject to any appropriate penetration 
caps, as discussed in Appendix C) to vehicles until the sales and VMT-weighted emission 
average complies with a given standard or until all the available technologies have been applied.  
OMEGA allows the input of a standard which can be in the form of a flat standard applicable to 
all vehicles within a vehicle class (e.g., cars, trucks or both cars and trucks).  Alternatively, the 
GHG standard can be in the form of a linear or constrained logistic function, which sets each 
vehicle’s CO2 target as a function of a vehicle attribute, such as footprint (vehicle track width 
times wheelbase).  When the linear form of footprint-based standard is used, the “line” can be 
converted to a flat standard for footprints either above or below specified levels.  This is referred 
to as a piece-wise linear standard, and was used in modeling the footprint-based standards in this 
analysis.  

The OMEGA model is designed to estimate the cost of complying with a standard (or target) 
in a given future year.  While the OMEGA design assumes that a manufacturer’s entire fleet of 
vehicles can be redesigned within one redesign cycle, it is unlikely that a manufacturer will 
redesign the exact same percentage of its vehicle sales in each and every model year.  The base 
emissions and emission reductions of the vehicles being redesigned will vary.  Thus, OMEGA 
inherently assumes the averaging and banking of credits--such credits differ from off-cycle 
credits--to enable compliance with standards in the intermediate years of a redesign cycle using 
the technology projected for the final year of the cycle, assuming that the intermediate standards 
require gradual improvement each year.D,E  This assumption has been confirmed by compliance 
data from the 2012-2016 MY light duty vehicle standards, which reflect robust use of averaging 
by the manufacturers. We also allow for transfer of credits between cars and trucks within each 

                                                 
C “Learning,” as discussed in Chapter 5.3, is the process whereby the cost of manufacturing a certain item tends to 

decrease with increased production volumes.  While OMEGA does not explicitly incorporate “learning” into the 
technology cost estimation procedure, the user can currently simulate learning by inputting lower technology 
costs in each subsequent redesign cycle. 

D ABT credits have to do with averaging under- and over-compliance with the standards. Over-compliance 
somewhere allows for under-compliance somewhere else provided “on-average” a fleet complies. If over-
compliance exceeds under-compliance in any given year, those over-compliance credits can be banked for future 
use within the framework and restrictions of the given program. Trading allows for trading of credits between 
entities, presumably at a cost to the recipient and a financial gain to the provider. Off-cycle credits are real CO2 
reductions that would occur in-use, or the real world, but that are not measured on the 2-cycle test upon which 
fuel economy regulations have long been based. 

E EPA considered modeling credit banking as part of this analysis, but decided that the central analysis would not 
analyze the program using this approach for two reasons. First, since the GHG standards continue indefinitely, 
rather than expiring in 2025, EPA wants to represent the cost of bringing vehicles into compliance with the 
standards in MY2025. Second, consistent with the design of the OMEGA model, EPA is not using the OMEGA 
model to project changes on a year-by-year basis, which could be an important element of explicitly modeling 
credit banking.  
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manufacturer's fleet allowing the more cost effective of the car/truck fleets to "assist" the other in 
compliance. 

EPA has typically used a 5 year redesign cycle in OMEGA.  As such, in the control case for 
this analysis, some portion of the fleet is estimated for redesign to the MY2025 standards in 
MY2021.  This in turn results in the achieved CO2 level in the control case in MY2021 being 
lower than the target level for that model year.  We explain in section 12.1.1.1.2 the process used 
to generate the control case standards in MY2021.   

Once technology has been added so that every manufacturer meets the specified targets (or 
exhausts all of the available technologies), the model produces a variety of output files.  The files 
include information about the specific technology added to each vehicle and the resulting costs 
and emissions levels.  Average costs and emissions per vehicle by manufacturer and industry-
wide are also determined for each vehicle fleet (car and truck). 

Throughout the discussion of EPA's analysis results is mention of a “reference case” and a 
“control case.” Since the purpose of this Draft TAR is to assess issues relevant to the MY2022-
2025 standards, the reference case refers to a situation where the future fleet continues to comply 
with the MY2021 standards indefinitely.  Note that EPA’s "baseline fleet" (as described in 
Chapter 4.1) is based on the MY2014 fleet with sales projections going forward through the year 
2030. That fleet, by definition, complies with the 2014 standards in MY2014 but not necessarily 
in MY2025.F  That "baseline fleet" is contrasted by the “reference case fleet” which adds 
additional technology to bring the “baseline fleet” into compliance with the reference case, or 
2021 standards.  That “reference case fleet” would then continue meeting the reference case 
standards (i.e., the MY 2021 standards) indefinitely.  The "control case" refers to any situation 
where the future fleet complies with the MY2022 through MY2025 standards, and then with the 
MY2025 standards indefinitely thereafter.  The difference between these two cases is the 
incremental effect of the standards (or "delta").  We use “central analysis” control case to 
specifically refer to the MY2022-2025 standards established in the 2012 FRM and as analyzed 
using what EPA considers to be the central set of input values (e.g., AEO 2015 reference case 
fuel prices are considered to be part of the central analysis).G  The general term "control case" 
can be used for any control case whether it be the central case or a sensitivity case (e.g., AEO 
2015 high or low fuel prices are used in sensitivities).  As such, while there are several control 
cases, one control case is actually considered to be the central control case. Sensitivity analyses 
use different inputs that can vary the analytical outcomes.  

Finally, EPA decided to complete three analysis scenarios built around the AEO 2015 
estimates for future fuel prices (see Chapter 10.2).  These future fuel price scenarios include a 
low, reference and high fuel price forecast.  EPA is treating the reference fuel price forecast as its 
central analysis case.  These fuel price scenarios are also reflected in the development of the 
baseline fleet as described in Chapter 4. 

 

                                                 
F Given the fleet changes projected by the year 2025, that fleet in fact does not comply with the MY2014 standards 

in MY2025.   
G Throughout the discussion presented here in Chapter 12, any reference to "AEO" is meant to refer to "AEO2015." 
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12.1.1 Central Analysis Results 

The central analysis uses the AEO 2015 reference fuel price case and, thus, the AEO 2015 
reference fuel price based fleet.  The central case also uses both indirect cost multipliers (ICMs) 
and retail price equivalents (RPEs) as a means of estimating the indirect costs of technologies.  
The central analysis consists of a reference case representing a future fleet complying with the 
MY2021 standards indefinitely, and a control case representing a future fleet complying with the 
MY2022 to 2025 standards in those respective model years, and then with the MY2025 standard 
indefinitely. 

12.1.1.1 CO2 Targets and Achieved Values 

The central analysis uses two approaches for reflecting indirect costs, both ICMs and RPEs as 
discussed in Chapter 5.  Because there are differences in the technology costs for the ICM and 
RPE cases, which result in slightly different technology penetrations and car/truck credit 
transfers, these differences lead to differences in the CO2 Achieved levels in the ICM compared 
to RPE cases, as shown below. Technology costs are presented in Section 12.1.1.2, and 
technology penetration rates are presented in Section 12.1.1.3. 

Note that the GHG standards (i.e., the standard curves) apply to individual vehicles. 
Depending on the footprint and model year of that individual vehicle, its target value can be 
determined by selecting the appropriate standard curve.  A fleet of vehicles—whether a car/truck 
fleet, a given manufacturer’s fleet, or the entire fleet—complying with its individual targets 
(determined by the standard curves) while giving consideration to the sales, or sales weighting, 
of each would result in a target value for that given fleet.  We present here the fleetwide target 
values for each manufacturer’s car fleet, the entire car fleet, each manufacturer’s truck fleet, and 
the entire truck fleet.  These target values are not the standards but rather the sales-weighted CO2 
emissions of each particular fleet assuming that individual vehicles comply with their respective 
footprint targets. 

12.1.1.1.1 Reference Case 

The reference case represents the fleet meeting the MY2021 standards in MYs 2021 and 
thereafter.  We present the reference case CO2 targets and projected achieved levels in MY2021 
in Table 12.1.  We present the reference case CO2 targets and projected achieved levels in 
MY2025 in Table 12.2.  While both tables represent the same set of reference case standards, the 
target and achieved CO2 levels reflect differences, which are attributed to fleet changes between 
MYs 2021 and 2025. 
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Table 12.1  Reference Case Targets and Achieved CO2 in MY2021 in the Central Analysis (g/mi CO2) 

Manufacturer Car 
Target 

Truck 
Target 

Fleet 
Target  

 

Car 
Achieved, 

ICM 

Truck 
Achieved, 

ICM 

Fleet 
Achieved, 

ICM 

Car 
Achieved, 

RPE 

Truck 
Achieved, 

RPE 

Fleet 
Achieved, 

RPE 

BMW 178.6 237.5 194.4 182.7 227.7 194.8 183.3 226.5 194.9 

FCA 182.4 246.0 227.1 194.1 241.5 227.5 196.4 240.9 227.7 

Ford 179.8 280.3 239.3 198.3 268.7 240.0 203.2 266.5 240.7 

GM 178.7 277.2 230.1 197.8 262.2 231.4 197.2 262.7 231.4 

Honda 172.5 231.0 201.0 176.5 226.5 200.8 176.7 226.5 200.9 

Hyundai/Kia 177.0 227.2 183.3 178.9 215.4 183.5 179.8 210.7 183.7 

JLR 189.7 235.4 226.8 169.7 239.4 226.2 172.8 238.8 226.3 

Mazda 175.5 223.1 189.9 181.3 211.6 190.5 177.1 219.1 189.8 

Mercedes-Benz 180.3 237.5 204.0 179.6 237.8 203.7 177.9 240.3 203.7 

Mitsubishi 164.7 208.4 181.5 180.1 185.2 182.0 178.8 189.1 182.7 

Nissan 173.6 241.9 202.4 179.1 235.1 202.7 179.8 234.1 202.7 

Subaru 170.0 210.6 201.6 206.5 201.8 202.8 215.2 198.9 202.5 

Tesla 205.7 0.0 205.7 0.0 0.0 0.0 0.0 0.0 0.0 

Toyota 174.4 247.3 209.1 173.1 248.3 208.9 173.0 247.7 208.5 

Volkswagen 174.0 231.1 196.6 170.4 235.7 196.2 169.1 237.1 196.0 

Volvo 182.0 227.7 206.4 193.4 219.2 207.1 191.6 220.5 207.0 

Fleet 177.0 251.5 213.8 182.2 244.5 213.0 183.0 243.8 213.1 
 Note:  Fleet values are sales weighted but not VMT weighted. 

 

Table 12.2  Reference Case Targets and Achieved CO2 in MY2025 in the Central Analysis (g/mi CO2) 

Manufacturer Car 
Target 

Truck 
Target 

Fleet 
Target  

 

Car 
Achieved, 

ICM 

Truck 
Achieved, 

ICM 

Fleet 
Achieved, 

ICM 

Car 
Achieved, 

RPE 

Truck 
Achieved, 

RPE 

Fleet 
Achieved, 

RPE 

BMW 177.5 237.0 191.7 180.3 229.2 192.0 180.1 229.8 191.9 

FCA 182.3 247.2 227.9 189.6 244.6 228.2 192.0 243.7 228.3 

Ford 179.6 280.0 237.9 196.4 269.5 238.9 198.5 268.4 239.1 

GM 178.8 277.3 227.9 197.1 261.6 229.3 197.5 260.8 229.1 

Honda 172.8 232.9 200.8 175.9 229.9 201.1 178.6 227.2 201.3 

Hyundai/Kia 177.1 227.9 183.1 179.0 214.5 183.2 178.3 213.5 182.5 

JLR 189.7 235.0 225.5 170.8 239.0 224.7 167.4 239.0 224.1 

Mazda 175.2 223.4 190.0 177.6 218.1 190.0 177.9 218.1 190.2 

Mercedes-Benz 180.0 237.0 201.7 180.4 236.4 201.7 178.3 239.3 201.5 

Mitsubishi 164.8 208.4 180.4 179.2 186.4 181.8 178.4 187.6 181.7 

Nissan 173.3 243.0 200.9 177.2 237.0 200.9 177.8 237.1 201.2 

Subaru 170.0 210.5 201.4 210.6 200.3 202.6 213.0 199.5 202.6 

Tesla 205.7 0.0 205.7 0.0 0.0 0.0 0.0 0.0 0.0 

Toyota 174.5 246.3 207.0 174.6 246.2 207.0 170.2 250.5 206.6 

Volkswagen 174.6 230.4 195.7 170.1 236.3 195.1 168.9 237.6 194.9 

Volvo 182.0 227.7 205.8 188.3 222.7 206.2 187.5 222.6 205.8 

Fleet 176.9 251.3 212.4 181.0 244.8 211.4 180.9 244.7 211.3 
 Note:  Fleet values are sales weighted but not VMT weighted. 
 

12.1.1.1.2 Control Case 
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The central analysis control case represents the fleet meeting the MY2022 through MY2025 
standards in their respective model years, and the fleet meeting the MY2025 standards 
indefinitely thereafter.  We continue to estimate a 5 year redesign cycle.  This cycle is consistent 
with our understanding of industry practice (although there are indications that cycles are 
becoming shorter due to competitive pressures, especially on cars).  This is how EPA’s modeling 
has always been done. We know that industry plans ahead for compliance with future standards 
and carefully considers their redesign cycles when developing their compliance plans.  To 
accommodate a 5 year redesign cycle, we have estimated that 20 percent of the MY2021 fleet 
will be redesigned to meet the MY2025 standards, and so on through MY2024.  As noted above, 
this effectively results in the MY2021 through MY2024 control case targets and achieved CO2 
levels being below (i.e., better than) the reference case target (i.e., the MY2021 target) since 20 
percent of each fleet will be redesigned to meet the MY2025 standards.  The actual standards and 
the control case targets used in this analysis are shown graphically in Figure 12.1 for cars and 
Figure 12.2 for trucks. 

 
Figure 12.1  Actual Standard Curves and the Control Case Target Curves Used for Cars in this Draft TAR 
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Figure 12.2  Actual Standard Curves and the Control Case Target Curves Used for Trucks in this Draft TAR 

Analysis to Reflect a 5-Year Redesign Cycle   

 

Shown in these figures are the “actual,” or promulgated greenhouse gas standard curves for 
the years 2021 through 2024 (dashed lines) and the control case target curves used in this 
analysis (solid lines).  The control case target curves reflect greater stringency (lower CO2) to 
reflect the 5 year redesign cycle discussed above. In effect, the target curves represent over-
compliance with the actual standard curves in each year leading up to 2025.  Just one curve is 
shown for 2025 since the actual standard and control case target curves are the same by then. 

Importantly, the control case “standards” being used here are not new standard curves. 
Instead, they are an OMEGA modeling artifact used to simulate over-compliance with the actual 
standards.  This over-compliance is being projected by EPA only to accommodate the 5-year 
redesign cycle stance, reflecting industry practice, and which we have used in the analyses for 
both of the LDV GHG rules. 

Nonetheless, these standard curves, whether actual or the control case curves are being used, 
are used for determining the OMEGA target values for individual vehicles depending on the MY 
and their unique footprints.  By determining those target values for each vehicle in the fleet and 
sales-weighting those, a fleet target can be determined for each manufacturer and for the entire 
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compliance (while also considering any appropriate technology penetration caps (see Appendix 
C) and other limitations on the application of technology), and considering credits and transfers 
as allowed under the program, we can estimate the achieved CO2 level for each manufacturer and 
for the entire fleet. 

We present the CO2 targets and projected achieved levels in MY2021 in Table 12.3 and in 
MY2025 in Table 12.4.  Note that the targets and achieved values shown in Table 12.3 include 
over-compliance with the actual standards, as explained above.  For the 2012 FRM, EPA 
predicted an overall fleet average CO2 performance of 163 g/mi.  As shown in Table 12.4, the 
overall fleet performance is predicted to achieve 174.1 g/mi.  This increase in CO2 emissions can 
be largely attributed to the increase in sales of trucks. 

Table 12.3  Control Case Targets and Achieved CO2 in MY2021 in the Central Analysis (g/mi CO2) 

Manufacturer Car 
Target 

Truck 
Target 

Fleet 
Target  

Car 
Achieved, 

ICM 

Truck 
Achieved, 

ICM 

Fleet 
Achieved, 

ICM 

Car 
Achieved, 

RPE 

Truck 
Achieved, 

RPE 

Fleet 
Achieved, 

RPE 

BMW 172.6 228.9 187.8 173.4 225.7 187.5 173.7 226.2 187.8 

FCA 176.3 237.2 219.1 192.1 230.3 219.0 192.7 231.1 219.7 

Ford 173.8 270.4 231.0 191.1 260.2 232.1 191.2 260.2 232.1 

GM 172.7 267.4 222.2 187.9 255.4 223.1 190.5 253.5 223.4 

Honda 166.7 222.7 193.9 171.0 217.9 193.8 171.2 217.1 193.5 

Hyundai/Kia 171.1 218.9 177.1 173.7 201.3 177.2 174.5 197.9 177.5 

JLR 183.3 226.9 218.7 157.3 231.3 217.3 155.2 231.8 217.3 

Mazda 169.6 215.0 183.3 171.0 211.6 183.2 171.1 211.9 183.5 

Mercedes-Benz 174.2 229.0 196.9 170.3 233.2 196.3 170.7 233.3 196.6 

Mitsubishi 159.2 200.7 175.1 175.6 176.9 176.1 176.3 177.3 176.7 

Nissan 167.7 233.2 195.3 174.9 224.7 195.9 174.7 224.9 195.9 

Subaru 164.3 202.9 194.3 202.8 193.5 195.6 209.0 191.0 195.0 

Tesla 198.9 0.0 198.9 -18.8 0.0 -18.8 0.0 0.0 0.0 

Toyota 168.6 238.4 201.8 169.1 237.8 201.8 170.2 235.9 201.5 

Volkswagen 168.1 222.8 189.7 161.8 229.4 188.6 160.8 231.3 188.7 

Volvo 175.9 219.5 199.1 179.2 217.0 199.4 181.8 214.2 199.1 

Fleet 171.0 242.5 206.4 176.0 235.7 205.5 176.8 235.0 205.6 
Note:  Fleet values are sales weighted but not VMT weighted; targets include 20% over-compliance to the MY2025 
standards. 
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Table 12.4  Control Case Targets and Achieved CO2 in MY2025 in the Central Analysis (g/mi CO2) 

Manufacturer Car 
Target 

Truck 
Target 

Fleet 
Target  

 

Car 
Achieved, 

ICM 

Truck 
Achieved, 

ICM 

Fleet 
Achieved, 

ICM 

Car 
Achieved, 

RPE 

Truck 
Achieved, 

RPE 

Fleet 
Achieved, 

RPE 

BMW 147.7 193.8 158.7 146.0 197.5 158.3 146.3 197.6 158.5 

FCA 151.8 202.3 187.3 159.9 199.4 187.6 159.4 199.5 187.6 

Ford 149.5 229.7 196.1 165.7 219.0 196.7 168.5 218.0 197.2 

GM 148.8 227.4 188.0 168.6 209.3 188.9 168.9 210.1 189.5 

Honda 143.7 190.4 165.5 142.2 191.9 165.4 147.5 186.3 165.6 

Hyundai/Kia 147.3 186.2 152.0 149.5 171.0 152.0 148.3 173.1 151.3 

JLR 158.1 192.1 185.0 102.4 204.6 183.2 104.4 204.2 183.3 

Mazda 145.8 182.4 157.0 148.6 174.9 156.6 149.0 176.2 157.3 

Mercedes-Benz 149.8 193.8 166.6 141.8 203.2 165.2 142.5 203.9 165.9 

Mitsubishi 137.0 169.9 148.8 148.2 150.5 149.0 149.5 150.5 149.8 

Nissan 144.1 198.8 165.8 145.6 196.9 165.9 150.9 188.9 165.9 

Subaru 141.3 171.7 164.9 173.6 163.7 165.9 179.8 162.2 166.1 

Tesla 171.6 0.0 171.6 -18.8 0.0 -18.8 0.0 0.0 0.0 

Toyota 145.2 201.5 170.7 143.4 203.5 170.5 144.8 201.3 170.4 

Volkswagen 145.2 188.3 161.5 133.7 204.5 160.5 131.3 205.9 159.5 

Volvo 151.5 186.1 169.5 154.3 183.3 169.4 147.2 189.5 169.2 

Fleet 147.2 205.7 175.1 149.8 200.7 174.1 151.2 199.4 174.2 
Note:  Fleet values are sales weighted but not VMT weighted; targets include 20% over-compliance to the MY2025 
standards. 
 

12.1.1.1.3 Off-Cycle, Pickup Incentive and A/C Credits in OMEGA 

In achieving the targets as shown in the tables above, manufacturers have available to them 
off-cycle credits for technologies, such as active aero and stop-start, that achieve real world CO2 
reductions although their impact is not adequately captured on the 2-cycle test (see II.F.2 of the 
2012 FRM, 77 FR 62726).  There are also incentive credits available for certain advanced 
technologies, such as strong hybrids on pickup trucks (see II.F.3 of the 2012 FRM, 77 FR 
62738).  Lastly, there are A/C credits which EPA assumes that all manufacturers will use in 
meeting the targets shown above (see II.F.1 of the 2012 FRM, 77 FR 62721).  While 
manufacturers have available to them broader options for utilizing off-cycle technologies, 
including a fuller list of pre-approved off-cycle credits (see 40 CFR 86.1869-12), EPA is making 
a very conservative assumption for purposes of this Draft TAR analysis and is only making 
available within the OMEGA model two of those off-cycle technologies, active aero and stop-
start, as shown in the table below.  EPA will consider expanding the off-cycle technology 
included in our modeling assessment for future steps in the MTE process.  The credits shown 
below are available within the model in both the reference and control cases. 
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Table 12.5  Off-cycle & Pickup Incentive Credits Available for Achieving the CO2 Targets (g/mi CO2) 

MY Vehicle Active Aero Stop-start Mild HEV Incentive Strong HEV Incentive 

2021 Car 0.6 2.5 0.0 0.0 

2022 Car 0.6 2.5 0.0 0.0 

2023 Car 0.6 2.5 0.0 0.0 

2024 Car 0.6 2.5 0.0 0.0 

2025 Car 0.6 2.5 0.0 0.0 

2021 Truck, non-pickup 1.0 4.4 0.0 0.0 

2022 Truck, non-pickup 1.0 4.4 0.0 0.0 

2023 Truck, non-pickup 1.0 4.4 0.0 0.0 

2024 Truck, non-pickup 1.0 4.4 0.0 0.0 

2025 Truck, non-pickup 1.0 4.4 0.0 0.0 

2021 Pickup 1.0 4.4 10.0 20.0 

2022 Pickup 1.0 4.4 0.0 20.0 

2023 Pickup 1.0 4.4 0.0 20.0 

2024 Pickup 1.0 4.4 0.0 20.0 

2025 Pickup 1.0 4.4 0.0 20.0 

 

The magnitude of the credits used within OMEGA, and reflected in the achieved CO2 values 
presented in the “Target and Achieved CO2” tables above are shown in the table below.  The A/C 
credits used within OMEGA and reflected in both the targets and the achieved CO2 values 
presented in the “Target and Achieved CO2” tables above are also shown in the tables below. 

Table 12.6  Off-cycle, Pickup Incentive and A/C Credits Used to Achieve the CO2 Targets (g/mi CO2) 

   Off-cycle Credits Incentive 
Credits 

A/C Credits 

Case Standard MY Car Truck Combined Pickups Car Truck Combined 

AEO 
Ref, 
ICM 

Reference 2021 0.499 1.367 0.960 0 18.8 24.4 21.6 

Control 2021 0.612 2.256 1.485 0 18.8 24.4 21.6 

Reference 2025 0.458 1.083 0.779 0 18.8 24.4 21.5 

Control 2025 1.089 3.481 2.317 0 18.8 24.4 21.5 

AEO 
High, 
ICM 

Reference 2021 0.533 1.664 1.030 0 18.8 24.4 21.6 

Control 2021 0.630 2.624 1.506 0 18.8 24.4 21.6 

Reference 2025 0.376 1.199 0.721 0 18.8 24.4 21.5 

Control 2025 1.190 3.482 2.151 0 18.8 24.4 21.5 

AEO 
Low, 
ICM 

Reference 2021 0.470 1.364 0.979 0 18.8 24.4 21.6 

Control 2021 0.597 2.065 1.434 0 18.8 24.4 21.6 

Reference 2025 0.330 1.057 0.733 0 18.8 24.4 21.5 

Control 2025 1.105 3.356 2.354 0 18.8 24.4 21.5 

AEO 
Ref, 
RPE 

 

Reference 2021 0.515 1.350 0.959 0 18.8 24.4 21.6 

Control 2021 0.629 2.329 1.531 0 18.8 24.4 21.6 

Reference 2025 0.480 1.225 0.863 0 18.8 24.4 21.5 

Control 2025 1.233 3.858 2.579 0 18.8 24.4 21.5 
Note:  The car A/C credit is composed of an indirect (or efficiency) credit of 5.0 g/mi CO2 and a direct (or leakage) 
credit of 13.8 g/mi CO2eq; the truck credit is composed of an indirect credit of 7.2 g/mi CO2 and a direct credit 
(leakage credit) of 17.2 g/mi CO2eq. 
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12.1.1.1.4 Projected 2-Cycle CO2 

The compliance targets presented above include use of A/C and the specified off-cycle 
credits.  The actual tailpipe CO2 as tested over the 2-cycle test procedure are higher than the 
actual targets since the A/C portion of the standards are not included as part of the test results. 
The tables below show the projected 2-cycle tailpipe CO2 values for cars, trucks and the fleet 
using AEO 2015 reference fuel price case and ICMs. 

Table 12.7  EPA Projections for Car Tailpipe Emissions Compliance with CO2 Standards Using ICMs and 
the AEO Reference Fuel Price Case (CO2 g/mi) 

MY 
Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG 

Incentive 
Credits 

Off-cycle 
Credits 

Leakage 
A/C 

Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 
Tailpipe 

CO2 

2021 171 51.9 0 0.612 13.8 5.0 190 

2022 165 53.9 0 0.731 13.8 5.0 184 

2023 159 56.0 0 0.851 13.8 5.0 178 

2024 153 58.2 0 0.970 13.8 5.0 173 

2025 147 60.3 0 1.089 13.8 5.0 167 

 

Table 12.8  EPA Projections for Truck Tailpipe Emissions Compliance with CO2 Standards Using ICMs and 
the AEO Reference Fuel Price Case (CO2 g/mi) 

MY 
Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG Incentive 

Credits 
Off-cycle 
Credits 

Leakage 
A/C 

Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 
Tailpipe 

CO2 

2021 242 36.7 0 2.256 17.2 7.2 269 

2022 232 38.3 0 2.562 17.2 7.2 259 

2023 223 39.9 0 2.869 17.2 7.2 250 

2024 214 41.6 0 3.175 17.2 7.2 241 

2025 206 43.2 0 3.481 17.2 7.2 233 

 

Table 12.9  EPA Projections for Combined Fleet Tailpipe Emissions Compliance with CO2 Standards Using 
ICMs and the AEO Reference Fuel Price Case (CO2 g/mi) 

MY Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG 

Incentive 
Credits 

Off-cycle 
Credits 

Leakage 
A/C Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 

Tailpipe CO2 

2021 206 43.1 0 1.485 15.5 6.1 229 

2022 198 44.9 0 1.693 15.5 6.1 221 

2023 190 46.8 0 1.901 15.5 6.1 213 

2024 182 48.8 0 2.109 15.4 6.1 206 

2025 175 50.8 0 2.317 15.4 6.0 199 

 

The tables below show the projected 2-cycle tailpipe CO2 values for cars, trucks and the fleet 
using AEO 2015 high fuel price case and ICMs. 
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Table 12.10  EPA Projections for Car Tailpipe Emissions Compliance with CO2 Standards Using ICMs and 
the AEO High Fuel Price Case (CO2 g/mi) 

MY 
Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG Incentive 

Credits 
Off-cycle 
Credits 

Leakage 
A/C 

Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 
Tailpipe 

CO2 

2021 171 52.0 0 0.630 13.8 5.0 190 

2022 165 54.0 0 0.770 13.8 5.0 184 

2023 158 56.1 0 0.910 13.8 5.0 178 

2024 153 58.2 0 1.050 13.8 5.0 173 

2025 147 60.4 0 1.190 13.8 5.0 167 

 

Table 12.11  EPA Projections for Truck Tailpipe Emissions Compliance with CO2 Standards Using ICMs and 
the AEO High Fuel Price Case (CO2 g/mi) 

MY 
Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG Incentive 

Credits 
Off-cycle 
Credits 

Leakage 
A/C 

Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 
Tailpipe 

CO2 

2021 240 36.7 0 2.624 17.2 7.2 268 

2022 231 38.3 0 2.838 17.2 7.2 258 

2023 222 39.9 0 3.053 17.2 7.2 249 

2024 213 41.6 0 3.267 17.2 7.2 240 

2025 204 43.2 0 3.482 17.2 7.2 232 

 

Table 12.12  EPA Projections for Combined Fleet Tailpipe Emissions Compliance with CO2 Standards Using 
ICMs and the AEO High Fuel Price Case (CO2 g/mi) 

MY Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG 

Incentive 
Credits 

Off-cycle 
Credits 

Leakage 
A/C Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 

Tailpipe CO2 

2021 199 43.1 0 1.506 15.2 5.9 222 

2022 191 44.9 0 1.667 15.2 5.9 214 

2023 183 46.8 0 1.829 15.1 5.9 206 

2024 176 48.8 0 1.990 15.1 5.9 199 

2025 169 50.8 0 2.151 15.1 5.8 192 

 

The tables below show the projected 2-cycle tailpipe CO2 values for cars, trucks and the fleet 
using AEO 2015 low fuel price case and ICMs. 
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Table 12.13  EPA Projections for Car Tailpipe Emissions Compliance with CO2 Standards Using ICMs and 
the AEO Low Fuel Price Case (CO2 g/mi) 

MY 
Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG Incentive 

Credits 
Off-cycle 
Credits 

Leakage 
A/C 

Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 
Tailpipe 

CO2 

2021 171 51.9 0 0.597 13.8 5.0 191 

2022 165 53.9 0 0.724 13.8 5.0 184 

2023 159 56.0 0 0.851 13.8 5.0 178 

2024 153 58.1 0 0.978 13.8 5.0 173 

2025 147 60.3 0 1.105 13.8 5.0 167 

 

Table 12.14  EPA Projections for Truck Tailpipe Emissions Compliance with CO2 Standards Using ICMs and 
the AEO Low Fuel Price Case (CO2 g/mi) 

MY 
Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG Incentive 

Credits 
Off-cycle 
Credits 

Leakage 
A/C 

Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 
Tailpipe 

CO2 

2021 242 36.7 0 2.065 17.2 7.2 269 

2022 233 38.2 0 2.388 17.2 7.2 259 

2023 223 39.8 0 2.711 17.2 7.2 250 

2024 214 41.5 0 3.034 17.2 7.2 242 

2025 206 43.2 0 3.356 17.2 7.2 234 

 

Table 12.15  EPA Projections for Combined Fleet Tailpipe Emissions Compliance with CO2 Standards Using 
ICMs and the AEO Low Fuel Price Case (CO2 g/mi) 

MY Compliance 
Target, (CO2 

Standard) 

Compliance 
Target as MPG 

Incentive 
Credits 

Off-cycle 
Credits 

Leakage 
A/C Credits 

Efficiency 
A/C Credits 

Projected 
2-cycle 

Tailpipe CO2 

2021 209 42.5 0 1.434 15.6 6.2 232 

2022 201 44.2 0 1.664 15.6 6.2 224 

2023 193 46.2 0 1.894 15.6 6.2 216 

2024 185 48.1 0 2.124 15.6 6.1 209 

2025 178 50.0 0 2.354 15.6 6.1 202 

 

12.1.1.2 Cost per Vehicle 

12.1.1.2.1 Reference & Control Case 

EPA presents the incremental costs of meeting the control case standards in MY2021 in Table 
12.16 and in MY2025 in Table 12.17.  We present the estimated progression of these 
incremental, control case costs relative to the reference case costs for cars in Table 12.18, and for 
trucks in Table 12.19.  

As shown in Table 12.17, the average per vehicle costs to meet the MY2025 standards in 
MY2025 (compared to meeting the MY2021 standards in MY2025) is between $894 and $1,017.  
These costs are less than those estimated in the 2012 FRM, as discussed below in section 
12.1.1.2.2. 
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EPA presents absolute costs for MY2025 vehicles meeting the 2021 standards (i.e., the 
reference case) and for MY2025 vehicles meeting the 2025 standards (i.e., the central analysis 
control case), for cars, trucks, and the fleet in section 12.4. The costs presented there are the costs 
used as inputs to the OMEGA Inventory, Cost and Benefit Tool discussed in more detail in 
Chapter 12.2  

Table 12.16  MY2021 Control Case Cost/Vehicle Incremental to the Reference Case Cost/Vehicle in the 
Central Analysis Using AEO Reference Case Fuel Prices and Fleet Projections and Using both ICMs and 

RPEs (2013$) 

Manufacturer Car Truck Combined 

BMW $402-$423 $21-$123 $299-$342 

FCA $64-$126 $382-$394 $296-$306 

Ford $105-$188 $128-$159 $137-$153 

GM $185-$215 $137-$163 $173-$174 

Honda $68-$75 $150-$169 $108-$120 

Hyundai/Kia $144-$155 $491-$526 $187-$202 

JLR $941-$1264 $578-$677 $708-$727 

Mazda $80-$126 $0-$115 $88-$90 

Mercedes-Benz $351-$453 $332-$501 $403-$413 

Mitsubishi $60-$98 $177-$273 $128-$142 

Nissan $90-$92 $191-$196 $134-$135 

Subaru $33-$66 $84-$85 $73-$81 

Tesla $0-$0 $0-$0 $0-$0 

Toyota $45-$50 $189-$238 $113-$140 

Volkswagen $432-$433 $437-$468 $434-$447 

Volvo $445-$624 $194-$455 $395-$450 

Fleet $154-$162 $225-$234 $189-$197 
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Table 12.17  MY2025 Control Case Cost/Vehicle Incremental to the Reference Case Cost/Vehicle in the 
Central Analysis Using AEO Reference Case Fuel Prices and Fleet Projections and Using both ICMs and 

RPEs (2013$) 

Manufacturer Car Truck Combined 

BMW $1080-$1181 $1070-$1188 $1078-$1183 

FCA $879-$1063 $1400-$1501 $1245-$1371 

Ford $535-$606 $1147-$1273 $890-$993 

GM $593-$710 $1520-$1633 $1055-$1170 

Honda $544-$569 $493-$771 $520-$663 

Hyundai/Kia $731-$901 $1279-$1284 $797-$946 

JLR $3363-$3366 $1391-$1592 $1804-$1963 

Mazda $469-$539 $652-$748 $525-$603 

Mercedes-Benz $1383-$1401 $1253-$1528 $1334-$1449 

Mitsubishi $673-$724 $719-$866 $689-$775 

Nissan $635-$680 $816-$1218 $734-$866 

Subaru $451-$461 $531-$647 $515-$603 

Tesla $0-$0 $0-$0 $0-$0 

Toyota $548-$555 $871-$1140 $694-$820 

Volkswagen $1333-$1544 $1202-$1316 $1284-$1458 

Volvo $1247-$1575 $1257-$1575 $1410-$1417 

Fleet $707-$789 $1099-$1267 $894-$1017 
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Table 12.18  MY2021-2025 Control Case Cost/Vehicle Incremental to the Reference Case Cost/Vehicle 
Year-by-Year Costs per Car in the Central Analysis Using AEO Reference Case Fuel Prices and Fleet 

Projections (2013$) 

Manufacturer MY2021 MY2022 MY2023 MY2024 MY2025 

BMW $402-$423 $588-$597 $752-$791 $916-$986 $1080-$1181 

FCA $64-$126 $268-$360 $472-$594 $675-$829 $879-$1063 

Ford $105-$188 $213-$293 $320-$397 $427-$501 $535-$606 

GM $185-$215 $310-$316 $404-$448 $499-$579 $593-$710 

Honda $68-$75 $187-$198 $306-$322 $425-$445 $544-$569 

Hyundai/Kia $144-$155 $291-$342 $437-$528 $584-$715 $731-$901 

JLR $941-$1264 $1546-$1790 $2152-$2315 $2757-$2840 $3363-$3366 

Mazda $80-$126 $195-$212 $298-$310 $384-$424 $469-$539 

Mercedes-Benz $351-$453 $614-$685 $876-$918 $1138-$1151 $1383-$1401 

Mitsubishi $60-$98 $226-$242 $386-$392 $529-$558 $673-$724 

Nissan $90-$92 $228-$237 $364-$385 $500-$533 $635-$680 

Subaru $33-$66 $140-$162 $247-$258 $354-$355 $451-$461 

Tesla $0-$0 $0-$0 $0-$0 $0-$0 $0-$0 

Toyota $45-$50 $170-$177 $296-$303 $422-$429 $548-$555 

Volkswagen $432-$433 $658-$710 $883-$988 $1108-$1266 $1333-$1544 

Volvo $445-$624 $727-$780 $935-$1010 $1091-$1292 $1247-$1575 

Fleet $154-$162 $292-$319 $430-$475 $569-$632 $707-$789 

 

Table 12.19  MY2021-2025 Control Case Cost/Vehicle Incremental to the Reference Case Cost/Vehicle 
Year-by-Year Costs per Truck in the Central Analysis Using AEO Reference Case Fuel Prices and Fleet 

Projections (2013$) 

Manufacturer MY2021 MY2022 MY2023 MY2024 MY2025 

BMW $21-$123 $313-$360 $597-$605 $834-$897 $1070-$1188 

FCA $382-$394 $645-$662 $897-$942 $1148-$1221 $1400-$1501 

Ford $128-$159 $406-$414 $653-$700 $900-$987 $1147-$1273 

GM $137-$163 $483-$530 $829-$898 $1174-$1266 $1520-$1633 

Honda $150-$169 $235-$319 $321-$470 $407-$621 $493-$771 

Hyundai/Kia $491-$526 $689-$714 $887-$903 $1085-$1091 $1279-$1284 

JLR $578-$677 $831-$855 $1034-$1085 $1213-$1339 $1391-$1592 

Mazda $0-$115 $163-$273 $326-$432 $489-$590 $652-$748 

Mercedes-Benz $332-$501 $563-$758 $793-$1014 $1023-$1271 $1253-$1528 

Mitsubishi $177-$273 $312-$422 $448-$570 $583-$718 $719-$866 

Nissan $191-$196 $351-$448 $506-$705 $661-$961 $816-$1218 

Subaru $84-$85 $196-$225 $308-$366 $419-$506 $531-$647 

Tesla $0-$0 $0-$0 $0-$0 $0-$0 $0-$0 

Toyota $189-$238 $359-$464 $530-$689 $700-$915 $871-$1140 

Volkswagen $437-$468 $651-$656 $835-$876 $1018-$1096 $1202-$1316 

Volvo $194-$455 $539-$656 $856-$884 $1057-$1230 $1257-$1575 

Fleet $225-$234 $444-$492 $662-$750 $881-$1008 $1099-$1267 

 

Note that the costs shown in Table 12.18 and Table 12.19 are based on interpolations between 
the incremental costs of the control case standards in MY2021 and the control case standards in 
MY2025 (both based on actual OMEGA output), using the control case CO2 targets for each 
fleet (car and truck) for each individual OEM. 
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12.1.1.3 Technology Penetration 

12.1.1.3.1 Reference Case 

EPA presents technology penetration rates in the MY2025 reference case (that is, the case 
where MY2021 standards remain in place in MY2025), in absolute terms, for cars and trucks and 
the fleet, using both ICMs and RPEs, in the tables below.  First we present a table with the 
technology codes and their definitions as used in the following technology penetration tables.  
For detailed descriptions of each technology, refer to Chapter 5.  In the interests of space, we do 
not present the technology penetrations for all technologies considered in this analysis.  We 
present here only those technologies that we believe to be of most interest to the reader.  
Therefore, technologies like the accommodation of low friction lubes and lower rolling 
resistance tires are not presented here largely because those technologies are very cost effective 
and, therefore, have very high penetrations and, while important in achieving the standards, are 
not the primary drivers behind the feasibility of the standards.  Note that the OMEGA output 
files include technology penetrations for all technologies considered; those output files are 
contained in the docket and on EPA's website at https://www3.epa.gov/otaq/climate/models.htm. 

All technology penetration rate tables use the AEO 2015 reference fuel price case.  One note 
of interest regarding the weight reduction technologies shown in the following tables:  The 
“WRtech” is the weight reduction technology applied to the vehicle.  This is the technology used 
to determine the costs associated with weight reduction. If 10 percent WRtech is applied, then 
the costs associated with that are those costs for a 10 percent weight reduction.  The “WRnet” is 
the net weight reduction, or the WRtech less the added weight of any added batteries for 
electrification (i.e., HEVs, EVs, and PHEVs).  The WRnet value determines effectiveness values 
and is used in the safety analysis (Chapter 8).  As shown in the technology penetration tables that 
follow, there is not much difference between “WRtech” and “WRnet” because our modeling 
does projects very little increased electrification of the fleet to meet either the reference or 
control case standards.  Nonetheless, the distinction between these two technologies is important 
and is tracked for that reason.  

Note that the electrified vehicle technology penetrations--EV and PHEV, in particular--
include the penetration of ZEV program vehicles as discussed in detail in Chapter 4 of this Draft 
TAR.  Importantly, the ZEV program vehicles were "built" into the fleet with the projection that 
they would apply 20 percent mass reduction technology (WRtech) and 20 percent net mass 
reduction (WRnet).  The result being that the mass reduction technology penetrations include a 
20 percent mass reduction on roughly 2.5 percent of the fleet due to the way we have assessed 
the ZEV program vehicles. 
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Table 12.20  Technology Code Definitions used in Technology Penetration Tables 

Code Definition 

WR Tech Weight reduction technology applied 

WR Net Weight reduction net (includes added weight from batteries on electrified vehicles) 

TDS18 Turbocharged and downsized engine - 18 bar BMEP 

TDS24 Turbocharged and downsized engine- 24 bar BMEP 

TRX11 Transmission level 1 (i.e., 6 speed auto, 6 speed DCT or CVT today) 

TRX12 Transmission level 1 (i.e., TRX11 with efficiency improvements) 

TRX21 Transmission level 2 (i.e., TRX11 with a wider gear ratio spread) 

TRX22 Transmission level 2 (i.e., TRX21 with efficiency improvements) 

Deac Cylinder deactivation 

VVLT Variable valve lift 

VVT Variable valve timing 

CEGR Cooled Exhaust Gas Recirculation 

Strong HEV Strong hybrid 

EV Full battery electric vehicle 

PHEV Plug-in hybrid electric vehicle) 

ATK1 Atkinson cycle engine used in Full Hybrid & REEV 

ATK2 Atkinson cycle engine used in naturally aspirated, non-hybrid engines 

Miller Miller cycle, or turbocharged ATK2 

Stop-Start Stop-start, but without also being hybridized 

Mild Hybrid Mild hybrid 48 Volt 

DSL Diesel 

 

The tables that follow for reference case technology penetrations are: 

 Table 12.21  Absolute Technology Penetrations for Cars in the MY2025 Reference 
Case Using ICMs 

 Table 12.22  Absolute Technology Penetrations for Cars in the MY2025 Reference 
Case Using RPEs 

 Table 12.23  Absolute Technology Penetrations for Trucks in the MY2025 Reference 
Case Using ICMs 

 Table 12.24  Absolute Technology Penetrations for Trucks in the MY2025 Reference 
Case Using RPEs 

 Table 12.25  Absolute Technology Penetrations for the Fleet in the MY2025 
Reference Case Using ICMs 

 Table 12.26  Absolute Technology Penetrations for the Fleet in the MY2025 
Reference Case Using RPEs 

 Table 12.27  Summary of Absolute Technology Penetrations in the MY2025 
Reference Case
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Table 12.21  Absolute Technology Penetrations for Cars in the MY2025 Reference Case Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 7.3% 5.2% 47.6% 10.9% 1.2% 0.0% 62.1% 23.0% 29.2% 49.0% 89.9% 29.2% 0.1% 3.4% 4.6% 0.0% 16.9% 0.0% 67.6% 12.3% 3.3% 

FCA 7.3% 7.3% 35.9% 0.0% 0.4% 0.0% 71.4% 17.4% 51.3% 10.9% 94.4% 13.1% 0.0% 2.8% 2.9% 0.0% 13.1% 0.0% 1.6% 0.1% 0.0% 

FORD 4.5% 4.2% 39.0% 0.0% 23.7% 0.0% 66.8% 0.0% 0.0% 0.0% 95.6% 0.0% 3.7% 2.3% 2.9% 3.7% 0.0% 0.0% 0.0% 0.0% 0.0% 

GM 5.2% 4.5% 48.7% 0.0% 9.4% 0.0% 73.6% 9.6% 6.6% 12.6% 97.0% 0.5% 0.0% 1.6% 2.7% 1.1% 0.0% 0.0% 11.2% 0.6% 0.5% 

HONDA 3.1% 3.1% 0.0% 0.0% 75.4% 0.0% 5.8% 0.0% 9.2% 94.5% 94.5% 1.1% 12.0% 2.6% 3.0% 6.5% 0.0% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 3.8% 3.7% 13.6% 0.0% 3.6% 0.0% 73.7% 17.0% 45.1% 0.0% 97.1% 10.2% 2.2% 1.3% 1.6% 1.2% 10.2% 0.0% 1.5% 0.0% 0.0% 

JLR 16.0% 15.0% 51.4% 3.6% 0.0% 0.0% 51.4% 24.2% 20.6% 51.4% 75.6% 24.2% 0.0% 14.5% 10.5% 0.0% 20.6% 0.0% 35.3% 40.3% 0.0% 

MAZDA 6.8% 6.8% 0.0% 0.0% 75.2% 0.0% 0.0% 0.0% 0.0% 0.0% 96.1% 0.0% 0.0% 1.8% 2.1% 0.0% 96.1% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 10.5% 10.1% 62.1% 15.7% 0.0% 0.0% 64.3% 27.3% 12.9% 61.7% 90.9% 28.1% 0.0% 4.1% 4.3% 0.0% 12.2% 0.0% 76.7% 12.8% 0.7% 

MITSUBISHI 4.2% 4.2% 9.6% 0.0% 10.4% 0.0% 43.8% 0.6% 20.0% 0.0% 95.5% 0.0% 0.0% 3.1% 1.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

NISSAN 6.0% 6.0% 19.0% 0.0% 26.2% 0.0% 64.3% 0.0% 0.0% 5.1% 95.0% 0.0% 0.6% 2.7% 2.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

SUBARU 2.9% 2.9% 9.0% 0.0% 77.8% 0.0% 0.0% 0.0% 0.0% 0.0% 96.1% 35.8% 0.0% 1.8% 2.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 3.4% 3.0% 0.0% 0.0% 68.5% 0.0% 25.2% 0.0% 0.0% 1.4% 95.5% 18.8% 17.9% 2.4% 3.0% 18.7% 0.0% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 9.1% 8.3% 51.4% 12.0% 0.0% 0.0% 60.8% 25.8% 17.6% 44.2% 80.7% 34.9% 0.4% 4.2% 3.2% 0.0% 17.3% 1.4% 62.6% 29.1% 11.9% 

VOLVO 9.5% 9.5% 84.5% 4.3% 0.0% 0.0% 73.4% 18.3% 2.9% 0.0% 91.7% 7.2% 0.0% 3.8% 4.5% 0.0% 2.9% 0.0% 5.4% 0.0% 0.0% 

Fleet 5.2% 4.8% 25.2% 1.6% 27.7% 0.0% 52.3% 8.3% 14.4% 19.0% 93.3% 9.8% 4.5% 3.6% 2.7% 4.0% 7.3% 0.1% 10.6% 2.8% 0.9% 

 

Table 12.22  Absolute Technology Penetrations for Cars in the MY2025 Reference Case Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.0% 4.6% 48.7% 0.0% 1.2% 0.0% 61.4% 23.7% 38.6% 50.9% 89.9% 29.2% 0.1% 3.4% 4.6% 0.0% 27.8% 0.0% 73.8% 12.3% 3.3% 

FCA 5.6% 5.6% 35.9% 0.0% 0.0% 0.0% 71.4% 17.8% 46.3% 15.6% 94.4% 13.1% 0.0% 2.8% 2.9% 0.0% 13.1% 0.0% 1.7% 0.1% 0.0% 

FORD 3.1% 2.9% 31.9% 0.0% 18.7% 0.0% 68.9% 2.9% 0.0% 0.0% 95.6% 0.0% 3.7% 2.3% 2.9% 3.7% 0.0% 0.0% 0.0% 0.0% 0.0% 

GM 4.1% 3.9% 48.5% 0.0% 1.8% 0.0% 73.6% 17.3% 8.1% 12.6% 97.0% 0.5% 0.0% 1.6% 2.7% 1.1% 0.0% 0.0% 11.2% 0.6% 0.5% 

HONDA 2.2% 2.2% 0.0% 0.0% 59.7% 0.0% 18.7% 0.0% 9.2% 94.5% 94.5% 1.1% 12.0% 2.6% 3.0% 6.5% 0.0% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 3.3% 3.3% 13.6% 0.0% 2.2% 0.0% 73.7% 18.4% 73.2% 0.0% 97.1% 10.0% 2.2% 1.3% 1.6% 1.2% 10.0% 0.0% 1.5% 0.0% 0.0% 

JLR 12.8% 11.8% 48.6% 0.0% 0.0% 0.0% 48.6% 24.2% 24.2% 46.3% 72.8% 24.2% 0.0% 17.7% 10.5% 0.0% 24.2% 0.0% 34.5% 38.3% 0.0% 

MAZDA 6.7% 6.7% 0.0% 0.0% 52.9% 0.0% 22.3% 0.0% 0.0% 0.0% 96.1% 0.0% 0.0% 1.8% 2.1% 0.0% 96.1% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 7.2% 6.0% 61.6% 0.0% 0.0% 0.0% 63.5% 27.3% 28.1% 56.2% 90.5% 27.7% 0.0% 4.9% 4.3% 0.0% 28.0% 0.0% 43.9% 44.8% 0.4% 

MITSUBISHI 3.5% 3.5% 9.6% 0.0% 3.5% 0.0% 43.8% 7.4% 27.2% 0.0% 95.5% 0.0% 0.0% 3.1% 1.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

NISSAN 5.7% 5.7% 9.2% 0.0% 14.3% 0.0% 72.5% 3.7% 0.0% 9.7% 95.0% 0.0% 0.6% 2.7% 2.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

SUBARU 0.8% 0.8% 9.0% 0.0% 76.9% 0.0% 0.9% 0.0% 0.0% 0.0% 96.1% 35.8% 0.0% 1.8% 2.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 2.9% 2.7% 0.0% 0.0% 36.3% 0.0% 57.1% 0.2% 0.0% 1.4% 95.5% 18.8% 17.9% 2.4% 3.0% 18.7% 0.0% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 7.4% 6.7% 45.8% 0.0% 0.0% 0.0% 59.2% 25.8% 33.8% 33.4% 79.3% 34.7% 0.4% 6.0% 3.2% 0.0% 29.4% 0.9% 61.1% 29.4% 11.6% 

VOLVO 8.9% 8.9% 83.4% 0.0% 0.0% 0.0% 73.4% 18.3% 8.3% 0.0% 91.7% 8.3% 0.0% 3.8% 4.5% 0.0% 8.3% 0.0% 17.2% 0.0% 0.0% 

Fleet 4.1% 4.0% 23.1% 0.0% 17.9% 0.0% 59.6% 10.5% 19.9% 19.1% 93.2% 9.8% 4.5% 3.7% 2.7% 4.0% 8.9% 0.1% 9.9% 3.7% 0.9% 
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Table 12.23  Absolute Technology Penetrations for Trucks in the MY2025 Reference Case Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.6% 4.4% 69.4% 9.8% 0.0% 0.0% 71.0% 29.0% 18.1% 75.5% 97.2% 30.6% 0.0% 0.0% 0.0% 0.0% 18.1% 2.6% 54.8% 45.2% 2.8% 

FCA 5.6% 5.6% 49.6% 12.4% 0.0% 0.0% 78.4% 19.6% 34.0% 2.2% 97.2% 19.6% 0.0% 0.3% 0.4% 0.0% 12.5% 0.0% 29.6% 0.0% 2.1% 

FORD 5.0% 5.0% 66.9% 0.0% 8.5% 0.0% 79.8% 11.5% 0.0% 0.0% 99.8% 0.0% 0.0% 0.1% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

GM 5.3% 5.3% 28.9% 0.0% 0.0% 0.0% 79.8% 20.0% 64.9% 0.0% 99.8% 1.9% 0.0% 0.1% 0.1% 0.0% 1.9% 0.0% 0.0% 0.0% 0.0% 

HONDA 5.7% 5.7% 0.0% 0.0% 35.6% 0.0% 62.3% 0.0% 55.7% 97.9% 97.9% 0.0% 0.0% 1.0% 1.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 7.1% 7.1% 49.9% 0.0% 0.0% 0.0% 78.8% 19.7% 48.5% 0.0% 98.5% 12.1% 0.0% 0.7% 0.8% 0.0% 12.1% 0.0% 12.5% 0.0% 0.0% 

JLR 12.5% 11.3% 70.0% 0.0% 0.0% 0.0% 70.0% 30.0% 30.0% 70.0% 100.0% 30.0% 11.5% 0.0% 0.0% 0.0% 30.0% 30.0% 38.5% 50.0% 0.0% 

MAZDA 5.4% 5.4% 0.0% 0.0% 19.4% 0.0% 77.8% 0.0% 0.0% 0.0% 97.2% 0.0% 0.0% 1.3% 1.5% 0.0% 68.9% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 6.9% 5.7% 66.3% 12.2% 0.0% 0.0% 70.0% 30.0% 13.9% 78.5% 92.4% 33.7% 0.0% 0.0% 0.0% 0.0% 13.9% 13.9% 50.0% 50.0% 7.6% 

MITSUBISHI 7.9% 7.9% 0.0% 0.0% 0.0% 0.0% 78.5% 19.6% 0.0% 53.0% 88.4% 0.0% 0.0% 0.6% 1.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

NISSAN 6.7% 6.7% 57.3% 0.0% 17.3% 0.0% 76.6% 3.2% 0.0% 1.9% 98.8% 0.0% 1.4% 0.5% 0.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

SUBARU 5.6% 5.5% 2.9% 0.0% 92.4% 0.0% 0.2% 0.0% 0.0% 0.0% 96.3% 3.9% 2.1% 1.7% 2.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 5.2% 5.2% 51.6% 0.0% 16.2% 0.0% 77.1% 3.7% 0.0% 0.0% 98.7% 6.1% 0.7% 0.7% 0.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 8.7% 7.4% 66.1% 8.1% 0.0% 0.0% 70.3% 29.7% 15.4% 74.1% 89.6% 33.9% 0.9% 0.0% 0.0% 0.0% 15.4% 15.4% 49.5% 49.5% 10.4% 

VOLVO 5.0% 4.5% 73.1% 11.7% 0.0% 0.0% 76.1% 23.9% 15.3% 15.6% 100.0% 26.9% 0.0% 0.0% 0.0% 0.0% 15.3% 0.0% 43.3% 19.5% 0.0% 

Fleet 5.8% 5.6% 42.9% 3.1% 14.2% 0.0% 71.4% 12.6% 24.8% 16.4% 98.0% 8.2% 0.5% 0.4% 0.5% 0.0% 5.5% 1.3% 10.2% 4.2% 1.0% 

 

Table 12.24  Absolute Technology Penetrations for Trucks in the MY2025 Reference Case Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.7% 4.8% 66.1% 0.0% 0.0% 0.0% 76.7% 23.3% 28.3% 61.1% 94.5% 33.9% 0.0% 0.0% 0.0% 0.0% 28.3% 12.4% 82.4% 16.3% 5.5% 

FCA 5.6% 5.6% 46.5% 0.0% 0.0% 0.0% 77.3% 20.7% 46.3% 4.4% 97.2% 24.4% 0.0% 0.3% 0.4% 0.0% 22.3% 0.0% 30.7% 1.1% 2.1% 

FORD 5.0% 5.0% 59.1% 0.0% 3.2% 0.0% 79.8% 16.7% 0.0% 0.0% 99.8% 0.0% 0.0% 0.1% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

GM 5.2% 5.2% 28.9% 0.0% 0.0% 0.0% 79.8% 20.0% 65.2% 0.0% 99.8% 1.9% 0.0% 0.1% 0.1% 0.0% 1.9% 0.0% 6.5% 0.0% 0.0% 

HONDA 5.7% 5.7% 0.0% 0.0% 19.6% 0.0% 78.3% 0.0% 55.7% 97.9% 97.9% 0.0% 0.0% 1.0% 1.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 7.1% 7.1% 37.4% 0.0% 0.0% 0.0% 78.8% 19.7% 61.0% 0.0% 98.5% 24.6% 0.0% 0.7% 0.8% 0.0% 24.6% 0.0% 0.0% 0.0% 0.0% 

JLR 12.3% 11.0% 70.0% 0.0% 0.0% 0.0% 70.0% 30.0% 30.0% 70.0% 100.0% 30.0% 12.1% 0.0% 0.0% 0.0% 30.0% 30.0% 38.5% 49.4% 0.0% 

MAZDA 5.4% 5.4% 0.0% 0.0% 19.4% 0.0% 77.8% 0.0% 0.0% 0.0% 97.2% 0.0% 0.0% 1.3% 1.5% 0.0% 68.9% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 5.8% 4.6% 67.0% 0.0% 0.0% 0.0% 70.0% 30.0% 25.4% 67.0% 92.4% 33.0% 0.0% 0.0% 0.0% 0.0% 25.4% 7.4% 50.0% 50.0% 7.6% 

MITSUBISHI 7.9% 7.9% 0.0% 0.0% 0.0% 0.0% 78.5% 19.6% 2.4% 50.5% 90.8% 0.0% 0.0% 0.6% 1.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

NISSAN 6.7% 6.7% 26.1% 0.0% 5.2% 0.0% 76.5% 15.3% 0.7% 2.0% 98.8% 0.7% 1.4% 0.5% 0.7% 0.0% 0.7% 0.0% 0.0% 0.0% 0.0% 

SUBARU 5.6% 5.5% 2.9% 0.0% 87.9% 0.0% 4.7% 0.0% 0.0% 0.0% 96.3% 3.9% 2.1% 1.7% 2.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 5.2% 5.2% 5.9% 0.0% 5.9% 0.0% 77.0% 14.0% 0.0% 0.0% 98.7% 6.1% 0.7% 0.7% 0.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 8.0% 6.7% 66.1% 0.0% 0.0% 0.0% 70.3% 29.7% 23.5% 66.0% 89.6% 33.9% 0.9% 0.0% 0.0% 0.0% 23.5% 11.7% 49.5% 49.5% 10.4% 

VOLVO 5.2% 4.7% 71.9% 0.0% 0.0% 0.0% 80.0% 20.0% 28.1% 23.8% 100.0% 28.1% 0.0% 0.0% 0.0% 0.0% 28.1% 0.0% 45.9% 19.5% 0.0% 

Fleet 5.7% 5.6% 32.8% 0.0% 9.4% 0.0% 73.1% 15.8% 28.2% 16.1% 98.0% 9.4% 0.5% 0.4% 0.5% 0.0% 8.4% 1.1% 11.6% 4.1% 1.0% 
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Table 12.25  Absolute Technology Penetrations for the Fleet in the MY2025 Reference Case Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 6.9% 5.0% 52.8% 10.6% 0.9% 0.0% 64.2% 24.4% 26.5% 55.3% 91.6% 29.5% 0.1% 2.6% 3.5% 0.0% 17.2% 0.6% 64.5% 20.1% 3.2% 

FCA 6.1% 6.1% 45.6% 8.7% 0.1% 0.0% 76.3% 19.0% 39.1% 4.8% 96.4% 17.7% 0.0% 1.0% 1.2% 0.0% 12.7% 0.0% 21.2% 0.0% 1.5% 

FORD 4.8% 4.7% 55.2% 0.0% 14.9% 0.0% 74.4% 6.7% 0.0% 0.0% 98.0% 0.0% 1.5% 1.0% 1.3% 1.5% 0.0% 0.0% 0.0% 0.0% 0.0% 

GM 5.2% 4.9% 38.8% 0.0% 4.7% 0.0% 76.7% 14.8% 35.7% 6.3% 98.4% 1.2% 0.0% 0.9% 1.4% 0.5% 1.0% 0.0% 5.6% 0.3% 0.3% 

HONDA 4.4% 4.3% 0.0% 0.0% 56.8% 0.0% 32.1% 0.0% 30.9% 96.1% 96.1% 0.6% 6.4% 1.8% 2.1% 3.4% 0.0% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 4.2% 4.1% 18.0% 0.0% 3.2% 0.0% 74.3% 17.3% 45.5% 0.0% 97.3% 10.4% 2.0% 1.3% 1.5% 1.1% 10.4% 0.0% 2.8% 0.0% 0.0% 

JLR 13.3% 12.1% 66.1% 0.7% 0.0% 0.0% 66.1% 28.8% 28.0% 66.1% 94.9% 28.8% 9.1% 3.0% 2.2% 0.0% 28.0% 23.7% 37.8% 48.0% 0.0% 

MAZDA 6.4% 6.4% 0.0% 0.0% 58.1% 0.0% 23.8% 0.0% 0.0% 0.0% 96.5% 0.0% 0.0% 1.6% 1.9% 0.0% 87.8% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 9.1% 8.4% 63.7% 14.4% 0.0% 0.0% 66.5% 28.3% 13.3% 68.1% 91.5% 30.2% 0.0% 2.5% 2.7% 0.0% 12.8% 5.3% 66.5% 27.0% 3.4% 

MITSUBISHI 5.5% 5.5% 6.1% 0.0% 6.6% 0.0% 56.2% 7.4% 12.8% 19.0% 93.0% 0.0% 0.0% 2.2% 1.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

NISSAN 6.3% 6.3% 34.2% 0.0% 22.7% 0.0% 69.1% 1.3% 0.0% 3.8% 96.5% 0.0% 0.9% 1.8% 1.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

SUBARU 5.0% 4.9% 4.2% 0.0% 89.1% 0.0% 0.2% 0.0% 0.0% 0.0% 96.2% 11.0% 1.6% 1.7% 2.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 4.2% 4.0% 23.3% 0.0% 44.8% 0.0% 48.7% 1.7% 0.0% 0.8% 96.9% 13.0% 10.1% 1.6% 1.9% 10.2% 0.0% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 8.9% 8.0% 56.9% 10.5% 0.0% 0.0% 64.4% 27.3% 16.7% 55.5% 84.1% 34.5% 0.6% 2.6% 2.0% 0.0% 16.6% 6.7% 57.6% 36.8% 11.3% 

VOLVO 7.1% 6.9% 78.5% 8.1% 0.0% 0.0% 74.8% 21.2% 9.3% 8.1% 96.0% 17.5% 0.0% 1.8% 2.1% 0.0% 9.3% 0.0% 25.1% 10.1% 0.0% 

Fleet 5.5% 5.2% 33.6% 2.3% 21.3% 0.0% 61.4% 10.4% 19.4% 17.8% 95.5% 9.0% 2.6% 2.1% 1.7% 2.1% 6.4% 0.7% 10.4% 3.5% 1.0% 

 

Table 12.26  Absolute Technology Penetrations for the Fleet in the MY2025 Reference Case Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.2% 4.7% 52.9% 0.0% 0.9% 0.0% 65.0% 23.6% 36.1% 53.3% 91.0% 30.3% 0.1% 2.6% 3.5% 0.0% 27.9% 3.0% 75.9% 13.2% 3.9% 

FCA 5.6% 5.6% 43.4% 0.0% 0.0% 0.0% 75.6% 19.8% 46.3% 7.7% 96.4% 21.0% 0.0% 1.0% 1.2% 0.0% 19.5% 0.0% 22.1% 0.8% 1.5% 

FORD 4.2% 4.1% 47.7% 0.0% 9.7% 0.0% 75.2% 10.9% 0.0% 0.0% 98.0% 0.0% 1.5% 1.0% 1.3% 1.5% 0.0% 0.0% 0.0% 0.0% 0.0% 

GM 4.6% 4.5% 38.7% 0.0% 0.9% 0.0% 76.7% 18.6% 36.6% 6.3% 98.4% 1.2% 0.0% 0.9% 1.4% 0.5% 1.0% 0.0% 8.8% 0.3% 0.3% 

HONDA 3.9% 3.9% 0.0% 0.0% 41.0% 0.0% 46.5% 0.0% 30.9% 96.1% 96.1% 0.6% 6.4% 1.8% 2.1% 3.4% 0.0% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 3.8% 3.8% 16.5% 0.0% 2.0% 0.0% 74.3% 18.6% 71.7% 0.0% 97.3% 11.7% 2.0% 1.3% 1.5% 1.1% 11.7% 0.0% 1.3% 0.0% 0.0% 

JLR 12.4% 11.2% 65.5% 0.0% 0.0% 0.0% 65.5% 28.8% 28.8% 65.0% 94.3% 28.8% 9.5% 3.7% 2.2% 0.0% 28.8% 23.7% 37.7% 47.1% 0.0% 

MAZDA 6.3% 6.3% 0.0% 0.0% 42.6% 0.0% 39.3% 0.0% 0.0% 0.0% 96.5% 0.0% 0.0% 1.6% 1.9% 0.0% 87.8% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 6.7% 5.5% 63.6% 0.0% 0.0% 0.0% 66.0% 28.3% 27.1% 60.3% 91.2% 29.7% 0.0% 3.0% 2.7% 0.0% 27.0% 2.8% 46.2% 46.8% 3.1% 

MITSUBISHI 5.1% 5.1% 6.1% 0.0% 2.3% 0.0% 56.2% 11.8% 18.3% 18.1% 93.8% 0.0% 0.0% 2.2% 1.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

NISSAN 6.1% 6.1% 15.9% 0.0% 10.7% 0.0% 74.1% 8.3% 0.3% 6.6% 96.5% 0.3% 0.9% 1.8% 1.7% 0.0% 0.3% 0.0% 0.0% 0.0% 0.0% 

SUBARU 4.5% 4.4% 4.2% 0.0% 85.4% 0.0% 3.9% 0.0% 0.0% 0.0% 96.2% 11.0% 1.6% 1.7% 2.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 3.9% 3.8% 2.7% 0.0% 22.6% 0.0% 66.1% 6.5% 0.0% 0.8% 96.9% 13.0% 10.1% 1.6% 1.9% 10.2% 0.0% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 7.7% 6.7% 53.5% 0.0% 0.0% 0.0% 63.4% 27.3% 29.9% 45.7% 83.2% 34.4% 0.6% 3.7% 2.0% 0.0% 27.1% 5.0% 56.8% 37.0% 11.2% 

VOLVO 7.0% 6.7% 77.4% 0.0% 0.0% 0.0% 76.8% 19.2% 18.6% 12.4% 96.0% 18.6% 0.0% 1.8% 2.1% 0.0% 18.6% 0.0% 32.1% 10.1% 0.0% 

Fleet 4.9% 4.7% 27.7% 0.0% 13.8% 0.0% 66.0% 13.0% 23.9% 17.7% 95.5% 9.6% 2.6% 2.2% 1.7% 2.1% 8.7% 0.6% 10.7% 3.9% 1.0% 
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Table 12.27  Summary of Absolute Technology Penetrations in the MY2025 Reference Case 
Indirect Cost 

Approach 
C/T/Fleet WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

ICM C 5.2% 4.8% 25.2% 1.6% 27.7% 0.0% 52.3% 8.3% 14.4% 19.0% 93.3% 9.8% 4.5% 3.6% 2.7% 4.0% 7.3% 0.1% 10.6% 2.8% 0.9% 

ICM T 5.8% 5.6% 42.9% 3.1% 14.2% 0.0% 71.4% 12.6% 24.8% 16.4% 98.0% 8.2% 0.5% 0.4% 0.5% 0.0% 5.5% 1.3% 10.2% 4.2% 1.0% 

ICM Fleet 5.5% 5.2% 33.6% 2.3% 21.3% 0.0% 61.4% 10.4% 19.4% 17.8% 95.5% 9.0% 2.6% 2.1% 1.7% 2.1% 6.4% 0.7% 10.4% 3.5% 1.0% 

RPE C 4.1% 4.0% 23.1% 0.0% 17.9% 0.0% 59.6% 10.5% 19.9% 19.1% 93.2% 9.8% 4.5% 3.7% 2.7% 4.0% 8.9% 0.1% 9.9% 3.7% 0.9% 

RPE T 5.7% 5.6% 32.8% 0.0% 9.4% 0.0% 73.1% 15.8% 28.2% 16.1% 98.0% 9.4% 0.5% 0.4% 0.5% 0.0% 8.4% 1.1% 11.6% 4.1% 1.0% 

RPE Fleet 4.9% 4.7% 27.7% 0.0% 13.8% 0.0% 66.0% 13.0% 23.9% 17.7% 95.5% 9.6% 2.6% 2.2% 1.7% 2.1% 8.7% 0.6% 10.7% 3.9% 1.0% 



EPA’s Analysis of the MY2022-2025 GHG Standards 

12-24 

Mass reduction technology is applied along a continuum of possible levels, and values shown 
in the tables above represent the average percentage mass reduction applied (WRtech) and 
average percentage net mass reduction (WRnet). The values above do not indicate the proportion 
of the fleet with the technology applied, as is the case with the other technologies shown. Not 
readily apparent in the tables above is the number, or percentage, of vehicles that receive specific 
levels of mass reduction.  The table below provides more detail on mass reduction technology in 
our projections by showing the percentage of vehicles that receive the level of mass reduction 
within the given mass reduction ranges.  Note that we account for the additional mass associated 
with batteries and electrical components of EVs and PHEVs, which explains the difference 
between "WRtech" and "WRnet."  "Baseline" represents the amount of mass reduction relative to 
EPA’s “null” or “floor” (i.e., in the case of weight reduction, EPA’s “null” is the 2008 baseline 
fleet used in the 2012 FRM) present in MY2014 vehicles with MY2025 projected volumes.  In 
the table, we show results excluding the ZEV program vehicles because, as noted above, roughly 
2.5 percent of the fleet (the fleet reflecting the ZEV program) was "built" with 20 percent mass 
reduction technology applied (WRtech) and 20 percent mass reduction on net (WRnet). 

Table 12.28  Percentage of Vehicles Receiving the Mass Reduction Levels within the Indicated Ranges in the 
MY2025 Reference Case Using ICMs and AEO Reference Case Fuel Prices 

Fleet %MR Range Baseline WRtech WRnet 

Including ZEV Program Vehicles <=5% 87.0% 57.4% 61.0% 

5% to <=10% 9.1% 30.7% 28.0% 

10% to <=15% 0.9% 7.3% 8.3% 

15% to <=20% 3.0% 4.6% 2.7% 

Excluding ZEV Program Vehicles 
(as explained above) 

<=5% 89.3% 58.9% 62.6% 

5% to <=10% 9.3% 31.5% 28.8% 

10% to <=15% 0.9% 7.5% 8.5% 

15% to <=20% 0.5% 2.1% 0.2% 

 

12.1.1.3.2 Control Case 

The technology penetration rates in the MY2025 control case (that is, the case where the 
MY2025 standards are in effect in MY2025), again in absolute terms, are presented for cars, 
trucks and the fleet, using both ICMs and RPEs, in the tables below.  We also present the 
technology penetration changes, i.e., the technology added to move from compliance with the 
reference case standards to the control case standards, for cars, trucks and the fleet using both 
ICMs and RPEs in the tables below.  All technology penetration rate tables use the AEO 2015 
reference fuel price case. 

Much like both the 2012 FRM and the 2015 NAS report, the results from the control case 
show that the MY 2025 standards can be met largely through the application of advanced 
gasoline engines and transmissions and moderate hybridization.  The technology penetrations for 
the previously identified technologies are shown in the last row of Table 12.33 for the entire 
light-duty fleet. (This table presents fleet level technology penetrations using ICMs).   

For advanced gasoline engines EPA has projected that the fleet would be 33 percent 18-bar 
and 24-bar turbo-charged engines and 44 percent Atkinson 2 engines.  This similar penetration of 
two competing engine technologies demonstrates that there are multiple cost effective advanced 
gasoline technologies available to manufacturers.  In order to acknowledge that manufacturers 
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may choose to focus on turbo-downsized technology over Atkinson, EPA conducted a sensitivity 
analysis restricting Atkinson 2 technology application as described in the Sensitivity Analysis 
Results below.  In addition to turbo-charging and Atkinson cycle, EPA has also projected 
cylinder deactivation (DEAC), variable valve timing (VVT) and cooled EGR will be prominent 
engine technologies, with respective penetration rates of 54 percent, 96 percent, and 53 percent.  
With respect to transmissions, EPA has projected that over 90 percent of the transmissions will 
be high ratio spread (TRX21+TRX22) and 39 percent (TRX22) of these transmissions will also 
implement further improvements in transmission efficiency beyond current transmissions.H 

Stop-start and Mild HEV technologies, such as 48-volt systems, are anticipated to be applied 
with increasing frequency.  48-volt mild hybrids help improve the overall efficiency of 
conventional powertrains at less expense compared to strong hybridization.  Stop-start is 
projected to penetrate the market in 20 percent of the fleet, and Mild HEV’s at an 18 percent 
penetration.  

Mass reduction is also expected to be applied at moderate levels across the majority of the 
fleet.  For MY 2025 EPA has projected an average mass reduction technology penetration rate 
for the entire fleet of 7 percent (WR Tech) which, when taking into consideration the additional 
mass of electrification, yields a net mass reduction of 6 percent (WR Net).  The highest average 
amount of mass reduction for an individual manufacturer is projected to be 13 percent for 
Jaguar-Land Rover and the lowest mass reduction is projected to be 5 percent for Toyota.  

For some manufacturers, strong electrification is expected to be utilized, however, for the 
overall fleet EPA has projected a minimal amount of strong electrification technology 
penetration.  For strong HEV’s, battery electric vehicles (EV), and plug-in hybrid electric 
vehicles (PHEV), EPA has projected fleet technology penetration rates of 3 percent, 2 percent, 
and 2 percent respectively.  The highest penetration rates for strong HEVs was projected at 11 
percent for JLR, for EVs, Volkswagen has been projected to utilize 9 percent, and for PHEVs, 
BMW is projected to utilize 4 percent.  EPA notes that our analysis included consideration for 
compliance with other related regulations including CARB’s ZEV regulation that has also been 
adopted by nine other states under section 177 of the Federal Clean Air Act. Therefore, some of 
the EV and PHEV penetration in the following tables is ZEV program-related (2.6 percent of the 
combined fleet), some is in EPA’s purchased fleet projections (1.2 percent of the combined 
fleet), and some is generated by OMEGA to reach compliance (an additional 0.5 percent of the 
combined fleet for a total of 4.3 percent in the AEO 2015 reference fuel price and ICM case). 
See Table 12.33 where the final EV (2.6 percent) and PHEV (1.7 percent) penetrations can be 
added to 4.3 percent; see Table 12.39 where the incremental EV penetration is shown as 1 
percent, rounded from 0.5 percent. EPA’s analysis also reflects considerable penetration of 
certain advanced engine technologies such as the Atkinson-2 technology introduced since the 

                                                 
H EPA has used transmission designations TRX11, TRX12, TRX21 and TRX22 to represent levels of improvement 

to the transmission in the baseline fleet. As such, these transmission designations could include automatic 
transmissions, dual clutch transmissions or CVTs. The point is, TRX21 and TRX22 transmissions have wider 
ratio spreads, regardless of the type of transmission, than do TRX11 and TRX12 transmissions. Similarly, TRX12 
and TRX22 transmissions have additional efficiency improvements beyond those found in TRX11 and TRX21 
transmissions. 
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2012 FRM.  Had the analysis not taken these factors into account, it is likely that estimates of 
strong hybridization and electrification penetration rates would be higher.I 

The tables that follow for control case technology penetrations are: 

 Table 12.29  Absolute Technology Penetrations for Cars in the MY2025 Control Case 
Using ICMs 

 Table 12.30  Absolute Technology Penetrations for Cars in the MY2025 Control Case 
Using RPEs 

 Table 12.31  Absolute Technology Penetrations for Trucks in the MY2025 Control 
Case Using ICMs 

 Table 12.32  Absolute Technology Penetrations for Trucks in the MY2025 Control 
Case Using RPEs 

 Table 12.33  Absolute Technology Penetrations for the Fleet in the MY2025 Control 
Case Using ICMs 

 Table 12.34  Absolute Technology Penetrations for the Fleet in the MY2025 Control 
Case Using RPEs 

The tables that follow for control case incremental technology penetrations are: 

 Table 12.35  Incremental Technology Penetrations for Cars in the MY2025 Central 
Analysis Using ICMs 

 Table 12.36  Incremental Technology Penetrations for Cars in the MY2025 Central 
Analysis Using RPEs 

 Table 12.37  Incremental Technology Penetrations for Trucks in the MY2025 Central 
Analysis Using ICMs 

 Table 12.38  Incremental Technology Penetrations for Trucks in the MY2025 Central 
Analysis Using RPEs 

 Table 12.39  Incremental Technology Penetrations for the Fleet in the MY2025 
Central Analysis Using ICMs 

 Table 12.40  Incremental Technology Penetrations for the Fleet in the MY2025 
Central Analysis Using RPEs 

The final two tables show summaries of the above control case tables. 

 Table 12.41  Summary of Absolute Technology Penetrations in the MY2025 Control 
Case 

 Table 12.42  Summary of Incremental Technology Penetrations in the MY2025 
Control Case 

 

 

                                                 
I This section is focused on describing the results of the OMEGA model for this Draft TAR. As noted in the 

Executive Summary and elsewhere, there are differences between the EPA and DOT approaches that derive 
different penetration rates for hybrid as well as other technologies. These derive from a range of factors, including 
but not limited to different penetration rates of EVs and PHEVs in the two agencies’ reference fleets, and 
differences in technology effectiveness assumptions, and others. 
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Table 12.29  Absolute Technology Penetrations for Cars in the MY2025 Control Case Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 9.1% 7.8% 18.1% 17.7% 1.2% 0.0% 6.5% 76.0% 52.6% 18.1% 88.4% 68.9% 0.1% 7.8% 4.6% 0.0% 51.4% 0.0% 36.5% 49.2% 0.5% 

FCA 8.7% 8.4% 9.8% 22.1% 0.0% 0.0% 22.1% 68.3% 62.4% 2.0% 94.3% 66.0% 0.0% 2.8% 2.9% 0.0% 56.5% 0.0% 37.4% 12.4% 0.0% 

FORD 6.1% 5.7% 50.4% 0.0% 4.4% 0.0% 85.7% 0.4% 40.7% 0.0% 95.6% 30.7% 3.7% 2.3% 2.9% 3.7% 30.7% 0.0% 0.0% 0.0% 0.0% 

GM 6.8% 5.8% 39.5% 0.0% 0.6% 0.0% 69.5% 22.5% 51.9% 6.1% 97.0% 41.5% 0.0% 1.6% 2.7% 1.1% 44.3% 0.0% 20.2% 3.7% 0.5% 

HONDA 4.2% 4.1% 11.5% 0.0% 11.8% 0.0% 69.4% 0.0% 57.9% 25.1% 94.5% 39.7% 12.0% 2.6% 3.0% 6.5% 38.6% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 4.3% 4.0% 3.4% 8.5% 2.2% 0.0% 55.1% 37.1% 83.0% 1.6% 97.1% 71.2% 2.2% 1.3% 1.6% 1.2% 82.8% 0.0% 25.3% 5.0% 0.0% 

JLR 19.9% 17.4% 0.3% 0.0% 0.0% 0.0% 0.0% 62.2% 60.4% 1.7% 62.2% 60.4% 0.0% 29.9% 11.8% 1.4% 60.4% 60.4% 0.0% 60.7% 0.0% 

MAZDA 7.1% 7.1% 0.0% 0.0% 0.0% 0.0% 75.2% 0.0% 20.6% 0.0% 96.1% 20.6% 0.0% 1.8% 2.1% 0.0% 96.1% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 11.5% 9.5% 15.4% 45.6% 0.0% 0.0% 2.1% 82.7% 23.6% 20.9% 84.7% 68.8% 0.0% 11.3% 4.3% 0.0% 23.6% 8.3% 10.9% 71.8% 0.1% 

MITSUBISHI 5.6% 5.6% 9.6% 0.0% 0.0% 0.0% 51.8% 3.0% 64.1% 0.0% 95.5% 48.1% 0.0% 3.1% 1.4% 0.0% 48.1% 0.0% 0.0% 0.0% 0.0% 

NISSAN 7.3% 7.3% 27.6% 0.1% 0.0% 0.0% 90.0% 0.4% 63.3% 0.0% 95.0% 39.0% 0.6% 2.7% 2.3% 0.0% 38.9% 0.0% 0.0% 0.0% 0.0% 

SUBARU 3.1% 3.1% 10.1% 0.0% 0.0% 0.0% 77.8% 0.0% 48.1% 0.0% 96.1% 40.3% 0.0% 1.8% 2.1% 0.0% 4.5% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 4.6% 4.1% 14.1% 0.0% 18.9% 0.0% 74.4% 0.3% 58.1% 0.0% 95.5% 42.5% 17.9% 2.4% 3.0% 18.7% 23.7% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 10.0% 8.2% 11.4% 46.5% 0.0% 0.0% 0.4% 81.6% 24.3% 18.0% 82.2% 70.2% 0.4% 13.6% 3.2% 0.0% 24.3% 17.1% 16.4% 66.7% 1.3% 

VOLVO 10.9% 9.9% 20.5% 11.9% 0.0% 0.0% 0.0% 91.7% 59.4% 20.5% 91.7% 68.8% 0.0% 3.8% 4.5% 0.0% 56.9% 0.0% 51.6% 40.1% 0.0% 

Fleet 6.3% 5.8% 20.5% 7.6% 4.7% 0.0% 58.9% 24.2% 54.3% 6.2% 93.1% 48.4% 4.5% 4.6% 2.7% 4.0% 43.9% 1.4% 12.1% 10.4% 0.2% 

 

Table 12.30  Absolute Technology Penetrations for Cars in the MY2025 Control Case Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.3% 4.6% 16.2% 0.0% 1.2% 0.0% 6.5% 74.0% 68.6% 16.2% 84.8% 68.9% 0.1% 9.7% 4.6% 0.0% 67.4% 1.2% 53.7% 30.2% 2.2% 

FCA 6.1% 5.8% 9.5% 0.0% 0.0% 0.0% 11.7% 78.7% 84.8% 7.6% 94.3% 66.0% 0.0% 2.8% 2.9% 0.0% 78.5% 0.0% 56.7% 14.8% 0.0% 

FORD 3.5% 3.3% 50.4% 0.0% 4.4% 0.0% 85.7% 0.4% 40.7% 0.0% 95.6% 30.7% 3.7% 2.3% 2.9% 3.7% 30.7% 0.0% 0.0% 0.0% 0.0% 

GM 5.0% 4.7% 39.3% 0.0% 0.6% 0.0% 60.5% 32.5% 52.1% 6.1% 97.2% 41.5% 0.0% 1.6% 2.7% 1.1% 44.3% 0.0% 20.3% 6.6% 0.5% 

HONDA 2.3% 2.3% 3.6% 0.0% 11.8% 0.0% 69.4% 0.0% 66.2% 30.2% 94.5% 29.3% 12.0% 2.6% 3.0% 6.5% 28.2% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 3.6% 3.5% 3.4% 0.0% 2.2% 0.0% 47.2% 45.0% 91.5% 3.0% 97.1% 71.2% 2.2% 1.3% 1.6% 1.2% 83.0% 0.0% 57.6% 3.6% 0.0% 

JLR 15.3% 12.6% 0.0% 0.0% 0.0% 0.0% 0.0% 62.4% 58.9% 3.6% 62.4% 58.9% 0.0% 29.9% 13.6% 3.6% 58.9% 58.9% 0.0% 58.9% 0.0% 

MAZDA 6.7% 6.7% 0.0% 0.0% 0.0% 0.0% 75.2% 0.0% 20.6% 0.0% 96.1% 20.6% 0.0% 1.8% 2.1% 0.0% 96.1% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 6.8% 5.6% 13.0% 0.0% 0.0% 0.0% 2.1% 80.2% 69.3% 13.0% 82.3% 68.8% 0.0% 13.9% 4.3% 0.0% 69.3% 11.4% 38.8% 41.4% 0.0% 

MITSUBISHI 3.9% 3.9% 2.4% 0.0% 0.0% 0.0% 51.8% 3.0% 71.3% 0.0% 95.5% 55.3% 0.0% 3.1% 1.4% 0.0% 55.3% 0.0% 0.0% 0.0% 0.0% 

NISSAN 5.9% 5.9% 27.6% 0.0% 0.0% 0.0% 90.0% 0.4% 52.9% 0.0% 95.0% 24.6% 0.6% 2.7% 2.3% 0.0% 24.6% 0.0% 0.1% 0.0% 0.0% 

SUBARU 0.8% 0.8% 10.1% 0.0% 0.0% 0.0% 77.8% 0.0% 48.7% 0.0% 96.1% 40.3% 0.0% 1.8% 2.1% 0.0% 4.5% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 3.1% 2.9% 14.1% 0.0% 18.9% 0.0% 74.4% 0.3% 58.1% 0.0% 95.5% 42.5% 17.9% 2.4% 3.0% 18.7% 23.7% 0.0% 0.0% 0.0% 0.0% 

VOLKSWAGEN 7.9% 6.4% 9.7% 0.0% 0.0% 0.0% 0.4% 78.0% 66.2% 9.4% 75.8% 70.2% 0.4% 15.4% 3.2% 0.0% 66.2% 16.9% 27.4% 54.0% 6.0% 

VOLVO 9.1% 8.2% 15.9% 0.0% 0.0% 0.0% 0.0% 87.1% 71.2% 15.9% 87.1% 68.8% 0.0% 8.7% 4.5% 0.0% 68.8% 0.0% 51.6% 35.5% 0.0% 

Fleet 4.5% 4.2% 19.3% 0.0% 4.7% 0.0% 55.7% 27.1% 61.4% 6.5% 92.5% 46.1% 4.5% 4.8% 2.7% 4.0% 47.6% 1.5% 19.9% 8.4% 0.5% 
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Table 12.31  Absolute Technology Penetrations for Trucks in the MY2025 Control Case Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.5% 3.5% 25.0% 17.9% 0.0% 0.0% 0.0% 100.0% 56.0% 42.9% 98.9% 75.0% 0.0% 0.0% 0.0% 0.0% 56.0% 47.6% 20.0% 80.0% 1.1% 

FCA 6.5% 4.8% 16.0% 34.1% 0.0% 0.0% 0.0% 99.0% 47.6% 28.2% 97.7% 74.5% 0.0% 0.3% 0.4% 0.0% 42.2% 0.0% 18.3% 70.9% 1.6% 

FORD 5.2% 5.0% 28.9% 7.9% 0.0% 0.0% 38.4% 61.3% 63.0% 7.3% 99.8% 62.7% 0.0% 0.1% 0.1% 0.0% 55.7% 0.0% 63.8% 7.8% 0.0% 

GM 5.4% 4.8% 9.5% 14.2% 0.0% 0.0% 38.4% 61.4% 76.1% 6.5% 99.8% 72.5% 0.0% 0.1% 0.1% 0.0% 60.3% 0.0% 65.0% 24.1% 0.0% 

HONDA 7.4% 7.4% 55.7% 0.0% 0.0% 0.0% 89.9% 8.0% 42.2% 0.0% 97.9% 25.7% 0.0% 1.0% 1.1% 0.0% 25.7% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 10.1% 8.8% 12.5% 27.5% 0.0% 0.0% 0.0% 98.5% 58.5% 12.5% 98.5% 73.9% 0.0% 0.7% 0.8% 0.0% 58.5% 0.0% 10.0% 52.1% 0.0% 

JLR 14.0% 12.1% 25.0% 0.0% 0.0% 0.0% 0.0% 100.0% 75.0% 25.0% 100.0% 75.0% 14.4% 0.0% 0.0% 0.0% 75.0% 75.0% 8.5% 77.1% 0.0% 

MAZDA 8.9% 8.9% 28.4% 0.0% 0.0% 0.0% 97.2% 0.0% 51.6% 0.0% 97.2% 51.6% 0.0% 1.3% 1.5% 0.0% 68.9% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 6.8% 4.8% 25.0% 0.0% 0.0% 0.0% 0.0% 100.0% 72.0% 25.0% 97.0% 75.0% 0.0% 0.0% 0.0% 0.0% 72.0% 72.0% 20.0% 80.0% 3.0% 

MITSUBISHI 10.2% 10.2% 9.8% 0.0% 0.0% 0.0% 98.2% 0.0% 88.4% 0.0% 98.2% 66.3% 0.0% 0.6% 1.3% 0.0% 66.3% 0.0% 0.0% 0.0% 0.0% 

NISSAN 8.2% 8.1% 40.8% 15.9% 1.4% 0.0% 70.1% 26.6% 41.5% 1.2% 98.8% 47.5% 1.4% 0.5% 0.7% 0.0% 34.9% 0.0% 12.6% 2.2% 0.0% 

SUBARU 10.1% 9.9% 5.9% 0.0% 2.1% 0.0% 90.5% 0.0% 0.0% 0.0% 96.3% 3.9% 2.1% 1.7% 2.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 6.6% 6.6% 29.6% 21.9% 0.7% 0.0% 77.3% 19.0% 45.0% 0.0% 98.7% 58.8% 0.7% 0.7% 0.6% 0.0% 36.4% 0.0% 17.5% 0.0% 0.0% 

VOLKSWAGEN 9.6% 7.5% 25.7% 0.0% 0.0% 0.0% 0.9% 99.1% 70.1% 25.6% 95.8% 74.3% 0.9% 0.0% 0.0% 0.0% 70.1% 70.1% 19.8% 79.3% 4.2% 

VOLVO 5.2% 3.2% 25.0% 21.4% 0.0% 0.0% 0.0% 100.0% 53.6% 46.4% 100.0% 75.0% 0.0% 0.0% 0.0% 0.0% 53.6% 33.6% 20.0% 80.0% 0.0% 

Fleet 6.9% 6.2% 24.5% 14.8% 0.3% 0.0% 43.4% 54.7% 52.8% 10.5% 98.5% 58.9% 0.5% 0.4% 0.5% 0.0% 45.0% 5.9% 29.5% 26.9% 0.5% 

 

Table 12.32  Absolute Technology Penetrations for Trucks in the MY2025 Control Case Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.5% 3.5% 25.0% 0.0% 0.0% 0.0% 0.0% 100.0% 73.9% 25.0% 98.9% 75.0% 0.0% 0.0% 0.0% 0.0% 73.9% 47.6% 20.0% 80.0% 1.1% 

FCA 5.8% 4.1% 16.0% 0.0% 0.0% 0.0% 0.0% 99.0% 81.7% 16.0% 97.7% 74.5% 0.0% 0.3% 0.4% 0.0% 76.3% 0.0% 21.2% 70.9% 1.6% 

FORD 5.2% 5.2% 26.0% 0.0% 0.0% 0.0% 38.1% 61.7% 73.8% 2.1% 99.8% 65.5% 0.0% 0.1% 0.1% 0.0% 66.4% 0.0% 80.2% 2.6% 0.0% 

GM 5.4% 5.2% 7.2% 0.0% 0.0% 0.0% 2.3% 97.5% 92.6% 6.5% 99.8% 69.9% 0.0% 0.1% 0.1% 0.0% 71.8% 0.0% 82.3% 9.9% 0.0% 

HONDA 6.2% 6.2% 33.2% 0.0% 0.0% 0.0% 89.9% 8.0% 64.7% 0.0% 97.9% 48.1% 0.0% 1.0% 1.1% 0.0% 48.1% 0.0% 8.0% 0.0% 0.0% 

HYUNDAI/KIA 7.7% 6.4% 12.5% 0.0% 0.0% 0.0% 0.0% 98.5% 86.0% 12.5% 98.5% 73.9% 0.0% 0.7% 0.8% 0.0% 86.0% 0.0% 10.0% 52.1% 0.0% 

JLR 13.9% 12.0% 25.0% 0.0% 0.0% 0.0% 0.0% 100.0% 75.0% 25.0% 100.0% 75.0% 16.8% 0.0% 0.0% 0.0% 75.0% 75.0% 8.5% 74.7% 0.0% 

MAZDA 6.3% 6.3% 24.8% 0.0% 0.0% 0.0% 97.2% 0.0% 55.3% 0.0% 97.2% 55.3% 0.0% 1.3% 1.5% 0.0% 72.5% 0.0% 3.6% 0.0% 0.0% 

MERCEDES-BENZ 6.3% 4.3% 25.0% 0.0% 0.0% 0.0% 0.0% 100.0% 72.0% 25.0% 97.0% 75.0% 0.0% 0.0% 0.0% 0.0% 72.0% 72.0% 20.0% 80.0% 3.0% 

MITSUBISHI 10.2% 10.2% 9.8% 0.0% 0.0% 0.0% 98.2% 0.0% 88.4% 0.0% 98.2% 66.3% 0.0% 0.6% 1.3% 0.0% 66.3% 0.0% 0.0% 0.0% 0.0% 

NISSAN 7.6% 7.5% 15.4% 0.0% 1.4% 0.0% 77.5% 18.5% 82.9% 1.2% 98.8% 73.0% 1.4% 0.5% 0.7% 0.0% 73.7% 0.0% 54.0% 0.7% 0.0% 

SUBARU 5.6% 5.5% 5.9% 0.0% 2.1% 0.0% 90.5% 0.0% 25.9% 0.0% 96.3% 29.5% 2.1% 1.7% 2.0% 0.0% 25.9% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 6.6% 6.6% 32.1% 0.0% 0.7% 0.0% 77.3% 19.0% 64.5% 0.0% 98.7% 56.3% 0.7% 0.7% 0.6% 0.0% 54.6% 0.0% 36.9% 0.0% 0.0% 

VOLKSWAGEN 8.3% 6.3% 25.7% 0.0% 0.0% 0.0% 0.9% 99.1% 70.1% 25.6% 95.8% 74.3% 0.9% 0.0% 0.0% 0.0% 70.1% 70.1% 19.8% 79.3% 4.2% 

VOLVO 5.0% 3.8% 25.0% 0.0% 0.0% 0.0% 0.0% 100.0% 75.0% 25.0% 100.0% 75.0% 0.0% 0.0% 0.0% 0.0% 75.0% 14.0% 51.3% 48.7% 0.0% 

Fleet 6.1% 5.6% 20.1% 0.0% 0.3% 0.0% 38.0% 60.1% 73.8% 7.0% 98.5% 64.2% 0.6% 0.4% 0.5% 0.0% 64.8% 5.8% 41.9% 23.4% 0.5% 
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Table 12.33  Absolute Technology Penetrations for the Fleet in the MY2025 Control Case Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 8.2% 6.8% 19.7% 17.8% 0.9% 0.0% 5.0% 81.7% 53.4% 24.0% 90.9% 70.4% 0.1% 6.0% 3.5% 0.0% 52.5% 11.3% 32.6% 56.5% 0.6% 

FCA 7.1% 5.9% 14.2% 30.5% 0.0% 0.0% 6.6% 89.8% 52.0% 20.4% 96.7% 71.9% 0.0% 1.0% 1.2% 0.0% 46.4% 0.0% 24.0% 53.5% 1.1% 

FORD 5.6% 5.3% 37.9% 4.6% 1.9% 0.0% 58.2% 35.8% 53.7% 4.3% 98.0% 49.3% 1.5% 1.0% 1.3% 1.5% 45.2% 0.0% 37.1% 4.5% 0.0% 

GM 6.1% 5.3% 24.6% 7.1% 0.3% 0.0% 54.0% 41.9% 63.9% 6.3% 98.4% 57.0% 0.0% 0.9% 1.4% 0.5% 52.2% 0.0% 42.5% 13.9% 0.3% 

HONDA 5.7% 5.7% 32.1% 0.0% 6.3% 0.0% 79.0% 3.7% 50.6% 13.4% 96.1% 33.1% 6.4% 1.8% 2.1% 3.4% 32.6% 0.0% 0.0% 0.0% 0.0% 

HYUNDAI/KIA 5.0% 4.6% 4.5% 10.8% 2.0% 0.0% 48.5% 44.4% 80.0% 2.9% 97.3% 71.5% 2.0% 1.3% 1.5% 1.1% 79.9% 0.0% 23.5% 10.7% 0.0% 

JLR 15.2% 13.2% 19.8% 0.0% 0.0% 0.0% 0.0% 92.1% 72.0% 20.1% 92.1% 72.0% 11.4% 6.3% 2.5% 0.3% 72.0% 72.0% 6.7% 73.7% 0.0% 

MAZDA 7.7% 7.7% 8.7% 0.0% 0.0% 0.0% 81.9% 0.0% 30.1% 0.0% 96.5% 30.1% 0.0% 1.6% 1.9% 0.0% 87.8% 0.0% 0.0% 0.0% 0.0% 

MERCEDES-BENZ 9.7% 7.8% 19.1% 28.2% 0.0% 0.0% 1.3% 89.3% 42.1% 22.5% 89.4% 71.2% 0.0% 7.0% 2.7% 0.0% 42.1% 32.6% 14.4% 74.9% 1.2% 

MITSUBISHI 7.2% 7.2% 9.6% 0.0% 0.0% 0.0% 68.4% 1.9% 72.8% 0.0% 96.5% 54.6% 0.0% 2.2% 1.4% 0.0% 54.6% 0.0% 0.0% 0.0% 0.0% 

NISSAN 7.7% 7.6% 32.9% 6.3% 0.5% 0.0% 82.1% 10.8% 54.7% 0.5% 96.5% 42.4% 0.9% 1.8% 1.7% 0.0% 37.4% 0.0% 5.0% 0.9% 0.0% 

SUBARU 8.5% 8.4% 6.9% 0.0% 1.6% 0.0% 87.7% 0.0% 10.8% 0.0% 96.2% 12.0% 1.6% 1.7% 2.0% 0.0% 1.0% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 5.5% 5.2% 21.1% 9.9% 10.7% 0.0% 75.7% 8.8% 52.2% 0.0% 96.9% 49.9% 10.1% 1.6% 1.9% 10.2% 29.5% 0.0% 7.9% 0.0% 0.0% 

VOLKSWAGEN 9.8% 7.9% 16.8% 28.9% 0.0% 0.0% 0.6% 88.2% 41.6% 20.9% 87.4% 71.7% 0.6% 8.5% 2.0% 0.0% 41.6% 37.2% 17.7% 71.5% 2.4% 

VOLVO 7.9% 6.4% 22.8% 16.8% 0.0% 0.0% 0.0% 96.0% 56.4% 34.0% 96.0% 72.0% 0.0% 1.8% 2.1% 0.0% 55.2% 17.5% 35.1% 60.9% 0.0% 

Fleet 6.6% 6.0% 22.4% 11.0% 2.6% 0.0% 51.5% 38.7% 53.6% 8.3% 95.7% 53.4% 2.6% 2.6% 1.7% 2.1% 44.4% 3.6% 20.4% 18.3% 0.3% 

 

Table 12.34  Absolute Technology Penetrations for the Fleet in the MY2025 Control Case Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 5.4% 4.3% 18.3% 0.0% 0.9% 0.0% 5.0% 80.2% 69.9% 18.3% 88.2% 70.4% 0.1% 7.4% 3.5% 0.0% 69.0% 12.3% 45.6% 42.1% 1.9% 

FCA 5.9% 4.6% 14.1% 0.0% 0.0% 0.0% 3.5% 92.9% 82.6% 13.5% 96.7% 71.9% 0.0% 1.0% 1.2% 0.0% 77.0% 0.0% 31.8% 54.2% 1.1% 

FORD 4.5% 4.4% 36.2% 0.0% 1.9% 0.0% 58.0% 36.0% 59.9% 1.2% 98.0% 51.0% 1.5% 1.0% 1.3% 1.5% 51.5% 0.0% 46.6% 1.5% 0.0% 

GM 5.2% 4.9% 23.3% 0.0% 0.3% 0.0% 31.5% 64.9% 72.3% 6.3% 98.5% 55.7% 0.0% 0.9% 1.4% 0.5% 58.0% 0.0% 51.2% 8.2% 0.3% 

HONDA 4.1% 4.1% 17.4% 0.0% 6.3% 0.0% 79.0% 3.7% 65.5% 16.1% 96.1% 38.1% 6.4% 1.8% 2.1% 3.4% 37.5% 0.0% 3.7% 0.0% 0.0% 

HYUNDAI/KIA 4.1% 3.8% 4.5% 0.0% 2.0% 0.0% 41.5% 51.4% 90.8% 4.2% 97.3% 71.5% 2.0% 1.3% 1.5% 1.1% 83.3% 0.0% 51.9% 9.4% 0.0% 

JLR 14.2% 12.1% 19.8% 0.0% 0.0% 0.0% 0.0% 92.1% 71.6% 20.5% 92.1% 71.6% 13.3% 6.3% 2.9% 0.7% 71.6% 71.6% 6.7% 71.4% 0.0% 

MAZDA 6.6% 6.6% 7.6% 0.0% 0.0% 0.0% 81.9% 0.0% 31.2% 0.0% 96.5% 31.2% 0.0% 1.6% 1.9% 0.0% 88.9% 0.0% 1.1% 0.0% 0.0% 

MERCEDES-BENZ 6.6% 5.1% 17.5% 0.0% 0.0% 0.0% 1.3% 87.8% 70.3% 17.5% 87.9% 71.2% 0.0% 8.6% 2.7% 0.0% 70.3% 34.5% 31.6% 56.1% 1.2% 

MITSUBISHI 6.1% 6.1% 5.0% 0.0% 0.0% 0.0% 68.4% 1.9% 77.4% 0.0% 96.5% 59.2% 0.0% 2.2% 1.4% 0.0% 59.2% 0.0% 0.0% 0.0% 0.0% 

NISSAN 6.6% 6.5% 22.8% 0.0% 0.5% 0.0% 85.0% 7.6% 64.8% 0.5% 96.5% 43.8% 0.9% 1.8% 1.7% 0.0% 44.0% 0.0% 21.4% 0.3% 0.0% 

SUBARU 4.5% 4.4% 6.9% 0.0% 1.6% 0.0% 87.7% 0.0% 31.0% 0.0% 96.2% 31.9% 1.6% 1.7% 2.0% 0.0% 21.1% 0.0% 0.0% 0.0% 0.0% 

TESLA 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

TOYOTA 4.7% 4.6% 22.3% 0.0% 10.7% 0.0% 75.7% 8.8% 61.0% 0.0% 96.9% 48.8% 10.1% 1.6% 1.9% 10.2% 37.7% 0.0% 16.7% 0.0% 0.0% 

VOLKSWAGEN 8.1% 6.3% 15.7% 0.0% 0.0% 0.0% 0.6% 86.0% 67.7% 15.5% 83.4% 71.7% 0.6% 9.6% 2.0% 0.0% 67.7% 37.0% 24.5% 63.5% 5.3% 

VOLVO 7.0% 5.9% 20.6% 0.0% 0.0% 0.0% 0.0% 93.8% 73.2% 20.6% 93.8% 72.0% 0.0% 4.2% 2.1% 0.0% 72.0% 7.3% 51.4% 42.4% 0.0% 

Fleet 5.3% 4.8% 19.7% 0.0% 2.6% 0.0% 47.3% 42.9% 67.3% 6.7% 95.4% 54.7% 2.6% 2.7% 1.7% 2.1% 55.8% 3.6% 30.4% 15.6% 0.5% 
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Table 12.35  Incremental Technology Penetrations for Cars in the MY2025 Central Analysis Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 2% 3% -29% 7% 0% 0% -56% 53% 23% -31% -2% 40% 0% 4% 0% 0% 35% 0% -31% 37% -3% 

FCA 1% 1% -26% 22% 0% 0% -49% 51% 11% -9% 0% 53% 0% 0% 0% 0% 43% 0% 36% 12% 0% 

FORD 2% 1% 11% 0% -19% 0% 19% 0% 41% 0% 0% 31% 0% 0% 0% 0% 31% 0% 0% 0% 0% 

GM 2% 1% -9% 0% -9% 0% -4% 13% 45% -6% 0% 41% 0% 0% 0% 0% 44% 0% 9% 3% 0% 

HONDA 1% 1% 12% 0% -64% 0% 64% 0% 49% -69% 0% 39% 0% 0% 0% 0% 39% 0% 0% 0% 0% 

HYUNDAI/KIA 0% 0% -10% 9% -1% 0% -19% 20% 38% 2% 0% 61% 0% 0% 0% 0% 73% 0% 24% 5% 0% 

JLR 4% 2% -51% -4% 0% 0% -51% 38% 40% -50% -13% 36% 0% 15% 1% 1% 40% 60% -35% 20% 0% 

MAZDA 0% 0% 0% 0% -75% 0% 75% 0% 21% 0% 0% 21% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

MERCEDES-BENZ 1% -1% -47% 30% 0% 0% -62% 55% 11% -41% -6% 41% 0% 7% 0% 0% 11% 8% -66% 59% -1% 

MITSUBISHI 1% 1% 0% 0% -10% 0% 8% 2% 44% 0% 0% 48% 0% 0% 0% 0% 48% 0% 0% 0% 0% 

NISSAN 1% 1% 9% 0% -26% 0% 26% 0% 63% -5% 0% 39% 0% 0% 0% 0% 39% 0% 0% 0% 0% 

SUBARU 0% 0% 1% 0% -78% 0% 78% 0% 48% 0% 0% 5% 0% 0% 0% 0% 5% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TOYOTA 1% 1% 14% 0% -50% 0% 49% 0% 58% -1% 0% 24% 0% 0% 0% 0% 24% 0% 0% 0% 0% 

VOLKSWAGEN 1% 0% -40% 34% 0% 0% -60% 56% 7% -26% 1% 35% 0% 9% 0% 0% 7% 16% -46% 38% -11% 

VOLVO 1% 0% -64% 8% 0% 0% -73% 73% 56% 20% 0% 62% 0% 0% 0% 0% 54% 0% 46% 40% 0% 

Fleet 1% 1% -5% 6% -23% 0% 7% 16% 40% -13% 0% 39% 0% 1% 0% 0% 37% 1% 1% 8% -1% 

 

Table 12.36  Incremental Technology Penetrations for Cars in the MY2025 Central Analysis Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 0% 0% -33% 0% 0% 0% -55% 50% 30% -35% -5% 40% 0% 6% 0% 0% 40% 1% -20% 18% -1% 

FCA 1% 0% -26% 0% 0% 0% -60% 61% 39% -8% 0% 53% 0% 0% 0% 0% 65% 0% 55% 15% 0% 

FORD 0% 0% 19% 0% -14% 0% 17% -3% 41% 0% 0% 31% 0% 0% 0% 0% 31% 0% 0% 0% 0% 

GM 1% 1% -9% 0% -1% 0% -13% 15% 44% -6% 0% 41% 0% 0% 0% 0% 44% 0% 9% 6% 0% 

HONDA 0% 0% 4% 0% -48% 0% 51% 0% 57% -64% 0% 28% 0% 0% 0% 0% 28% 0% 0% 0% 0% 

HYUNDAI/KIA 0% 0% -10% 0% 0% 0% -27% 27% 18% 3% 0% 61% 0% 0% 0% 0% 73% 0% 56% 4% 0% 

JLR 2% 1% -49% 0% 0% 0% -49% 38% 35% -43% -10% 35% 0% 12% 3% 4% 35% 59% -35% 21% 0% 

MAZDA 0% 0% 0% 0% -53% 0% 53% 0% 21% 0% 0% 21% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

MERCEDES-BENZ 0% 0% -49% 0% 0% 0% -61% 53% 41% -43% -8% 41% 0% 9% 0% 0% 41% 11% -5% -3% 0% 

MITSUBISHI 0% 0% -7% 0% -4% 0% 8% -4% 44% 0% 0% 55% 0% 0% 0% 0% 55% 0% 0% 0% 0% 

NISSAN 0% 0% 18% 0% -14% 0% 17% -3% 53% -10% 0% 25% 0% 0% 0% 0% 25% 0% 0% 0% 0% 

SUBARU 0% 0% 1% 0% -77% 0% 77% 0% 49% 0% 0% 5% 0% 0% 0% 0% 5% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TOYOTA 0% 0% 14% 0% -17% 0% 17% 0% 58% -1% 0% 24% 0% 0% 0% 0% 24% 0% 0% 0% 0% 

VOLKSWAGEN 1% 0% -36% 0% 0% 0% -59% 52% 32% -24% -3% 35% 0% 9% 0% 0% 37% 16% -34% 25% -6% 

VOLVO 0% -1% -68% 0% 0% 0% -73% 69% 63% 16% -5% 60% 0% 5% 0% 0% 60% 0% 34% 36% 0% 

Fleet 0% 0% -4% 0% -13% 0% -4% 17% 42% -13% -1% 36% 0% 1% 0% 0% 39% 1% 10% 5% 0% 
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Table 12.37  Incremental Technology Penetrations for Trucks in the MY2025 Central Analysis Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 0% -1% -44% 8% 0% 0% -71% 71% 38% -33% 2% 44% 0% 0% 0% 0% 38% 45% -35% 35% -2% 

FCA 1% -1% -34% 22% 0% 0% -78% 79% 14% 26% 1% 55% 0% 0% 0% 0% 30% 0% -11% 71% -1% 

FORD 0% 0% -38% 8% -9% 0% -41% 50% 63% 7% 0% 63% 0% 0% 0% 0% 56% 0% 64% 8% 0% 

GM 0% -1% -19% 14% 0% 0% -41% 41% 11% 6% 0% 71% 0% 0% 0% 0% 58% 0% 65% 24% 0% 

HONDA 2% 2% 56% 0% -36% 0% 28% 8% -13% -98% 0% 26% 0% 0% 0% 0% 26% 0% 0% 0% 0% 

HYUNDAI/KIA 3% 2% -37% 27% 0% 0% -79% 79% 10% 12% 0% 62% 0% 0% 0% 0% 46% 0% -2% 52% 0% 

JLR 1% 1% -45% 0% 0% 0% -70% 70% 45% -45% 0% 45% 3% 0% 0% 0% 45% 45% -30% 27% 0% 

MAZDA 3% 3% 28% 0% -19% 0% 19% 0% 52% 0% 0% 52% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

MERCEDES-BENZ 0% -1% -41% -12% 0% 0% -70% 70% 58% -54% 5% 41% 0% 0% 0% 0% 58% 58% -30% 30% -5% 

MITSUBISHI 2% 2% 10% 0% 0% 0% 20% -20% 88% -53% 10% 66% 0% 0% 0% 0% 66% 0% 0% 0% 0% 

NISSAN 1% 1% -16% 16% -16% 0% -6% 23% 42% -1% 0% 48% 0% 0% 0% 0% 35% 0% 13% 2% 0% 

SUBARU 5% 4% 3% 0% -90% 0% 90% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TOYOTA 1% 1% -22% 22% -16% 0% 0% 15% 45% 0% 0% 53% 0% 0% 0% 0% 36% 0% 17% 0% 0% 

VOLKSWAGEN 1% 0% -40% -8% 0% 0% -69% 69% 55% -49% 6% 40% 0% 0% 0% 0% 55% 55% -30% 30% -6% 

VOLVO 0% -1% -48% 10% 0% 0% -76% 76% 38% 31% 0% 48% 0% 0% 0% 0% 38% 34% -23% 61% 0% 

Fleet 1% 1% -18% 12% -14% 0% -28% 42% 28% -6% 0% 51% 0% 0% 0% 0% 40% 5% 19% 23% 0% 

 

Table 12.38  Incremental Technology Penetrations for Trucks in the MY2025 Central Analysis Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 0% -1% -41% 0% 0% 0% -77% 77% 46% -36% 4% 41% 0% 0% 0% 0% 46% 35% -62% 64% -4% 

FCA 0% -1% -31% 0% 0% 0% -77% 78% 35% 12% 1% 50% 0% 0% 0% 0% 54% 0% -10% 70% -1% 

FORD 0% 0% -33% 0% -3% 0% -42% 45% 74% 2% 0% 66% 0% 0% 0% 0% 66% 0% 80% 3% 0% 

GM 0% 0% -22% 0% 0% 0% -78% 78% 27% 6% 0% 68% 0% 0% 0% 0% 70% 0% 76% 10% 0% 

HONDA 0% 0% 33% 0% -20% 0% 12% 8% 9% -98% 0% 48% 0% 0% 0% 0% 48% 0% 8% 0% 0% 

HYUNDAI/KIA 1% -1% -25% 0% 0% 0% -79% 79% 25% 12% 0% 49% 0% 0% 0% 0% 61% 0% 10% 52% 0% 

JLR 2% 1% -45% 0% 0% 0% -70% 70% 45% -45% 0% 45% 5% 0% 0% 0% 45% 45% -30% 25% 0% 

MAZDA 1% 1% 25% 0% -19% 0% 19% 0% 55% 0% 0% 55% 0% 0% 0% 0% 4% 0% 4% 0% 0% 

MERCEDES-BENZ 0% 0% -42% 0% 0% 0% -70% 70% 47% -42% 5% 42% 0% 0% 0% 0% 47% 65% -30% 30% -5% 

MITSUBISHI 2% 2% 10% 0% 0% 0% 20% -20% 86% -51% 7% 66% 0% 0% 0% 0% 66% 0% 0% 0% 0% 

NISSAN 1% 1% -11% 0% -4% 0% 1% 3% 82% -1% 0% 72% 0% 0% 0% 0% 73% 0% 54% 1% 0% 

SUBARU 0% 0% 3% 0% -86% 0% 86% 0% 26% 0% 0% 26% 0% 0% 0% 0% 26% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TOYOTA 1% 1% 26% 0% -5% 0% 0% 5% 64% 0% 0% 50% 0% 0% 0% 0% 55% 0% 37% 0% 0% 

VOLKSWAGEN 0% 0% -40% 0% 0% 0% -69% 69% 47% -40% 6% 40% 0% 0% 0% 0% 47% 58% -30% 30% -6% 

VOLVO 0% -1% -47% 0% 0% 0% -80% 80% 47% 1% 0% 47% 0% 0% 0% 0% 47% 14% 5% 29% 0% 

Fleet 0% 0% -13% 0% -9% 0% -35% 44% 46% -9% 1% 55% 0% 0% 0% 0% 56% 5% 30% 19% 0% 
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Table 12.39  Incremental Technology Penetrations for the Fleet in the MY2025 Central Analysis Using ICMs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 1% 2% -33% 7% 0% 0% -59% 57% 27% -31% -1% 41% 0% 3% 0% 0% 35% 11% -32% 36% -3% 

FCA 1% 0% -31% 22% 0% 0% -70% 71% 13% 16% 0% 54% 0% 0% 0% 0% 34% 0% 3% 53% 0% 

FORD 1% 1% -17% 5% -13% 0% -16% 29% 54% 4% 0% 49% 0% 0% 0% 0% 45% 0% 37% 5% 0% 

GM 1% 0% -14% 7% -4% 0% -23% 27% 28% 0% 0% 56% 0% 0% 0% 0% 51% 0% 37% 14% 0% 

HONDA 1% 1% 32% 0% -51% 0% 47% 4% 20% -83% 0% 33% 0% 0% 0% 0% 33% 0% 0% 0% 0% 

HYUNDAI/KIA 1% 0% -13% 11% -1% 0% -26% 27% 34% 3% 0% 61% 0% 0% 0% 0% 69% 0% 21% 11% 0% 

JLR 2% 1% -46% -1% 0% 0% -66% 63% 44% -46% -3% 43% 2% 3% 0% 0% 44% 48% -31% 26% 0% 

MAZDA 1% 1% 9% 0% -58% 0% 58% 0% 30% 0% 0% 30% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

MERCEDES-BENZ 1% -1% -45% 14% 0% 0% -65% 61% 29% -46% -2% 41% 0% 4% 0% 0% 29% 27% -52% 48% -2% 

MITSUBISHI 2% 2% 4% 0% -7% 0% 12% -6% 60% -19% 4% 55% 0% 0% 0% 0% 55% 0% 0% 0% 0% 

NISSAN 1% 1% -1% 6% -22% 0% 13% 10% 55% -3% 0% 42% 0% 0% 0% 0% 37% 0% 5% 1% 0% 

SUBARU 4% 3% 3% 0% -87% 0% 87% 0% 11% 0% 0% 1% 0% 0% 0% 0% 1% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TOYOTA 1% 1% -2% 10% -34% 0% 27% 7% 52% -1% 0% 37% 0% 0% 0% 0% 29% 0% 8% 0% 0% 

VOLKSWAGEN 1% 0% -40% 18% 0% 0% -64% 61% 25% -35% 3% 37% 0% 6% 0% 0% 25% 30% -40% 35% -9% 

VOLVO 1% 0% -56% 9% 0% 0% -75% 75% 47% 26% 0% 55% 0% 0% 0% 0% 46% 17% 10% 51% 0% 

Fleet 1% 1% -11% 9% -19% 0% -10% 28% 34% -10% 0% 44% 0% 1% 0% 0% 38% 3% 10% 15% -1% 

 

Table 12.40  Incremental Technology Penetrations for the Fleet in the MY2025 Central Analysis Using RPEs 
 WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

BMW 0% 0% -35% 0% 0% 0% -60% 57% 34% -35% -3% 40% 0% 5% 0% 0% 41% 9% -30% 29% -2% 

FCA 0% -1% -29% 0% 0% 0% -72% 73% 36% 6% 0% 51% 0% 0% 0% 0% 57% 0% 10% 53% 0% 

FORD 0% 0% -11% 0% -8% 0% -17% 25% 60% 1% 0% 51% 0% 0% 0% 0% 51% 0% 47% 2% 0% 

GM 1% 0% -15% 0% -1% 0% -45% 46% 36% 0% 0% 54% 0% 0% 0% 0% 57% 0% 42% 8% 0% 

HONDA 0% 0% 17% 0% -35% 0% 32% 4% 35% -80% 0% 38% 0% 0% 0% 0% 38% 0% 4% 0% 0% 

HYUNDAI/KIA 0% 0% -12% 0% 0% 0% -33% 33% 19% 4% 0% 60% 0% 0% 0% 0% 72% 0% 51% 9% 0% 

JLR 2% 1% -46% 0% 0% 0% -66% 63% 43% -45% -2% 43% 4% 3% 1% 1% 43% 48% -31% 24% 0% 

MAZDA 0% 0% 8% 0% -43% 0% 43% 0% 31% 0% 0% 31% 0% 0% 0% 0% 1% 0% 1% 0% 0% 

MERCEDES-BENZ 0% 0% -46% 0% 0% 0% -65% 59% 43% -43% -3% 41% 0% 6% 0% 0% 43% 32% -15% 9% -2% 

MITSUBISHI 1% 1% -1% 0% -2% 0% 12% -10% 59% -18% 3% 59% 0% 0% 0% 0% 59% 0% 0% 0% 0% 

NISSAN 0% 0% 7% 0% -10% 0% 11% -1% 65% -6% 0% 44% 0% 0% 0% 0% 44% 0% 21% 0% 0% 

SUBARU 0% 0% 3% 0% -84% 0% 84% 0% 31% 0% 0% 21% 0% 0% 0% 0% 21% 0% 0% 0% 0% 

TESLA 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TOYOTA 1% 1% 20% 0% -12% 0% 10% 2% 61% -1% 0% 36% 0% 0% 0% 0% 38% 0% 17% 0% 0% 

VOLKSWAGEN 0% 0% -38% 0% 0% 0% -63% 59% 38% -30% 0% 37% 0% 6% 0% 0% 41% 32% -32% 27% -6% 

VOLVO 0% -1% -57% 0% 0% 0% -77% 75% 55% 8% -2% 53% 0% 2% 0% 0% 53% 7% 19% 32% 0% 

Fleet 0% 0% -8% 0% -11% 0% -19% 30% 43% -11% 0% 45% 0% 1% 0% 0% 47% 3% 20% 12% 0% 
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Table 12.41  Summary of Absolute Technology Penetrations in the MY2025 Control Case 
Indirect Cost 

Approach 
C/T/Fleet WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

ICM C 6.3% 5.8% 20.5% 7.6% 4.7% 0.0% 58.9% 24.2% 54.3% 6.2% 93.1% 48.4% 4.5% 4.6% 2.7% 4.0% 43.9% 1.4% 12.1% 10.4% 0.2% 

ICM T 6.9% 6.2% 24.5% 14.8% 0.3% 0.0% 43.4% 54.7% 52.8% 10.5% 98.5% 58.9% 0.5% 0.4% 0.5% 0.0% 45.0% 5.9% 29.5% 26.9% 0.5% 

ICM Fleet 6.6% 6.0% 22.4% 11.0% 2.6% 0.0% 51.5% 38.7% 53.6% 8.3% 95.7% 53.4% 2.6% 2.6% 1.7% 2.1% 44.4% 3.6% 20.4% 18.3% 0.3% 

RPE C 4.5% 4.2% 19.3% 0.0% 4.7% 0.0% 55.7% 27.1% 61.4% 6.5% 92.5% 46.1% 4.5% 4.8% 2.7% 4.0% 47.6% 1.5% 19.9% 8.4% 0.5% 

RPE T 6.1% 5.6% 20.1% 0.0% 0.3% 0.0% 38.0% 60.1% 73.8% 7.0% 98.5% 64.2% 0.6% 0.4% 0.5% 0.0% 64.8% 5.8% 41.9% 23.4% 0.5% 

RPE Fleet 5.3% 4.8% 19.7% 0.0% 2.6% 0.0% 47.3% 42.9% 67.3% 6.7% 95.4% 54.7% 2.6% 2.7% 1.7% 2.1% 55.8% 3.6% 30.4% 15.6% 0.5% 

 

Table 12.42  Summary of Incremental Technology Penetrations in the MY2025 Control Case 
Indirect Cost Approach C/T/Fleet WR 

Tech 
WR 
Net 

TDS 
18 

TDS 
24 

TRX 
11 

TRX 
12 

TRX 
21 

TRX 
22 

Deac VVLT VVT CEGR Strong 
HEV 

EV PHEV ATK1 ATK2 Miller Stop- 
Start 

Mild 
HEV 

DSL 

ICM C 1% 1% -5% 6% -23% 0% 7% 16% 40% -13% 0% 39% 0% 1% 0% 0% 37% 1% 1% 8% -1% 

ICM T 1% 1% -18% 12% -14% 0% -28% 42% 28% -6% 0% 51% 0% 0% 0% 0% 40% 5% 19% 23% 0% 

ICM Fleet 1% 1% -11% 9% -19% 0% -10% 28% 34% -10% 0% 44% 0% 1% 0% 0% 38% 3% 10% 15% -1% 

RPE C 0% 0% -4% 0% -13% 0% -4% 17% 42% -13% -1% 36% 0% 1% 0% 0% 39% 1% 10% 5% 0% 

RPE T 0% 0% -13% 0% -9% 0% -35% 44% 46% -9% 1% 55% 0% 0% 0% 0% 56% 5% 30% 19% 0% 

RPE Fleet 0% 0% -8% 0% -11% 0% -19% 30% 43% -11% 0% 45% 0% 1% 0% 0% 47% 3% 20% 12% 0% 
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Not readily apparent in the technology penetration tables above is the number, or percentage, 
of vehicles that receive specific levels of mass reduction.  Table 12.43 below provides more 
detail on mass reduction technology using the same approach as described in the text 
accompanying Table 12.28. 

Table 12.43  Percentage of Vehicles Receiving the Mass Reduction Levels within the Indicated Ranges in the 
MY2025 Control Case Using ICMs and AEO Reference Case Fuel Prices 

Fleet %MR Range Baseline WRtech WRnet 

Including ZEV Program Vehicles <=5% 87.0% 57.4% 61.0% 

5% to <=10% 9.1% 30.7% 28.0% 

10% to <=15% 0.9% 7.3% 8.3% 

15% to <=20% 3.0% 4.6% 2.7% 

Excluding ZEV Program Vehicles <=5% 89.3% 58.9% 62.6% 

5% to <=10% 9.3% 31.5% 28.8% 

10% to <=15% 0.9% 7.5% 8.5% 

15% to <=20% 0.5% 2.1% 0.2% 

 

12.1.1.4 Comparisons to the 2012 Final Rule 

Of interest is how the costs estimated in this Draft TAR analysis compare to those presented 
in the 2012 FRM. In that analysis, since we were setting standards for MY2017-2025, we did not 
present costs relative to a reference case consisting of the MY2021 standards.  Instead, we 
presented costs relative to a reference case consisting of the MY2016 standards.  In Table 12.44 
we have broken out the Draft TAR costs/vehicle along with the closest matching costs/vehicle 
from the 2012 FRM.  The entries of perhaps most interest are those shown for the incremental 
costs to bring the fleet down to the 2025 standards, shown as $1070 for the 2012 FRM and $894 
for the Draft TAR.  Because the baseline fleets are completely different, comparisons of the costs 
to bring the baseline fleets down to the 2016 standards are not valid comparisons.  Instead, the 
relative values of these entries simply show that the 2014 fleet is nearly complying with the 2016 
standards, as one would expect.  The same is true for the bottom row showing total costs.  The 
costs to bring the 2008 fleet, projected forward to MY2025, into compliance with the 2025 
standards should be considerably higher than the costs to bring the 2014 fleet, projected forward 
to MY2025, into compliance with those standards.  This is reflected in the bottom-row values in 
the table.  The differences in the costs to bring the respective baseline fleets down to the each 
incrementally lower standard level are driven by many factors including, but not limited to: 
car/truck fleet mix and footprint characteristics are more favorable to lower costs because of the 
relatively larger number of car-like trucks that emit more like cars but are actually subject to the 
less stringent truck curve; new and very cost effective technologies like Atkinson 2 and mild 
hybrid 48V technologies that were not even considered in the 2012 FRM; updated and more 
comprehensive studies informing our mass reduction cost estimates; inclusion of ZEV required 
EV and PHEV sales which was not considered for the FRM.  To better understand the impact 
some of these factors have on the overall analysis, EPA has also performed several sensitivity 
analyses which are described below in Chapter 12.2.4. 



EPA’s Analysis of the MY2022-2025 GHG Standards 

12-35 

Table 12.44  Cost per Vehicle Comparison – 2012 FRM (2010$) vs Draft TAR (2013$) 

Note: Due to large differences in the 
baseline fleets used (2008 vs. 2014), 
the 2012 FRM values and the Draft TAR 
results are not directly comparable. 

FRM 
(2008 baseline fleet in 

MY2025) 

Draft TAR 
(2014 baseline fleet in 

MY2025) 

Cost to bring the baseline fleet down to 
the 2016 standards 

$719 $279 

Incremental cost to bring that fleet 
down to the 2021 standards $766 $393 

Incremental cost to bring that baseline 
fleet down to the 2025 standards $1070 $894 

Total costs to bring the baseline fleet 
down to the 2025 standards 

$2555 $1565 

Note:  The $719 value can be found in EPA’s final RIA (EPA-420-R-12-016) at Table 3.6-1; the $766 value can be 
found in EPA’s final RIA at Table 3.6-2 and is actually a MY2021 cost presented here as a proxy for a MY2025 
cost; the $1070 value is calculated as $2555 (see final RIA Table 7.4-5) minus $766 minus $719; the $393 value is 
calculated as $671 (see Table 12.97, “Reference Case in MY2025” entry for the Combined Fleet) minus $279; the 
$894 value can be found in Table 12.17 and the $1565 value can be found in Table 12.97, “Control Case in 
MY2025” entry for the Combined Fleet. 

We can also consider the technology penetration rate differences between the 2012 FRM and 
this Draft TAR.  Here we focus only on the final, absolute technology penetrations projected in 
the 2012 FRM and those projected in this Draft TAR in the ICM-based central analysis.  The 
absolute technology penetrations for the technologies generally considered to be of most interest 
are shown in the table below.  

Table 12.45  Final Technology Penetration Comparison – 2012 FRM vs Draft TAR 

Technology 2012 FRM Draft TAR 

Gasoline direct injection engine 94% 79% 

8+ speeds & improved CVTs 91% 90% 

Turbocharged and downsized gasoline 
engine 

93% 33% 

Higher compression ratio/naturally 
aspirated gasoline engine (Atkinson-2) 

n/a 44% 

Stop-start 15% 20% 

Mild HEV 26% 18% 

Strong HEV 5% 3% 

EV+PHEV 2% 4% 
Note:  2012 FRM values taken from EPA’s final RIA Table 3.5-25; Atkinson-2 was not considered in the 2012 FRM; 
mild HEV used a 110/115V battery in the 2012 FRM but uses a 48V battery in this Draft TAR. 

 

This table highlights two important results: (1) EPA’s 2012 FRM analysis featured a high 
penetration of turbocharged/downsized engine technology, a technology that is projected less in 
EPA’s Draft TAR analysis due to the inclusion of the new and more cost-effective Atkinson-2 
technology which provides dual non-electrified pathways toward compliance with the MY2022-
2025 standards (both turbocharging/downsizing and Atkinson-2); and, (2) just two years into the 
2012-2016 GHG program, a new technology—Atkinson-2—which was not previously 
considered by the agencies, has emerged as one of the most promising non-electrified 
technologies capable of playing a major role in compliance with the standards through 2025.  
Further, while not as highly projected as Atkinson-2 in our analysis, the mild HEV 48V 



EPA’s Analysis of the MY2022-2025 GHG Standards 

12-36 

technology represents yet another cost effective technology that can provide another pathway 
toward compliance. EPA has confidence that other technologies will emerge in the coming years 
and we will consider further developments as the midterm evaluation progresses. 

12.1.2 Sensitivity Analysis Results 

12.1.2.1 Reference Case:  CO2 Targets  

The different AEO 2015 fuel price cases (shown in Chapter 3, Figure 3.3) carry with them 
unique fleet projections since higher fuel prices are projected to result in fewer truck and more 
car sales, while lower fuel prices are projected to result in fewer car sales and more truck sales.  
As a result of these fleet mix differences, the manufacturer-specific footprint based standards 
would result in different fleet-wide CO2 target values for each AEO 2015 fuel price case and 
projected fleet.  While we have conducted additional sensitivity runs beyond varying the fuel 
price projections, only these two fuel price sensitivities (high and low) result in unique CO2 
target values.  All other sensitivity runs use the AEO 2015 reference case fuel prices, fleets and 
resultant targets.  

Table 12.46  Reference Case CO2 Targets in MY2025 for Each Sensitivity Case (g/mi) 

 Car Truck Combined 

Manufacturer AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

BMW 177.5 177.2 177.5 237.0 236.8 237.0 191.7 187.9 193.6 

FCA 182.3 182.2 182.3 247.2 246.2 247.5 227.9 221.9 230.3 

Ford 179.6 179.4 179.7 280.0 278.3 280.6 237.9 227.2 242.5 

GM 178.8 178.6 178.9 277.3 276.4 277.6 227.9 217.7 232.4 

Honda 172.8 172.6 172.9 232.9 232.4 233.0 200.8 195.2 203.4 

Hyundai/Kia 177.1 176.9 177.1 227.9 227.9 227.8 183.1 181.4 184.1 

JLR 189.7 189.8 189.6 235.0 234.7 235.0 225.5 222.6 226.6 

Mazda 175.2 175.2 175.2 223.4 223.1 223.5 190.0 186.5 191.7 

Mercedes-Benz 180.0 179.9 180.0 237.0 236.8 237.0 201.7 196.9 204.0 

Mitsubishi 164.8 164.8 164.8 208.4 208.3 208.4 180.4 176.8 182.1 

Nissan 173.3 173.2 173.3 243.0 242.1 243.2 200.9 194.5 203.8 

Subaru 170.0 169.7 170.1 210.5 210.4 210.5 201.4 198.4 202.5 

Tesla 205.7 205.7 205.7 0.0 0.0 0.0 205.7 205.7 205.7 

Toyota 174.5 174.4 174.6 246.3 245.1 246.7 207.0 199.9 210.2 

Volkswagen 174.6 174.5 174.6 230.4 230.3 230.5 195.7 191.1 197.8 

Volvo 182.0 182.0 182.0 227.7 227.7 227.7 205.8 201.9 207.6 

Fleet 176.9 176.8 177.0 251.3 249.9 251.7 212.4 204.9 215.7 
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12.1.2.2 Control Case:  CO2 Targets 
Table 12.47  Control Case CO2 Targets in MY2025 for Each Sensitivity Case (g/mi) 

 Car Truck Combined 

Manufacturer AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

AEO 
Ref 

AEO 
High 

AEO 
Low 

BMW 147.7 147.5 147.7 193.8 193.7 193.8 158.7 155.7 160.2 

FCA 151.8 151.7 151.8 202.3 201.5 202.6 187.3 182.6 189.2 

Ford 149.5 149.3 149.6 229.7 228.2 230.1 196.1 187.5 199.7 

GM 148.8 148.6 148.9 227.4 226.6 227.6 188.0 179.9 191.6 

Honda 143.7 143.6 143.8 190.4 190.0 190.5 165.5 161.1 167.5 

Hyundai/Kia 147.3 147.2 147.4 186.2 186.2 186.1 152.0 150.6 152.7 

JLR 158.1 158.2 158.0 192.1 191.9 192.1 185.0 182.8 185.9 

Mazda 145.8 145.7 145.8 182.4 182.2 182.5 157.0 154.4 158.3 

Mercedes-Benz 149.8 149.7 149.8 193.8 193.6 193.8 166.6 162.9 168.4 

Mitsubishi 137.0 136.9 137.0 169.9 169.9 169.9 148.8 146.0 150.1 

Nissan 144.1 144.0 144.2 198.8 198.1 199.0 165.8 160.8 168.1 

Subaru 141.3 141.1 141.4 171.7 171.6 171.7 164.9 162.7 165.7 

Tesla 171.6 171.6 171.6 0.0 0.0 0.0 171.6 171.6 171.6 

Toyota 145.2 145.1 145.2 201.5 200.6 201.9 170.7 165.1 173.3 

Volkswagen 145.2 145.2 145.2 188.3 188.2 188.4 161.5 158.0 163.2 

Volvo 151.5 151.5 151.6 186.1 186.0 186.1 169.5 166.5 170.9 

Fleet 147.2 147.1 147.3 205.7 204.6 206.1 175.1 169.2 177.8 

 

Note that none of the total fleet targets presented in Table 12.47 achieve the 163 g/mi CO2 
target (54.5 mpg, if all reductions achieved through fuel economy improvements) projected in 
the 2012 FRM.  This is due to changes in the fleet makeup, mainly-car/truck mix and also 
footprint characteristics in the AEO 2015 fleet projections relative to the 2012 FRM projections.    

12.1.2.3 Cost per Vehicle and Technology Penetrations 

In the previous section, EPA presented our projections for the technology penetrations and 
cost per vehicle for the MY2025 central analysis control case.  We recognize there are many 
uncertainties involved when making projections to MY2025, including the makeup of the future 
fleet, which will be influenced in part by future gasoline prices, which technologies 
manufacturers will actually adopt, how manufacturers will respond to compliance with the 
standards given the range of credit programs available, including credit trading across 
manufacturers.  As a way to inform how changes in such factors would affect our analysis of the 
MY2025 standards, we have conducted a wide range of sensitivity analyses, including: 

1) AEO 2015 high fuel price case, which changes both fuel prices and projected fleet 
characteristics (using both ICMs and RPEs). 

2) AEO 2015 low fuel price case, which changes both fuel prices and projected fleet 
characteristics (using both ICMs and RPEs). 

3) “Perfect” credit trading across all manufacturers.  This sensitivity should represent the 
most cost effective case since any manufacturer in need of credits is assumed to 
acquire them if they exist (using ICMs). 

4) No Car/Truck transfers across a single manufacturer's fleet, which forces cars to meet 
the car curve standards and trucks to meet the truck curve standards (using ICMs).  
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This sensitivity illustrates a more restrictive scenario, since the GHG program in fact 
allows full transfers across a manufacturer’s car and truck fleets, and thus highlights 
the importance of this flexibility provision. 

5) No additional mass reduction beyond that included in the projected baseline fleet. 
That is, no mass reduction allowed to comply with MY2021 or MY2025 standards.  
Though EPA believes our mass reduction estimates are fully feasible, this sensitivity 
shows the impacts of our updated mass reduction costs on the results (using ICMs).A 
non-Atkinson engine technology path which sets a penetration cap on Atkinson-2 
technology at 10 percent in both the reference and control cases.  This sensitivity 
shows the impacts of manufacturers choosing a path less dependent on that 
technology (using ICMs). 

 

Table 12.48  MY2025 Absolute Technology Penetrations & Incremental Costs for Cars in Each OMEGA Run 
(2013$) 

Technology 
AEO 
Ref 
ICM 

AEO 
High 
ICM 

AEO 
Low 
ICM 

AEO 
Ref 
RPE 

AEO 
High 
RPE 

AEO 
Low 
RPE 

Perfect 
Trading 

ICM 

No C/T 
Transfers 

ICM 

No 
Additional 

MR 
Beyond 
Baseline 
Levels 
ICM 

Non-
ATK2 
Path 
ICM 

VVT 93% 93% 93% 93% 93% 92% 93% 93% 93% 93% 

VVLT 6% 6% 6% 6% 6% 7% 6% 10% 8% 13% 

Deac 54% 57% 54% 61% 65% 60% 54% 63% 56% 42% 

TRX11 5% 5% 5% 5% 5% 5% 5% 5% 5% 5% 

TRX12 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TRX21 59% 60% 61% 56% 60% 61% 78% 42% 55% 39% 

TRX22 24% 23% 22% 27% 23% 21% 6% 42% 28% 44% 

TDS18 20% 18% 20% 19% 16% 19% 29% 12% 18% 14% 

TDS24 8% 7% 8% 0% 0% 0% 3% 8% 9% 24% 

ATK2 44% 47% 43% 48% 52% 47% 44% 55% 49% 10% 

Cooled EGR 48% 51% 48% 46% 49% 44% 49% 57% 55% 35% 

Miller 1% 1% 1% 2% 1% 1% 0% 0% 2% 0% 

Stop-Start 12% 19% 16% 20% 25% 22% 7% 29% 16% 14% 

Mild Hybrid 10% 8% 7% 8% 7% 7% 0% 16% 13% 20% 

Full Hybrid 4% 5% 4% 4% 5% 4% 4% 4% 4% 4% 

REEV 3% 2% 3% 3% 2% 3% 3% 3% 3% 3% 

EV 5% 5% 5% 5% 5% 5% 3% 4% 5% 5% 

WR tech 6% 6% 6% 4% 4% 5% 6% 7% 3% 7% 

WR net 6% 5% 6% 4% 4% 4% 5% 6% 3% 6% 

$/vehicle $707 $701 $707 $789 $778 $782 $549 $775 $709 $828 
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Table 12.49  MY2025 Absolute Technology Penetrations & Incremental Costs for Trucks in Each OMEGA 
Run (2013$) 

Technology 
AEO 
Ref 
ICM 

AEO 
High 
ICM 

AEO 
Low 
ICM 

AEO 
Ref 
RPE 

AEO 
High 
RPE 

AEO 
Low 
RPE 

Perfect 
Trading 

ICM 

No C/T 
Transfers 

ICM 

No 
Additional 

MR Beyond 
Baseline 

Levels 
ICM 

Non-
ATK2 
Path 
ICM 

VVT 99% 99% 98% 99% 99% 98% 98% 99% 98% 98% 

VVLT 11% 15% 13% 7% 8% 7% 11% 7% 14% 27% 

Deac 53% 53% 51% 74% 74% 73% 66% 51% 59% 35% 

TRX11 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TRX12 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TRX21 43% 37% 44% 38% 36% 42% 35% 49% 31% 16% 

TRX22 55% 61% 54% 60% 62% 56% 63% 49% 67% 82% 

TDS18 25% 23% 24% 20% 19% 20% 14% 23% 16% 15% 

TDS24 15% 18% 17% 0% 2% 0% 17% 18% 21% 42% 

ATK2 45% 45% 42% 65% 66% 63% 56% 36% 52% 10% 

Cooled EGR 59% 62% 58% 64% 68% 62% 69% 53% 71% 52% 

Miller 6% 8% 6% 6% 6% 6% 0% 6% 8% 1% 

Stop-Start 30% 26% 28% 42% 37% 40% 48% 24% 30% 17% 

Mild Hybrid 27% 30% 25% 23% 28% 23% 26% 22% 33% 57% 

Full Hybrid 1% 0% 1% 1% 1% 1% 0% 2% 1% 1% 

REEV 1% 0% 1% 1% 0% 1% 1% 1% 1% 1% 

EV 0% 1% 1% 0% 1% 1% 0% 0% 1% 1% 

WR tech 7% 7% 7% 6% 6% 6% 7% 7% 3% 7% 

WR net 6% 6% 6% 6% 6% 6% 6% 6% 2% 6% 

$/vehicle $1099 $1144 $1077 $1267 $1304 $1251 $1211 $1086 $1137 $1269 
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Table 12.50  MY2025 Absolute Technology Penetrations & Incremental Costs for the Fleet in Each OMEGA 
Run (2013$) 

Technology 
AEO 
Ref 
ICM 

AEO 
High 
ICM 

AEO 
Low 
ICM 

AEO 
Ref 
RPE 

AEO 
High 
RPE 

AEO 
Low 
RPE 

Perfect 
Trading 

ICM 

No C/T 
Transfers 

ICM 

No 
Additional 

MR Beyond 
Baseline 
Levels 
ICM 

Non-
ATK2 
Path 
ICM 

VVT 96% 95% 96% 95% 95% 95% 95% 96% 96% 95% 

VVLT 8% 9% 10% 7% 7% 7% 8% 8% 11% 19% 

Deac 54% 55% 52% 67% 69% 67% 60% 57% 57% 38% 

TRX11 3% 3% 2% 3% 3% 2% 3% 3% 3% 3% 

TRX12 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

TRX21 52% 51% 52% 47% 51% 51% 58% 45% 44% 28% 

TRX22 39% 38% 38% 43% 38% 39% 33% 45% 46% 62% 

TDS18 22% 20% 22% 20% 17% 20% 22% 17% 17% 15% 

TDS24 11% 11% 13% 0% 1% 0% 10% 13% 15% 32% 

ATK2 44% 46% 42% 56% 58% 55% 50% 46% 50% 10% 

Cooled EGR 53% 55% 53% 55% 56% 53% 59% 55% 62% 43% 

Miller 4% 4% 4% 4% 3% 4% 0% 3% 4% 1% 

Stop-Start 20% 22% 23% 30% 29% 31% 27% 26% 23% 15% 

Mild Hybrid 18% 16% 16% 16% 15% 15% 13% 19% 22% 38% 

Full Hybrid 3% 3% 2% 3% 3% 2% 3% 3% 3% 3% 

REEV 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

EV 3% 3% 3% 3% 3% 3% 2% 2% 3% 3% 

WR tech 7% 6% 6% 5% 5% 5% 6% 7% 3% 7% 

WR net 6% 6% 6% 5% 5% 5% 6% 6% 2% 6% 

$/vehicle $894 $872 $899 $1017 $980 $1025 $865 $923 $913 $1038 

 

12.1.2.4 Observations on Sensitivity Analyses 

EPA notes the following observations on each of the sensitivity analyses shown above. 

1. Fuel prices have little impact on the cost per vehicle outcomes.  This result is driven by the 
fact that the projected fleet changes depending on the projected fuel price.  The AEO 2015 high 
fuel price case has more cars than the reference price case, while the low fuel price case has 
more trucks than the reference price case.  This observation holds true within the ICM fuel price 
cases and within the RPE fuel price cases. 

2. Fuel prices have little impact on the technology penetration outcomes.  Within the ICM fuel 
price cases, the technology penetrations vary only slightly.  The same is true with the RPE fuel 
price cases. 

3. Higher fuel prices do not result in substantially different fleet electrification.  Full electric 
and plug-in hybrid electric vehicle penetrations are essentially constant across all sensitivities.  
This is largely driven by the EVs and PHEVs projected in the reference fleet as a result of the 
ZEV program.  Only the mild hybrid technology shows notable differences, ranging from 13 
percent to 38 percent of the fleet depending on the sensitivity case.   
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4. Using RPEs to account for indirect costs increases $/vehicle, as would be expected, but 
only on the order of $100 to $125 per vehicle, depending on fuel price case. 

5. The $/vehicle result is not heavily dependent on mass reduction and, therefore, the mass 
reduction cost curves.  Disallowing any mass reduction beyond that estimated in the baseline 
fleet increased $/vehicle by just $19 ($2 per car, $38 per truck, $19 combined).  There are 
enough technologies available with similar cost effectiveness such that the fleet compliance costs 
are not dependent on any one of those technologies. 

6. Limiting estimated penetration of the Atkinson-2 engine technology would increase 
estimated cost per vehicle from $894 to $1,038, a $144 increase. 

7. While the case where car/truck transfers has little impact on overall $/vehicle, the limitation 
of transfers impacts car costs more significantly increasing their costs from $707 to $775 (+$68) 
while decreasing truck costs from $1099 to $1086 (-$13).  This indicates that, in the central 
analysis, it is more cost effective to reduce truck emissions (as discussed in Section 12.1.1.4 and 
in observation 8 below) and transfer over compliance credits to the less cost effective car fleet.  
This can also be seen in Table 12.3 and Table 12.4 which show achieved car CO2 higher than 
respective targets and achieved truck CO2 lower than respective targets.  Elimination of transfers 
also drives the car fleet further into the advanced technologies (TRX22, ATK2, stop-start, mild 
HEV) while simultaneously limiting advanced technology penetrations on trucks. 

8. The perfect trading sensitivity illustrates the potential value of trading across firms and 
illustrates the greater value of truck credits given the higher VMT of trucks when determining 
the credit.  The overall $/vehicle impact is not great ($894 down to $865), but the car $/vehicle 
decreases from $707 down to $549 (-$158) while the truck $/vehicle increases from $1099 to 
$1211 (+$112). OMEGA is putting more technology on trucks to generate credits that can be 
used to offset under compliance (and less technology) on cars.  This also illustrates the 
movement of the fleet to car-like trucks that emit at levels more like cars and have car-like (i.e., 
generally less costly) technologies for use in reducing CO2 emissions but are on the less stringent 
truck curve.  Those car-like trucks can cost effectively generate credits that can then be traded to 
another firm. 

12.1.3 Payback Period & Lifetime Savings  

Here EPA looks at the cost of owning a new vehicle complying with the MY2025 standards 
and the payback period – the point at which savings exceed costs.  For example, relative to the 
reference case (i.e., the MY2021 standards), a new MY2025 vehicle is estimated to cost roughly 
$900 to $1,000 more due to the addition of new GHG reducing/fuel economy improving 
technology.  This new technology will result in lower fuel consumption and, therefore, savings in 
fuel expenditures.  But how many months or years would pass before the fuel savings exceed the 
cumulative costs?   

The tables below present EPA’s estimates of increased costs associated with owning a new 
MY2025 vehicle.  For purposes of this analysis, we are using a “sales weighted average vehicle” 
which means the combined car/truck fleet, weighted by sales on the cost side and usage on the 
fuel savings side, to arrive at a single weighted vehicle analysis.  The table uses results from the 
OMEGA Inventory, Costs and Benefits Tool analysis discussed in the section 12.2. Included in 
the analysis are maintenance costs (see Chapter 5.3.2.3), sales taxes and insurance costs (see 
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Chapter 10).  This analysis does not include other impacts such as reduced refueling events, or 
other societal impacts, such as the potential rebound miles driven or the value of driving those 
rebound miles, or noise, congestion and accidents, since the focus is meant to be on those factors 
consumers likely think about most while in the showroom considering a new car purchase, and 
on those factors that result in more or fewer dollars in their pockets.  As noted, to estimate the 
cumulative vehicle costs, we have included not only the sales tax on the new car purchase but 
also the increased insurance premiums that would result from the more valuable vehicle (see 
Chapter 10).  The payback periods were calculated using both 3 percent and 7 percent discount 
rates with lifetime discounted costs shown in the last 2 rows of the table, again at both 3 percent 
and 7 percent discount rates. 

As shown in these tables, payback occurs in the 5th year of ownership in the ICM case and the 
6th year in the RPE case, regardless of the discount rate used.  Note that, in the first table, the cost 
per vehicle is shown as $881 when the cost per vehicle presented earlier was $894.  The $881 
value is $894 discounted at 3 percent to the mid-year point of the first year of ownership. 

Table 12.51  Payback Period for the Sales Weighted Average MY2025 Vehicle in the Central Analysis using 
ICMs Relative to the Reference Case Standards (3% discounting, 2013$) 

Vehicle Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $881 $48 $16 $945 $5 -$239 $711 

1 $0 $0 $16 $16 $4 -$231 $501 

2 $0 $0 $15 $15 $4 -$222 $298 

3 $0 $0 $14 $14 $4 -$214 $103 

4 $0 $0 $13 $13 $4 -$202 -$82 

5 $0 $0 $12 $12 $4 -$191 -$257 

6 $0 $0 $11 $11 $3 -$178 -$420 

7 $0 $0 $11 $11 $3 -$167 -$573 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 
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Table 12.52  Payback Period for the Sales Weighted Average MY2025 Vehicle in the Central Analysis using 
RPEs Relative to the Reference Case Standards (3% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $1,002 $55 $19 $1,075 $5 -$238 $842 

1 $0 $0 $18 $18 $5 -$230 $634 

2 $0 $0 $17 $17 $4 -$221 $434 

3 $0 $0 $16 $16 $4 -$213 $241 

4 $0 $0 $15 $15 $4 -$201 $58 

5 $0 $0 $14 $14 $4 -$190 -$115 

6 $0 $0 $13 $13 $4 -$178 -$276 

7 $0 $0 $12 $12 $3 -$167 -$428 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 

 

Table 12.53  Payback Period for the Sales Weighted Average MY2025 Vehicle in the Central Analysis using 
ICMs Relative to the Reference Case Standards (7% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $864 $47 $16 $928 $5 -$234 $698 

1 $0 $0 $15 $15 $4 -$218 $499 

2 $0 $0 $14 $14 $4 -$202 $315 

3 $0 $0 $12 $12 $4 -$187 $144 

4 $0 $0 $11 $11 $3 -$170 -$12 

5 $0 $0 $10 $10 $3 -$155 -$154 

6 $0 $0 $9 $9 $3 -$139 -$281 

7 $0 $0 $8 $8 $2 -$125 -$396 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 
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Table 12.54  Payback Period for the Sales Weighted Average MY2025 Vehicle in the Central Analysis using 
RPEs Relative to the Reference Case Standards (7% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $983 $54 $18 $1,055 $5 -$234 $826 

1 $0 $0 $17 $17 $4 -$218 $629 

2 $0 $0 $15 $15 $4 -$201 $448 

3 $0 $0 $14 $14 $4 -$187 $279 

4 $0 $0 $13 $13 $3 -$170 $125 

5 $0 $0 $11 $11 $3 -$154 -$15 

6 $0 $0 $10 $10 $3 -$139 -$142 

7 $0 $0 $9 $9 $2 -$125 -$255 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 

 

EPA has also calculated the payback periods using the AEO 2015 High and Low fuel price 
scenarios, at both the 3 percent and 7 percent discount rates.  Those results are shown in the 
tables below and show, again, that payback occurs in the 5th year of ownership for the ICM cases 
and in the 6th year when using RPEs, regardless of discount rate. 

Table 12.55  Payback Period for the Sales Weighted Average MY2025 Vehicle using AEO High Fuel Prices 
and ICMs Relative to the Reference Case Standards (3% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $859 $47 $16 $922 $4 -$225 $701 

1 $0 $0 $16 $16 $4 -$218 $502 

2 $0 $0 $15 $15 $4 -$209 $311 

3 $0 $0 $14 $14 $3 -$202 $126 

4 $0 $0 $13 $13 $3 -$191 -$49 

5 $0 $0 $12 $12 $3 -$181 -$215 

6 $0 $0 $11 $11 $3 -$170 -$370 

7 $0 $0 $10 $10 $3 -$159 -$516 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 
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Table 12.56  Payback Period for the Sales Weighted Average MY2025 Vehicle using AEO High Fuel Prices 
and ICMs Relative to the Reference Case Standards (7% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $843 $46 $16 $904 $4 -$221 $687 

1 $0 $0 $15 $15 $4 -$206 $500 

2 $0 $0 $13 $13 $3 -$190 $326 

3 $0 $0 $12 $12 $3 -$177 $164 

4 $0 $0 $11 $11 $3 -$161 $17 

5 $0 $0 $10 $10 $2 -$147 -$118 

6 $0 $0 $9 $9 $2 -$132 -$239 

7 $0 $0 $8 $8 $2 -$119 -$348 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 

 

Table 12.57  Payback Period for the Sales Weighted Average MY2025 Vehicle using AEO Low Fuel Prices 
and ICMs Relative to the Reference Case Standards (3% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $886 $48 $17 $951 $5 -$244 $711 

1 $0 $0 $16 $16 $4 -$236 $495 

2 $0 $0 $15 $15 $4 -$227 $287 

3 $0 $0 $14 $14 $4 -$219 $87 

4 $0 $0 $13 $13 $4 -$206 -$102 

5 $0 $0 $12 $12 $4 -$195 -$281 

6 $0 $0 $11 $11 $3 -$182 -$449 

7 $0 $0 $11 $11 $3 -$170 -$605 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 
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Table 12.58  Payback Period for the Sales Weighted Average MY2025 Vehicle using AEO Low Fuel Prices 
and ICMs Relative to the Reference Case Standards (7% discounting, 2013$) 

Age Delta Cost 
per Vehicle 

Delta Taxes 
per Vehicle 

Delta 
Insurance 

per Vehicle 

Delta 
Purchase 
Costs per 
Vehicle 

Delta 
Maintenance 

Costs per 
Vehicle 

Delta Fuel 
Costs per 
Vehicle 

Cumulative 
Delta 

Operating 
Costs per 
Vehicle 

0 $869 $47 $16 $933 $4 -$240 $698 

1 $0 $0 $15 $15 $4 -$223 $494 

2 $0 $0 $14 $14 $4 -$206 $305 

3 $0 $0 $12 $12 $4 -$191 $129 

4 $0 $0 $11 $11 $3 -$174 -$30 

5 $0 $0 $10 $10 $3 -$158 -$175 

6 $0 $0 $9 $9 $3 -$142 -$306 

7 $0 $0 $8 $8 $2 -$128 -$423 
Note:  Costs are discounted to the first mid-year of vehicle ownership. 

 

The table below shows the cumulative increased lifetime savings associated with the 
standards using each the 3 fuel price cases, both ICMs and RPEs, and at both the 3 percent and 7 
percent discount rates.  Note that the values shown in the table include added costs associated 
with maintenance, insurance and taxes, and the fuel savings resulting from less fuel usage.  
These analyses compare the lifetime savings associated with a vehicle meeting the MY2025 
standards under the various control cases to a vehicle meeting the MY2021 standards in MY2025 
(the reference case).  Lifetime savings across the central analysis scenarios range from $879 (for 
the AEO 2015 Reference/RPE/7 percent discounting case) to $1,621 (for the AEO 2015 
Reference/ICM/3 percent discounting case).  Note that comparisons to the 2012 FRM lifetime 
savings metrics are difficult, because in the FRM establishing standards for MY2017-2025, we 
were comparing a vehicle meeting the 2025 standards to a vehicle meeting the 2016 standards as 
the reference case, and thus, the accumulated lifetime savings were significantly higher (on the 
order of $5,700 - $7,400 in 2010 dollars).  The lifetime savings reflected in this Draft TAR for a 
vehicle meeting the 2025 standards compared to a vehicle meeting the 2021 standards are 
naturally covering a much smaller fraction of accumulated fuel savings as compared to the FRM 
analysis.  

Table 12.59  Lifetime Net Savings Associated with the Indicated Control Case Relative to the Reference Case 
for the Sales-Weighted Average MY2025 Vehicle 

Case Lifetime Savings 
3% discounting 

Lifetime Savings 
7% discounting 

AEO Reference Fuel Price Case Using ICMs $1,621 $1,030 

AEO Reference Fuel Price Case Using RPEs $1,460 $879 

AEO High Fuel Price Case Using ICMs $1,506 $948 

AEO Low Fuel Price Case Using ICMs $1,679 $1,072 
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12.2 EPA's Projected Impacts on Emissions Inventories & Fuel 
Consumption  

12.2.1 Analytical Tools Used  

As in the 2012 final rule establishing MY2017-2025 standards, EPA used its OMEGA 
Inventory Costs and Benefits Tool (ICBT) to project the emissions and fuel consumption impacts 
of this analysis.  The projections of the emission inventory and fleetwide fuel consumption are 
conducted in the OMEGA ICBTJ which produces a national scale analysis of the impacts 
(emission inventory and fuel consumption impacts, monetized co-benefits) of the analyzed 
program.  The OMEGA ICBT incorporates the inputs discussed in Chapter 4 (baseline fleet), 
Chapter 5 (technology costs and effectiveness) and Chapter 10 (vehicle miles traveled (VMT), 
rebound, and other economic inputs).  

The remainder of this chapter provides a summary of the analytical inputs, methodology, and 
the results of the analysis. 

12.2.2 Inputs to the Emissions and Fuel Consumption Analysis 

12.2.2.1 Methods 

EPA estimated GHG impacts from several sources including: (a) the impact of the standards 
on tailpipe CO2 emissions, (b) projected improvements in the efficiency of vehicle air 
conditioning systems, (c) reductions in direct emissions of the potent greenhouse gas refrigerant 
HFC-134a from air conditioning systems, (d) “upstream” emission reductions from gasoline 
extraction, production and distribution processes as a result of reduced gasoline demand 
associated with standards, and (e) “upstream” emission increases from power plants as electric 
powertrain vehicles are projected to increase slightly as a result of the MY2022-2025 standards.  
EPA additionally accounted for the greenhouse gas impacts of additional vehicle miles traveled 
(VMT) due to the "rebound" effect discussed in Chapter 10.   

EPA’s estimates of non-GHG emission impacts from the MY2022-2025 standards are broken 
down by the three drivers of these changes: a) “downstream” emission changes, reflecting the 
estimated effects of VMT rebound (discussed in Chapter 10) and decreased consumption of 
motor vehicle fuel; b) “upstream” emission reductions due to decreased extraction, production 
and distribution of motor vehicle gasoline; c)  “upstream” emission increases from power plants 
as electric powertrain vehicles are projected to be slightly more prevalent in future years.K  For 
all criteria and air toxic pollutants, the overall impact of the MY2022-2025 standards is small 
compared to total U.S. inventories across all sectors.   

                                                 
J Essentially the relevant ICBT elements are a post-processing tool to OMEGA used to incorporate inventory and 

cost-specific data not needed in OMEGA for use in this analysis.  
K Note that the reference case used by EPA includes vehicle sales in response to the ZEV program. As such, 

increased power plant emissions associated with those ZEV-program vehicle sales are not attributable to the 
2022-2025 GHG standards. However, OMEGA projects a very small increase in EV and PHEV sales above those 
needed for ZEV compliance; the increased power plant emissions due to those additional EV/PHEV vehicles are 
attributable to the 2022-2025 GHG standards. Note that EPA has not yet updated the electricity emissions factors 
from those used in the 2012 FRM, though it is possible that emissions factors would change in the future due in 
part to EPA’s Clean Power Plan regulations.  This issue is discussed further in Chapter 11.5.   
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Although electric vehicles have zero tailpipe emissions, EPA assumes that manufacturers will 
plan for these vehicles in their regulatory compliance strategy for criteria pollutant and air toxics 
emissions, and will not over-comply with applicable Tier 3 emissions standards for non-GHG air 
pollutants.  Since the Tier 3 emissions standards are fleet-average standards, EPA assumes that if 
a manufacturer introduces EVs into its fleet, then it would correspondingly compensate through 
changes to vehicles elsewhere in its fleet, rather than produce an overall lower fleet-average 
emissions level.  Consequently, consistent with the 2012 FRM, EPA assumes neither tailpipe 
pollutant (other than CO2), evaporative emissions, nor brake and tire wear particulate matter 
reductions from the introduction of electric vehicles into the fleet. 

Two basic elements feed into the OMEGA ICBT calculation of vehicle tailpipe emissions. 
These elements are vehicle miles traveled (VMT) and emission rates, where the total emissions 
are the vehicle miles traveled multiplied by the emission rate in grams/mile.  This equation is 
adjusted in calculations for various emissions, but provides the basic form used throughout this 
analysis.  As an example, in an analysis of a single calendar year, the emissions equation is 
repeatedly applied to determine the contribution of each model year in the calendar year’s 
particular fleet.  Appropriate VMT and emission factors by age are applied to each model year 
within the calendar year, and the products are then summed.  Similarly, to determine the 
emissions of a single model year, appropriate VMT and emission factors by age are applied to 
each calendar year between when the model year fleet is produced and projected to be scrapped.  

Tailpipe sulfur dioxide (SO2) emissions, which are largely controlled by the sulfur content of 
the fuel, are an exception to this basic equation.  Decreasing the quantity of fuel consumed 
decreases tailpipe SO2 emissions proportionally to the decrease in fuel combusted.  Therefore, 
rather than multiplying the SO2 emission factor by miles traveled, we multiply by gallons 
consumed.  As such, the SO2 emission factor is expressed in terms of grams/gallon rather than 
grams/mile. 

12.2.2.2 Global Warming Potentials 

In general, when we refer to the four inventoried greenhouse gases on an equivalent basis, 
Global Warming Potentials (GWPs) are used.  In simple terms, GWPs provide a common basis 
with which to combine several gases with different heat trapping abilities into a single inventory.  
When expressed in CO2 equivalent (CO2e) terms, each gas is weighted by its heat trapping 
ability relative to that of carbon dioxide.  The GWPs used are shown in Table 12.60.L 

Table 12.60  Global Warming Potentials (GWP) for Inventoried GHGs 

GHG GWP 
(CO2e) 

CO2 1 

CH4 25 

N2O 298 

HFC (R134a) 1430 

 

                                                 
L As with the MY 2017-2025 Light Duty rule and the MY 2014-2018 Medium and Heavy Duty rule, the GWPs used 

in this rule are consistent with 100-year time frame values in the 2007 Intergovernmental Panel on Climate 
Change (IPCC) Fourth Assessment Report (AR4). 
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12.2.2.3 Years Considered 

This analysis presents the projected impacts of the standards in calendar years 2025, 2030, 
2040 and 2050.  We also present the emission impacts over the estimated full lifetime of MYs 
2022-2025 vehicles.  The program was quantified as the difference in mass emissions between a 
control case under the final MY2022-2025 standards and a reference case under the MY2021 
standards in place indefinitely.  As such, negative values represent emissions decreases due to 
the policy and positive values represent emissions increases due to the policy. 

12.2.2.4 Fleet Activity 

12.2.2.4.1 Vehicle Sales, Survival Schedules, and VMT 

Vehicle sales projections from MY2014 through MY2030 are discussed in Chapter 4.  
Vehicle survival schedules and VMT by vehicle age were updated to be consistent with the most 
recent publicly released EPA MOVES model (MOVES2014a).  These updates are described in 
more detail in Chapter 10.   

12.2.2.5 Upstream Emission Factors 

12.2.2.5.1 Gasoline Production and Transport Emission Rates 

The gasoline production and transport sector is composed of four distinct components: 

 Domestic crude oil production and transport 

 Petroleum production and refining emissions 

 Production of energy for refinery use 

 Gasoline transport, storage and distribution 

For this Draft TAR analysis, the emission factors associated with on-road combustion 
emissions allocated to gasoline transport and distribution were updated based on the emission 
factors calculated as part of the HD GHG Phase 2 rule.5  Refinery related emissions were 
updated to reconcile the emission totals with those in the most recent national emission 
inventory.6  Otherwise, the upstream emission rate analysis remains the same as that performed 
in the 2012 FRM Regulatory Impacts Analysis (RIA), Chapters 4.2 and 4.6.7  Table 12.61, 
below, shows the gasoline upstream emission rates used in the cost-benefit calculations for this 
analysis. 
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Table 12.61  Gasoline Production Emission Rates 

Pollutant Emission Rate 
(g/MMbtu of E10 

gasoline) 

CO 5.472145 

NOx 13.87269 

PM2.5 2.07292 

PM10 6.048208 

SOx 8.089376 

VOC 47.4966 

1,3-Butadiene 0.001442 

Acetaldehyde 0.009798 

Acrolein 0.000816 

Benzene 0.322958 

Formaldehyde 0.081647 

Naphthalene 0.015177 

CH4 95.454 

N2O 0.369224 

CO2 19145.2 
  

12.2.2.5.2 Electricity Generation Emission Rates 

For the 2012 FRM, EPA conducted an Integrated Planning Model (IPM) analysis of the 
electricity sector in order to gauge the impacts upon the power grid of the additional electric 
charging projected to be needed to meet the MY2017-2025 standards.8  Since the 2012 final rule, 
EPA has adopted a GHG program for electricity generation, known as the Clean Power Plan.M  
These rules are expected to significantly decrease GHG emissions associated with future 
electricity generation.  The 2012 FRM’s IPM modeling projected that the average power plant 
electricity GHG emissions factor in 2030 for vehicle electricity use would be 0.445 grams/watt-
hour.9  The overall vehicle electricity GHG emissions factor was projected to be 0.534 
grams/watt-hour when using a multiplicative value of 1.20 to account for feedstock-related GHG 
emissions upstream of the power plant.  EPA is currently exploring whether there are appropriate 
updates to these projected emissions factors for the incremental electricity that would be 
necessary for electric vehicle operation in the 2030 timeframe, which we plan to assess in more 
detail further in the midterm evaluation process.  For this Draft TAR, EPA is continuing to apply 
the FRM IPM results as a representation of the electrical grid in the time period surrounding 
2030.  The emission factors are shown in Table 12.62 below. 

The 2030 IPM results were post-processed to develop gram per kWh emission factors for 
use in the OMEGA model and inventory cost-benefit analysis.  For those emissions that IPM 
does not generate, we relied upon the National Emissions Inventory (NEI) for air toxic emissions 
and eGrid for N2O and CH4.  There are also additional emissions attributable to feedstock 
generation, or the gathering and transport of fuel to the power plant.  Emission factors from the 
version of GREET 1.8c (as modified for the EPA upstream analysis discussed above) were used 
to generate feedstock emission factors.  Retail electricity price projections from the 2030 FRM 

                                                 
M EPA issued a final GHG emissions program, known as the Clean Power Plan, addressing fossil fuel-fired electric 

generating units.  80 FR 64661, October 23, 2015.   
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IPM run were used in our analysis of electricity fuel costs to drivers.  More information 
regarding the integration of GREET emission factors and IPM modeling can be found in the 
FRM RIA, Chapter 4.6.  

Table 12.62  Emission Factors Used in Analysis of Electricity Generation 

Pollutant IPM 
(g/kWh) 

Feedstock 
(g/kWh)  

Total 
(g/kWh) 

VOC 8.28E-03 4.69E-02 5.52E-02 

CO 2.89E-01 5.01E-02 3.39E-01 

NOx 1.13E-01 1.27E-01 2.41E-01 

PM2.5 5.81E-03 6.51E-02 7.09E-02 

SO2 1.90E-01 4.69E-02 2.37E-01 

CO2 4.45E+02 3.55E+01 4.80E+02 

N2O 6.76E-03 6.81E-04 7.44E-03 

CH4 8.60E-03 3.31E+00 3.32E+00 

1,3-butadiene 0.0E+00 0.00E+00 0.00E+00 

Acetaldehyde 5.5E-05 9.47E-06 6.40E-05 

Acrolein 2.8E-05 3.15E-05 5.95E-05 

Benzene 1.3E-04 1.41E-03 1.54E-03 

Formaldehyde 3.0E-05 7.51E-06 3.79E-05 

 

12.2.2.6 Reference Case CO2 g/mi & kWh/mi 

As described in Section 12.1, EPA assumes that the reference case fleet continues to meet the 
MY2021 standards indefinitely.  Importantly, we model the fleet as meeting the reference (or 
control) case targets rather than the achieved CO2 values as reported by the OMEGA core model.  
We do this because we consider OMEGA core model results to be a possible, feasible path 
toward compliance and not necessarily the actually path that any given manufacturer will choose. 
For that reason, we choose to model the target values.  Compliance flexibilities such as A/C 
credits and fleet averaging are included in the modeling.  The A/C direct credit is added here to 
the 2-cycle target value to arrive at the 2-cycle tailpipe CO2 value because, while that credit 
results in real GHG reductions, it does not result in real tailpipe CO2 reductions (or real on-road 
fuel economy improvements).  The benefits of off-cycle and A/C indirect credits are implicitly 
included in the values below because they result in real CO2 reductions.  The CO2 targets 
presented here were also presented in Section 12.1.1.  The fleet CO2 g/mi and kWh/mi emission 
rates used for inventory modeling are as shown in the tables below.  In the CO2 g/mi tables, the 
on-road tailpipe CO2 values are the values used in generating CO2 inventory impacts in the 
reference case.  The “gap” noted in the tables below is the gap between compliance and real 
world fuel economy/tailpipe CO2, discussed further in Chapter 10.1. Entries change slightly year-
over-year due to fleet changes. 
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Table 12.63  Reference Case Car On-Road CO2 g/mi Used in All OMEGA ICBT Runs 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 177.0 13.8 190.8 46.6 0.77 35.9 236.1 

2022 177.0 13.8 190.8 46.6 0.77 35.9 236.2 

2023 177.0 13.8 190.8 46.6 0.77 36.0 236.1 

2024 176.9 13.8 190.7 46.6 0.77 36.0 236.0 

2025 177.0 13.8 190.8 46.6 0.77 36.0 236.1 

2026 176.9 13.8 190.7 46.6 0.77 36.0 236.0 

2027 176.9 13.8 190.7 46.6 0.77 36.0 235.9 

2028 176.8 13.8 190.6 46.6 0.77 36.0 235.9 

2029 176.7 13.8 190.5 46.6 0.77 36.0 235.8 

2030 176.7 13.8 190.5 46.6 0.77 36.0 235.8 
Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG.  
 

Table 12.64  Reference Case Truck On-Road CO2 g/mi Used in All OMEGA ICBT Runs 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 251.1 17.2 268.3 33.1 0.77 25.6 332.1 

2022 251.1 17.2 268.3 33.1 0.77 25.6 332.1 

2023 250.8 17.2 268.0 33.2 0.77 25.6 331.6 

2024 250.8 17.2 268.0 33.2 0.77 25.6 331.6 

2025 250.9 17.2 268.1 33.1 0.77 25.6 331.8 

2026 250.9 17.2 268.1 33.2 0.77 25.6 331.7 

2027 251.3 17.2 268.5 33.1 0.77 25.6 332.2 

2028 251.3 17.2 268.5 33.1 0.77 25.5 332.2 

2029 250.9 17.2 268.1 33.1 0.77 25.6 331.8 

2030 250.9 17.2 268.1 33.2 0.77 25.6 331.7 
Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG. 

 

The reference case electricity consumption rates, including both electricity consumption by 
ZEV program vehicles and consumption by the very small fraction of EV and PHEV vehicles 
projected by OMEGA toward compliance with the reference case standards are shown in the 
table below.  EPA accounts for all electricity consumed by the vehicle. For calculations of GHG 
emissions from electricity generation, the total energy consumed from the battery is divided by 
0.9 to account for charging losses.  This factor is included in the values presented in the table 
below.  Within the OMEGA ICBT, a transmission loss divisor of 0.93 is applied to account for 
losses during transmission, the result being electricity demand at the electric plant.  Both values 
were discussed in the 2012 FRM; the approach in this analysis is unchanged.10  The estimate of 
charging losses is based upon engineering judgment and manufacturer CBI.  The estimate of 
transmission losses is consistent, although not identical to the 8 percent estimate used in GREET, 
as well as the 6 percent estimate in eGrid 2010.11,12  The upstream emission factor discussed 
above in Section 12.2.2.5.2 is applied to total electricity production, rather than simply power 
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consumed at the wheel.N  It is assumed that electrically powered vehicles drive the same drive 
schedule as the rest of the fleet.O  Note that the values shown in the table already include a 0.8 
on-road “gap” since the gap was considered in determining battery sizing and consumption.P 

Because the kWh/mi inputs to the OMEGA ICBT differ based on fuel price case and whether 
ICMs or RPEs are used in each set of inputs are shown below.  The values shown in the kWh/mi 
table are the values used to generate upstream emission inventory impacts in the applicable 
reference case. 

Table 12.65  Reference Case Car & Truck On-Road kWh/mi Consumption used in the Indicated OMEGA 
ICBT Runs 

 ICMs RPEs 

 AEO Ref AEO High AEO Low AEO Ref 

MY Car Truck Car Truck Car Truck Car Truck 

2021 0.01260 0.00137 0.01226 0.00132 0.01324 0.00141 0.01296 0.00137 

2022 0.01385 0.00167 0.01353 0.00162 0.01464 0.00171 0.01427 0.00167 

2023 0.01510 0.00198 0.01481 0.00192 0.01604 0.00201 0.01559 0.00198 

2024 0.01635 0.00228 0.01608 0.00222 0.01745 0.00232 0.01690 0.00228 

2025 0.01760 0.00259 0.01735 0.00252 0.01885 0.00262 0.01821 0.00259 

2026 0.01760 0.00259 0.01735 0.00252 0.01885 0.00262 0.01821 0.00259 

2027 0.01760 0.00259 0.01735 0.00252 0.01885 0.00262 0.01821 0.00259 

2028 0.01760 0.00259 0.01735 0.00252 0.01885 0.00262 0.01821 0.00259 

2029 0.01760 0.00259 0.01735 0.00252 0.01885 0.00262 0.01821 0.00259 

2030 0.01760 0.00259 0.01735 0.00252 0.01885 0.00262 0.01821 0.00259 

 

For this Draft TAR analysis, EPA has considered the ZEV program in California and Section 
177 states in the reference case for this analysis.  That analysis fleet is described in detail in 
Chapter 4.  Our central analysis also treats EVs and the electricity portion of PHEV operation as 
zero emitting for compliance purposes (although their upstream emissions are considered in our 
GHG emission inventory estimates).  Given the ZEV program sales, it appears that some 
manufacturers are likely to exceed the sales levels beyond which net upstream emissions would 
have to be considered in their compliance determination.13  However, other manufacturers appear 
unlikely to exceed that limit.  In the current version of OMEGA, EPA does not have the 
capability to apply upstream emissions to only some manufacturers' fleets and not others.  This is 
a change we plan to implement in future updates to the OMEGA model. 

12.2.2.7 Control Case CO2 g/mi & kWh/mi 

As noted above, we model the fleet as meeting the compliance targets rather than the achieved 
CO2 values as reported by the OMEGA core model.  We do this because we consider OMEGA 
core model results to be a possible path toward compliance and not necessarily the path that will 
result.  For that reason, we choose to model the target values since those represent the levels that 
are actually required.  The off-cycle credits are implicitly included in the values below, as are all 
A/C credits, because their use is assumed in meeting the “2-cycle CO2 Target” values shown.  

                                                 
N By contrast, consumer electricity costs would not include the power lost during transmission. While consumers 

indirectly pay for this lost power through higher rates, this power does not appear on their electric meter. 
O The validity of this assumption will depend on the use of electric vehicles by their purchasers. 
P See Chapter 5 for details on EPA’s battery sizing methodology. 
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The A/C direct credit is added here to the 2-cycle target value to arrive at the adjusted 2-cycle 
tailpipe CO2 value because, while that credit results in real GHG reductions, it does not result in 
real tailpipe CO2 reductions (or real on-road fuel economy improvements).  The CO2 targets 
presented here were also presented in Section 12.1.1.  The fleet CO2 g/mi and kWh/mi emission 
rates used for inventory modeling are as shown in the tables below.  In the CO2 g/mi tables, the 
on-road tailpipe CO2 value is the value used in generating CO2 inventory impacts in the control 
case.  The “Gap” noted in the tables below is the gap between compliance and real world fuel 
economy/tailpipe CO2, discussed in Chapter 10.1.  The gap, as shown, is applied to adjusted 
MPG values.  

Table 12.66  Control Case Car On-Road CO2 g/mi Used in All OMEGA ICBT Runs 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road MPG On-road CO2 
Tailpipe, g/mi 

2021 171.1 13.8 184.9 48.1 0.77 37.1 228.9 

2022 164.8 13.8 178.6 49.8 0.77 38.4 221.1 

2023 158.7 13.8 172.5 51.5 0.77 39.8 213.5 

2024 152.8 13.8 166.6 53.3 0.77 41.2 206.3 

2025 147.3 13.8 161.1 55.2 0.77 42.6 199.4 

2026 147.2 13.8 161.0 55.2 0.77 42.6 199.4 

2027 147.2 13.8 161.0 55.2 0.77 42.6 199.3 

2028 147.1 13.8 160.9 55.2 0.77 42.6 199.3 

2029 147.1 13.8 160.9 55.2 0.77 42.6 199.2 

2030 147.1 13.8 160.9 55.2 0.77 42.6 199.2 
Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content. The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-cycle 
credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 Targets.  
 

Table 12.67  Control Case Truck On-Road CO2 g/mi Used in All OMEGA ICBT Runs 

MY 2-cycle CO2 
Target, g/mi 

A/C Direct 
Credit, g/mi 

Adjusted 2-cycle 
Tailpipe CO2, g/mi 

Adjusted 
MPG 

Gap On-road 
MPG 

On-road CO2 
Tailpipe, g/mi 

2021 242.0 17.2 259.2 34.3 0.77 26.5 321.0 

2022 232.3 17.2 249.5 35.6 0.77 27.5 309.0 

2023 222.7 17.2 239.9 37.0 0.77 28.6 297.1 

2024 213.8 17.2 231.0 38.5 0.77 29.7 286.1 

2025 205.5 17.2 222.7 39.9 0.77 30.8 275.8 

2026 205.5 17.2 222.7 39.9 0.77 30.8 275.7 

2027 205.8 17.2 223.0 39.9 0.77 30.8 276.1 

2028 205.8 17.2 223.0 39.9 0.77 30.8 276.1 

2029 205.5 17.2 222.7 39.9 0.77 30.8 275.8 

2030 205.5 17.2 222.7 39.9 0.77 30.8 275.7 
Note:  The on-road values reflect adjustments for both the historical 2-cycle-to-5-cycle gap as well as the projected 
ethanol content in retail gasoline, and corresponding energy content.  The on-road CO2 is calculated by dividing 
8488, the estimated CO2 grams/gallon from combustion of a gallon of retail gasoline, by the on-road MPG; off-
cycle credits are not shown in the table since they are assumed to have been used in meeting the 2-cycle CO2 Targets 
and because they provide real-world CO2 reductions so do not need to be backed out as do the A/C leakage, or A/C 
direct credit, values.   
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The table below shows the control case electricity emission factors, including both electricity 
consumption by ZEV program vehicles and projected EV and PHEV vehicles generated by 
OMEGA toward compliance with the control case standards.  These consumption levels include 
charging losses (a 90 percent divisor) and the OMEGA ICBT applies a 93 percent transmission 
loss divisor (not included in the values below).  Note that the values shown in the table already 
include a 0.8 on-road “gap” since the gap was considered in determining battery sizing and 
consumption. 

The control case kWh/mi inputs to the OMEGA ICBT are shown in the table below.  Because 
fuel prices, and choice of ICMs or RPEs, impact the projected penetration of EV and PHEV 
vehicles, unique kWh/mi inputs are presented for each combination fuel price and indirect cost 
scenario.  The values shown in the kWh/mi table are the values used to generate upstream 
emission inventory impacts in the applicable control case. 

 Table 12.68  Reference Case Car & Truck On-Road kWh/mi Consumption used in the Indicated OMEGA 
ICBT Runs 

 ICMs RPEs 

 AEO Ref AEO High AEO Low AEO Ref 

MY Car Truck Car Truck Car Truck Car Truck 

2021 0.01350 0.00137 0.01304 0.00132 0.01412 0.00141 0.01423 0.00137 

2022 0.01524 0.00167 0.01476 0.00178 0.01599 0.00186 0.01607 0.00167 

2023 0.01698 0.00198 0.01649 0.00223 0.01786 0.00230 0.01790 0.00198 

2024 0.01871 0.00228 0.01822 0.00268 0.01973 0.00275 0.01974 0.00228 

2025 0.02045 0.00259 0.01995 0.00314 0.02160 0.00320 0.02157 0.00259 

2026 0.02045 0.00259 0.01995 0.00314 0.02160 0.00320 0.02157 0.00259 

2027 0.02045 0.00259 0.01995 0.00314 0.02160 0.00320 0.02157 0.00259 

2028 0.02045 0.00259 0.01995 0.00314 0.02160 0.00320 0.02157 0.00259 

2029 0.02045 0.00259 0.01995 0.00314 0.02160 0.00320 0.02157 0.00259 

2030 0.02045 0.00259 0.01995 0.00314 0.02160 0.00320 0.02157 0.00259 

 

It is important to emphasize that these CO2 and kWh emission rate projections are based on 
EPA's current projections of a wide range of inputs, including the mix of cars and trucks, as well 
as the mix of vehicle footprint values in varying years.  It is of course possible that the actual 
CO2 emissions values, as well as the actual use of incentives and credits, will be either higher or 
lower than these projections.  

12.2.2.8 Criteria Pollutant and Select Toxic Pollutant Emission Rates 

For the analysis of criteria emissions in this rule, EPA estimates the increases in emissions of 
each criteria air pollutant from additional vehicle use by multiplying the increase in total miles 
driven by cars and light trucks of each model year and age by their estimated emission rates per 
vehicle-mile of each pollutant.  These emission rates differ between cars and light trucks, 
between gasoline and diesel vehicles, and by age.  With the exception of SO2, EPA calculated 
the increase in emissions of these criteria pollutants from added car and light truck use by 
multiplying the estimated increases in vehicle use during each year over their expected lifetimes 
by per-mile emission rates appropriate to each vehicle type, fuel used, model year, and age as of 
that future year. 
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The relevant emission rates were estimated by EPA using the most recent version of the 
Motor Vehicle Emission Simulator (MOVES2014a).  The MOVES model assumes that the per-
mile rates at which these pollutants are emitted are determined by EPA regulations and the 
effectiveness of after-treatment of engine exhaust emissions, and are thus unaffected by changes 
in car and light truck fuel economy.  As a consequence, the downstream impacts of required 
increases in fuel economy on emissions of these pollutants from car and light truck use are 
determined entirely by the increases in driving that result from the fuel economy rebound effect. 

Emission factors in the MOVES database are expressed in the form of grams per vehicle-hour 
of operation.  To convert these emission factors to grams per mile, MOVES was run for the year 
2050, and was programmed to report aggregate emissions from vehicle start, running, brake and 
tire wear and crankcase exhaust operations.  EPA analysts ran MOVES for every calendar year 
from 2014 to the year 2050 in order to generate emission factors for each age of each model 
year.  Separate estimates were developed for each vehicle type, as well as for a winter and a 
summer month in order to reflect the effects of temporal variation in temperature and other 
relevant variables on emissions.  All calendar years were run using national averages calculated 
from the aggregation of the county level default estimates (national aggregation). 

The MOVES emissions estimates were then summed to the model year level and divided by 
total distance traveled by vehicles of that model year in order to produce per-mile emission 
factors for each pollutant.  The resulting emission rates represent average values across the 
nation, and incorporate variation in temperature and other operating conditions affecting 
emissions over an entire calendar year.  These national average rates also reflect county-specific 
differences in fuel composition, as well as in the presence and type of vehicle inspection and 
maintenance programs.  Average emission rates were assumed not to increase after 30 years of 
age. 

Emission rates for the criteria pollutant SO2 were calculated by using average fuel sulfur 
content estimates supplied by EPA, together with the simplifying assumption that the entire 
sulfur content of fuel is emitted in the form of SO2.  These calculations assumed that national 
average gasoline and diesel sulfur levels would remain at current levels, because there are no 
current regulations that will change those levels, and we have no expectation that the market will 
cause such changes on its own. 

12.2.3 Outputs of the Emissions and Fuel Consumption Analysis 

In this section. EPA presents the emissions inventory impacts, fuel, and electricity 
consumption results.  Section 12.2.3.1 shows impacts in a given calendar year resulting from the 
control case analysis.  These results are not cumulative, and are presented to show the continued 
impacts of the analysis beyond the control case years.  Section 12.2.3.2 shows impacts for a 
given model year cohort of vehicles, as well as cumulative sums of impacts due to vehicle model 
years included in the control case (over the whole vehicle lifetime, as discussed in Chapter 10).  
Tables presenting emissions inventory impacts are generally shown as reductions, such that 
emission decreases would be shown as a positive number.  Tables presenting fuel and energy 
consumption are shown as absolute impact, such that fuel or energy consumption decreases 
would be show as a negative number.  See specific table notes for more direction.  Discussion of 
the inputs to this analysis can be found in section 12.2.2, above. 
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12.2.3.1 Calendar Year Results 

Table 12.69  Annual Emissions Reductions of the MY2022-2025 Standards on GHGs in Select Calendar 
Years (MMT CO2e) Q  

Calendar Year 2025 2030 2040 2050 

Net GHG 40.7 102 186 234 

Net CO2 39.9 100 182 229 

Net other GHG 0.9 2.3 4.1 5.2 

Downstream GHG 32.4 81.6 148 186 

CO2 (excluding A/C) 32.3 81.3 147 185 

A/C – indirect CO2 0.1 0.3 0.6 0.7 

A/C – direct HFCs 0 0 0 0 

CH4 (rebound effect) 0 0 0 0 

N2O (rebound effect) 0 0 -0.1 -0.1 

Fuel Production and 
Distribution GHG 9.1 22.8 41.5 52.3 

Fuel Production and 
Distribution CO2 8 20.2 36.7 46.2 

Fuel Production and 
Distribution  CH4 1 2.5 4.6 5.8 

Fuel Production and 
Distribution  N2O 0.1 0.1 0.2 0.3 

Electricity Upstream GHG -0.9 to -0.8 -2.3 to -1.9 -4.1 to -3.5 -5.1 to -4.4 

Electricity Upstream CO2 -0.8 to -0.7 -1.9 to -1.6 -3.5 to -3.0 -4.3 to -3.7 

Electricity Upstream CH4 -0.1 -0.3 -0.6 to -0.5 -0.7 to -0.6 

Electricity Upstream N2O 0.0 0.0 0.0 0.0 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

                                                 
Q With the exception of upstream electricity generation due to differing technology mix, the differences in total 

inventory between ICM and RPE cases are negligible and have been omitted. Results are consistent with the ICM 
case where ranges are not shown. 
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Table 12.70  Annual Emission Reductions of the MY2022-2025 Standards on GHGs (MMT CO2e)  

Calendar Year CO2 HFC CH4 N2O Total 

2021 2.6 0.0 0.0 0.0 2.7 

2022 8.0 0.0 0.2 0.0 8.2 

2023 16.1 0.0 0.4 0.0 16.4 

2024 26.7 0.0 0.6 0.0 27.3 

2025 39.9 0.0 0.9 0.0 40.8 

2026 52.8 0.0 1.2 0.0 54.0 

2027 65.4 0.0 1.5 0.0 66.9 

2028 77.6 0.0 1.7 0.0 79.4 

2029 89.2 0.0 2.0 0.1 91.3 

2030 100 0.0 2.2 0.1 102 

2031 111 0.0 2.5 0.1 113 

2032 121 0.0 2.7 0.1 124 

2033 130 0.0 2.9 0.1 133 

2034 139 0.0 3.1 0.1 143 

2035 148 0.0 3.3 0.1 151 

2036 156 0.0 3.5 0.1 159 

2037 163 0.0 3.6 0.1 167 

2038 170 0.0 3.8 0.1 174 

2039 176 0.0 3.9 0.1 180 

2040 182 0.0 4.0 0.1 186 

2041 187 0.0 4.2 0.1 191 

2042 192 0.0 4.3 0.1 197 

2043 197 0.0 4.4 0.1 202 

2044 202 0.0 4.5 0.1 207 

2045 207 0.0 4.6 0.1 211 

2046 211 0.0 4.7 0.1 216 

2047 216 0.0 4.8 0.1 221 

2048 220 0.0 4.9 0.1 225 

2049 225 0.0 5.0 0.1 230 

2050 229 0.0 5.1 0.1 234 

Sum 4060 0.0 90.4 2.2 4153 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
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Table 12.71  Annual Emission Reductions of the MY2022-2025 Standards on non-GHG Criteria Pollutants in 
Select Years 

  CY2030 CY2040 

 Pollutant Impacts 
(short tons) 

% of US 
InventoryR 

Impacts 
(short tons) 

% of US 
Inventory 

Total VOC 53672 0.091 96711 0.164 

CO -30665 -0.038 -69582 -0.086 

NOx 13763 0.089 24334 0.157 

PM2.5 2066.5 0.034 3704 0.061 

SOx 8512.5 0.131 15426.4 0.238 

Downstream 
(Rebound) 

VOC -1419 -0.002 -3203 -0.005 

CO -35762 -0.044 -78807 -0.098 

NOx -1483 -0.010 -3304 -0.021 

PM2.5 -80.5 -0.001 -186 -0.003 

SOx -16.5 0.000 -29.6 0.000 

Fuel production 
& distribution 

VOC 55298 0.094 100293 0.170 

CO 6370 0.008 11554 0.014 

NOx 16151 0.104 29294 0.189 

PM2.5 2413 0.040 4377 0.072 

SOx 9418 0.145 17082 0.264 

Electricity VOC -207 0.000 -379 -0.001 

CO -1273 -0.002 -2329 -0.003 

NOx -905 -0.006 -1656 -0.011 

PM2.5 -266 -0.004 -487 -0.008 

SOx -889 -0.014 -1626 -0.025 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
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Table 12.72  Annual Emission Reductions of the MY2022-2025 Standards on Select Toxic Pollutants in Select 
Years 

  CY2030 CY2040 

 Pollutant Impacts 
(short tons) 

% of US 
Inventory 

Impacts 
(short tons) 

% of US 
Inventory 

Total 1,3- Butadiene -8.7 -0.014 -20.0 -0.033 

Acetaldehyde -5.3 -0.001 -17.2 -0.002 

Acrolein -1.0 -0.002 -2.8 -0.006 

Benzene 311.6 0.110 539.4 0.190 

Formaldehyde 59.6 0.004 91.5 0.007 

Downstream 
(Rebound) 

1,3- Butadiene -10.4 -0.017 -23 -0.038 

Acetaldehyde -16.5 -0.002 -37.5 -0.005 

Acrolein -1.8 -0.004 -4.1 -0.008 

Benzene -58.6 -0.021 -132 -0.047 

Formaldehyde -35.4 -0.003 -80.2 -0.006 

Fuel production 
& distribution 

1,3- Butadiene 1.7 0.003 3.0 0.005 

Acetaldehyde 11.4 0.001 20.7 0.002 

Acrolein 1.0 0.002 1.7 0.003 

Benzene 376 0.133 682 0.241 

Formaldehyde 95.1 0.007 172 0.013 

Electricity 1,3- Butadiene 0 0.000 0 0.000 

Acetaldehyde -0.2 0.000 -0.4 0.000 

Acrolein -0.2 0.000 -0.4 -0.001 

Benzene -5.8 -0.002 -10.6 -0.004 

Formaldehyde -0.1 0.000 -0.3 0.000 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

 

The fuel consumption analysis relied on the same set of fleet and activity inputs as the 
emission analysis.  EPA modeled the entire fleet as using petroleum gasoline (consistent with 
OMEGA model results showing a lack of projected diesel penetration in the central analysis), 
and used a conversion factor of 8887 grams of CO2 per gallon of petroleum gasoline in order to 
determine the quantity of fuel savings.  The term petroleum gasoline is used here to mean fuel 
with 115,000 BTU/gallon.  This is different than retail fuel, which is typically blended with 
ethanol and has a lower energy content as discussed earlier in Section 12.2.2.7. 

                                                 
R The total US inventory for selected pollutants (in short tons) was derived from the EPA National Emissions 

Inventory (NEI) 2011 (https://www.epa.gov/air-emissions-inventories/national-emissions-inventory)  
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Table 12.73  Annual Impacts of the MY2022-2025 Standards on Fuel and Electricity Consumption 

Calendar Year Petroleum Gasoline 
(billion gallons) 

Petroleum Gasoline 
(billion barrels) 

Electricity 
(billion kWh) 

2021 -0.25 -0.01 0.11 

2022 -0.77 -0.02 0.29 

2023 -1.54 -0.04 0.54 

2024 -2.56 -0.06 0.86 

2025 -3.82 -0.09 1.26 

2026 -5.05 -0.12 1.66 

2027 -6.26 -0.15 2.05 

2028 -7.43 -0.18 2.44 

2029 -8.54 -0.20 2.81 

2030 -9.59 -0.23 3.17 

2031 -10.60 -0.25 3.52 

2032 -11.57 -0.28 3.85 

2033 -12.48 -0.30 4.17 

2034 -13.34 -0.32 4.46 

2035 -14.15 -0.34 4.74 

2036 -14.91 -0.35 5.00 

2037 -15.60 -0.37 5.23 

2038 -16.25 -0.39 5.44 

2039 -16.84 -0.40 5.63 

2040 -17.39 -0.41 5.80 

2041 -17.92 -0.43 5.96 

2042 -18.41 -0.44 6.11 

2043 -18.88 -0.45 6.25 

2044 -19.34 -0.46 6.39 

2045 -19.78 -0.47 6.53 

2046 -20.21 -0.48 6.66 

2047 -20.64 -0.49 6.79 

2048 -21.07 -0.50 6.92 

2049 -21.49 -0.51 7.04 

2050 -21.92 -0.52 7.17 

Sum -389 -9.26 129 
Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 
 

12.2.3.2 Model Year Lifetime Results 
Table 12.74  MY Lifetime Emission Reductions of the MY2022-2025 Standards on GHGs (MMT CO2e) 

Model Year Downstream 
(including A/C) 

Fuel Production 
& Distribution 

Electricity Total 

2021 27.4 7.7 -0.9 34.2 

2022 56.9 15.9 -1.4 71.4 

2023 85.7 24.0 -2.0 108 

2024 114 32.0 -2.6 144 

2025 144 40.2 -3.2 181 

Sum 428 120 -10.0 538 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
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Table 12.75  MY Lifetime Emission Reductions of the MY2022-2025 Standards on Select non-GHG Criteria 
Pollutants 

(Short tons) 

Model Year VOC CO NOx PM2.5 SO2 

2021 17,635 -19,775 3,977 650 2,752 

2022 36,730 -37,876 8,644 1,407 5,904 

2023 55,546 -52,658 13,398 2,141 8,969 

2024 74,346 -64,598 18,295 2,866 12,000 

2025 93,600 -73,959 23,445 3,600 15,069 

Sum 277,857 -248,864 67,760 10,663 44,693 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 

 
Table 12.76  MY Lifetime Emission Reductions of the MY2022-2025 Standards on Select Toxic Pollutants 

(Short tons) 

Model Year Benzene 1,3 Butadiene Formaldehyde Acetaldehyde Acrolein 

2021 89 -5.3 22.0 -16.0 -0.8 

2022 190 -10.4 46.8 -31.5 -1.6 

2023 293 -14.7 72.4 -44.2 -2.1 

2024 399 -18.4 99.1 -54.9 -2.6 

2025 512 -21.6 127 -63.9 -3.0 

Sum 1,482 -70.4 368 -210 -10.1 
Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
 

Table 12.77  MY Lifetime Impacts of the MY2022-2025 Standards on Fuel and Electricity Consumption 

Model Year Retail Gasoline 
(billion gallons) 

Retail Gasoline 
(billion barrels) 

Electricity 
(billion kWh) 

2021 -3.2 -0.1 1.4 

2022 -6.7 -0.2 2.3 

2023 -10.1 -0.2 3.2 

2024 -13.4 -0.3 4.2 

2025 -16.9 -0.4 5.3 

Sum -50.3 -1.2 16.4 
Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 

12.2.4 Sensitivity Analysis Results 

In this section, EPA presents the central case emissions impact analysis results using AEO 
2015 reference fuel price cases (shown in Section 12.2.3) with two additional analyses based on 
the low and high fuel price cases found in the Annual Energy Outlook 2015 report (see Chapter 
10 for more discussion regarding these fuel price cases).  These additional analyses provide a 
good bracket around the uncertainty in fuel price projections and shows the magnitude of the 
effect of differing fuel price projections on emission impacts.  Similarly to Section 12.2.3, 
Section 12.2.4.1 shows non-cumulative calendar year results for all three fuel price cases, and 
Section 12.2.4.2 shows model year lifetime and cumulative sum results for all three fuel price 
cases.  
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12.2.4.1 Calendar Year Case Comparison Results 
Table 12.78  Annual Emission Reductions of the MY2022-2025 Standards and AEO Fuel Price Cases on Total 

GHGs (MMT CO2e) 

Calendar Year AEO Low Fuel 
Price Case 

Central Case 
AEO Reference 
Fuel Price Case 

AEO High Fuel 
Price Case 

2022 8.3 8.2 7.9 

2025 41.8 40.8 39.1 

2030 106 102 96.6 

2040 193 186 172 

2050 244 234 216 

Note:  These values are expressed as emission reductions, such that positive values imply an emissions decrease, and 
negative values imply an emissions increase. 
 

Table 12.79  Annual Impacts of the MY2022-2025 Standards on Fuel Consumption 

Calendar 
Year 

AEO Low Fuel Price Case Central Case - AEO Reference Fuel 
Price Case 

AEO High Price Case 

Petroleum Gasoline 
(Billon Gallons) 

Electricity 
(Billion kWh) 

Petroleum Gasoline 
(Billion Gallons) 

Electricity 
(Billion kWh) 

Petroleum Gasoline 
(Billon Gallons) 

Electricity 
(Billion kWh) 

2022 -0.78 0.28 -0.77 0.29 -0.75 0.33 

2025 -3.91 1.35 -3.82 1.26 -3.67 1.53 

2030 -9.91 3.44 -9.59 3.17 -9.09 3.83 

2040 -18.09 6.28 -17.39 5.80 -16.22 6.90 

2050 -22.87 7.81 -21.92 7.17 -20.29 8.55 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 
 

12.2.4.1  Model Year Lifetime Case Comparison Results 

Table 12.80  MY Lifetime Emission Reductions of the MY2022-2025 Standards and AEO Fuel Price Cases on 
Total GHGs (MMT CO2e) 

Model Year AEO Low Fuel 
Price Case 

Central Case 
AEO Reference 
Fuel Price Case 

AEO High Fuel 
Price Case 

2021 34.7 34.2 32.9 

2022 72.7 71.3 69.0 

2023 110 108 104 

2024 148 144 137 

2025 186 181 172 

Sum 551 538 514 

Note:  The values shown in the table above are expressed as emission reductions, such that negative values imply an 
emissions increase while positive values imply an emissions decrease.  
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Table 12.81  MY Lifetime Impacts of the MY2022-2025 Standards and AEO Fuel Price Cases on Fuel 
Consumption 

Calendar 
Year 

AEO Low Fuel Price Case Central Case AEO Reference Fuel 
Price Case 

AEO High Fuel Price Case 

Petroleum 
Gasoline (billion 

gallons) 

Electricity 
(billion 
kWh) 

Petroleum 
Gasoline (billion 

gallons) 

Electricity 
(billion 
kWh) 

Petroleum 
Gasoline (billion 

gallons) 

Electricity 
(billion 
kWh) 

2021 -3.3 1.3 -3.2 1.4 -3.1 1.5 

2022 -6.8 2.3 -6.7 2.3 -6.5 2.7 

2023 -10.3 3.4 -10.1 3.2 -9.7 3.9 

2024 -13.8 4.6 -13.4 4.2 -12.9 5.2 

2025 -17.4 5.9 -16.9 5.3 -16.1 6.6 

Sum -51.6 17.6 -50.3 16.4 -48.4 19.9 

Note:  These values are expressed as absolute inventory changes, such that negative values imply a decrease in 
consumption, and positive values imply an increase in consumption. 
 

12.3 EPA's Benefit-Cost Analysis Results 

In Section 12.3.1, EPA presents results of its model year analysis, which looks at the lifetimes 
of MY2021-2025 vehicles.  In Section 12.3.2, EPA presents results of its calendar year analysis, 
which looks at annual impacts through the year 2050.  The inventory inputs used to generate the 
monetized benefits presented here are discussed in Section 12.2.  The monetary inputs used to 
generate the monetized benefits and costs presented here are discussed in Chapter 10 where we 
present $/ton, $/gallon and $/mile premiums that are applied to the inventory inputs to generate 
the benefit cost analysis results. 

12.3.1 Model Year Analysis 

In our MY analysis, we look at the impacts over the lifetimes of MY2021-2025 vehicles.S  All 
values are discounted at 3 percent and 7 percent discount rates with the exception of the social 
costs of greenhouse gases which are discounted at the discount rate used in their generation. All 
values are discounted back to CY 2015. 

12.3.1.1 AEO 2015 Reference Fuel Price Case Using ICMs 

In the central analysis, we use AEO 2015 reference fuel prices and fleet projections, and, as 
noted, we include our estimate of EV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  Importantly, Table 12.82 shows that technology and 
maintenance costs are estimated at roughly $35 billion and benefits excluding fuel savings are 
estimated at roughly $41 billion (using the 3 percent average SC-GHG value).  In other words, 
even without fuel savings, benefits outweigh costs.  Similarly, Table 12.83 shows that 
technology and maintenance costs are estimated at roughly $25 billion and benefits excluding 
fuel savings are estimated at roughly $30 billion (using the 3 percent average SC-GHG value).  
In other words, even without fuel savings, benefits outweigh costs.  

                                                 
S See Chapter 12.1.1.1.2 for details on why MY2021 is included in our Control Case. 
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Table 12.82  MY Lifetime Costs & Benefits Using AEO Reference Fuel Prices and ICMs (3 Percent Discount 
Rate, Billions of 2013$)a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$2.5 -$4.7 -$6.8 -$8.8 -$10.8 -$33.6 

Maintenance $0.0 -$0.2 -$0.3 -$0.5 -$0.6 -$1.6 

Pre-tax Fuel $5.9 $12.0 $17.9 $23.7 $29.4 $88.8 

Energy Security $0.3 $0.6 $0.9 $1.3 $1.6 $4.7 

Crashes, Noise, Congestion -$0.6 -$1.2 -$1.7 -$2.2 -$2.7 -$8.3 

Travel Value $0.7 $1.4 $2.0 $2.6 $3.2 $9.8 

Refueling $0.5 $1.0 $1.4 $1.9 $2.3 $7.1 

Non-GHG $0.3 - $0.8 $0.7 - $1.6 $1.1 - $2.5 $1.4 - $3.2 $1.8 - $4.0 $5.4 - $12.1 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.2 $1.4 $4.4 

SC-GHG 3% Avg $1.2 $2.5 $3.8 $5.0 $6.2 $18.6 

SC-GHG 2.5% Avg $1.9 $3.9 $5.9 $7.7 $9.6 $29.0 

SC-GHG 3% 95th $3.7 $7.6 $11.3 $15.0 $18.6 $56.1 

Net Benefits       

SC-GHG 5% Avg $5.0 $10.7 $16.2 $21.5 $26.8 $80.1 

SC-GHG 3% Avg $6.0 $12.6 $19.0 $25.2 $31.5 $94.3 

SC-GHG 2.5% Avg $6.6 $14.0 $21.1 $28.0 $35.0 $104.8 

SC-GHG 3% 95th $8.4 $17.7 $26.6 $35.2 $43.9 $131.8 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 
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Table 12.83  MY Lifetime Costs & Benefits Using AEO Reference Fuel Prices and ICMs, (7 Percent Discount 
Rate, Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$2.0 -$3.5 -$4.9 -$6.1 -$7.2 -$23.8 

Maintenance $0.0 -$0.1 -$0.2 -$0.2 -$0.3 -$0.9 

Pre-tax Fuel $3.5 $7.0 $10.1 $12.8 $15.3 $48.7 

Energy Security $0.2 $0.4 $0.5 $0.7 $0.8 $2.6 

Crashes, Noise, Congestion -$0.4 -$0.7 -$1.0 -$1.2 -$1.4 -$4.7 

Travel Value $0.4 $0.8 $1.1 $1.4 $1.6 $5.4 

Refueling $0.3 $0.6 $0.8 $1.0 $1.2 $3.9 

Non-GHG $0.2 - $0.4 $0.4 - $0.9 $0.6 - $1.3 $0.7 - $1.6 $0.9 - $1.9 $2.7 - $6.1 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.2 $1.4 $4.4 

SC-GHG 3% Avg $1.2 $2.5 $3.8 $5.0 $6.2 $18.6 

SC-GHG 2.5% Avg $1.9 $3.9 $5.9 $7.7 $9.6 $29.0 

SC-GHG 3% 95th $3.7 $7.6 $11.3 $15.0 $18.6 $56.1 

Net Benefits       

SC-GHG 5% Avg $2.7 $5.6 $8.2 $10.6 $12.8 $40.0 

SC-GHG 3% Avg $3.6 $7.5 $11.1 $14.4 $17.6 $54.2 

SC-GHG 2.5% Avg $4.3 $8.9 $13.2 $17.2 $21.0 $64.7 

SC-GHG 3% 95th $6.1 $12.6 $18.7 $24.4 $30.0 $91.7 
Notes  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 
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12.3.1.2 AEO 2015 Reference Fuel Price Case Using RPEs 

In the central analysis, we use AEO 2015 reference fuel prices and fleet projections, and we 
include our estimate of EV and PHEV sales required by the ZEV program in the reference and 
control case fleets.  Importantly, Table 12.84 shows that technology and maintenance costs are 
estimated at roughly $39 billion and benefits excluding fuel savings are estimated at roughly $40 
billion (using the 3 percent average SC-GHG value).  In other words, even without fuel savings, 
benefits outweigh costs.  Similarly, Table 12.85 shows that technology and maintenance costs 
are estimated at roughly $28 billion and benefits excluding fuel savings are estimated at roughly 
$30 billion (using the 3 percent average SC-GHG value).  In other words, even without fuel 
savings, benefits outweigh costs. 

Table 12.84  MY Lifetime Costs & Benefits Using AEO Reference Fuel Prices and RPEs (3 Percent Discount 
Rate, Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$2.6 -$5.2 -$7.6 -$10.0 -$12.2 -$37.6 

Maintenance $0.0 -$0.2 -$0.3 -$0.5 -$0.6 -$1.6 

Pre-tax Fuel $5.9 $12.0 $17.9 $23.7 $29.4 $88.8 

Energy Security $0.3 $0.6 $0.9 $1.3 $1.6 $4.7 

Crashes, Noise, Congestion -$0.6 -$1.2 -$1.7 -$2.2 -$2.7 -$8.3 

Travel Value $0.7 $1.4 $2.0 $2.6 $3.1 $9.8 

Refueling $0.5 $1.0 $1.4 $1.9 $2.3 $7.1 

Non-GHG $0.3 - $0.7 $0.7 - $1.6 $1.1 - $2.4 $1.4 - $3.2 $1.8 - $3.9 $5.3 - $11.8 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.2 $1.4 $4.4 

SC-GHG 3% Avg $1.2 $2.5 $3.7 $4.9 $6.1 $18.5 

SC-GHG 2.5% Avg $1.9 $3.9 $5.8 $7.7 $9.6 $28.9 

SC-GHG 3% 95th $3.6 $7.5 $11.3 $14.9 $18.5 $55.8 

Net Benefits       

SC-GHG 5% Avg $4.9 $10.2 $15.3 $20.2 $25.2 $75.9 

SC-GHG 3% Avg $5.8 $12.1 $18.1 $24.0 $29.9 $90.1 

SC-GHG 2.5% Avg $6.5 $13.5 $20.2 $26.8 $33.4 $100.4 

SC-GHG 3% 95th $8.3 $17.1 $25.7 $34.0 $42.3 $127.4 
Notes: 
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
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years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 

 

Table 12.85  MY Lifetime Costs & Benefits Using AEO Reference Fuel Prices and RPEs, (7 Percent Discount 
Rate, Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$2.0 -$3.9 -$5.5 -$6.9 -$8.2 -$26.6 

Maintenance $0.0 -$0.1 -$0.2 -$0.3 -$0.3 -$0.9 

Pre-tax Fuel $3.5 $7.0 $10.1 $12.8 $15.3 $48.7 

Energy Security $0.2 $0.4 $0.5 $0.7 $0.8 $2.6 

Crashes, Noise, Congestion -$0.4 -$0.7 -$1.0 -$1.2 -$1.4 -$4.6 

Travel Value $0.4 $0.8 $1.1 $1.4 $1.6 $5.4 

Refueling $0.3 $0.6 $0.8 $1.0 $1.2 $3.9 

Non-GHG $0.2 - $0.4 $0.4 - $0.8 $0.5 - $1.2 $0.7 - $1.6 $0.8 - $1.9 $2.6 - $5.9 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.2 $1.4 $4.4 

SC-GHG 3% Avg $1.2 $2.5 $3.7 $4.9 $6.1 $18.5 

SC-GHG 2.5% Avg $1.9 $3.9 $5.8 $7.7 $9.6 $28.9 

SC-GHG 3% 95th $3.6 $7.5 $11.3 $14.9 $18.5 $55.8 

Net Benefits       

SC-GHG 5% Avg $2.6 $5.3 $7.6 $9.8 $11.8 $37.1 

SC-GHG 3% Avg $3.5 $7.2 $10.5 $13.6 $16.5 $51.3 

SC-GHG 2.5% Avg $4.2 $8.5 $12.6 $16.4 $20.0 $61.7 

SC-GHG 3% 95th $5.9 $12.2 $18.0 $23.5 $28.9 $88.6 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 
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12.3.1.3 AEO 2015 High Fuel Price Case Using ICMs 

In the AEO high fuel price analysis, we use AEO 2015 high fuel prices and fleet projections, 
and we include our estimate of EV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  Importantly, Table 12.86 shows that technology and 
maintenance costs are estimated at roughly $32 billion and benefits excluding fuel savings are 
estimated at roughly $36 billion (using the 3 percent average SC-GHG value).  In other words, 
even without fuel savings, benefits outweigh costs.  Similarly, Table 12.87 shows that 
technology and maintenance costs are estimated at roughly $22 billion and benefits excluding 
fuel savings are estimated at roughly $27 billion (using the 3 percent average SC-GHG value).  
In other words, even without fuel savings, benefits outweigh costs. 
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Table 12.86  MY Lifetime Costs & Benefits Using AEO High Fuel Prices and ICMs (3 Percent Discount Rate, 
Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$2.4 -$4.6 -$6.7 -$8.7 -$10.6 -$30.6 

Maintenance $0.0 -$0.1 -$0.2 -$0.4 -$0.5 -$1.2 

Pre-tax Fuel $5.6 $11.7 $17.3 $22.7 $28.1 $79.8 

Energy Security $0.3 $0.6 $0.9 $1.2 $1.5 $4.2 

Crashes, Noise, Congestion -$0.6 -$1.2 -$1.7 -$2.2 -$2.6 -$7.7 

Travel Value $0.7 $1.3 $1.9 $2.5 $3.0 $8.8 

Refueling $0.5 $0.9 $1.4 $1.8 $2.2 $6.4 

Non-GHG $0.3 - $0.7 $0.7 - $1.6 $1.0 - $2.3 $1.3 - $3.0 $1.7 - $3.7 $4.7 - $10.6 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.1 $1.4 $3.9 

SC-GHG 3% Avg $1.2 $2.4 $3.6 $4.7 $5.8 $16.6 

SC-GHG 2.5% Avg $1.8 $3.8 $5.6 $7.4 $9.2 $26.0 

SC-GHG 3% 95th $3.5 $7.3 $10.9 $14.3 $17.7 $50.1 

Net Benefits       

SC-GHG 5% Avg $4.9 $10.4 $15.4 $20.3 $25.2 $71.3 

SC-GHG 3% Avg $5.8 $12.2 $18.2 $23.9 $29.6 $84.0 

SC-GHG 2.5% Avg $6.5 $13.6 $20.2 $26.6 $32.9 $93.3 

SC-GHG 3% 95th $8.2 $17.1 $25.5 $33.5 $41.5 $117.5 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 
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Table 12.87  MY Lifetime Costs & Benefits Using AEO High Fuel Prices and ICMs (7 Percent Discount Rate, 
Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$1.9 -$3.5 -$4.9 -$6.0 -$7.1 -$21.5 

Maintenance $0.0 -$0.1 -$0.1 -$0.2 -$0.3 -$0.7 

Pre-tax Fuel $3.4 $6.8 $9.7 $12.3 $14.6 $43.5 

Energy Security $0.2 $0.4 $0.5 $0.6 $0.8 $2.3 

Crashes, Noise, Congestion -$0.4 -$0.7 -$1.0 -$1.2 -$1.4 -$4.3 

Travel Value $0.4 $0.8 $1.1 $1.4 $1.6 $4.8 

Refueling $0.3 $0.6 $0.8 $1.0 $1.2 $3.5 

Non-GHG $0.2 - $0.4 $0.4 - $0.8 $0.5 - $1.2 $0.7 - $1.5 $0.8 - $1.8 $2.3 - $5.3 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.1 $1.4 $3.9 

SC-GHG 3% Avg $1.2 $2.4 $3.6 $4.7 $5.8 $16.6 

SC-GHG 2.5% Avg $1.8 $3.8 $5.6 $7.4 $9.2 $26.0 

SC-GHG 3% 95th $3.5 $7.3 $10.9 $14.3 $17.7 $50.1 

Net Benefits       

SC-GHG 5% Avg $2.7 $5.4 $7.9 $10.0 $12.0 $35.4 

SC-GHG 3% Avg $3.5 $7.3 $10.6 $13.7 $16.5 $48.1 

SC-GHG 2.5% Avg $4.2 $8.6 $12.6 $16.3 $19.8 $57.5 

SC-GHG 3% 95th $5.9 $12.2 $17.9 $23.2 $28.3 $81.6 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 

 

12.3.1.4 AEO 2015 Low Fuel Price Case Using ICMs 

In the AEO low fuel price analysis, we use AEO 2015 low fuel prices and fleet projections, 
and we include our estimate of EV and PHEV sales required by the ZEV program in the 
reference and control case fleets.  Importantly, Table 12.88 shows that technology and 
maintenance costs are estimated at roughly $33 billion and benefits excluding fuel savings are 
estimated at roughly $39 billion (using the 3 percent average SC-GHG value).  In other words, 
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even without fuel savings, benefits outweigh costs.  Similarly, Table 12.89 shows that 
technology and maintenance costs are estimated at roughly $23 billion and benefits excluding 
fuel savings are estimated at roughly $29 billion (using the 3 percent average SC-GHG value).  
In other words, even without fuel savings, benefits outweigh costs. 

Table 12.88  MY Lifetime Costs & Benefits Using AEO Low Fuel Prices and ICMs (3 Percent Discount Rate, 
Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$2.4 -$4.6 -$6.8 -$8.9 -$10.9 -$31.2 

Maintenance -$0.1 -$0.2 -$0.3 -$0.5 -$0.6 -$1.5 

Pre-tax Fuel $5.9 $12.2 $18.3 $24.3 $30.3 $85.2 

Energy Security $0.3 $0.6 $1.0 $1.3 $1.6 $4.5 

Crashes, Noise, Congestion -$0.6 -$1.2 -$1.7 -$2.2 -$2.7 -$7.8 

Travel Value $0.7 $1.4 $2.1 $2.7 $3.2 $9.4 

Refueling $0.5 $1.0 $1.5 $1.9 $2.4 $6.8 

Non-GHG $0.4 - $0.8 $0.7 - $1.7 $1.1 - $2.5 $1.5 - $3.3 $1.8 - $4.1 $5.2 - $11.6 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.2 $1.5 $4.2 

SC-GHG 3% Avg $1.2 $2.6 $3.8 $5.1 $6.3 $17.8 

SC-GHG 2.5% Avg $1.9 $4.0 $6.0 $8.0 $9.9 $27.8 

SC-GHG 3% 95th $3.7 $7.7 $11.6 $15.4 $19.1 $53.8 

Net Benefits       

SC-GHG 5% Avg $5.3 $11.1 $16.7 $22.3 $27.8 $77.9 

SC-GHG 3% Avg $6.2 $13.1 $19.7 $26.2 $32.7 $91.6 

SC-GHG 2.5% Avg $6.9 $14.5 $21.8 $29.0 $36.3 $101.6 

SC-GHG 3% 95th $8.7 $18.2 $27.4 $36.4 $45.5 $127.5 
Note: a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 
10.6 for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 
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Table 12.89  MY Lifetime Costs & Benefits Using AEO Low Fuel Prices and ICMs (7 Percent Discount Rate, 
Billions of 2013$) a, b, c 

 2021 2022 2023 2024 2025 Sum 

Vehicle Program -$1.9 -$3.5 -$4.9 -$6.2 -$7.3 -$21.8 

Maintenance $0.0 -$0.1 -$0.2 -$0.2 -$0.3 -$0.9 

Pre-tax Fuel $3.6 $7.1 $10.3 $13.1 $15.8 $46.3 

Energy Security $0.2 $0.4 $0.5 $0.7 $0.8 $2.4 

Crashes, Noise, Congestion -$0.4 -$0.7 -$1.0 -$1.2 -$1.4 -$4.4 

Travel Value $0.4 $0.8 $1.2 $1.4 $1.7 $5.1 

Refueling $0.3 $0.6 $0.8 $1.1 $1.3 $3.7 

Non-GHG $0.2 - $0.4 $0.4 - $0.9 $0.6 - $1.3 $0.7 - $1.6 $0.9 - $2.0 $2.6 - $5.8 

GHG       

SC-GHG 5% Avg $0.3 $0.6 $0.9 $1.2 $1.5 $4.2 

SC-GHG 3% Avg $1.2 $2.6 $3.8 $5.1 $6.3 $17.8 

SC-GHG 2.5% Avg $1.9 $4.0 $6.0 $8.0 $9.9 $27.8 

SC-GHG 3% 95th $3.7 $7.7 $11.6 $15.4 $19.1 $53.8 

Net Benefits       

SC-GHG 5% Avg $2.9 $5.9 $8.6 $11.1 $13.4 $38.9 

SC-GHG 3% Avg $3.8 $7.8 $11.5 $15.0 $18.2 $52.5 

SC-GHG 2.5% Avg $4.5 $9.2 $13.6 $17.8 $21.8 $62.5 

SC-GHG 3% 95th $6.3 $13.0 $19.2 $25.2 $31.0 $88.4 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2021-2025), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $13-$15; for Average SC-CO2 at 3%: $46-$50; for 
Average SC-CO2 at 2.5%: $69-$75; and for 95th percentile SC-CO2 at 3%: $140-$150. For the years 2021-2025, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $620-$700; for Average SC-CH4 at 3%: $1,400-
$1,500; for Average SC-CH4 at 2.5%: $1,800-$2,000; and for 95th percentile SC-CH4 at 3%: $3,600-$4,100. For the 
years 2021-2025, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $5,300-$6,000; for Average 
SC-N2O at 3%: $17,000-$19,000; for Average SC-N2O at 2.5%: $25,000-$26,000; and for 95th percentile SC-N2O 
at 3%: $44,000-$48,000. Chapter 10.7 also presents these SC-GHG estimates. 
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12.3.1.5 Summary of MY Lifetime Benefit-Cost Analysis Results 

The table below summarizes EPA’s MY lifetime BCA results. Importantly, the fuel savings 
do not vary in the AEO 2015 reference fuel price case regardless of choice of ICM or RPE since 
these metrics are tied directly to standard level targets (rather than achieved) values.  The slight 
variations that do exist in the benefits category in the AEO 2015 reference fuel price case is the 
result of slightly different projected EV/PHEV penetration above and beyond the ZEV program.  
The different penetrations result in different electricity demands and, therefore, different 
upstream emission impacts.  The differences in all categories when comparing across fuel price 
cases are the result of the different fleet makeups across fuel prices, different ZEV program sales 
projections across fuel prices cases, and the different fuel prices themselves. 

Table 12.90  MY Lifetime Costs & Benefits in the Central & Sensitivity Cases (Billions of 2013$) 

 3 Percent Discount Rate 7 Percent Discount Rate 

AEO Low 
(ICMs) 

AEO Ref 
(ICMs & RPEs) 

AEO High 
(ICMs) 

AEO Low 
(ICMs) 

AEO Ref 
(ICMs & RPEs) 

AEO High 
(ICMs) 

Vehicle Program -$31.2 -$37.6 to -$33.6 -$30.6 -$21.8 -$26.6 to -$23.8 -$21.5 

Maintenance -$1.5 -$1.6 to -$1.6 -$1.2 -$0.9 -$0.9 to -$0.9 -$0.7 

Fuel $85.2 $88.8 to $88.8 $79.8 $46.3 $48.7 to $48.7 $43.5 

Benefits $39.1 $40.4 to $40.7 $36.0 $28.9 $30.0 to $30.2 $26.8 

Net Benefits $91.6 $90.1 to $94.3 $84.0 $52.5 $51.3 to $54.2 $48.1 

Note:  AEO Reference fuel price case shows ranges generated using both ICMs and RPEs in calculating indirect 
technology costs; Benefits and Net Benefits values presented here use the mid-point value of the non-GHG range for 
the applicable discount rate and the central SC-GHG values (average SC-CO2, average SC-CH4, average SC-N2O, 
each at 3 percent) discounted at 3 percent in all cases. 
 

Importantly, Table 12.90 shows that, in all cases, the net benefits are greater than the fuel 
savings.  In other words, even excluding fuel savings, the benefits of the standards outweigh the 
costs.  It is also important to note in the table above that the net benefits are actually lowest in the 
high fuel price case.  This is counterintuitive.  This result is driven by the lower share of trucks 
projected in the high fuel price case whereas the low fuel price case has a higher share of trucks.  
Trucks drive more miles so, in general, more trucks in the fleet results in more GHG and fuel 
reductions (and associated fuel savings) and, thus, more net benefits.  Fewer trucks, as in the 
high fuel price case, results in fewer net benefits.  Importantly, EPA would not suggest that to 
maximize net benefits we should all buy trucks.  Instead, the analysis projects those relatively 
higher net benefits in a world consisting of such a high share of trucks.  If the car/truck mix is 
not so dependent upon fuel price as estimated in AEO 2015 (i.e., if the low fuel price case had a 
fleet mix like that of the reference or high fuel price case), then the net benefits of the low fuel 
price case would be lower, as one might initially expect. 

12.3.2 Calendar Year Analysis 

In our calendar year (CY) analysis, EPA looks at the impacts year-over-year through the year 
2050.  All annual values are presented without discounting and the stream of values for the years 
2021 through 2050 are then discounted back to the year 2015 at both 3 and 7 percent discount 
rates, with the exception that all social costs of greenhouse gases are discounted at the discount 
rate used in their generation.  
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12.3.2.1 AEO 2015 Reference Fuel Price Case Using ICMs 

In the central analysis, we use AEO 2015 reference fuel prices and fleet projections, and we 
include our estimate of EV and PHEV sales required by the ZEV program in the reference case 
fleet. 

Table 12.91  Annual Costs & Benefits Using AEO Reference Fuel Prices and ICMs (Billions of 2013$) a, b, c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 

Vehicle Program -$14.7 -$14.8 -$16.8 -$18.8 -$240.5 -$114.8 

Maintenance -$0.2 -$0.5 -$1.0 -$1.3 -$10.7 -$4.4 

Pre-tax Fuel $9.8 $27.0 $61.6 $77.6 $611.3 $248.0 

Energy Security $0.5 $1.4 $3.4 $4.3 $33.5 $13.5 

Crashes, Noise, Congestion -$1.0 -$2.6 -$4.7 -$5.9 -$50.3 -$21.0 

Travel Value $1.1 $2.9 $6.5 $8.1 $64.9 $26.5 

Refueling $0.8 $2.2 $4.4 $6.2 $46.9 $19.2 

Non-GHG $0.6 - $1.5 $1.6 - $4.0 $2.9 - $7.2 $3.6 - $9.0 $34.2 - $76.4 $12.7 - $28.5 

GHG       

SC-GHG 5% Avg $0.4 $0.9 $1.3 $1.2 $27.9 $27.9 

SC-GHG 3% Avg $1.5 $3.6 $5.8 $6.3 $128.9 $128.9 

SC-GHG 2.5% Avg $2.4 $5.6 $9.2 $10.2 $204.7 $204.7 

SC-GHG 3% 95th $4.5 $10.8 $17.7 $19.2 $392.4 $392.4 

Net Benefits       

SC-GHG 5% Avg -$2.3 $19.3 $59.6 $77.7 $538.3 $215.5 

SC-GHG 3% Avg -$1.1 $22.0 $64.2 $82.8 $639.2 $316.4 

SC-GHG 2.5% Avg -$0.3 $24.0 $67.5 $86.7 $715.1 $392.3 

SC-GHG 3% 95th $1.9 $29.2 $76.0 $95.7 $902.8 $580.0 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2025-2050), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $15-$26; for Average SC-CO2 at 3%: $50-$69; for 
Average SC-CO2 at 2.5%: $75-$95; and for 95th percentile SC-CO2 at 3%: $150-$210. For the years 2025-2050, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $710-$1400; for Average SC-CH4 at 3%: $1,500-
$2,700; for Average SC-CH4 at 2.5%: $2,000-$3,400; and for 95th percentile SC-CH4 at 3%: $4,100-$7,300. For the 
years 2025-2050, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $6,000-$12,000; for Average 
SC-N2O at 3%: $19,000-$30,000; for Average SC-N2O at 2.5%: $26,000-$41,000; and for 95th percentile SC-N2O 
at 3%: $48,000-$79,000. Chapter 10.7 also presents these SC-GHG estimates. 
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12.3.2.2 AEO 2015 Reference Fuel Price Case Using RPEs 
Table 12.92  Annual Costs & Benefits Using AEO Reference Fuel Prices and RPEs (Billions of 2013$) a, b, c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 

Vehicle Program -$16.7 -$16.9 -$19.0 -$21.4 -$272.8 -$130.0 

Maintenance -$0.2 -$0.6 -$1.0 -$1.3 -$11.0 -$4.5 

Pre-tax Fuel $9.8 $27.1 $61.6 $77.6 $611.4 $248.1 

Energy Security $0.5 $1.4 $3.4 $4.3 $33.5 $13.5 

Crashes, Noise, Congestion -$1.0 -$2.6 -$4.7 -$5.9 -$50.2 -$20.9 

Travel Value $1.1 $2.9 $6.5 $8.1 $64.8 $26.4 

Refueling $0.8 $2.2 $4.4 $6.2 $46.9 $19.2 

Non-GHG $0.6 - $1.4 $1.6 - $3.9 $2.8 - $7.0 $3.6 - $8.9 $33.5 - $74.9 $12.5 - $27.9 

GHG       

SC-GHG 5% Avg $0.4 $0.9 $1.3 $1.2 $27.8 $27.8 

SC-GHG 3% Avg $1.5 $3.6 $5.8 $6.3 $128.4 $128.4 

SC-GHG 2.5% Avg $2.3 $5.6 $9.2 $10.2 $204.1 $204.1 

SC-GHG 3% 95th $4.5 $10.8 $17.6 $19.2 $391.2 $391.2 

Net Benefits       

SC-GHG 5% Avg -$4.3 $17.2 $57.2 $75.0 $504.7 $199.7 

SC-GHG 3% Avg -$3.2 $19.9 $61.7 $80.0 $605.3 $300.3 

SC-GHG 2.5% Avg -$2.3 $21.9 $65.1 $84.0 $681.0 $376.0 

SC-GHG 3% 95th -$0.2 $27.1 $73.6 $92.9 $868.0 $563.0 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2025-2050), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $15-$26; for Average SC-CO2 at 3%: $50-$69; for 
Average SC-CO2 at 2.5%: $75-$95; and for 95th percentile SC-CO2 at 3%: $150-$210. For the years 2025-2050, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $710-$1400; for Average SC-CH4 at 3%: $1,500-
$2,700; for Average SC-CH4 at 2.5%: $2,000-$3,400; and for 95th percentile SC-CH4 at 3%: $4,100-$7,300. For the 
years 2025-2050, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $6,000-$12,000; for Average 
SC-N2O at 3%: $19,000-$30,000; for Average SC-N2O at 2.5%: $26,000-$41,000; and for 95th percentile SC-N2O 
at 3%: $48,000-$79,000. Chapter 10.7 also presents these SC-GHG estimates. 

12.3.2.3 AEO 2015 High Fuel Price Case Using ICMs 

In the AEO high fuel price analysis, we use AEO 2015 high fuel prices and fleet projections, 
and we include our estimate of EV and PHEV sales required by the ZEV program in the 
reference case fleet. 
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Table 12.93  Annual Costs & Benefits Using AEO High Fuel Prices and ICMs (Billions of 2013$) a, b, c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 

Vehicle Program -$14.4 -$14.1 -$15.9 -$17.9 -$230.4 -$110.2 

Maintenance -$0.2 -$0.4 -$0.8 -$1.1 -$8.8 -$3.6 

Pre-tax Fuel $9.4 $25.6 $57.4 $71.8 $572.0 $232.7 

Energy Security $0.5 $1.4 $3.2 $4.0 $31.4 $12.7 

Crashes, Noise, Congestion -$1.0 -$2.5 -$4.5 -$5.6 -$48.7 -$20.4 

Travel Value $1.1 $2.8 $6.0 $7.5 $60.6 $24.8 

Refueling $0.8 $2.1 $4.1 $5.8 $43.9 $18.0 

Non-GHG $0.6 - $1.4 $1.5 - $3.7 $2.6 - $6.5 $3.2 - $8.1 $31.0 - $69.3 $11.6 - $25.9 

GHG       

SC-GHG 5% Avg $0.4 $0.8 $1.2 $1.1 $26.0 $26.0 

SC-GHG 3% Avg $1.5 $3.4 $5.4 $5.8 $119.9 $119.9 

SC-GHG 2.5% Avg $2.3 $5.3 $8.5 $9.4 $190.5 $190.5 

SC-GHG 3% 95th $4.4 $10.2 $16.4 $17.7 $365.1 $365.1 

Net Benefits       

SC-GHG 5% Avg -$2.2 $19.2 $58.2 $76.7 $536.4 $213.6 

SC-GHG 3% Avg -$0.9 $22.8 $65.6 $86.9 $630.3 $307.5 

SC-GHG 2.5% Avg $0.1 $25.2 $70.1 $93.0 $700.9 $378.1 

SC-GHG 3% 95th $3.1 $33.6 $88.9 $120.9 $875.5 $552.7 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2025-2050), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $15-$26; for Average SC-CO2 at 3%: $50-$69; for 
Average SC-CO2 at 2.5%: $75-$95; and for 95th percentile SC-CO2 at 3%: $150-$210. For the years 2025-2050, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $710-$1400; for Average SC-CH4 at 3%: $1,500-
$2,700; for Average SC-CH4 at 2.5%: $2,000-$3,400; and for 95th percentile SC-CH4 at 3%: $4,100-$7,300. For the 
years 2025-2050, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $6,000-$12,000; for Average 
SC-N2O at 3%: $19,000-$30,000; for Average SC-N2O at 2.5%: $26,000-$41,000; and for 95th percentile SC-N2O 
at 3%: $48,000-$79,000. Chapter 10.7 also presents these SC-GHG estimates. 
 
 

12.3.2.4 AEO 2015 Low Fuel Price Case Using ICMs 

In the AEO low fuel price analysis, we use AEO 2015 low fuel prices and fleet projections, 
and we include our estimate of EV and PHEV sales required by the ZEV program in the 
reference case fleet. 
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Table 12.94  Annual Costs & Benefits Using AEO Low Fuel Prices and RPEs (Billions of 2013$) a, b, c 

 2025 2030 2040 2050 NPV, 3% NPV, 7% 

Vehicle Program -$14.9 -$15.2 -$17.2 -$19.3 -$245.2 -$116.8 

Maintenance -$0.2 -$0.5 -$1.0 -$1.3 -$10.7 -$4.4 

Pre-tax Fuel $10.1 $28.0 $64.0 $80.9 $634.8 $257.3 

Energy Security $0.5 $1.5 $3.6 $4.5 $34.8 $14.0 

Crashes, Noise, Congestion -$1.0 -$2.6 -$4.8 -$6.0 -$51.3 -$21.4 

Travel Value $1.1 $3.0 $6.7 $8.5 $67.3 $27.4 

Refueling $0.8 $2.3 $4.6 $6.5 $48.7 $19.9 

Non-GHG $0.6 - $1.5 $1.6 - $4.1 $3.0 - $7.4 $3.8 - $9.4 $35.3 - $79.0 $13.2 - $29.4 

GHG       

SC-GHG 5% Avg $0.4 $0.9 $1.3 $1.3 $29.0 $29.0 

SC-GHG 3% Avg $1.6 $3.7 $6.0 $6.5 $133.7 $133.7 

SC-GHG 2.5% Avg $2.4 $5.8 $9.5 $10.7 $212.5 $212.5 

SC-GHG 3% 95th $4.7 $11.2 $18.4 $20.0 $407.2 $407.2 

Net Benefits       

SC-GHG 5% Avg -$1.8 $21.3 $65.9 $87.8 $539.4 $216.5 

SC-GHG 3% Avg -$0.4 $25.2 $74.1 $99.3 $644.1 $321.3 

SC-GHG 2.5% Avg $0.6 $27.9 $79.2 $106.3 $722.9 $400.1 

SC-GHG 3% 95th $3.9 $37.1 $100.3 $137.8 $917.6 $594.8 
Notes:  
a The non-GHG benefits presented in this table are based on PM2.5-related benefit per ton values (see Chapter 10.6 
for more information); the range of benefits are derived from two premature mortality estimates - the American 
Cancer Society cohort study (Krewski et al., 2009) and the Harvard Six-Cities study (Lepeule et al., 2012).  The 
range of benefits also assumes either a 3 percent or 7 percent discount rate in the valuation of PM-related premature 
mortality to account for a twenty-year segmented cessation lag.  Benefit-per-ton values were estimated for the years 
2016, 2020, 2025 and 2030.  We hold values constant for intervening years (e.g., the 2016 values are assumed to 
apply to years 2017-2019; 2020 values for years 2021-2024; 2025 values for years 2026-2029; and 2030 values for 
years 2031 and beyond).  See Table 10-10 for the benefit per ton values used in this analysis. 
b GHG benefit estimates include reductions in CO2, CH4, and N2O but do not include HFC reductions. Note that net 
present value of reduced GHG emissions is calculated differently than other benefits. The same discount rate used to 
discount the value of damages from future emissions (SC-CO2, SC-CH4, and SC-N2O, each discounted at rates of 5, 
3, 2.5 percent) is used to calculate net present value of SC-CO2, SC-CH4, and SC-N2O, respectively, for internal 
consistency. Refer to the Chapter 10.7 for more detail.  
c Chapter 10.7 notes that SC-GHGs increases over time. Corresponding to the years in this table (2025-2050), the 
SC-CO2 estimates range as follows: for Average SC-CO2 at 5%: $15-$26; for Average SC-CO2 at 3%: $50-$69; for 
Average SC-CO2 at 2.5%: $75-$95; and for 95th percentile SC-CO2 at 3%: $150-$210. For the years 2025-2050, the 
SC-CH4 estimates range as follows: for Average SC-CH4 at 5%: $710-$1400; for Average SC-CH4 at 3%: $1,500-
$2,700; for Average SC-CH4 at 2.5%: $2,000-$3,400; and for 95th percentile SC-CH4 at 3%: $4,100-$7,300. For the 
years 2025-2050, the SC-N2O estimates range as follows: for Average SC-N2O at 5%: $6,000-$12,000; for Average 
SC-N2O at 3%: $19,000-$30,000; for Average SC-N2O at 2.5%: $26,000-$41,000; and for 95th percentile SC-N2O 
at 3%: $48,000-$79,000. Chapter 10.7 also presents these SC-GHG estimates. 
 

12.3.2.5 Summary of CY Benefit-Cost Analysis Results 

In our CY analysis, EPA looks at the impacts year-over-year through the year 2050.  All 
annual values are discounted back to the year 2015 at both 3 and 7 percent discount rates with 
the exception that all social costs of greenhouse gases are discounted at the discount rate used in 
their generation.  The table below simply summarizes the net present values presented in the 
calendar year analysis tables above. 
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Table 12.95  CY Net Present Value Costs & Benefits in the Central & Sensitivity Cases (Billions of 2013$) 

 3 Percent Discount Rate 7 Percent Discount Rate 

AEO Low 
(ICMs) 

AEO Ref 
(ICMs & RPEs) 

AEO High 
(ICMs) 

AEO Low 
(ICMs) 

AEO Ref 
(ICMs & RPEs) 

AEO High 
(ICMs) 

Vehicle Program -$245.2 -$272.8 to -$240.5 -$230.4 -$116.8 -$130.0 to -$114.8 -$110.2 

Maintenance -$10.7 -$11.0 to -$10.7 -$8.8 -$4.4 -$4.5 to -$4.4 -$3.6 

Fuel $634.8 $611.3 to $611.4 $572.0 $257.3 $248.0 to $248.1 $232.7 

Benefits $265.2 $277.7 to $279.2 $297.4 $185.2 $186.8 to $187.6 $188.6 

Net Benefits $644.1 $605.3 to $639.2 $630.3 $321.3 $300.3 to $316.4 $307.5 
Note:  AEO Reference fuel price case shows ranges generated using both ICMs and RPEs in calculating indirect 
technology costs; Benefits and Net Benefits values presented here use the mid-point value of the non-GHG range for 
the applicable discount rate and the central SC-GHG values (average SC-CO2, average SC-CH4, average SC-N2O, 
each at 3 percent) discounted at 3 percent in all cases. 
 

As noted above in our MY analysis summary, it is important to note in the table above that the 
net benefits are actually lowest in the high fuel price case.  This is counterintuitive.  This result is 
driven by the lower share of trucks projected in the high fuel price case whereas the low fuel 
price case has a higher share of trucks.  

12.4 Additional OMEGA Cost Analyses 

12.4.1 Cost per Vehicle Tables - Absolute and Incremental Costs 

EPA presents absolute costs for MY2025 vehicles meeting the 2021 standards (i.e., the 
reference case) in Table 12.96, and for MY2025 vehicles meeting the 2025 standards (i.e., the 
central analysis control case), for cars, trucks and the fleet in Table 12.97.  These costs are then 
compared and shown as the delta, or the incremental costs of the 2025 standards relative to the 
2021 standards in MY2025.  In these two tables, the absolute costs shown represent costs to 
bring the projected MY2021 and MY2025 fleets into compliance with the indicated standard.  In 
other words, the costs include costs that will be incurred to comply with 2015 and later MY 
standards.T  Of primary interest for this analysis are the incremental costs shown in Table 12.96 
and Table 12.97.  These tables present the incremental costs to comply with the control case 
standards relative to meeting the reference case standards (i.e., the MY2021 standards). 

                                                 
T Interestingly, the absolute costs include roughly $50 to bring the projected MY2025 fleet into compliance with the 

2014 standards; in other words, the standards in place for the fleet upon which our baseline fleet is derived. This 
$50 is the result of market shifts projected to take place between MY2014 and MY2025 -- those projections, 
based on AEO2015, are for a higher percentage of trucks in MY2025. The point being that, while our baseline 
fleet is derived from the MY2014 fleet, the absolute costs in our analysis include future costs just to ensure that 
the projected fleet complies with the 2014 standards. 
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Table 12.96  MY2021 Absolute and Incremental Costs per Vehicle in the Central Analysis Using AEO 
Reference Case Fuel Prices and Fleet Projections and Using both ICMs and RPEs (2013$) 

 Reference Case in MY2021 Control Case in MY2021 Delta in MY2021 

Manufacturer Car Truck Combined Car Truck Combined Car Truck Combined 

BMW $814-$888 $1147-
$1283 

$904-$994 $1237-
$1290 

$1270-
$1304 

$1246-
$1294 

$402-$423 $21-$123 $299-$342 

FCA $1015-
$1182 

$1221-
$1458 

$1160-
$1376 

$1079-
$1307 

$1615-
$1840 

$1456-
$1682 

$64-$126 $382-$394 $296-$306 

Ford $501-$575 $703-$887 $621-$760 $606-$764 $863-$1015 $758-$913 $105-$188 $128-$159 $137-$153 

GM $654-$773 $800-$915 $730-$847 $869-$958 $937-$1078 $905-$1021 $185-$215 $137-$163 $173-$174 

Honda $363-$452 $543-$609 $450-$528 $431-$527 $692-$778 $558-$649 $68-$75 $150-$169 $108-$120 

Hyundai/Kia $813-$887 $927-$1234 $827-$930 $957-$1042 $1418-
$1760 

$1015-
$1132 

$144-$155 $491-$526 $187-$202 

JLR $3048-
$2973 

$2321-
$2465 

$2459-
$2561 

$3989-
$4237 

$2998-
$3043 

$3186-
$3269 

$941-$1264 $578-$677 $708-$727 

Mazda $303-$409 $552-$534 $378-$447 $429-$489 $552-$649 $466-$537 $80-$126 $0-$115 $88-$90 

Mercedes-
Benz 

$1567-
$1858 

$1702-
$1735 

$1623-
$1807 

$2020-
$2210 

$2035-
$2236 

$2026-
$2221 

$351-$453 $332-$501 $403-$413 

Mitsubishi $541-$640 $745-$726 $619-$673 $639-$700 $922-$999 $747-$815 $60-$98 $177-$273 $128-$142 

Nissan $526-$619 $774-$948 $630-$758 $615-$711 $970-$1139 $765-$892 $90-$92 $191-$196 $134-$135 

Subaru $307-$359 $192-$282 $218-$299 $340-$425 $277-$367 $291-$380 $33-$66 $84-$85 $73-$81 

Tesla $155-$155 $0-$0 $155-$155 $155-$155 $0-$0 $155-$155 $0-$0 $0-$0 $0-$0 

Toyota $418-$491 $741-$912 $571-$691 $462-$541 $930-$1151 $684-$831 $45-$50 $189-$238 $113-$140 

Volkswagen $1807-
$1980 

$1606-
$1611 

$1728-
$1834 

$2240-
$2411 

$2073-
$2047 

$2174-
$2267 

$432-$433 $437-$468 $434-$447 

Volvo $1288-
$1543 

$1899-
$2023 

$1614-
$1799 

$1912-
$1988 

$2094-
$2479 

$2009-
$2250 

$445-$624 $194-$455 $395-$450 

Fleet $697-$800 $869-$1019 $782-$908 $850-$962 $1094-
$1253 

$971-$1106 $154-$162 $225-$234 $189-$197 

Note:  In the Reference and Control cases, lower values use ICMs while higher values use RPEs; in the Delta 
columns, the minimum delta forms the lower value while the maximum delta forms the higher value. 
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Table 12.97  MY2025 Absolute and Incremental Costs per Vehicle in the Central Analysis Using AEO 
Reference Case Fuel Prices and Fleet Projections and Using both ICMs and RPEs (2013$) 

 Reference Case in MY2025 Control Case in MY2025 Delta in MY2025 

Manufacturer Car Truck Combined Car Truck Combined Car Truck Combined 

BMW 
$644-$741 $872-$965 $698-$794 

$1724-
$1921 

$1942-
$2153 

$1776-
$1977 

$1080-
$1181 

$1070-
$1188 

$1078-
$1183 

FCA 
$911-$1085 

$1051-
$1308 

$1009-
$1242 

$1789-
$2149 

$2451-
$2809 

$2254-
$2613 

$879-$1063 
$1400-
$1501 

$1245-
$1371 

Ford 
$434-$538 $630-$800 $548-$690 $969-$1144 

$1777-
$2073 

$1438-
$1684 

$535-$606 
$1147-
$1273 

$890-$993 

GM 
$575-$674 $728-$900 $652-$787 

$1169-
$1384 

$2248-
$2534 

$1707-
$1957 

$593-$710 
$1520-
$1633 

$1055-
$1170 

Honda $298-$327 $474-$578 $380-$444 $842-$896 $967-$1349 $901-$1107 $544-$569 $493-$771 $520-$663 

Hyundai/Kia 
$716-$804 $845-$1056 $732-$834 

$1447-
$1705 

$2128-
$2335 

$1529-
$1780 

$731-$901 
$1279-
$1284 

$797-$946 

JLR $1727-
$2123 

$2044-
$2229 

$1978-
$2207 

$5090-
$5489 

$3436-
$3821 

$3782-
$4170 

$3363-
$3366 

$1391-
$1592 

$1804-
$1963 

Mazda 
$302-$341 $429-$501 $341-$390 $772-$880 

$1081-
$1250 

$866-$993 $469-$539 $652-$748 $525-$603 

Mercedes-
Benz 

$1099-
$1442 

$1479-
$1534 

$1244-
$1477 

$2482-
$2843 

$2732-
$3061 

$2577-
$2926 

$1383-
$1401 

$1253-
$1528 

$1334-
$1449 

Mitsubishi 
$505-$601 $614-$666 $544-$624 

$1178-
$1325 

$1333-
$1532 

$1234-
$1399 

$673-$724 $719-$866 $689-$775 

Nissan 
$468-$549 $710-$862 $564-$673 

$1148-
$1184 

$1526-
$2080 

$1298-
$1539 

$635-$680 $816-$1218 $734-$866 

Subaru $225-$315 $160-$226 $174-$246 $686-$766 $691-$873 $690-$849 $451-$461 $531-$647 $515-$603 

Tesla $140-$140 $0-$0 $140-$140 $140-$140 $0-$0 $140-$140 $0-$0 $0-$0 $0-$0 

Toyota 
$336-$449 $676-$759 $490-$589 $884-$1004 

$1547-
$1900 

$1184-
$1409 

$548-$555 $871-$1140 $694-$820 

Volkswagen $1418-
$1633 

$1359-
$1405 

$1396-
$1547 

$2751-
$3178 

$2560-
$2721 

$2679-
$3005 

$1333-
$1544 

$1202-
$1316 

$1284-
$1458 

Volvo $1104-
$1327 

$1595-
$1821 

$1360-
$1584 

$2351-
$2902 

$3170-
$3078 

$2777-
$2994 

$1247-
$1575 

$1257-
$1575 

$1410-
$1417 

Fleet 
$586-$695 $765-$918 $671-$801 

$1293-
$1483 

$1864-
$2184 

$1565-
$1818 

$707-$789 
$1099-
$1267 

$894-$1017 

Note:  In the Reference and Control cases, lower values use ICMs while higher values use RPEs; in the Delta 
columns, the minimum delta forms the lower value while the maximum delta forms the higher value. 

 

The vehicle costs used as inputs to the OMEGA Inventory, Cost and Benefit Tool (ICBT) are 
shown in the tables below. 
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Table 12.98  Reference Case Absolute Cost/Vehicle Used as Inputs to the OMEGA Inventory, Cost and 
Benefit Tool (2013$) 

 AEO Reference Fuel Price 
Case, ICMs 

AEO High Fuel Price 
Case, ICMs 

AEO Low Fuel Price 
Case, ICMs 

AEO Reference Fuel Price 
Case, RPEs 

MY Car Truck Car Truck Car Truck Car Truck 

2021 $696 $868 $721 $912 $675 $866 $799 $1,019 

2022 $669 $843 $696 $885 $649 $841 $774 $994 

2023 $636 $812 $664 $852 $617 $809 $742 $964 

2024 $601 $778 $630 $816 $582 $775 $708 $930 

2025 $586 $765 $617 $801 $569 $762 $695 $918 

2026 $586 $765 $617 $801 $569 $762 $695 $917 

2027 $586 $766 $617 $802 $568 $763 $694 $919 

2028 $585 $766 $617 $802 $568 $763 $694 $919 

2029 $585 $765 $616 $801 $568 $762 $694 $918 

2030 $585 $765 $616 $800 $568 $762 $694 $917 

 

Table 12.99  Control Case Absolute Cost/Vehicle Used as Inputs to the OMEGA Inventory, Cost and Benefit 
Tool (2013$) 

 AEO Reference Fuel Price 
Case, ICMs 

AEO High Fuel Price 
Case, ICMs 

AEO Low Fuel Price 
Case, ICMs 

AEO Reference Fuel Price 
Case, RPEs 

MY Car Truck Car Truck Car Truck Car Truck 

2021 $850 $1,094 $861 $1,140 $835 $1,064 $961 $1,253 

2022 $961 $1,287 $976 $1,342 $946 $1,259 $1,092 $1,486 

2023 $1,067 $1,474 $1,085 $1,538 $1,051 $1,447 $1,218 $1,714 

2024 $1,170 $1,658 $1,191 $1,731 $1,153 $1,633 $1,340 $1,939 

2025 $1,293 $1,864 $1,319 $1,945 $1,276 $1,839 $1,483 $2,184 

2026 $1,293 $1,863 $1,318 $1,945 $1,276 $1,839 $1,483 $2,184 

2027 $1,292 $1,866 $1,318 $1,948 $1,275 $1,842 $1,483 $2,187 

2028 $1,292 $1,866 $1,317 $1,947 $1,275 $1,842 $1,482 $2,187 

2029 $1,292 $1,864 $1,317 $1,944 $1,274 $1,840 $1,482 $2,184 

2030 $1,292 $1,863 $1,317 $1,943 $1,274 $1,839 $1,482 $2,184 

 

12.4.2 Cost per Percentage Improvement in CO2 

Each manufacturer’s starting and ending CO2 levels are shown in the tables below by car, 
truck and combined fleet.  Also included are EPA’s estimated costs per vehicle. Using these data, 
we can calculate the costs per percentage reduction in CO2 emissions from the baseline case (i.e., 
the MY2025 fleet meeting the MY2014 standards) to the central analysis control case (i.e., the 
MY2025 fleet meeting the MY2025 standards) and using ICMs only here.   

The results shown in these tables represent the CO2 impacts and cost impacts (using ICMs) of 
taking the MY2014 baseline fleet, projecting it to a MY2025 fleet meeting the MY2014 
standards, and bringing that fleet into compliance with the MY2025 standards.  Note that the 
costs presented here fall slightly short of the costs presented in earlier tables.  For example, Table 
12.102 shows a delta cost of $1,512 while Table 12.97 shows a cost of $1,565 (using ICMs).  
This difference between $1,565 and $1,512 represents the costs to bring the baseline fleet in 
MY2025 into compliance with the MY2014 standards.  That cost is reflected in Table 12.97 but 
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is not reflected below since the tables below use the 2014 standards as their reference case (i.e., 
costs below are relative to meeting the 2014 standards). 

Table 12.100  CO2 and Cost Changes in MY2025 using the 2014 Standards as the Reference Case and the 
2025 Standards as the Control Case for Cars (CO2 in g/mi, dollar values in 2013$)  

Manufacturer Base CO2 Final CO2 Delta CO2 % Delta CO2 Cost delta $/%CO2 

BMW 236 146 -90 -38% $1,664 -$44 

FCA 271 160 -111 -41% $1,729 -$42 

Ford 245 166 -80 -32% $908 -$28 

GM 257 169 -89 -35% $1,109 -$32 

Honda 206 142 -63 -31% $782 -$25 

Hyundai/Kia 242 149 -92 -38% $1,387 -$36 

JLR 271 102 -168 -62% $5,030 -$81 

Mazda 205 149 -56 -27% $712 -$26 

Mercedes-Benz 263 142 -121 -46% $2,422 -$53 

Mitsubishi 220 148 -72 -33% $1,118 -$34 

Nissan 219 146 -73 -33% $1,088 -$33 

Subaru 234 174 -61 -26% $626 -$24 

Tesla 0 0 0 0 $0 $0 

Toyota 205 143 -62 -30% $824 -$27 

Volkswagen 248 134 -114 -46% $2,691 -$58 

Volvo 265 154 -110 -42% $2,291 -$55 

All 232 150 -82 -35% $1,233 -$35 
Note:  Values include use of A/C and off-cycle credits described in Table 12.6 and their costs. 

 

Table 12.101  CO2 and Cost Changes in MY2025 using the 2014 Standards as the Reference Case and the 
2025 Standards as the Control Case for Trucks (CO2 in g/mi, dollar values in 2013$)  

Manufacturer Base CO2 Final CO2 Delta CO2 % Delta CO2 Cost delta $/%CO2 

BMW 306 197 -109 -35% $1,896 -$53 

FCA 350 199 -150 -43% $2,404 -$56 

Ford 364 219 -145 -40% $1,730 -$43 

GM 359 209 -150 -42% $2,202 -$53 

Honda 295 192 -103 -35% $921 -$26 

Hyundai/Kia 313 171 -142 -45% $2,082 -$46 

JLR 344 205 -140 -41% $3,389 -$84 

Mazda 274 175 -99 -36% $1,035 -$29 

Mercedes-Benz 348 203 -145 -42% $2,686 -$65 

Mitsubishi 244 151 -93 -38% $1,286 -$34 

Nissan 322 197 -125 -39% $1,480 -$38 

Subaru 239 164 -75 -32% $644 -$20 

Tesla       

Toyota 336 203 -133 -39% $1,501 -$38 

Volkswagen 321 204 -117 -36% $2,514 -$69 

Volvo 336 183 -152 -45% $3,124 -$69 

All 333 201 -133 -40% $1,817 -$46 
Note:  Values include use of A/C and off-cycle credits described in Table 12.6 and their costs. 
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Table 12.102  CO2 and Cost Changes in MY2025 using the 2014 Standards as the Reference Case and the 
2025 Standards as the Control Case for the Combined Fleet (CO2 in g/mi, dollar values in 2013$)  

Manufacturer Base CO2 Final CO2 Delta CO2 % Delta CO2 Cost delta $/%CO2 

BMW 252 157 -96 -38% $1,723 -$46 

FCA 326 189 -138 -42% $2,200 -$52 

Ford 314 197 -117 -37% $1,385 -$37 

GM 308 189 -119 -39% $1,653 -$43 

Honda 247 165 -82 -33% $847 -$26 

Hyundai/Kia 250 150 -100 -40% $1,475 -$37 

JLR 329 185 -144 -44% $3,728 -$85 

Mazda 226 156 -70 -31% $813 -$26 

Mercedes-Benz 295 165 -131 -44% $2,524 -$57 

Mitsubishi 228 148 -80 -35% $1,180 -$34 

Nissan 260 165 -94 -36% $1,244 -$34 

Subaru 238 168 -71 -30% $636 -$21 

Tesla 0 0 0 0 $0 $0 

Toyota 264 170 -94 -36% $1,130 -$32 

Volkswagen 276 160 -116 -42% $2,626 -$63 

Volvo 302 170 -132 -44% $2,723 -$62 

All 281 174 -106 -38% $1,512 -$40 
Note:  Values include use of A/C and off-cycle credits described in Table 12.6 and their costs. 
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Chapter 13: Analysis of Augural CAFE Standards 
13) hidden heading used for figure and table numbering (do not remove this line) 

The purpose of this chapter is to describe the inputs, assumptions, and tools that form the 
foundation of NHTSA’s analysis in the Draft TAR. The results of the analysis that uses all of 
these assumptions and tools are summarized in Section 13.3. While many of the inputs to this 
analysis have been summarized elsewhere in the Draft TAR, this chapter provides more detailed 
descriptions of assumptions that either differ in important ways from the last Final Rule 
(covering MYs 2017-2021) or have the ability to significantly impact the evaluation of program 
impacts. The chapter takes a close look at a range of important factors that influence the impact 
of CAFE standards, such as variations in fuel price and the ways that consumer demand 
influence technology integration on the supply side.   

NHTSA’s analysis illustrates the impact of these and other technical assumptions by 
modeling the Augural Standards for 2022-2025 as a point of comparison relative to NHTSA’s 
final CAFE standards through 2021. As noted in the executive summary, the Draft TAR does not 
present alternatives to the Augural Standards because, as the first stage of the Midterm 
Evaluation process, the TAR is principally an exploration of technical issues – including 
assumptions about the effectiveness and cost of specific technologies, as well as other inputs, 
methodologies and approaches for accounting for these issues.  The agencies seek comment from 
stakeholders to further inform the analyses, which will inform subsequent development of 
stringency alternatives.      

To conduct today’s analysis, NHTSA has made use of NHTSA’s Corporate Average Fuel 
Economy (CAFE) Modeling System (sometimes referred to as “the CAFE model” or “the Volpe 
model”), which DOT’s Volpe National Transportation Systems Center (Volpe Center) 
continuously develops, maintains, and applies to support NHTSA CAFE analyses and 
rulemakings.  The Volpe Center has supported the CAFE program since USDOT first established 
fuel economy rules beginning with MY 1978, following the initial authorization of the CAFE 
program in the Energy Policy and Conservation Act of 1975. NHTSA developed the first version 
of the model in 2002 to support the 2003 issuance of CAFE standards for MYs 2005-2007 light 
trucks.  NHTSA has since significantly expanded and refined the model, and has applied the 
model to support every ensuing CAFE rulemaking, including: 

2006:  MYs 2008-2011 light trucks 

2008:  MYs 2011-2015 passenger cars and light trucks 

2009:  MY 2011 passenger cars and light trucks 

2010:  MYs 2012-2016 passenger cars and light trucks 

2012:  MYs 2017-2021 passenger cars and light trucks 

2015:  MYs 2021-2027 heavy-duty pickups and vans (NPRM) 

Past analyses conducted using the CAFE model have been subjected to extensive and detailed 
review and comment, much of which has informed the model’s expansion and refinement.  
NHTSA’s use of the model was considered and supported in 2007 litigation (CBD v. NHTSA), 
and the model has been subjected to formal peer review and review by the General Accounting 
Office (GAO) and National Research Council (NRC).  NHTSA makes public the model, source 
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code, and—except insofar as doing so will compromise confidential business information (CBI) 
manufacturers have provided to NHTSA—all model inputs and outputs underlying published 
rulemaking analyses.1 

Although the CAFE model can also be used for more aggregated analysis (e.g., involving 
“representative vehicles,” single-year snapshots, etc.), NHTSA designed the model with a view 
toward (a) detailed simulation of manufacturers’ potential actions given a defined set of 
standards, followed by (b) calculation of resultant impacts and economic costs and benefits.  The 
model is intended to describe actions manufacturers could take in light of defined standards, 
estimated production constraints, and other input assumptions and estimates, not to predict 
actions manufacturers will take.  While a more detailed description of the model appears in the 
model documentation, Section 13.2 of this chapter provides an overview of important model 
logic and new developments since the last public release accompanying the 2012 Final Rule.   

13.1 Significant Assumptions and Inputs to the NHTSA Analysis 

13.1.1 MY2015 Analysis Fleet 

For the CAFE model, the “analysis fleet” is the foundation of the analysis. The characteristics 
of the analysis fleet have important implications both for the simulation of what standard 
manufacturers are required to meet, and for what technologies are applicable within the 
compliance simulation. The 2017-2021 Final Rule used all MY2010 vehicles available for sale in 
the U.S. market as its analysis fleet, holding vehicle characteristics constant at MY2010 levels 
but using other information sources to estimate future production volumes. As discussed above 
in Chapter 4, for the Draft TAR we have opted to use the MY2015 fleet, being the most current 
available at the time of the analysis. The sales volumes, which determine achieved CAFE levels, 
are based on projections submitted by manufacturers and may differ from final end-of-year 
compliance submissions.  

The standards are calculated from the sales-weighted, harmonic average of individual vehicle 
targets and these targets are determined from the footprint and regulatory class of a vehicle. For 
this reason, changes to an individual vehicle which alter either of these characteristics may result 
in different standards for the manufacturer fleet of that vehicle. The CAFE model currently does 
not attempt to estimate changes in vehicle footprint or changes in characteristics which would 
shift a given light-duty vehicle’s fuel economy targets or even regulatory class, though the model 
does provide means to estimate the impact of mass reduction on fuel consumption targets for 
heavy-duty pickups and vans regulated separately from light-duty vehicles, and future analyses 
may consider allowing the footprint of individual vehicle models to change and thereby alter a 
given light-duty vehicle model’s fuel economy target under the standards (although doing so 
would likely also entail a fuel economy change to be balanced against the change in the target). 

A manufacturer’s individual average requirement under the standard may also change based 
on its decision to introduce or discontinue vehicles from a fleet, or through shifts in production 
vehicles among existing vehicles, especially insomuch as such shifts affect the relative shares 
represented by passenger cars and light trucks, respectively.  Although the CAFE model can 
accommodate inputs that account for exogenously estimated shifts in product offerings, there is 
no way within the CAFE model to endogenously estimate the entrance or exiting of a model 

                                                 
1 Analyses can be found at http://www.nhtsa.gov/fuel-economy 

http://www.nhtsa.gov/fuel-economy
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from a manufacturer’s fleet, so, from the perspective of this analysis, the set of vehicles that 
exists in the analysis fleet (MY2015, in this case) is the set of vehicles to which technology may 
be added to achieve compliance. 

The calculation of manufacturers’ estimated actual requirements in 2015, relative to earlier 
predictions for that year, demonstrate how evolving production trends can impact the standards 
on a year-by-year basis.   For example, Figure 13.1 compares the 2015 requirements simulated 
using the 2017-2021 Final Rule Analysis,  based on the 2010 fleet (dotted-lines) and the 
calculated 2015 requirements (solid lines).  As noted above, the patterns reflected in the chart 
demonstrate the impact of, among other things, changes in the ratio between passenger cars and 
light trucks – responsive to the latter comprising a greater share of production than anticipated in 
at the time of the Final Rule, which assumed passenger cars would represent 65 percent of the 
new vehicle market (and growing). The actual value for MY2015 is closer to 58 percent, which 
is reflected in the combined requirement for each manufacturer. When passenger cars and light 
trucks are separated by class, the gaps between previously-forecast and currently-estimated 
actual requirements are narrower.  

 
Figure 13.1  CAFE and Standard from 2010 Fleet Simulations vs. 2015 Observed Fleet 

Figure 13.1 also shows how CAFE levels in the MY2010 fleet compared to the MY2015 fleet. 
Even with shifts in the relative market shares of passenger cars and light trucks, the CAFE level 
for most manufacturers’ combined fleets is higher in MY2015 than it was in 2010. Exceptions 
tend to reflect especially pronounced car-to-light-truck shifts. For example, Ford, which is 
currently estimated to have produced a 48 percent PC fleet in MY2015 rather than the 56 percent 
forecast in the 2012 analysis, had a CAFE level of 29.48 in their 2010 fleet, and 29.33 in their 
2015 fleet. For fleets where a manufacturer was well below their 2015 requirement in 2010, there 
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is the most movement in the CAFE level (BMW, Daimler, Mitsubishi, Nissan, and Subaru, while 
Fiat seems to be an exception to this trend). For manufacturers that were close to their 2015 
requirement in 2010 (Ford, Hyundai Kia, and Toyota, while Honda seems to be an exception, 
here), there is less movement in their fleets. Some manufacturers have made choices to rely on 
banked credits or pay fines.  Of manufacturers that did not meet their 2015 standard, BMW, 
Ford, GM, Hyundai-Kia, and Volkswagen all had credits built up, while Daimler and Fiat 
already had a negative credit balance, but have historically been fine-payers. In total, the CAFE 
level has increased from 30.2 to 31.8, close to the industry standard of 32.1.  

Another trend reflected in Figure 13.1 is that while the simulated and actual 2015 CAFE 
requirements differ somewhat, the delta between achieved levels and requirements is narrow, and 
comparable, across both. The Final Rule simulation of MY2015 showed the industry-level CAFE 
at 33.2 and the requirement at 32.9; the simulation showed the industry exceeding the 2015 
average requirement by the same amount that the actual fleet was short of the requirement (.3 
MPG). For most manufacturer’s combined fleet, the simulated gap between the requirement and 
CAFE level achieved was fairly close to the observed gap. For BMW, Daimler, Honda, Mazda, 
Nissan, and Subaru, the Final Rule simulation underestimated their CAFE levels in 2015 relative 
to their observed CAFE: all of these manufacturers performed better in reality than their 
simulated fleets. And this is true even accounting for differences between the expected 2015 
requirement and the actual requirement. For example, Nissan’s requirement is very close to the 
simulated requirement, but they performed much better than the simulated fleet; possibly due to 
the entrance of the Leaf in 2014 to their passenger car fleet, which was not present in the 
MY2010 fleet. Daimler, BMW and Honda all had slightly lower requirements, but the majority 
of their improvement against their requirements can be attributed to their CAFE levels being 
higher than predicted with the 2010 fleet. The Subaru simulated CAFE level is the same as their 
achieved level, but their requirement is significantly less stringent than the simulated 
requirement (this is likely attributable to the redesigns of two of their popular light truck 
models—which made their footprints larger and their targets lower—the Forester and Outback in 
2014 and 2015, respectively).  

Figure 13.2 shows the sales for all manufacturers by regulatory class in 2010, 2015, and 
simulated 2015 sales from the 2010 fleet. The simulated 2015 fleet was fairly indicative of how 
many vehicles were sold in each manufacturer’s fleet. Sales for the Big 3 (Ford, Fiat, and GM) 
were not predicted as well, possibly due to the time of the U.S. automobile industry volatility 
(2008-2009) or the assumption that passenger cars would gain share for manufacturers that sell 
large volumes of pickup trucks. Fiat sold slightly more passenger cars and significantly more 
light trucks than shown in the 2015 simulated fleet, Ford sold slightly fewer light trucks and 
significantly fewer passenger cars, and General Motors sold more light trucks and fewer 
passenger cars. Only Nissan sold more passenger cars than predicted, though they sold more 
trucks as well. The total sales were not included because they would significantly skew the scale 
of the figure, but the 2015 industry fleet was made up of 1 million more light trucks and 800 
thousand fewer passenger cars than the simulated industry fleet. 
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Figure 13.2  Sales from 2010 Fleet Simulations vs. 2015 Observed Fleet 

  

The preceding discussion illustrates that compliance simulations with the CAFE model can do 
a reasonably good job of estimating future CAFE levels and requirements, but that dynamic 
economic trends, including consumer choice, can affect production trends over time and affect 
actual requirements.  Predictive modeling will consistently reflect the best available forecasts of 
macro-economic trends like energy prices and overall growth, which in turn tend to inform 
consumer choices and trends in driving habits.  

13.1.2 Assumptions about Product Cadence 

Past comments on the CAFE model have stressed the importance of product cadence—i.e., 
the development and periodic redesign and freshening of vehicles—in terms of involving 
technical, financial, and other practical constraints on applying new technologies, and NHTSA 
has steadily made changes to both the CAFE model and its inputs with a view toward accounting 
for these considerations.  For example, early versions of the model added explicit “carrying 
forward” of applied technologies between model years, subsequent versions applied assumptions 
that most technologies will be applied when vehicles are freshened or redesigned, and more 
recent versions applied assumptions that manufacturers would sometimes apply technology 
earlier than “necessary” in order to facilitate compliance with standards in ensuing model years.  
Thus, for example, if a manufacturer is expected to redesign many of its products in model years 
2018 and 2023, and the standard’s stringency increases significantly in model year 2021, the 
CAFE model will estimate the potential that the manufacturer will add more technology than 
necessary for compliance in MY 2018, in order to carry those product changes forward through 
the next redesign and contribute to compliance with the MY 2021 standard.  This explicit 
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simulation of multiyear planning plays an important role in determining year-by-year analytical 
results. 

As in previous iterations of CAFE rulemaking analysis, the NHTSA’s simulation of 
compliance actions that manufacturers might take is constrained by the pace at which new 
technologies can be applied in the new vehicle market. Operating at the Make/Model level (e.g., 
Toyota Camry) allows NHTSA to explicitly account for the fact that individual vehicle models 
undergo significant redesigns relatively infrequently. Many popular models are only redesigned 
every six years or so, with some larger/legacy platforms (the old Ford Econoline Vans, for 
example) stretching more than a decade between significant redesigns. Engines, which are often 
shared among many different models and platforms for a single manufacturer, can last even 
longer – eight to ten years in most cases.  

Understanding manufacturers’ redesign schedules, albeit subject to change, is valuable for 
planning purposes, including anticipating redesign schedules, as well as predicting  when and 
how manufacturers may make use of crediting options.  However, while manufacturers’ 
characterizations of product cadence are important to any evaluation of the impacts of CAFE 
standards, they are not known with certainty – even by the manufacturers themselves over time 
horizons as long as those covered by this analysis. For example, the Honda Civic, which was 
typically redesigned on a 4-6 year cycle, underwent a significant, and unprecedented, change for 
the 2013 model year to address feedback from the MY2012 redesign. Even in that case, the 
engines and transmissions offered on the Civic did not change between MY2012 and MY2013, 
suggesting that either Honda considered the feedback was entirely due to other characteristics of 
the vehicle or that changing the powertrains so quickly was too costly. 

 Indeed, when NHTSA staff meets with manufacturers to discuss manufacturers’ plans vis-à-
vis CAFE requirements, manufacturers’ staff typically present specific and detailed year-by-year 
information that explicitly accounts for anticipated redesigns.  Such year-by-year analysis is also 
essential to manufacturers’ plans to make use of statutory provisions allowing CAFE credits to 
be carried forward to future model years, carried back from future model years, transferred 
between regulated fleets, and traded with other manufacturers.  Manufacturers are never certain 
about future plans, but they spend considerable effort developing them. For every model that 
appears in the MY2015 analysis fleet, NHTSA has estimated the model years in which future 
redesigns (and less significant “freshening.” which offer manufacturers the opportunity to make 
less significant changes to models) will occur. These appear in the market data file for each 
model. Figure 13.3 gives a summary of the share of each manufacturer’s sales expected to be 
redesigned in a given model year. It is worth noting that every manufacturer has at least one 
model year in which no significant portion of its models (by sales) is redesigned. Mid-cycle 
freshening may provide additional opportunities to add some technologies in these cases.  In 
addition, NHTSA's analysis accounts for multiyear planning--that is, the potential that 
manufacturers may apply "extra" technology in an early model year with many planned 
redesigns in order to carry technology forward to facilitate compliance in a later model year with 
fewer planned redesigns. So, for example, Figure 13.3 suggests FCA might be expected to apply 
more technology than required in MY2018 in order to carry that technology forward to MY2019.  
Further, NHTSA's analysis accounts for the potential that manufacturers could earn CAFE 
credits in some model years and use those credits in later model years, thereby providing another 
compliance option in years with few planned redesigns.  Finally, it should be noted that neither 
Figure 13.3 nor today's analysis account for future new products (or discontinued products) – 
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past trends suggest that some years in which an OEM had few redesigns may have been years 
when that OEM introduced significant new products.  Such changes in product offerings can 
obviously be important to manufacturers’ compliance positions, but cannot be systematically and 
transparently accounted for with a fleet forecast extrapolated forward ten or more years from a 
largely-known fleet. 

 
Figure 13.3  Share of Manufacturer Sales Redesigned In Each Model Year 2016 - 2030 

Additionally, each technology considered for application by the CAFE model is assigned to 
either a “refresh” or “redesign” that dictates when it can be applied to a vehicle. Technologies 
that are assigned to “refresh” can be applied at either a refresh or redesign, while technologies 
that are assigned to “redesign” can only be applied during a significant vehicle redesign. Table 
13.3 and Table 13.4 (in the Technology section of the CAFE model, below) show the 
technologies available to manufacturers in the compliance simulation, the level at which they are 
applied (described in greater detail in both the CAFE model documentation and in Section 13.2 
below), whether they available outside of a vehicle redesign, and a short description of each. A 
brief examination of the tables shows that most technologies are only assumed to be available 
during a vehicle redesign – and nearly all engine and transmission improvements are assumed to 
be available only during redesign.  While there are past and recent examples of mid-cycle 
product changes, NHTSA expects that manufacturers will tend to attempt to keep engineering 
and other costs down by applying most major changes mainly during vehicle redesigns, and 
some mostly modest changes during product freshening.  As mentioned below, NHTSA seeks 
comment on its approach to accounting for product cadence. 

The assumptions about product cadence determine the extent to which manufacturers can 
respond to increasingly stringent standards in a given a model year. When a sufficiently small 
percentage of a manufacturer’s sales volume is redesigned in a given model year, the 
opportunities to increase its CAFE level may not be sufficient to achieve compliance. In these 
situations, of which there are many (based on Figure 13.3), actions taken in earlier model years 
and carried forward will have a much greater impact than actions taken in that single year. In 
order to account for both the constraint of infrequent vehicle redesigns, and the accumulation and 
depletion of CAFE credits resulting from these multi-year planning decisions, it is critical that 

Manufacturer 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030
BMW 7% 1% 27% 37% 11% 10% 13% 10% 37% 16% 9% 11% 17% 26% 20%
Daimler 11% 7% 28% 10% 0% 27% 32% 19% 20% 0% 24% 9% 43% 10% 8%
FCA 0% 24% 48% 5% 19% 12% 7% 4% 0% 11% 39% 18% 3% 4% 4%
Ford 10% 0% 3% 31% 17% 42% 6% 0% 2% 16% 54% 20% 0% 1% 7%
General Motors 2% 22% 19% 27% 24% 20% 2% 29% 19% 32% 9% 34% 17% 24% 3%
Honda 27% 36% 21% 5% 3% 27% 44% 21% 11% 19% 9% 59% 6% 25% 6%
Hyundai Kia 25% 26% 14% 9% 19% 17% 49% 6% 8% 26% 28% 32% 3% 15% 33%
JLR 13% 9% 0% 30% 19% 27% 13% 12% 1% 22% 18% 30% 17% 13% 0%
Mazda 15% 0% 58% 0% 30% 0% 15% 55% 4% 0% 44% 0% 44% 0% 11%
Mitsubishi 16% 0% 0% 11% 75% 0% 23% 0% 0% 0% 26% 21% 0% 48% 0%
Nissan 4% 4% 33% 21% 0% 30% 14% 25% 14% 9% 13% 20% 28% 23% 13%
Subaru 3% 26% 0% 0% 3% 69% 28% 1% 2% 0% 33% 63% 3% 0% 0%
Toyota 22% 5% 31% 16% 23% 16% 4% 15% 14% 20% 34% 14% 14% 3% 28%
Volvo 0% 5% 0% 96% 0% 0% 0% 0% 0% 4% 0% 95% 0% 0% 0%
VWA 8% 15% 43% 4% 18% 4% 18% 15% 21% 7% 20% 19% 32% 1% 9%
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NHTSA simulate CAFE compliance on a year-by-year basis. NHTSA seeks comment on its 
approach to accounting for product cadence in CAFE analysis.  

13.1.3 Assumptions about Consumer Behavior 

While all previous CAFE analyses, including the present one supporting the Draft TAR, focus 
on manufacturer actions in response to the standards, there are important considerations 
regarding the impact of evaluated standards on consumer demand for new vehicles. One 
limitation of all CAFE analyses up to this point is a lack of dynamic demand response to the 
simulated changes in vehicle attributes – importantly, fuel economy, price, electrification level, 
and perhaps curb weight – that occur as manufacturers add technology to new vehicles to comply 
with standards. Currently, sales volumes at the model/variant level, for all future model years, 
are an input to the CAFE model and do not respond to simulated changes in vehicle attributes. 
The result of this implementation is that when a range of regulatory alternatives is examined, all 
alternatives are assumed to have the same total number and sales mix of vehicle models, 
regardless of the stringency of the alternative considered.   

To support the Draft TAR, NHTSA purchased a commercial forecast from IHS/Polk that 
necessarily includes their assumptions about decisions manufacturers will have to make in order 
to comply with standards through MY2021, as does the AEO 2015, which also informed the 
production volumes used in this analysis. So any changes in market share, within a 
manufacturer/segment that seems likely to occur between MY2015, which forms the basis for 
Draft TAR analysis, and MY2021, when NHTSA’s final standards stop increasing in stringency, 
should already be present in the static volume projections at the model/variant level. However, 
any volume changes that would occur as a result of post-2021 standards would not be captured 
by the current approach.  

NHTSA has experimented with discrete consumer choice models, fully integrated into the 
CAFE model that revise up or down the model/variant sales, based on the changing attributes of 
the vehicle and the availability of other vehicles in the market with more attractive features. A 
developmental version of the CAFE model used a discrete choice model that contained a 
representation of households in the U.S. and explicitly considered the way demand for given 
vehicle attributes differs by household type – and the sales implications of modifying those 
vehicle attributes through a program like CAFE. While testing showed promise, the current 
version of the model relies on the static approach described above, for a number of reasons.  

One important implication of relying on a discrete choice model to dynamically adjust vehicle 
sales is that the concept of price becomes a driving factor. While it is also an obviously important 
factor in real-world decisions about new vehicle purchases, there is no obvious definition of 
price that fits all purchases. For example, the CAFE model does not consider the value of 
optional vehicle content (e.g., navigation or sound systems, luxury interior options like 
heated/cooled seats, or exterior options like roof racks), yet some of these options can influence 
sales price to a greater degree than NHTSA’s estimates for many new powertrain technologies. It 
is also true that sales price, which can vary considerably by geographic location, is rarely equal 
to the vehicle’s Manufacturer’s Suggested Retail Price (MSRP) –  which is all NHTSA currently 
observes in the analysis fleet, and on which most consumer choice models are estimated. While 
the analysis fleet has some resolution at the make/model/variant level (e.g., each engine variant 
of the Honda Civic), bundled packages and model editions that do not vary by fuel economy, 
footprint, or both are unlikely to be represented in the analysis fleet. As such, even the MSRP 
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values in the analysis fleet represent an average across model variants that, while identical for the 
purposes of CAFE compliance, vary in other consumer-facing attributes in ways that strongly 
influence MSRP. 

Other considerations are the pricing strategies that manufacturers employ that also influence 
MSRP – often cross subsidizing vehicles in one class, or at a particular stage of design life, with 
more popular vehicle models or models serving market segments with less price sensitivity. 
NHTSA has considered multiple technology cost allocation (i.e. pricing) models over the last 
several years, but for reporting purposes, currently implements a pay-as-you-go model where the 
change in price of each vehicle model reflects the amount of additional technology content it 
acquires in response to the standards. NHTSA seeks comment on these and other aspects of 
consumer behavior and how to account for them. 

Still another consideration involves how manufacturers apply technology that improves 
energy efficiency.  Manufacturers may prefer to apply technology to improve other vehicle 
attributes that consumers value if their compliance position is favorable and if that affordable 
technology is available. Historical evidence is sufficient to justify the existence of consumer 
preferences for vehicle size, power, or both. Yet, the CAFE model does not currently attempt to 
estimate the potential that manufacturers would seek to apply fuel-saving technologies with a 
view toward also improving vehicle performance or utility.2  In other words, while technology-
related inputs to the CAFE model can reflect underlying assumptions about manufacturers’ likely 
balancing of the potential to improve fuel economy and/or performance, the model itself does not 
attempt to endogenously optimize this balance when considering the potential to apply specific 
technologies to specific vehicles.  With inputs that assume manufacturers would apply 
technologies such that most or all of the technical potential is used to improve fuel economy, this 
could lead to a consumer choice model showing a manufacturer of already-efficient vehicles 
losing market share to a rival who improves fuel economy in a cost effective manner, while 
preserving already-superior levels of performance. 

One interpretation of the current approach is that NHTSA assumes manufacturers will price 
vehicle models in a way that both covers the increase in technology cost attributable to the CAFE 
standards and allows them to sell the mix of vehicles that makes them the most profitable.  In 
that context, NHTSA need not account for prices explicitly. This characterization implicitly 
assumes that manufacturers are able to cross-subsidize the sale of less profitable models with 
more profitable ones – to fully recover the cost increase without affecting the mix of vehicles 
sold. While this is already current practice, NHTSA recognizes the importance of considering the 
impact of potential standards on the ability to cross-subsidize without affecting fleet mix and 
other factors. 

In the absence of satisfying resolutions to these issues, NHTSA continues to us the static 
volume approach it has used in the past while it continues to refine an approach to modeling the 
demand response to changing prices and attributes in the new vehicle market. However, there is 

                                                 
2 The current CAFE analysis, which assumes manufacturers are unlikely to reduce powertrain output except at 

relatively significant levels of mass reduction, effectively assumes that some vehicles could improve in 
performance or utility, depending in part on how technologies are shared among different vehicles.  This 
approach helps to preserve the size of the initial set of engines in the MY2015 fleet. The approach does not 
generate unique engines for each variant, based on NHTSA's analysis of observed trends for managing platform 
and powertrain complexity given resource and cost considerations. 
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an area where NHTSA has attempted to capture some market behavior and its interaction with 
the supply of new vehicles.  

 
Figure 13.4  Industry Average CAFE and Standard 1990 - 2014 

As Figure 13.4 illustrates, the industry (though not all individual manufacturers) has exceeded 
the required CAFE level for both classes in the past, though by almost 5 MPG during the fuel 
price spikes of the 2000s. Worth noting is that the industry average in Figure 13.4  includes a 
number of manufacturers that traditionally paid CAFE fines – some of whom reached 
compliance during years with high oil prices. NHTSA attempts to account for this observed 
consumer preference for fuel economy, above and beyond that required by the CAFE standard, 
by allowing fuel price to influence the ranking of technologies when the model applies 
technology to vehicles in order to achieve compliance. In particular, the model ranks available 
technology not by cost, but by “effective cost.”  

While described in greater detail in the CAFE model documentation, the effective costs 
contains an assumption not about consumers’ actual willingness to pay for additional fuel 
economy, but about what manufacturers believe consumers are willing to pay. The default 
assumption in the model is that manufacturers will treat all technologies that pay for themselves 
within the first three years of ownership (through reduced expenditures on fuel) as if the cost of 
that technology were negative. This holds true up to the point at which the manufacturer achieves 
compliance with the standard – after which the manufacturer treats all technologies that pay for 
themselves within the first year of ownership as having a negative effective cost. This change in 
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the pre- and post-compliance effective valuate of fuel economy is intended to serve as proxy for 
manufacturers’ differential willingness to risk providing “too much” fuel economy.3 

One implication of this assumption is that futures with higher, or lower, fuel prices produce 
different sets of attractive technologies (and at different times). In the extreme cases, where fuel 
prices are above $7 or $8/gallon, many of the technologies in this analysis could pay for 
themselves within a year and appear in the baseline. Similarly, at the other extreme, almost no 
additional fuel economy would be observed.  

While these assumptions about desired payback period and consumer preferences for fuel 
economy may not affect the eventual level of achieved CAFE in the later years of the program, 
they will affect the amount of additional technology cost and fuel savings that are attributable to 
the standard. NHTSA seeks comment on the approach described above, the current values it 
ascribes to manufacturers’ belief about consumer willingness-to-pay for fuel economy, and 
suggestions for future improvements and refinements. 

13.1.4 Updated Mileage Accumulation Schedules for the Draft TAR 

In order to develop new mileage accumulation schedules for vehicles regulated under the 
CAFE program (classes 1-3), NHTSA purchased a data set of vehicle odometer readings from 
IHS/Polk (Polk). Polk collects odometer readings from registered vehicles when they encounter 
maintenance facilities, state inspection programs, or interactions with dealerships and OEMs. 
The (average) odometer readings in the data set NHTSA purchased are based on over 74 million 
unique odometer readings across 16 model years (2000-2015) and vehicle classes present in the 
data purchase (all registered vehicles less than 14,000 lbs. GVW).  

The Polk data provide a measure of the cumulative lifetime vehicle miles traveled (VMT) for 
vehicles, at the time of measurement, aggregated by the following parameters: make, model, 
model year, fuel type, drive type, door count, and ownership type (commercial or personal). 
Within each of these subcategories they provide the average odometer reading, the number of 
odometer readings in the sample from which Polk calculated the averages, and the total number 
of that subcategory of vehicles in operation.  

13.1.4.1 Updated Schedules 

Figure 13.5 shows the predicted total VMT by age for the sample of passenger cars. It also 
shows the previous and current schedules together. The previous schedule was developed using 
self-reported odometer data in the 2009 National Household Travel Survey (NHTS), and was the 
basis for estimated travel demand in the 2012 final rule. The current schedule predicts lower 
annual VMT for all ages—except the first year—but the difference increases for vehicles older 
than 8 years. The resulting difference in VMT over a 30-year life of a passenger car is a decrease 
of 96,882 miles under the new schedule, a 32 percent decrease from the previous schedule. A 
notable trend in the new passenger car schedule is a higher annual VMT for the first year, 

                                                 
3 NHTSA does not endogenously model the purchase choices of individual new vehicle buyers, nor do we attempt to 

estimate the usage profiles of individual new vehicle buyers.  NHTSA’s analysis currently vehicle survival and 
mileage accumulation in terms of the nationwide average of vehicles—based on millions of odometer readings 
spanning both high and low usage owners—that varies by vehicle class.  It is possible that the difference between 
the total estimated benefits derived from the average usage and the sum of the true individual usage could be 
either higher or lower depending upon the fleet mix and the extent to which lower and higher fuel economy 
models are driven differently than the average. 



Analysis of Augural CAFE Standards   

13-12 

followed by a relatively constant annual VMT until age 6 (MY 2014 to MY 2008, for our 
sample). This trend is likely a byproduct of the patterns of commercial and personal vehicle 
ownership over the age of vehicles, although other factors (e.g., fuel prices, employment levels, 
GDP, typical length of a new car loan) could underlie the steep decline in average annual 
mileage accumulation after vehicles have been in operation for 6 years.   

  

Figure 13.5  A Comparison of the Current and Previous Passenger Car Schedules 

Figure 13.6 shows the share of passenger cars registered between commercial and personal 
fleets, and the population-weighted average odometer reading by ownership type. Commercial 
vehicles are driven more than personally-owned vehicles, and make up the largest share of one-
year-old vehicles, relative to other ages. Since a model year of vehicles is sold starting in the fall 
of the previous calendar year, throughout the matching calendar year, and into the succeeding 
one, this initial proportion suggests that (in proportion to fleet share) more commercially-owned 
vehicles are bought early. Another partial explanation is likely that commercial vehicles are sold 
into the personal fleet after a short time. Regardless of the cause, this pattern of ownership likely 
explains why the first year annual VMT is higher than other years: the share of more heavily-
driven commercial vehicles is highest for age one vehicles, and we weight the models by the 
proportion each makes up of the total population of registered vehicles. The SUV/Van and light-
duty truck class fleets show similar patterns of more-heavily driven commercial vehicles, and the 
highest share of commercial vehicles occurring for one-year-old vehicles. Unsurprisingly, the 
initial peak of annual VMT occurs for these classes as well.  
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Figure 13.6  Total VMT and Share of Population by Ownership Type for Passenger Cars 

 

The old SUV and van schedules are very similar (Figure 13.7). Since the Polk data is already 
aggregated to the model-level, there are 38 categories of vans in 2014. For all other classes there 
are at least three times as many model-level classifications. For these reasons, we determined 
that vans and SUVs were sufficiently similar, and merged them into a single class for VMT 
purposes. The new SUV/Van schedule shows a peak average annual VMT (16,035) occurring at 
age one. It predicts lower annual VMT for all ages (except the first year, which is slightly higher 
than the old SUV schedule, though still predicts lower annual VMT than the old van schedule). 
The new schedule predicts a total of 101,023 (30 percent) fewer miles driven over a 30-year 
lifespan than the old SUV schedule, and a total of 124,859 (34 percent) fewer miles driven over a 
30-year lifespan than the old van schedule. 

 

Figure 13.7  A Comparison of the Current and Previous SUV/Van Schedules 

 

The new light-duty pickup schedule predicts a peak annual VMT of 17,436 miles at age one. 
Figure 13.8 shows that the new light-duty pickup VMT schedule predicts higher annual VMT for 
ages one through five, and lower annual VMT for all other ages. Even considering this, the new 
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schedule for light pickups predicts a total 30-year lifetime decrease of 95,133 (26 percent) from 
the old schedule for light trucks. 

 

Figure 13.8  A Comparison of the Current and Previous Pickup Truck Schedules 

 

The new medium-duty van/pickup schedule in Figure 13.9 predicts higher annual VMT for 
vehicles between ages one through five years, and lower annual VMT for all other vehicle ages, 
than the old schedule. Over the first 30-year span, the new schedule predicts that medium-duty 
vans/pickups drive 24,249 (9 percent) fewer miles than the old schedule. We predict the 
maximum average annual VMT for medium-duty vehicles (23,307 miles) at age two. The pattern 
of the share of commercially and personally owned vehicles (see Figure 6) is qualitatively 
different than the other classes, and offers a potential explanation for the maximum annual VMT 
occurring at age two.  

 

Figure 13.9  A Comparison of the Current and Previous MD Pickup/Van Schedules 

 

Figure 13.10 shows that while the maximum share of commercially-owned vehicles occurs at 
age one, the registration population-weighted average odometer reading for personally and 
commercially owned vehicles are almost identical for this age. However, the share of 
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commercially-owned vehicles is higher for age two vehicles than all older ages, and there is a 
larger spread between the average odometer readings of the two ownership types for this age of 
vehicle (while the spread between the average odometer readings for age three is even larger, the 
share of commercially-owned vehicles is smaller, and likely counteracts this effect in the 
registration population-weighted models). This increase in the difference between the average 
odometer reading of the ownership types can explain the peak annual VMT at age two. 

 

Figure 13.10  Total VMT and Share of Population by Ownership Type for MD Pickups/Vans 

 

Table 13.1  Summary Comparison of Lifetime VMT for Current and Previous Schedules 
offers a summary of the comparison of lifetime VMT (by class) under the new schedule, 
compared with lifetime VMT under the old schedule. In addition to the total lifetime VMT 
expected under each schedule for vehicles that survive to their full expected life, Table 13.1 also 
shows the survival-weighted lifetime VMT for both schedules. This represents the average 
lifetime VMT for all vehicles, not only those that survive to their full expected life. The 
percentage difference between the two schedules is not as stark for the survival-weighted 
schedules: the percentage decrease of survival-weighted lifetime VMT under the new schedules 
range from 6.5 percent (for medium-duty trucks and vans) to 21.2 percent (for passenger vans). 

Table 13.1  Summary Comparison of Lifetime VMT for Current and Previous Schedules 

   
Lifetime VMT 

Survival-Weighted 
 Lifetime VMT 

 Current Previous % difference Current Previous % difference 

Car 204,233 301,115 32.2% 142,119 179,399 20.8% 

Van 237,623 362,482 34.4% 155,115 196,725 21.2% 

SUV 237,623 338,646 29.8% 155,115 193,115 19.7% 

Pickup 265,849 360,982 26.4% 157,991 188,634 16.2% 

2b/3 246,413 270,662 9.0% 176,807 189,020 6.5% 
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13.1.4.2 Data Description 

While the Polk data set contains model-level average odometer readings, the CAFE model 
assigns lifetime VMT schedules at a lower resolution based on vehicle body style. For the 
purposes of VMT accounting, the CAFE model classifies every vehicle in the analysis fleet as 
being one of the following: passenger car, SUV, pickup truck, passenger van, or medium-duty 
pickup/van. In order to use the Polk data to develop VMT schedules for each of the (VMT) 
classes in the CAFE model, we constructed a mapping between the classification of each model 
in the Polk data and the classes in the CAFE model. The only difference between the mapping 
for the VMT schedules and the rest of the CAFE model is that we merged the SUV and van body 
styles into one class (for reasons described in our discussion of the SUV/van schedule above). 
This mapping allowed us to predict the lifetime miles traveled, by the age of a vehicle, for the 
categories in the CAFE model.  

In estimating the VMT models, we weighted each data point (make/model classification) by 
the share of each make/model in the total population of the corresponding CAFE class. This 
weighting ensures that the predicted odometer readings, by class and model year, represent each 
of vehicle classification among observed vehicles (i.e., the vehicles for which Polk has odometer 
readings), based on each vehicles’ representation in the registered vehicle population of its class. 
Implicit in this weighting scheme, is the assumption that the samples used to calculate each 
average odometer reading by make, model, and model year are representative of the total 
population of vehicles of that type. Several indicators suggest that this is a reasonable 
assumption. 

First, the majority of each vehicle make/model is well-represented in the sample. Histograms 
and empirical cumulative distribution functions (CDF’s) of the ratio of the number of odometer 
readings to the total population of those makes/models by each class (Figure 13.11, below), show 
that for more than 85 percent  of make/model combinations, the average odometer readings are 
collected for 20 percent  or more of the total population. Most make/model observations have 
sufficient sample sizes, relative to their representation in the vehicle population, to produce 
meaningful average odometer totals at that level4. 

  

                                                 
4 We developed similar figures, stratified by each vehicle class, but these were no more revealing than the figures for 

all vehicles. 
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Figure 13.11  Distribution of the Ratio of Sample Size to Population Size (by Make/Model/MY) 

 

We also considered whether the representativeness of the odometer sample varies by vehicle 
age, since VMT schedules in the CAFE model are specific to each age. To investigate, we 
calculated the percentage of vehicle types (by make, model, and model year) that did not have 
odometer readings.  Figure 13.12 shows that all model years, apart from 2015, have odometer 
readings for 96 percent or more of the total types of vehicles observed in the fleet.  

 

Figure 13.12  Percentage of Total Vehicle Population with No Odometer Readings across Model Years 

  

While the preceding discussion supports the coverage of the odometer sample across 
makes/models by each model year, it is possible that, for some of those models, an insufficient 
number of odometer readings is recorded to create an average that is likely to be representative 
of all of those models in operation for a given year. Figure 13.13 below shows the percentage of 
all vehicle types for which the number of odometer readings is less than 5 of the total population 
(for that model). Again, for all model years other than 2015, about 95 percent or more of vehicles 
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types are represented by at least 5 percent of their population. For this reason, we included 
observations from all model years, other than 2015, in the estimation of the new VMT schedules.  

 

Figure 13.13  Percentage of Vehicle Models with Fewer than 5% of the Population in Odometer Readings 
Data (by Class) 

 

It is possible that the odometer sample is biased. If certain vehicles are over-represented in the 
sample of odometer readings relative to the registered vehicle population, a simple average, or 
even one weighted by the number of odometer observations will be biased.  However, while 
weighting by the share of each vehicle in the population will account for this bias, it would not 
correct for a sample that entirely omits a large number of makes/models within a model year. We 
tested for this by computing the proportion of the count of odometer readings for each individual 
vehicle type—within a class and model year—to the total count of readings for that class and 
model year. We also compared the population of each make/model—within each class and 
model year—to the population of the corresponding class and model year. The difference of 
these two ratios shows the difference of the representation of a vehicle type—in its respective 
class and model year—in the sample versus the population (summarized in Figure 13.14, below). 
All vehicle types are represented in the sample within 10 percent of their representation in the 
population, and the variance between the two representations is normally distributed. This 
suggests that, on average, the likelihood that a vehicle is in the sample is comparable to its 
proportion in the relevant population, and that there is little under or over sampling of certain 
vehicle makes/models.5  

                                                 
5 We produced similar figures, stratified by class, but these were no more revealing; the only difference being that 

cars are represented in the sample within 5% of their representation in the population (with a distribution range of 
.05 on either side). 
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Figure 13.14  Difference in Share of Each Vehicle Model in Population vs. Odometer Sample (by Class) 

 

13.1.4.3 Estimation 

Since model years are sold in the fall of the previous calendar year, throughout the same 
calendar year, and even into the following calendar year—not all registered vehicles of a 
make/model/model year will have been registered for at least a year (or more) until age 3. The 
result is that some MY2014 vehicles may have been driven for longer than one year, and some 
less, at the time the odometer was observed. In order to consider this in our definition of age, we 
assign the age of a vehicle to be the difference between the average reading date of a 
make/model and the average first registration date of that make/model. The result is that the 
continuous age variable reflects the amount of time that a car has been registered at the time of 
odometer reading, and presumably the time span that the car has accumulated the miles. 

After creating the “Age” variable, we fit the make/model lifetime VMT data points to a 
weighted quartic polynomial regression of the age of the vehicle (stratified by class). The 
predicted values of the quartic regressions are used to calculate the marginal annual VMT by age 
for each class by calculating differences in estimated lifetime mileage accumulation by age. 
However, the Polk data acquired by NHTSA only contains observations for vehicles newer than 
16 years of age. In order to estimate the schedule for vehicles older than the age 15 vehicles in 
the Polk data, we combined information about that portion of the schedule from the VMT 
schedules used in both the 2017-2021 Final Light Duty Rule and 2019-2025 Medium-Duty 
NPRM. The light-duty schedules were derived from the survey data contained in the 2009 
National Household Travel Survey (NHTS) and the 2001 Vehicle In Use Survey (VIUS), for 
medium-duty trucks. 

Based on the vehicle ages for which we have data (from the Polk purchase), the newly 
estimated annual schedules differ from the previous version in important ways. Perhaps most 
significantly, the annual mileage associated with ages beyond age 8 begin to, and continue to, 
trend much lower. The approach taken here attempts to preserve the results obtained through 
estimation on the Polk observations, while leveraging the existing (NHTS-based) schedules to 
support estimation of the higher ages (age 16 and beyond). Since the two schedules are so far 
apart, simply splicing them together would have created not only a discontinuity, but also 
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precluded the possibility of a monotonically decreasing scale with age (which is consistent with 
previous schedules, the data acquired from Polk, and common sense).  

In the 2009 NHTS survey, VMT per vehicle decreases steadily as household vehicles age, 
though with declining samples sizes for the oldest vehicles.   The Polk data show an annual VMT 
increase for the oldest vehicles. In order to force the expected monotonicity, we perform a 
triangular smoothing algorithm until the schedule is monotonic. This performs a weighted 
average which weights the observations close to the observation more than those farther from it. 
The result is a monotonic function, which predicts similar lifetime VMT for the sample span as 
the original function. Since the Polk data does not show vehicles greater than15 years of age, we 
are not able to correctly capture that part of the annual VMT curve using only the new dataset. 
For this reason, we use trends in the old data to extrapolate the new schedule for ages beyond the 
sample range. 

In order to use the VMT information from the newer data source for ages outside of the 
sample, we use the final in-sample age (15 years) as a seed and then apply the annual VMT 
decline from the old schedules to extrapolate the new schedules out to age 30. To do this, we 
calculated the annual percentage difference in VMT of the old schedule for ages 15-30. The 
same annual percentage difference in VMT is applied to the new schedule to extend beyond the 
final in-sample value. This assumes that the overall proportional trend in the outer years is 
correctly modeled in the old VMT schedule, and imposes this same trend for the outer years of 
the new schedule. The extrapolated schedules are the final input for the VMT schedules in the 
CAFE model. 

Older vehicles are not well represented, even in the NHTS, where sample sizes for these 
vehicles are very small.  This is an area that would benefit from further research. 

13.1.4.4 Comparison to previous schedules 

New VMT data suggest lower lifetime mileage accumulation rates than the VMT schedule 
used in the last Light-Duty CAFE Final Rule, particularly for higher vehicle ages. The previous 
schedules are based on self-reported odometer readings that were acquired during a period of 
economic and fuel price volatility, while the observations from Polk are between 5 and 7 years 
newer than those in the NHTS and represent observed odometer readings (rather than self-
reported information).  

Additionally, NHTSA finds the Polk data, which provides a much larger representative 
sample of some 70 million vehicles preferable to the previous schedule, which relied on the 
NHTS's representative sample of about 200,000 households. However, by properly accounting 
for vehicle population weights in the new averages and models, we corrected for this issue in the 
derivation of the new schedules.  

Sample surveys have inherent limitations.  While the NHTS is carefully designed to be a 
representative sample of households, it may not be a representative sample of vehicles.  Since the 
NHTS only samples households, it does not detect the differing driving patterns of commercially 
registered vehicles, which turn out to be particularly important for new vehicles and for medium 
pick-ups.   It seems likely that there is another previously undetected phenomenon:  there may be 
many older light duty vehicles that retain their registration but are little driven from one year to 
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the next.  These vehicles, if they exist, were not detected by the NHTS survey.  This is an 
uncertainty that could be clarified by further research. 

Both the previous and current schedules are limited by the nature of the data on which they 
are based. Each schedule relies upon a single snapshot in time, then treats the cross-section of 
vehicle ages as if it were a panel – observations about the same set of vehicles as they age. This 
is done out of necessity, but can clearly bias estimates of mileage accumulation. In the case of 
the NHTS, older vehicles would have experienced nearly a decade of strong economic growth 
and historically low fuel prices –perhaps inflating VMT relative to today. In the case of the Polk 
sample, vehicles would have experienced prolonged periods of both fuel price instability and 
economic distress (the years from 2007 - 2010, though continuing longer for certain age cohorts 
that remained chronically underemployed for a longer period of time) - perhaps depressing VMT 
relative to today. These biases cannot even be detected with a single year of data, and NHTSA 
intends to take steps in the future to improve the resources on which the schedules are estimated. 

13.1.4.5 Future direction 

In consultation with other agencies closely involved with VMT estimation (e.g., FHWA), 
NHTSA will continue to seek means to further refine estimated mileage accumulation schedules.  
For example, one option under consideration would be to obtain odometer reading data from 
successive calendar years, thus providing a more robust basis to consider, for example, the 
influence of changing fuel prices or economic conditions on the accumulation of miles by 
vehicles of a given age. 

NHTSA seeks comment on the information and methods used to develop today’s odometer-
based estimates of annual mileage accumulation schedules, recommendations regarding any 
other methods to estimate such schedules, and information that could be used to refine these 
schedules or develop and implement alternative methods. 

13.1.5 Other Assumptions of Note 

There are a number of additional assumptions that influence both the simulation of 
manufacturers’ compliance decisions and the estimated benefits and costs resulting from the 
standards – among them are technology cost and effectiveness, both discussed in greater detail in 
chapter 5 of the Draft TAR. One assumption that warrants additional discussion are fuel prices.  

Few inputs touch as many aspects of the analysis as fuel prices; they are a primary driver of 
the value of fuel savings (which is the largest single benefit of the program), they influence the 
projected share of light trucks in the new vehicle market, the ranking of technologies by 
manufacturers in the compliance simulation (discussed more later), the amount of additional fuel 
economy demanded by the market in the absence of regulatory pressure, and the magnitude of 
the rebound effect that generates additional vehicle miles traveled when fleet fuel economy 
improves. Yet, over the increasingly long time horizons of recent CAFE analyses (the Draft TAR 
analysis covers the full useful lives of vehicles produced between model years 2015 and 2032, 
and the Final Rule analysis covered the full useful lives of vehicles produced between model 
years 2011 and 2025 – necessitating fuel price estimates out as far as 2060), the uncertainty in 
fuel price projections becomes increasingly important. In Figure 13.15, we see a comparison of 
oil price projections from the Annual Energy Outlook compared to the actual average price 



Analysis of Augural CAFE Standards   

13-22 

observed in a given year. The green cells represent underestimates, while the blue cells highlight 
overestimates.  

 

Figure 13.15  Retrospective Analysis of EIA Fuel Price Projections 

As Figure 13.15 shows, projections of years farther in the future tended to be significantly 
different from observed prices. Also of note is the fact that long-term underestimation continued 
for a number of years after observed price increases – suggesting that the forecasting model is 
slow to adapt to regime changes. In general, this stability may be advantageous; a model that is 
too reactionary could produce large swings between iterations of the AEO and present 
projections that are too “noisy” for planning purposes. However, if longer-term prices are 
significantly different from prices over the last 8 – 10 years, current forecasts could overstate or 
understate future oil prices.   There is inherent uncertainty in future fuel prices, and updates to 
forecasts will continue to integrate current information as it becomes available, which will 
continue to impact future CAFE analysis.  

As discussed elsewhere in this document, the global oil market has experienced a period of 
rapid and dramatic change since the final rule was published in 2012. The fuel price estimates in 
the AEO reflect these changes. As Figure 13.16 illustrates, the recent decline in fuel prices 
represents a deviation from the projections used in the 2012 final rule analysis. However, as 
discussed above, the long term trend is roughly consistent with the older forecast but starts from 
a lower point. And while these lower prices are likely to increase demand relative to a higher 
price scenario, each gallon saved results in a lower value of fuel savings to consumers as a result 
of the drop in per-gallon price relative to the 2012 FR analysis. 

Projected vs. Actual
  (percent difference)

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

AEO 1994 5.9 10.8 5.8 -7.0 9.1 76.9 30.7 -13.2 16.8 14.9 4.3 -14.6 -33.6 -41.7 -45.9 -59.1 -33.8 -46.8

AEO 1995 -1.9 -0.2 -13.1 1.7 63.2 19.0 -21.7 3.5 0.1 -10.6 -27.6 -44.0 -51.1 -54.9 -66.0 -45.0 -55.5

AEO 1996 0.1 -14.5 -0.9 59.6 17.0 -22.8 2.8 -0.5 -11.1 -28.0 -44.2 -51.6 -55.5 -66.7 -46.5 -57.1 -67.1 -65.5 -63.4

AEO 1997 -3.7 3.6 58.4 12.2 -28.6 -5.8 -9.6 -19.9 -35.7 -50.7 -57.6 -61.4 -71.4 -54.5 -63.9 -72.6 -71.4 -70.0

AEO 1998 -0.3 53.6 12.3 -26.4 -3.9 -8.8 -19.2 -35.3 -50.4 -57.6 -61.4 -71.4 -54.5 -63.8 -72.5 -71.4 -69.9

AEO 1999 3.9 -21.2 -47.1 -25.8 -25.3 -29.9 -41.4 -53.5 -58.5 -61.1 -71.1 -54.1 -63.6 -72.3 -71.2 -69.7

AEO 2000 0.8 -20.6 -3.2 -8.2 -19.5 -35.8 -51.1 -58.1 -61.9 -71.8 -55.2 -64.5 -73.1 -72.0 -70.6

AEO 2001 1.9 13.2 -3.9 -19.6 -35.7 -51.0 -58.0 -61.8 -71.8 -55.1 -64.4 -73.0 -72.0 -70.6

AEO 2002 4.5 -7.5 -14.4 -31.5 -47.7 -55.2 -59.2 -69.8 -52.0 -61.9 -71.1 -70.0 -68.5

AEO 2003 -0.1 -3.5 -28.7 -47.7 -55.1 -59.1 -69.7 -51.9 -61.8 -71.0 -69.8 -68.3

AEO 2004 0.3 -30.4 -48.4 -55.7 -59.6 -70.0 -52.3 -62.1 -71.2 -70.0 -68.4

AEO 2005 0.2 -26.2 -44.4 -54.2 -67.7 -50.7 -61.5 -70.6 -69.2 -67.3

AEO 2006 5.0 -2.7 -16.2 -41.2 -11.8 -34.1 -50.5 -49.1 -47.0

AEO 2007 7.8 -6.1 -33.4 -0.4 -25.7 -46.9 -47.7 -46.8

AEO 2008 -4.9 -17.9 21.8 -8.3 -33.5 -34.1 -34.2

AEO 2009 6.0 -32.7 -32.8 -35.9 -22.9 -9.5

AEO 2010 -3.8 -9.4 -32.4 -23.5 -13.3

AEO 2011 -0.1 -19.1 -16.1 -9.8

AEO 2012 -0.6 1.8 14.6
AEO 2013 2.0 1.1
AEO 2014 5.1

Average Absolute 
Percent Difference 5.9 6.3 2.0 9.6 3.1 52.6 16.2 22.8 8.8 7.9 13.8 28.7 42.6 46.8 48.2 57.8 39.8 46.5 54.9 52.8 47.9

Sources: Projections:  Annual Energy Outlook , Reference Case Projections, Various Editions, "Imported Crude Oil Price" (average imported refiners' acquisition cost for crude oil, "IRAC").

Historical Data: U.S. Energy Information Administration, September 2014 Monthly Energy Review, DOE/EIA-0035(2013/08) (Washington, DC, September 25, 2014), Table 9.1. Bureau of Economic Analysis, US Dept. of Commerce, September 2014.
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Figure 13.16 Comparison of Fuel Price Estimates in Draft TAR and 2012 Final Rule Analysis 

 

13.2 CAFE Model (aka “Volpe Model”) Overview and Updates Since the 
2012 Final Rule 

This analysis reflects several changes made to the model since 2012, when NHTSA used the 
model to estimate the effects, costs, and benefits of final CAFE standards for light-duty vehicles 
produced during MYs 2017-2021, and Augural Standards for MYs 2022-2025.  Some of these 
changes specifically enable analysis of potential fuel consumption standards (and, hence, related 
CO2 emissions standards harmonized with fuel consumption standards) for heavy-duty pickups 
and vans; other changes implement more general improvements to the model.  Key changes 
relevant to today’s analysis include the following: 

 Expansion of model inputs, procedures, and outputs to accommodate technologies 
not included in prior analyses. 

 Changes to the algorithm used to apply technologies, enabling more explicit 
accounting for shared vehicle platforms and adoption and “inheritance” of major 
engine changes. 

 Expanded accounting for CAFE credits carried over from years prior to those 
included in the analysis fleet (a.k.a. “banked” credits). 

 Changes to the model’s approach to estimating the effect of combinations of fuel-
saving technologies. 
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13.2.1 Updates to 2012 Final Rule Version of the CAFE Model 

After the light-duty rulemaking analysis accompanying the 2012 final rule that finalized 
NHTSA’s standards through MY2021, NHTSA staff began work on changes to the CAFE model 
with the intention of better reflecting constraints of product planning and cadence for which 
previous analyses did not account.  These changes, summarized below, interact with preexisting 
model characteristics discussed above. Additionally, NHTSA fully integrated the results of a 
simulation database constructed by Argonne National Laboratory and described in Chapter 5 
(Section 5.4.2.4). While the technologies, assumptions, and experimental design are discussed in 
chapter 5, the integration into the CAFE model is discussed below. 

Engine and Transmission Sharing and Inheritance 

In practice, manufacturers are limited in the number of engines and transmissions that they 
produce.  Typically a manufacturer produces a number of engines—perhaps six or eight engines 
for a large manufacturer—and tunes them for slight variants in output for a variety of car and 
truck applications.  Manufacturers limit complexity in their engine portfolio for much the same 
reason as they limit complexity in vehicle variants: they face engineering manpower limitations, 
and supplier, production and service costs that scale with the number of parts produced. 

In previous analyses that used the CAFE model, engines and transmissions in individual 
models were allowed relative freedom in technology application, potentially leading to solutions 
that would, if followed, create many more unique engines and transmissions that exist in the 
analysis fleet (or in the market) for a given model year. This multiplicity likely failed to 
sufficiently account for costs associated with such increased complexity in the product portfolio, 
and may have represented an unrealistic diffusion of products for manufacturers that are 
consolidating global production to increasingly smaller numbers of shared engines and platforms 
(cite NAS here).  The lack of a constraint in this area allowed the model to apply different levels 
of technology to the engine in each vehicle at the time of redesign or refresh, independent of 
what was done to other vehicles using a previously identical engine. 

In the current version of the CAFE model, engines and transmissions that are shared between 
vehicles must apply the same levels of technology, in all technologies, dictated by engine or 
transmission inheritance.  This forced adoption is referred to as “engine inheritance” in the 
model documentation. 

In practice, the model first chooses an “engine leader” among vehicles sharing the same 
engine.  The leader is selected first by the vehicle with the lowest average sales across all 
available model years.  If there is a tie, the vehicle with the highest average MSRP across model 
years is chosen.  The model applies the same logic with respect to the application of transmission 
changes.  The model follows this formulation due to previous market trends suggesting that 
many technologies begin deployment at the high-end, low-volume end of the market as 
manufacturers build their confidence and capability in a technology, and later expand the 
technology across more mainstream product lines.  

NHTSA received comments specific to its approach to accounting for shared engines and 
transmissions, although comments from some environmental organizations cited examples of 
sharing between light- and heavy-duty products.  NHTSA has continued to refine its 
implementation of its approach to accounting for shared engines and transmissions, and again 
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seeks comment on the approach, recommendations regarding any other approaches, and any 
information that would facilitate implementation of the agency’s current approach or any 
alternative approaches. 

Platforms, Sharing, and Technology 

The term “platform” is used loosely in industry, but generally refers to a common structure 
shared by a group of vehicle variants.  The degree of commonality varies, with some platform 
variants exhibiting traditional “badge engineering” where two products are differentiated by little 
more than insignias, while other platforms be used to produce a broad suite of vehicles that bear 
little outer resemblance to one another. 

Given the degree of commonality between variants of a single platform, manufacturers do not 
have complete freedom to apply technology to a vehicle: while some technologies (e.g. low 
rolling resistance tires) are very nearly “bolt-on” technologies, others involve substantial changes 
to the structure and design of the vehicle, and therefore necessarily are constant among vehicles 
that share a common platform.  NHTSA staff has, therefore, modified the CAFE model such that 
all levels of mass reduction and aerodynamic improvement are forced, over time, to be constant 
among variants of a platform.  However, because these levels are not concretely defined in terms 
of specific engineering changes, and the vehicle models in the analysis fleet are not defined in 
terms of specific engineering content, this aspect of the CAFE model does not mean that every 
vehicle model on a platform necessarily receives identical engineering changes to attain the same 
level of aerodynamic improvement or mass reduction.  Also, with the application of these 
improvements tied to vehicle redesign or freshening, some vehicle models on a shared platform 
may inherit them from platform “leaders.” 

Within the analysis fleet, each vehicle is associated with a specific platform.  Similar to the 
application of engine and transmission technologies, the CAFE model defines a platform 
“leader” as the vehicle variant of a given platform that has the highest level of observed mass 
reduction and aerodynamic technologies present in the analysis fleet.  If there is a tie, the CAFE 
model begins applying aerodynamic and mass reduction technology to the vehicle with the 
lowest average sales across all available model years.  If there remains a tie, the model begins by 
choosing the vehicle with the highest average MSRP across all available model years.  As the 
model applies technologies, it effectively levels up all variants on a platform to the highest level 
of (mass and aerodynamic) technology on the platform.   

In the 2015 NPRM proposing new fuel consumption and GHG standards for heavy-duty 
pickups and vans, NHTSA specifically requested comment on the general use of platforms 
within CAFE rulemakings.  While the agency received no responses to this specific request, 
comments from some environmental organizations cited examples of technology sharing 
between light- and heavy-duty products.  NHTSA has continued to refine its implementation of 
an approach accounting for shared platforms, and again seeks comment on the approach, 
recommendations regarding any other approaches, and any information that would facilitate 
implementation of the agency’s current approach or any alternative approaches. 

Interactions between Regulatory Classes 

Like earlier versions, the current CAFE model provides for integrated analysis spanning 
different regulatory classes, accounting both for standards that apply separately to different 
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classes and for interactions between regulatory classes.  Light vehicle CAFE standards are 
specified separately for passenger cars and light trucks.  However, there is considerable sharing 
between these two regulatory classes – where a single engine, transmission, or platform can 
appear in both the passenger car and light truck regulatory class.  For example, some sport-utility 
vehicles are offered in 2WD versions classified as passenger cars and 4WD versions classified as 
light trucks.  Integrated analysis of manufacturers’ passenger car and light truck fleets provides 
the ability to account for such sharing and reduce the likelihood of finding solutions that could 
involve introducing impractical levels of complexity in manufacturers’ product lines.  
Additionally, integrated analysis provides the ability to simulate the potential that manufacturers 
could earn CAFE credits by over complying with one standard and use those credits toward 
compliance with the other standard (i.e., to simulate credit transfers between regulatory classes). 
This is discussed further below. 

HD pickups and vans are regulated separately from light-duty vehicles.  While manufacturers 
cannot transfer credits between light-duty and MDHD classes, there is some sharing of 
engineering and technology between light-duty vehicles and HD pickups and vans.  For example, 
some passenger vans with GVWR over 8,500 pounds are classified as medium-duty passenger 
vehicles (MDPVs) and are thus included in manufacturers’ light-duty truck fleets, while cargo 
vans sharing the same nameplate are classified as HD vans. NHTSA has also identified several 
engines (across all manufacturers) that are shared between the light-truck and HD pickup and 
van classes.  

Today’s analysis uses an overall analysis fleet spanning both the light-duty and HD pickup 
and van fleets.  As discussed below, doing so shows some technology “spilling over” to HD 
pickups and vans due, for example, to the application of technology in response to current light-
duty standards.  For most manufacturers, these interactions appear relatively small.  For Nissan, 
however, they appear considerable, because Nissan’s heavy-duty vans use engines also used in 
Nissan’s light-duty SUVs. Daimler also exhibits significant levels of component sharing between 
its MDHD and light-duty fleets, but is not sufficiently constrained by the upcoming MDHD 
CAFE standards to expect technology migration into the light-duty fleet as a result of the 
regulations.  

In the NPRM proposing new standards for heavy-duty pickups and vans NHTSA and EPA 
commented on the expansion of the analysis fleet such that the impacts of new HD pickup and 
van standards can be estimated within the context of an integrated analysis of light-duty vehicles 
and HD pickups and vans, accounting for interactions between the fleets.  As mentioned above, 
some environmental organizations specifically cited commonalities and overlap between light- 
and heavy-duty products.  NHTSA seeks comment on the approach it has developed to account 
for such sharing, recommendations regarding any other approaches, and any information that 
would facilitate implementation of the agency’s current approach or any alternative approaches. 

Phase-In Caps 

The CAFE model retains the ability to use phase-in caps (specified in model inputs) as 
proxies for a variety of practical restrictions on technology application, including the 
improvements described above.  Unlike vehicle-specific restrictions related to redesign, refreshes 
or platforms/engines, phase-in caps constrain technology application at the vehicle manufacturer 
level for a given model year.  Introduced in the 2006 version of the CAFE model, they were 
intended to reflect a manufacturer's overall resource capacity available for implementing new 
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technologies (such as engineering research and development personnel and financial resources), 
thereby ensuring that resource capacity is accounted for in the modeling process.  

Compared to prior analyses of light-duty standards, these model changes result in some 
changes in the broad characteristics of the model’s application of technology to manufacturers’ 
fleets.  Since the use of phase-in caps has been de-emphasized and manufacturer technology 
deployment remains tied strongly to estimated product redesign and freshening schedules, 
technology penetration rates may jump more quickly as manufacturers apply technology to high-
volume products in their portfolio. 

In previous CAFE rulemakings, redesign/refresh schedules and phase-in caps were the 
primary mechanisms to reflect a manufacturer’s limited pool of available resources during the 
rulemaking time frame and the years preceding it, especially in years where many models may 
be scheduled for refresh or redesign.  The newly-introduced representation of platform-, engine-, 
and transmission-related considerations discussed above augment the model’s preexisting 
representation of redesign cycles, and eliminate the need to rely on phase-in caps.  By design, 
restrictions that enforce commonality of mass reduction and aerodynamic technologies on 
variants of a platform, and those that enforce engine inheritance, will result in fewer vehicle-
technology combinations in a manufacturer’s future modeled fleet.  NHTSA seeks comment 
regarding this shift away from relying on phase-in caps and, if greater reliance on phase-in caps 
is recommended, what approach and information can be used to define and apply these caps. 

Accounting for CAFE Credits 

The changes discussed above relate specifically to the model’s approach to simulating 
manufacturers’ potential addition of fuel-saving technology in response to CAFE standards and 
fuel prices within an explicit product planning context.  The model’s approach to simulating 
compliance decisions also accounts for the potential to earn and use CAFE credits, as provided 
by EPCA/EISA.  Like past versions, the current CAFE model can be used to simulate credit 
carry-forward (a.k.a. banking) between model years and transfers between the passenger car and 
light truck fleets, but not credit carry-back (a.k.a. borrowing) between model years or trading 
between manufacturers.  Unlike past versions, the current CAFE model provides a basis to 
specify (in model inputs) CAFE credits available from model years earlier than those being 
simulated explicitly.  For example, with today’s analysis representing model years 2015-2032 
explicitly, credits specified as being available from model year 2014 are made available for use 
through model year 2019 (given the 5-year limit on carry-forward of credits). 

As discussed in the CAFE model documentation6, the model’s default logic attempts to 
maximize credit carry-forward—that is to “hold on” to credits for as long as possible. Although 
the model uses credits before they expire if a manufacturer needs to cover a shortfall that occurs 
when insufficient opportunities exist to add technology in order to achieve compliance with a 
standard, the model will otherwise carry forward credits until they are within 2 years of 
expiration, at which point it will use them before adding technology.  The model always applies 
expiring credits before applying technology in a given model year, but attempts to use credits 
that will expire within the next three years as a means to smooth out technology application over 
time to avoid both shortfalls and high levels of over-compliance that can result in a surplus of 

                                                 
6 Available at: http://www.nhtsa.gov/fuel-economy 



Analysis of Augural CAFE Standards   

13-28 

credits. As further discussed in the CAFE model documentation, model inputs can be used to 
adjust this logic to shift the use of credits ahead by one or more model years. 

NHTSA recently introduced the CAFE Public Information Center (at 
http://www.nhtsa.gov/CAFE_PIC/CAFE_PIC_Home.htm) to provide public access to a range of 
information regarding the CAFE program, including manufacturers’ credit balances.  Having 
reviewed credit balances (as of January 23, 2016) and estimated the potential that some 
manufacturers could trade credits, NHTSA developed inputs for today’s analysis that make 
carried-forward credit available as summarized below, after subtracting credits assumed to be 
traded to other manufacturers, and adding credits assumed to be acquired from other 
manufacturers through such trades.  NHTSA seeks comment regarding the model’s 
representation of the CAFE credit provisions, recommendations regarding any other options, and 
any information that could help to refine the current approach or develop and implement an 
alternative approach. 

Table 13.2  CAFE Credits Estimated to be Available from 2010-2014 (1 vehicle x 0.1 mpg = 1 credit) 

 
 

13.2.1.1 Integrating Vehicle Simulation Results into the CAFE Model 

In previous versions of the CAFE Model, technology effectiveness values entered into the 
model as a single number for each technology (for each of several classes), intended to represent 
the incremental improvement in fuel consumption achieved by applying that technology to a 
vehicle in a particular class. At a basic level, this implied that successive application of new 
vehicle technologies resulted in an improvement in fuel consumption (as a percentage) that was 
the product of the individual incremental effectiveness of each technology applied. Since this 
construction fails to capture interactive effects – cases where a given technology either improves 
or degrades the impact of subsequently applied technologies – the CAFE Model applied 
“synergy factors.” The synergy factors were defined for a relatively small number of technology 
pairs, and were intended to represent the result of physical interactions among pairs of 
technologies – attempting to account for situations where 2 x 2 ≠ 4. 

For this analysis, the CAFE Model has been modified to accommodate the results of the 
large-scale vehicle simulation study conducted by Argonne National Laboratory (and described 
above). While Autonomie, Argonne’s vehicle simulation model, produces absolute fuel 

2010 2011 2012 2013 2014 2010 2011 2012 2013 2014

BMW 1,867,281     5,484,006     6,487,815     8,653,773     13,678,596   -                 39,458           24,674           163,927        749,703        

Daimler -                 3,565,752     3,959,432     4,897,035     458,100        -                 160,528        120,002        404,128        -                 

FCA 2,876,264     42,336,994   51,750,678   64,726,258   4,182,307     -                 5,553,261     5,088,698     1,461,785     -                 

Ford 36,375,648   33,608,823   42,075,418   72,048,358   64,729,568   7,587,839     6,551,119     1,158,854     5,747,065     4,634,359     

General Motors 27,631,650   48,958,466   27,741,179   42,650,469   47,350,779   23,344,950   4,983,427     570,140        1,988,083     15,118,329   

Honda 64,652,589   18                  2,045,973     9,826,880     1,290,074     16,271,310   -                 -                 -                 -                 

Hyundai Kia 47,621,472   12,088,388   24,961,094   45,456,981   30,988,589   6,256,961     3,566,052     1,192,473     616,827        1,129,148     

JLR -                 731,304        867,378        1,380,529     847,794        -                 148,329        108,544        395,626        844,612        

Mazda 13,387,185   504,080        1,062,098     1,380,624     180,964        3,150,208     -                 -                 -                 -                 

Mitsubishi 1,925,910     1,100,080     1,602,650     2,401,174     4,281,902     783,180        -                 -                 508,898        1,282,604     

Nissan -                 -                 4,917,773     9,551,573     618,917        4,247,124     194,670        88,218           -                 -                 

Subaru 2,198,848     118,040        1,579,019     4,967,329     4,740,723     11,317,086   145,270        -                 1,839,959     5,211,684     

Tesla -                 -                 1,039,207     159,008        514,937        -                 -                 -                 -                 -                 

Toyota 169,026,869 18,459,036   33,398,277   32,011,519   3,306,679     22,424,142   7,817,895     574,879        1,742,995     -                 

Volvo -                 316,089        45,579           818,184        -                 -                 62,876           -                 -                 235,285        

VWA 15,911,604   18,824,971   18,193,147   32,795,905   34,158,829   719,074        994,291        294,668        1,672,648     2,783,619     

Passenger Car Light Truck

http://www.nhtsa.gov/CAFE_PIC/CAFE_PIC_Home.htm
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consumption values for each simulation record, the results have been modified in a way that 
preserves much of the existing structure of the CAFE Model’s compliance logic, but still 
faithfully reproduces the totality of the simulation outcomes present in the database. 
Fundamentally, the implementation represents a translation of the absolute values in the 
simulation database into incremental improvements and a substantially expanded set of synergy 
factors. 

Incremental Effectiveness or Absolute Improvement? 

As it always has, the CAFE Model applies a given technology, to a given vehicle and 
estimates the incremental improvement in fuel consumption from the new combination of 
technologies – with the ultimate goal of estimating a manufacturer’s compliance position relative 
to a set of fuel economy standards. However, unlike previous versions, the notion of incremental 
has more nuance. As one sees from an examination of the Argonne database, each technology 
applied results in a different level of fuel consumption depending upon the existing technology 
content (and mass) of the vehicle to which it is applied. In the past, the incremental effectiveness 
of a given technology was represented by a single point but, as the database illustrates, the true 
incremental effectiveness of a given technology is a distribution across all of the technology 
combinations to which it can be applied, rather than a single point. 

For example, as Figure 13.17 shows, it is possible to apply level 1 turbocharging to vehicles 
of widely varying initial fuel economies, though the bulk of the observations in the database are 
between 45 and 60 MPG. There are nearly 1,200 unique technology combinations to which level 
1 turbocharging and downsizing (TURBO1) can be applied. It seems reasonable to assume that 
applying the same technology to vehicles with over a thousand different technology 
combinations will yield different levels of improvement for at least some of these combinations. 
As Figure 13.17 illustrates, that is indeed the case.  Applying TURBO1 to a given vehicle 
changes the fuel economy of that vehicle depending upon the set of technologies already present 
when turbocharging is applied. Estimating the incremental improvement of adding level one 
turbocharging to an otherwise identical vehicle (i.e., identical except for the presence of other 
fuel economy improving technologies) produces a distribution of fuel economy improvements, 
rather than a single value, like the graph in Figure 13.18.   
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Figure 13.17  Fuel Economy of Simulated Vehicles before (Red) and after (Blue) Application of Level 1 
Turbocharging 

 

Not only does Figure 13.18 illustrate that applying TURBO1 produces some incremental fuel 
consumption improvements close to zero percent (where the red represents vehicles without 
TURBO1, blue is vehicles with TURBO1, and purple is the overlap in the distribution of fuel 
economy between the two), but that it also results in some incremental improvements greater 
than 15 percent depending upon the configuration to which it is applied. While only the 
distribution of incremental effectiveness for level 1 turbocharging is shown here, the 
distributions of incremental effectiveness for other technologies have similar levels of variation, 
if not similar shapes.  

Despite the existence of absolute fuel consumption estimates from the Autonomie 
simulations, there are advantages to continuing to apply technology based on incremental 
effectiveness values – complicated, though it is, to incorporate the distribution of improvement 
illustrated by Figure 13.18. 

The CAFE model was designed to consider, and apply, technologies based on the resulting 
incremental improvement in fuel economy. Additionally, the analysis fleet (described in Chapter 
4.2), represents a wide array of technology combinations and vehicle attributes – even within a 
single class. For example, within the midsize car technology class (one of five technology classes 
to which vehicle models in the analysis fleet are assigned), the analysis fleet starts with over 200 
unique technology combinations to which the CAFE model adds technology. Attempting to 
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capture all of those technology combinations with a single effectiveness value for each 
technology (and even a limited set of synergy factors) is bound to result in distortions as more 
and more technology is applied within the CAFE model’s compliance simulations.  

 

Figure 13.18  Fuel Economy Improvement to Vehicles That Acquire Level 1 Turbocharging In Simulation 

 

But can the absolute fuel consumption values of the database be used in the CAFE model? In 
the current implementation, they are – though not directly. There is a wide variety of engine 
power and fuel consumption, even for a single technology combination, in the analysis fleet. 
Using the absolute fuel consumption values in the Argonne database would require mapping 
each vehicle to a point in the database, and measuring the difference between its starting fuel 
economy and that of the point in the database with identical technology content. Afterward, the 
improvement in fuel consumption resulting from any additional technology added to that vehicle 
can be based upon the difference of the points in the database and the initial fuel economy 
difference resulting from the mapping. While our approach appears different computationally, it 
produces identical results. However, in addition to circumventing some of the initial mapping, it 
allows the CAFE model to consider technologies that were not simulated as part of the Argonne 
project, and thus do not appear in the database. For example, reductions in a vehicle’s accessory 
load produce small improvements in fuel economy, and are assumed to scale linearly with other 
technologies.  

Additionally, the current approach required that we impose the structure of the decision tree, 
which describes a sequence in which technologies should be considered for application, in order 
to define incremental effectiveness. While the combinations simulated by Argonne did capture 
the exclusions represented by the decision tree (prohibiting variable valve lift on an engine that 
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does not also have variable valve timing, for example), there is no innate structure to inform a 
sequential technology application process. For example, consider a vehicle in the analysis fleet 
that starts with a 5-speed automatic transmission. Present in the database are two points, each 
with an engine identical to the one in the analysis fleet under consideration, paired with a 6-
speed automatic transmission and an 8-speed automatic transmission. Without imposing the 
decision tree structure on the incremental effectiveness values, the model would simply choose 
the more effective of those two combinations to implement (assuming the cost-effectiveness of 
the 8-speed is more attractive). While it might do this anyway, it is important that it consider the 
6-speed first – doing so preserves the perspective of minimizing both the cost of compliance and 
the extent to which more advanced technologies penetrate the new vehicle market.  

However, in order to translate the database of absolute fuel consumption values into some set 
of incremental improvements for each technology, it is necessary to define a reference point – 
the technology state (and fuel consumption) against which subsequent levels are measured to 
determine the level of improvement (specified as a percentage improvement in fuel 
consumption). Incremental effectiveness implies that the next technology provides some 
improvement in fuel economy over a previous technology state, holding everything else constant. 
This requires that we define a “reference vehicle” against which to compare increasing levels of 
technology.  

For any given technology, there are many logical reference points. There a number of vehicles 
in the simulation database that are eligible to receive turbocharging and downsizing at the next 
technology application. However, as Figure 13.19 shows, there is a wide variety of power, fuel 
economy, and other technology content among them.  
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Figure 13.19  Midsize Vehicles in the Database Eligible to Receive TURBO1 

 

Any of those points, with their variety of existing technology content, could be a logical 
reference point for the incremental improvement in fuel consumption that results from applying 
level 1 turbocharging. While the engines of the vehicles in Figure 13.19 all have similar levels of 
technology, there is a wide variety in other vehicle attributes: different transmissions (color 
coded by type), different levels of electrification, mass reduction, aerodynamic and rolling 
resistance improvements. While any of these points (of which there are over 2000) could serve as 
the reference point for TURBO1 improvement based on the interaction of the existing 
technologies with TURBO1, a better approach is to consider the technology tree holistically and 
define a series of reference points that are intuitive, and internally consistent. 

Defining the reference point for incremental improvement 

The technologies have always been considered as part of a tree, where a vehicle moves from 
one technology state to another in order of (generally) increasing complexity. While the engine 
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technologies are (almost) all related to one another, there is no inherent connection between the 
engine technologies and technologies on other paths of the tree. For example, any of the 
transmissions can be combined with any of the engine technologies – so those can safely be 
considered separate paths. As Figure 13.20 shows, there are about 12 distinct paths that can be 
traversed by a vehicle to which the model applies technology. However, by combining logically 
sequential technologies into common paths, we are left with 6 distinct paths (which may have 
more than one branch where technologies are considered to be mutually exclusive).  

 

Figure 13.20  Technology Tree Used to Map Autonomie Simulations to Draft TAR Technology Set 

 

Electrification technologies represent an exception to this general construction. While the 
stop/start technology is defined incrementally to the initial state across all paths, both of the 
integrated starter generator variants (belt, BISG, and crank, CISG) are defined relative to the 
12V stop/start. The full hybrids are also different – with the power split hybrid (SHEVPS) 
defined relative to the crank-integrated starter generator (CISG), and the parallel hybrid 
(SHEVP2) defined relative to the belt-integrated starter generator (BISG). The 30-mile-range 
plug-in hybrid electric system is defined relative to the power split hybrid, and the subsequent 
electrification technologies follow the path described in the decision tree. 

The “incremental effectiveness” values that appear in the model input files, and that are used 
in the fuel consumption calculations when new technology is added to a vehicle, are all based on 
incremental differences over a single reference point for each technology. However, progress 
along some technology paths is treated as linear (forcing consideration of 6-speed automatic 
transmission prior to considering application of CVT, for example), and along others as strictly 
sequential (mass reduction levels, for example, must logically be considered in order, since one 
cannot reduce the mass of a vehicle by 10 percent without first reducing it 5 percent). Thus, the 
reference point for each technology’s incremental effectiveness estimate is the logical preceding 
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technology along its path, and the null state along all other paths7 – where the null state is 
defined as a vehicle with (only) variable valve timing (VVT), a 5-speed automatic transmission 
(AT5), no electrification, mass reduction, aerodynamic improvements, or low rolling resistance 
tires. For example, the reference engine for each class has only VVT. When considering the 
incremental impact of applying a 8-speed automatic transmission to a vehicle, the point of 
reference is the logical preceding technology on the transmission path (in this case, the 6-speed 
automatic transmission), and the base engine without any electrification, no mass reduction, and 
no improvements in aerodynamics or rolling resistance. 

Translating the technology tree 

In order to incorporate the results of the Argonne database, while still preserving the basic 
structure of the CAFE model’s technology module, it was necessary to translate the points in the 
database into locations on the technology tree8, shown in Figure 13.20. By recognizing that most 
of the paths on the technology tree are unrelated, or separable, it is possible to decompose the 
technology tree into a small number of paths and branches by technology type. To achieve this 
level of linearity, we define technology groups – only one of which is new. They are: engine cam 
configuration (CONFIG), engine technologies (ENG), transmission technologies (TRANS), 
electrification (ELEC), mass reduction levels (MR), aerodynamic improvements (AERO), and 
rolling resistance (ROLL). The combination of technology levels along each of these paths 
define a unique technology combination that corresponds to a single point in the database for 
each technology class. These technology state definitions are more important for defining 
synergies than for determining incremental effectiveness, but the paths are incorporated into 
both.  

As an example, a technology combination with a SOHC engine, variable valve timing (only), 
a 6-speed automatic transmission, a belt-integrated starter generator, mass reduction (level 1), 
aerodynamic improvements (level 2), and rolling resistance (level 1) would be specified as 
SOHC;VVT;AT6;BISG;MR1;AERO2;ROLL1. By assigning each technology state a vector such 
as the one in the example, the CAFE model assigns each vehicle in the analysis fleet an initial 
state that corresponds to a point in the database. Next, the model determines a percentage 
improvement from the database for the new combination of technologies that is applied to each 
vehicle model and that percentage improvement is applied to the fuel consumption of that 
vehicle model in the analysis fleet. 

Once a vehicle is assigned a technology state (one of the tens of thousands of unique 7-tuples, 
defined as CONFIG;ENG;TRANS;ELEC;MR;AERO;ROLL), adding a new technology to the 
vehicle simply represents progress from one technology state to another. The vehicle’s fuel 
consumption is  

                                                 
7 There are a few exceptions to this general rule, where the decision tree merges after a fork. For example, power 

split strong hybrid is incremental to both the belt-integrated and crank-integrated starter generator (BISG and 
CISG), but is defined incrementally to the CISG. Similarly, TURBO1 is defined relative to cylinder deactivation 
(DEAC), even though it is incremental to both the high compression ratio engine (HCR) and DEAC. These 
instances are coded into the CAFE model, and accounted for in the technology effectiveness estimates and 
synergy factors. 

8 The technology tree was also modified to make some branches more sequential (or at least linear) and reduce the 
number of places where distinct branches converge.  
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𝐹𝐶𝑖 = 𝐹𝐶0 ∙ (1 − 𝐹𝐶𝐼𝑖) ∙ 𝑆𝑘/𝑆0 

Where: FCi is the fuel consumption resulting from the application of technology i, FC0 is the 
vehicle’s fuel consumption before technology i is applied, FCIi is the incremental fuel 
consumption (percentage) improvement associated with technology i, Sk is the synergy factor 
associated with the combination, k, of technologies the vehicle technology i is applied, and S0 the 
synergy factor associated with the technology state that produced fuel consumption FC0. The 
synergy factor is defined in a way that captures the incremental improvement of moving between 
points in the database, where each point is defined uniquely as a 7-tuple describing its cam 
configuration, highest engine technology, transmission, electrification type, mass reduction level, 
and level of aerodynamic or rolling resistance improvement.  

Throughout successive application of technologies, the simple product of the incremental 
effectiveness associated with those technologies drifts away from the magnitude of the 
improvements determined by Autonomie, and represented in the database, since the simple 
product inadequately captures the interactions of those technologies. The synergy values correct 
for this. In the past, synergy values in the Volpe model were represented as pairs. However, the 
new values are 7-tuples and there is one for every point in the database. The synergy factors are 
based (entirely) on values in the Argonne database, producing one for each unique technology 
combination for each technology class, and are calculated as 

𝑆𝑘 =  
𝐹𝐶𝑘

𝐹𝐶0 ∙ ∏(1 − 𝑥𝑖)
 

Where: Sk is the synergy factor for technology combination k, FC0 is the fuel consumption of 
the reference vehicle (in the database), xi is the fuel consumption improvement of each 
technology i represented in technology combination k (where some technologies are present in 
combination k, and some are precedent technologies that were applied, incrementally, before 
reaching the current state on one of the paths). 

Future direction 

Integration of the database into the CAFE model resolves one of two important challenges - 
the combined impact of applying many new technologies simultaneously.  Compared to past 
reliance on pairwise synergy factors, simulating all combinations explicitly provides a basis to 
more fully account for the overall impacts of combinations of multiple technologies.  NHTSA 
will continue to consider means to address a second challenge, which is not new to the current 
approach, and that involves the application of simulation results for one vehicle to a much wider 
set of vehicles.  Like past analyses, today’s analysis assumes that improvements scale uniformly 
within a technology class.  However, there are important differences between the range of 
vehicle power and mass in the MY2015 fleet compared to the range explicitly simulated by 
ANL, and these differences could impact the magnitude of fuel economy improvements that can 
be expected for the application of any particular technology combination.  Volpe Center staff are 
exploring the potential to estimate a series of functions (given the current simulation database, 
likely over 3500 functions) that would control for the unique combination of technologies (e.g. a 
vehicle with VVT,VVL,SGDI, AT8, SS12V, and AERO10+ROLL10) when estimating the 
impact of vehicle mass and power on fuel economy.  If successful, this effort could yield a set of 
estimated functions and fitted coefficients that can be used to estimate absolute fuel consumption 



Analysis of Augural CAFE Standards   

13-37 

associated with a given vehicle that has initial mass and engine power levels determined by the 
observed values in the analysis fleet. 

NHTSA seeks comment on all of the above revisions to the model’s approach to estimating 
the extent to which the addition of various combinations of technologies to specific vehicles 
could improve fuel economy, in particular on the approach to integrating the results of full 
vehicle simulation.  The agency seeks information that could be used to further refine this aspect 
of the CAFE model and the supporting model inputs, as well as information that could be used to 
develop and implement any alternative approaches. 

13.2.2 Overview and Technology Application 

The CAFE model is the tool that NHTSA uses to simulate each manufacturer’s decisions 
about how to comply with a given set of standards. The model is designed to accommodate 
standards with a variety of user-defined specifications regarding the slope of the curve that 
relates footprint to fuel economy by class, locations of the flat slope regions, and rates of 
increase over time that can vary by year and regulatory class. While the properties of 
technologies included in the analysis are specified by the user (e.g. fuel consumption 
improvement resulting from application, cost of the technology), the set of included technologies 
is part of the model itself, which contains the information about the relationships between 
technologies. In particular, the CAFE model contains the information about the sequence of 
technologies, the paths on which they reside, any prerequisites associated with a technology’s 
application, and any exclusions that naturally follow once it is applied. 

This section summarizes the representation of fuel saving technology in the CAFE model. Table 
13.3 and Table 13.4 contain all of the technology assumed to be available for manufacturers in 
the Draft TAR analysis. The “application level” describes the system of the vehicle to which the 
technology is applied, which in turn determines the extent to which that decision affects other 
vehicles in a manufacturer’s fleet. For example, if a technology is applied at the “engine” level, it 
naturally affects all other vehicles that share that same engine (though not until they themselves 
are redesigned, if it happens to be in a future model year). The application schedule identifies 
when manufacturers are assumed to be able to apply a given technology – with most available 
only during vehicle redesigns. The application schedule also accounts for which technologies the 
CAFE model tracks, but does not apply. These enter as part of the analysis fleet, and while they 
are necessary for accounting related to cost and incremental fuel economy improvement, they do 
not represent a choice that manufacturers make in the model. 
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Table 13.3  CAFE Model Technologies (1) 

Technology Application 
Level 

Application 
Schedule 

Description 

SOHC Engine Baseline Only Single Overhead Camshaft Engine 

DOHC Engine Baseline Only Double Overhead Camshaft Engine 

OHV Engine Baseline Only Overhead Valve Engine 

TEFRI Engine Redesign Only Engine Friction Reduction Improvements (time-based) 

LUBEFR1 Engine Refresh/Redesign Improved Low Friction Lubricants and 
Engine Friction Reduction 

LUBEFR2 Engine Redesign Only LUBEFR2, Level 2 

LUBEFR3 Engine Redesign Only LUBEFR2, Level 3 

VVT Engine Refresh/Redesign Variable Valve Timing 

VVL Engine Redesign Only Variable Valve Lift 

SGDI Engine Redesign Only Stoichiometric Gasoline Direct Injection 

DEAC Engine Redesign Only Cylinder Deactivation 

HCR Engine Redesign Only High Compression Ratio Engine 

HCRP Engine Redesign Only High Compression Ratio "Plus" Engine 

TURBO1 Engine Redesign Only Turbocharging and Downsizing, Level 1 (18 bar) 

SEGR Engine Redesign Only Stoichiometric Exhaust Gas Recirculation 

DWSP Engine Redesign Only Engine Downspeeding 

TURBO2 Engine Redesign Only Turbocharging and Downsizing, Level 2 (24 bar) 

CEGR1 Engine Redesign Only Cooled Exhaust Gas Recirculation, Level 1 (24 bar) 

CEGR1P Engine Redesign Only Cooled Exhaust Gas Recirculation, Level 1 "Plus" (24 bar) 

CEGR2 Engine Redesign Only Cooled Exhaust Gas Recirculation, Level 2 (27 bar) 

HCR2 Engine Redesign Only Advanced High Compression Ratio Engine 

CNG Engine Baseline Only Compressed Natural Gas Engine 

ADSL Engine Redesign Only Advanced Diesel 

TURBODSL Engine Redesign Only Improved Diesel Turbocharger 

DWSPDSL Engine Redesign Only Diesel Engine Downspeeding with Increased Boost 

EFRDSL Engine Redesign Only Diesel Engine Friction Reduction 

CLCDSL Engine Redesign Only Closed Loop Combustion Control 

LPEGRDSL Engine Redesign Only Low Pressure Exhaust Gas Recirculation 

DSIZEDSL Engine Redesign Only Diesel Engine Downsizing 

 

As discussed in Chapter 4.2, the analysis fleet contains the information about each vehicle 
model, engine, and transmission selected for simulation and defines the initial technology state 
of the fleet relative to the sets of technologies in Table 13.3 and Table 13.4. 
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Table 13.4  CAFE Model Technologies (2) 

Technology Application 
Level 

Application 
Schedule 

Description 

MT5 Transmission Baseline Only 5-Speed Manual Transmission 

MT6 Transmission Redesign Only 6-Speed Manual Transmission 

MT7 Transmission Redesign Only 7-Speed Manual Transmission 

TATI Transmission Refresh/Redesign Automatic Transmission Improvements (time-based) 

AT5 Transmission Baseline Only 5-Speed Automatic Transmission 

AT6 Transmission Redesign Only 6-Speed Automatic Transmission 

AT6P Transmission Redesign Only 6-Speed "Plus" Automatic Transmission 

AT8 Transmission Redesign Only 8-Speed Automatic Transmission 

AT8P Transmission Redesign Only 8-Speed "Plus" Automatic Transmission 

DCT6 Transmission Redesign Only 6-Speed Dual Clutch Transmission 

DCT8 Transmission Redesign Only 8-Speed Dual Clutch Transmission 

CVT Transmission Redesign Only Continuously Variable Transmission 

EPS Vehicle Refresh/Redesign Electric Power Steering 

IACC1 Vehicle Refresh/Redesign Improved Accessories - Level 1 

IACC2 Vehicle Refresh/Redesign Improved Accessories - Level 2 
(w/ Alternator Regen and 70% Efficient Alternator) 

SS12V Vehicle Refresh/Redesign 12V Micro-Hybrid (Stop-Start) 

BISG Vehicle Redesign Only Belt Mounted Integrated Starter/Generator 

CISG Vehicle Redesign Only Crank Mounted Integrated Starter/Generator 

SHEVP2 Vehicle Redesign Only P2 Strong Hybrid/Electric Vehicle 

SHEVPS Vehicle Redesign Only Power Split Strong Hybrid/Electric Vehicle 

PHEV30 Vehicle Redesign Only 30-mile Plug-In Hybrid/Electric Vehicle 

PHEV50 Vehicle Redesign Only 50-mile Plug-In Hybrid/Electric Vehicle 

BEV200 Vehicle Redesign Only 200-mile Electric Vehicle 

FCV Vehicle Redesign Only Fuel Cell Vehicle 

LDB Vehicle Refresh/Redesign Low Drag Brakes 

SAX Vehicle Refresh/Redesign Secondary Axle Disconnect 

ROLL10 Vehicle Refresh/Redesign Low Rolling Resistance Tires, Level 1 (10% Reduction) 

ROLL20 Vehicle Refresh/Redesign Low Rolling Resistance Tires, Level 2 (20% Reduction) 

MR1 Platform Refresh/Redesign Mass Reduction, Level 1 (5% Reduction in Glider Weight) 

MR2 Platform Redesign Only Mass Reduction, Level 2 (7.5% Reduction in Glider Weight) 

MR3 Platform Redesign Only Mass Reduction, Level 3 (10% Reduction in Glider Weight) 

MR4 Platform Redesign Only Mass Reduction, Level 4 (15% Reduction in Glider Weight) 

MR5 Platform Redesign Only Mass Reduction, Level 5 (20% Reduction in Glider Weight) 

AERO10 Platform Refresh/Redesign Aero Drag Reduction, Level 1 (10% Reduction) 

AERO20 Platform Redesign Only Aero Drag Reduction, Level 2 (20% Reduction) 

 

Vehicle technologies provide a set of possible improvements available for the vehicle fleet 
within the modeling system. The input assumptions for vehicle technologies, referred to below 
simply as “technologies,” are defined by the user in the technology input file for the model. As 
part of the technology definition, the input file includes: additional cost associated with 
application of the technology, an improvement factor (in terms of percent reduction of fuel 
consumption), initial year that the technology may be considered for application, whether it is 
applicable to a given class of vehicle, as well as other miscellaneous assumptions outlining 
additional technology characteristics.  



Analysis of Augural CAFE Standards   

13-40 

The CAFE model defines several technology classes and pathways for logically grouping all 
available technologies for application on a vehicle. Technology classes provide costs and 
improvement factors shared by all vehicles with similar body styles, curb weights, footprints, and 
engine types, while technology pathways establish a logical progression of technologies on a 
vehicle. 

The modeling system defines two types of technology classes: the vehicle technology classes 
and the engine technology classes. The system utilizes vehicle technology classes as a means for 
specifying common technology input assumptions for vehicles that share similar characteristics. 
Predominantly, these classes signify the degree of applicability of each of the available 
technologies to a specific class of vehicles, as well as determine the base improvement factors 
attributed to those technologies. Furthermore, for each technology, the vehicle technology 
classes also define the amount by which the vehicle’s weight may decrease (resulting from 
application of mass reducing technology), and the additional cost associated with application of 
non-engine-level technologies. It is up to the user to assign each vehicle in the analysis fleet to 
one of these technology classes. 

The model supports seven vehicle technology classes as shown in Table 13.5. 

Table 13.5  Vehicle Technology Classes 

Class Description 

SmallCar Small passenger cars 

MedCar Medium to large passenger cars 

SmallSUV Small sport utility vehicles and station wagons 

MedSUV Medium to large sport utility vehicles, minivans, and passenger vans 

Pickup Light duty pickups and other vehicles with ladder frame construction 

Truck 2b/3 Class 2b and class 3 pickups 

Van 2b/3 Class 2b and class 3 cargo vans 

 

Since the costs attributed to application of engine-level technologies vary based upon the engine 
configuration (such as number of engine cylinders or banks), the model defines separate engine 
classes for specifying input costs for these technologies. The modeling system provides sixteen 
engine technology classes as shown in Table 13.6. Once each vehicle is assigned a technology 
and engine class, the model uses these assignments to obtain the appropriate applicability, fuel 
economy improvement, and cost for each technology as appropriate for an individual vehicle. 
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Table 13.6  Engine Technology Classes 

Class Description 

2C1B SOHC/DOHC engine with 2 cylinders and 1 bank 

3C1B SOHC/DOHC engine with 3 cylinders and 1 bank 

4C1B SOHC/DOHC engine with 4 cylinders and 1 bank 

4C2B SOHC/DOHC engine with 4 cylinders and 2 banks 

5C1B SOHC/DOHC engine with 5 cylinders and 1 bank 

6C1B SOHC/DOHC engine with 6 cylinders and 1 bank 

6C1B_ohv OHV engine with 6 cylinders and 1 bank 

6C2B SOHC/DOHC engine with 6 cylinders and 2 banks 

6C2B_ohv OHV engine with 6 cylinders and 2 banks 

8C2B SOHC/DOHC engine with 8 cylinders and 2 banks 

8C2B_ohv OHV engine with 8 cylinders and 2 banks 

10C2B SOHC/DOHC engine with 10 cylinders and 2 banks 

10C2B_ohv OHV engine with 10 cylinders and 2 banks 

12C2B SOHC/DOHC engine with 12 cylinders and 2 banks 

12C4B SOHC/DOHC engine with 12 cylinders and 4 banks 

16C4B SOHC/DOHC engine with 16 cylinders and 4 banks 

 

The modeling system defines technology pathways for grouping and establishing a logical 
progression of technologies on a vehicle. Each pathway (or, path) is evaluated independently and 
in parallel, with technologies on these paths being considered in sequential order. As the model 
traverses each path, the costs and improvement factors are accumulated on an incremental basis 
with relation to the preceding technology. The system stops examining a given path once a 
combination of one or more technologies results in a “best” technology solution for that path.  
After evaluating all paths, the model selects a most cost-effective solution among all pathways. 
This “parallel path” approach allows the modeling system to progress thorough technologies in 
any given pathway without being unnecessarily prevented from considering technologies in other 
paths.  

Rather than rely on a specific set of technology combinations or packages, the model 
considers the universe of applicable technologies, dynamically identifying the most cost-
effective combination of technologies for each manufacturer’s vehicle fleet based on the 
assumptions about each technology’s effectiveness, cost, and interaction with all other 
technologies both present and available.  

The modeling system incorporates thirteen technology pathways for evaluation as shown in 
Table 13.7. Similar to individual technologies, each path carries an intrinsic application level that 
denotes the scope of applicability of all technologies present within that path, and whether the 
pathway is evaluated on one vehicle at a time, or on a collection of vehicles that share the same 
platform, engine, or transmission. 
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Table 13.7  Technology Pathways 

Technology Pathway Application Level 

Basic Engine Path Engine 

Turbo Engine Path Engine 

Advanced Engine Path Engine 

Diesel Engine Path Engine 

Manual Transmission Path Transmission 

Automatic Transmission Path Transmission 

Electrification Path Vehicle 

Hybrid/Electric Path Vehicle 

Advanced Hybrid/Electric Path Vehicle 

Dynamic Load Reduction Path Vehicle 

Low Rolling Resistance Tires Path Vehicle 

Mass Reduction Path Platform 

Aerodynamic Improvements Path Platform 

 

The technologies that comprise the four Engine-Level paths available within the model are 
presented in Figure 13.21 below. Note that the baseline-level technologies (SOHC, DOHC, 
OHV, and CNG) are grayed out. As mentioned earlier, these technologies are used to inform the 
modeling system of the input engine’s configuration, and are not otherwise applicable during the 
analysis. 
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Figure 13.21  Engine-Level Paths 

 

For all pathways, the technologies are evaluated and applied to a vehicle in sequential order, 
as shown, from top to bottom. In some cases, however, if a technology is deemed ineffective, the 
system will bypass it and skip ahead to the next technology. If the modeling system applies a 
technology that resides later in the pathway, it will “backfill” anything that was previously 
skipped in order to fully account for costs and improvement factors, each of which are specified 
on an incremental basis. For any technology that is already present on a vehicle (either from the 
input fleet or previously applied by the model), the system skips over those technologies as well 
and proceeds to the next. These skipped technologies, however, will not be applied again during 
backfill. 

The Basic Engine path begins with SOHC, DOHC, and OHV technologies defining the initial 
configuration of the vehicle’s engine. Since these technologies are not available during 
modeling, the system evaluates this pathway starting with LUBEFR1 technology. Toward the 
end of the path, the model encounters a choice between DEAC and HCR technologies. 
Whenever a technology pathway forks into two or more branch points, all of the branches are 
treated as mutually exclusive. The system evaluates all technologies forming the branch 
simultaneously, and selects the most cost-effective for the application, while disabling the 
remaining paths not chosen. In the case of the Basic Engine path, that means if a vehicle 
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continues with application of the DEAC technology, the HCR and HCRP technologies will be 
disabled. Likewise, if the vehicle applies the HCR technology, the HCRP technology will still be 
available for evaluation, while the DEAC technology will be disabled. 

The technologies exposed by the Advanced Engine path (HCR2 and CNG) are not 
incremental over each other and do not follow a traditional progression logic present on other 
paths. Consequently, these technologies are treated as mutually exclusive within the model. 
Since CNG is a baseline-level technology, the only remaining choice for application within the 
Advanced Engine path is HCR2. 

The technologies that make up the two Transmission-Level paths defined by the modeling 
system are shown in Figure 13.22 below. The baseline-level technologies (MT5 and AT5) are 
grayed and are only used to represent the initial configuration of the vehicle’s transmission. For 
simplicity, all manual transmissions with five forward gears or fewer have been assigned the 
MT5 technology in the analysis fleet. Similarly, all automatic transmissions with five forward 
gears or fewer have been assigned the AT5 technology. 

 

Figure 13.22  Transmission-Level Paths 

Given the definition of incremental costs and fuel consumption improvement factors utilized 
during the analysis, the system assumes that all manual transmissions with seven or more gears 
are mapped to the MT7 technology. Moreover, the AT8 technology should map to all automatic 
transmissions with seven or more forward gears, DCT6 technology should map to all dual-clutch 
(DCT) or auto-manual (AMT) transmissions with five or six forward gears, and DCT8 
technology should map to all DCT’s or AMT’s with seven or more forward gears. These 
transmission technology utilization assignments, however, are defined within the analysis fleet, 
and are not strictly enforced by the modeling system. 

As mentioned earlier, the branch points shown in the Automatic Transmission path are 
mutually exclusive. For example, if a vehicle transitions to the DCT branch, the CVT and all 
automatic transmission technologies will become unavailable. 
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The technologies that compose the two Platform-Level paths provided by the model are 
displayed in Figure 13.23 below, and consist of mass reduction and aerodynamic improvements. 

 

 

Figure 13.23  Platform-Level Paths 

 

The technologies that constitute the two Vehicle-Level paths defined by the system are 
outlined in Figure 13.24 below. 

 

Figure 13.24  Vehicle-Level Paths 

 

The technologies on the Hybrid/Electric path (SHEVP2 and SHEVPS) are defined as stand-
alone and mutually exclusive. These technologies are not incremental over each other and do not 
follow a traditional progression logic present on other paths. 
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Even though the model evaluates each technology path independently, some of the pathways 
are interconnected to allow for additional logical progression and incremental accounting of 
technologies. For example, the SHEVPS (power-split strong hybrid/electric) technology on the 
Hybrid/Electric path is defined as incremental over the DEAC (cylinder deactivation) technology 
on the Basic Engine path, the AT5 (5-speed automatic) technology on the Automatic 
Transmission path, and the CISG (crank mounted integrated starter/generator) technology on the 
Electrification path. For that reason, whenever the system evaluates the SHEVPS technology for 
application on a vehicle, it ensures that, at a minimum, all the aforementioned technologies (as 
well as their predecessors) have already been applied on that vehicle. However, if it becomes 
necessary for a vehicle to progress to the power-split hybrid, the model will virtually apply the 
technologies associated with the reference point in order to evaluate the attractiveness of 
transitioning to the strong hybrid. 

Of the thirteen technology pathways present in the model, all Engine paths, the Automatic 
Transmission path, the Electrification path, and both Hybrid/Electric paths are logically linked 
for incremental technology progression. This relationship between pathways is illustrated in 
Figure 13.25 below.  

Some of the technology pathways, as defined in the CAFE model and shown in the diagram 
below, may not be compatible with a vehicle given its state at the time of evaluation. For 
example, a vehicle with a 6-speed automatic transmission will not be able to get improvements 
from a Manual Transmission path. For this reason, the system implements logic to explicitly 
disable certain paths whenever a constraining technology from another path is applied on a 
vehicle. On occasion, not all of the technologies present within a pathway may produce 
compatibility constraints with another path. In such a case, the system will selectively disable a 
conflicting pathway (or part of the pathway) as required by the incompatible technology.  
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Figure 13.25  Technology Pathways Diagram 

 

For any interlinked technology pathways shown in Figure 13.25 above, the system also 
disables all preceding technology paths whenever a vehicle transitions to a succeeding pathway. 
For example, if the model applies SHEVPS technology on a vehicle, the system disables the 
Turbo, Advanced, and Diesel Engine paths (as defined above), as well as the Basic Engine, the 
Automatic Transmission, and the Electrification paths (all of which precede the Hybrid/Electric 
path)9. This implicitly forces vehicles to always move in the direction of increasing technological 
sophistication each time they are reevaluated by the model. 

  

                                                 
9 The only notable exception to this rule occurs whenever SHEVP2 technology is applied on a vehicle. This 

technology may be present in conjunction with any engine-level technology, and as such, the Basic Engine path is 
not disabled upon application of SHEVP2 technology, even though this pathway precedes the Hybrid/Electric 
path. 



Analysis of Augural CAFE Standards   

13-48 

13.2.3 Simulating Manufacturer Compliance with Standards 

In the U.S. market, the stringency of CAFE standards can influence the design of new 
vehicles offered for sale by requiring manufacturers to produce increasingly fuel efficient 
vehicles in order to meet program requirements. This is also true in the CAFE model simulation, 
where the standards can be defined with a great deal of flexibility to examine the impact of 
different program specifications on the auto industry. Standards are defined for each model year, 
and can represent different slopes that relate fuel economy to footprint (or work factor, in the 
case of medium-duty pickup trucks and vans), different regions of flat slopes, and different rates 
of increase for each of three regulatory classes covered by the CAFE program (passenger cars, 
light trucks, and medium-duty pickup trucks and vans). 

As a starting point, the model needs enough information to represent each manufacturer 
covered by the program. The MY2015 analysis fleet contains information about each 
manufacturer’s: 

 Vehicle models offered for sale – their current (i.e., MY2015) and future production 
volumes, prices, fuel saving technology content (relative to the set of technologies 
described in Table 13.3 and Table 13.4 and other attributes (curb weight, drive type, 
assignment to technology class and regulatory class),  

 Production constraints – product cadence of vehicle models (i.e., schedule of model 
redesigns and “freshening”), vehicle platform membership, degree of engine and/or 
transmission sharing (for each model variant) with other vehicles in the fleet, 

 Compliance constraints and flexibilities – historical preference for full compliance or 
fine payment, willingness to apply additional cost-effective fuel saving technology in 
excess of CAFE requirements, projected applicable flexible fuel credits, and current 
CAFE credit balance in first model year of simulation. 

 

Each manufacturer’s CAFE requirement represents the harmonic average of their vehicle’s 
sales-weighted targets. This means that no individual vehicle has a “standard,” merely a target, 
and each manufacturer is free to identify a compliance strategy that makes the most sense given 
its unique combination of vehicle models, consumers, and competitive position in the various 
market segments. As the CAFE model provides flexibility when defining a set of CAFE 
standards, each manufacturer’s requirement is dynamically defined based on the specification of 
the standards for any simulation.  

In order to simulate a manufacturer’s actions to bring its fleet into compliance with the 
standards, the CAFE model needs information about the context in which those decisions occur. 
In particular, the model requires: 

 The universe of technologies that can be used to achieve compliance, as well as 
information about the logical progression among them, and any restrictions that occur 
when applying one, or more, or them (see Section 13.2.2), 

 The cost of each technology and its fuel economy improvement, relative to a wide 
array of starting points that span not only the set of observed technology combinations 
in the MY2015 fleet, but also the set that will exist as the fleet evolves to achieve 
compliance with CAFE standards, 
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 The fuel prices that consumers will face when purchasing new vehicles, and the 
number of miles they expect to travel in those vehicles. 

 

Given this information, the model estimates each manufacturer’s potential year-by-year 
application of fuel-saving technologies to each engine, transmission, and vehicle.  Subject to a 
range of engineering and planning-related constraints (e.g., secondary axle disconnects can’t be 
applied to 2-wheel drive vehicles, many major technologies can only be applied practicably as 
part of a vehicle redesign, and applied technologies carry forward between model years), the 
model attempts to apply technology to each manufacturers’ fleet in a manner that minimizes 
“effective costs.”  

The effective cost captures more than the incremental cost of a given technology – it 
represents the difference between their incremental cost and the value of fuel savings to a 
potential buyer over the first three years of ownership. This construction allows the model to 
choose technologies that both improve a manufacturer’s CAFE compliance position and are most 
likely to be attractive to its consumers. This also means that different assumptions about future 
fuel prices will produce different rankings of technologies when the model evaluates available 
technologies for application. For example, in a high fuel price regime, an expensive but very 
efficient technology may look attractive to manufacturers because the value of the fuel savings is 
sufficiently high to both counteract the higher cost of the technology and, implicitly, satisfy 
consumer demand to balance price increases with reductions in operating cost. The model 
continues to add technology until a manufacturer either: (a) reaches compliance with CAFE 
standards (possibly through the accumulation and application of CAFE credits), (b) reaches a 
point at which it is more cost effective to pay fines than to add more technology, or (c) reaches a 
point beyond compliance where the manufacturer assumes its consumers will be unwilling to pay 
for additional fuel saving technologies (specified as a desired “payback period,” assumed to be 
one year for all manufacturers in this analysis.  

A graphical depiction of the compliance simulation loop appears in Figure 13.26, below. 
Having determined the applicability of each technology to each vehicle model, platform, engine, 
and transmission, the compliance simulation algorithm begins the process of applying 
technologies based on the CAFE standards applicable during the current model year. This 
involves repeatedly evaluating the degree of noncompliance, identifying the next “best” 
technology (ranked by the effective cost discussed above) available on each of the parallel 
technology paths described in Chapter 5, and applying the best of these. The algorithm combines 
some of the pathways, evaluating them sequentially instead of in parallel, in order to ensure 
appropriate incremental progression of technologies.  

The algorithm first finds the best next applicable technology in each of the technology 
pathways, then selects the best among these. If a manufacturer is assumed to be unwilling to pay 
CAFE civil penalties, then the algorithm applies the technology to the affected vehicles. 
Afterwards, the algorithm reevaluates the manufacturer’s degree of noncompliance and 
continues application of technology. Once a manufacturer reaches compliance (i.e., the 
manufacturer would no longer need to pay CAFE civil penalties), the algorithm proceeds to 
apply any additional technology determined to be cost-effective (as discussed above). 
Conversely, if a manufacturer is assumed to prefer to pay CAFE civil penalties, the algorithm 
only applies technology up to the point where doing so is less costly than paying fines. The 
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algorithm stops applying additional technology to this manufacturer’s products once no more 
cost-effective solutions are encountered. This process is repeated for each manufacturer present 
in the input fleet. It is then repeated again for each modeling year. Once all modeling years have 
been processed, the compliance simulation algorithm concludes. 

 

Figure 13.26  Compliance Simulation Diagram 

 

Engine, transmission, and platform sharing represent constraints to a manufacturer as it 
attempts to modify its product lines in ways that achieve CAFE requirements. The combination 
of shared components and product cadence can create challenges for manufacturers in any given 
year, and strongly influence both the pace and extent of new fuel saving technology application. 
For example, Ford produces approximately 1,000 different model variants across the passenger 
car, light truck, and medium-duty pickup/van regulatory classes (though more than 800 of these 
are differently configured medium-duty pickup trucks and vans). However, all of these models 
are powered by only about 25 different engines. Even ignoring all of the class 2b3 trucks, the 
ratio of model variants to unique engines is about 10:1. So when Ford changes an engine on one 
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of its vehicles to improve its fleet fuel economy for CAFE, the changes to that engine appear on 
an average of 10 other vehicles as well. Multi-year planning horizons in the CAFE model 
account for this nuance, and represent the fact that building a fleet of vehicles for compliance is 
different than modifying a single vehicle to exceed its fuel consumption target. Underlying the 
compliance simulation loop in Figure 13.26 is the selection of the “next best” technology within 
each path. In the new version of the CAFE model, “next best” incorporates both the product 
cadence and component sharing discussed in this chapter. 
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Figure 13.27  Selection of "Next Best" Technology within CAFE Compliance Simulation 

Figure 13.27 illustrates the logic employed by the model when choosing the “next best” 
technology when simulating compliance for a manufacturer. Note, in the diagram above, a 
“component” is any platform, engine, or transmission produced by a manufacturer, where 
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application of a technology is evaluated on a vehicle designated as a leader of that component. 
The model chooses a “leader” for each shared component – engine, transmission, platform – 
based on existing technology level, sales volume, and MSRP. New technologies (e.g., upgrades 
to engines) are first made on the component leader when it is redesigned. Because other vehicle 
models that share the same engine as the leader are likely to be redesigned at different model 
years, they will inherit the new component (e.g., a new engine) only when they are redesigned. 
However, the leader drives technology application. When a “follower” (who shares that 
component, but is not designated as the leader) is redesigned, it may not change the shared 
component in ways that differ from the implementation that exists on the leader in that year. The 
model accounts for this sharing among component explicitly. When selecting technologies to add 
to a component leader, any follower vehicles of the same component that are redesigned at the 
same time as the leader, will also be evaluated during technology application. Conversely, since 
vehicle-level technologies affect only one vehicle at a time, all technology improvements are 
applied immediately to just the one vehicle model during its refresh or redesign year. 

When the model steps forward to a new model year, all vehicles that are scheduled to be 
redesigned in that year inherit the most current level of any shared components. For example, if 
vehicle A and vehicle B share an engine, where vehicle A is the leader, vehicle B will inherit the 
same engine that vehicle A has when it is redesigned before considering additional technology 
application. It is possible that a vehicle model can be the leader on one component and a follower 
on another. This means that when that vehicle is redesigned, it first inherits the current state of 
all technology components on which it is a follower, before making any improvements to 
components on which it is the leader. These restrictions help to preserve the size of the initial set 
of engines, transmissions, and platforms that are observable in the MY2015 fleet.  The approach 
does not generate unique engines for each variant, based on NHTSA’s analysis of observed 
trends for managing platform and powertrain complexity given resource and cost considerations.  

 As shown in the figures above, the CAFE model considers each technology path 
separately within each analysis step – virtually applying each of the best technologies in each 
discrete path and choosing among them. Because this is an iterative process, for any vehicle in 
any single model year, the CAFE model dynamically constructs a package of technologies to 
improve its fuel economy, rather than choosing a package from a pre-defined set. The integration 
of the Argonne simulation study means that for each technology class, the full vehicle simulation 
results for over 20 thousand unique technology combinations are available to the CAFE model in 
this evaluation. Many of these combinations will not be cost-effective for a given vehicle’s 
starting technology state each time it is evaluated, but considering them allows the model to 
avoid applying new technology in manner that ignores the existing technology preferences 
specific manufacturers have exhibited in the MY2015 fleet.  

The CAFE model also simulates compliance on a yearly basis, over the entire period – 
making choices in any given year with an eye toward compliance in future years. While the 
compliance simulation loop is accurately described in Figure 13.26, the first step in the process, 
“Evaluate Manufacturer’s Level of Compliance,” is more nuanced that the figure suggests. The 
first step in the evaluation is the application of expiring credits – any CAFE credits carried 
forward from earlier model years that will expire in the model year under consideration are 
applied to the manufacturer’s CAFE level. Then all of the models redesigned in that year inherit 
the most current versions of shared engines, transmissions, and platforms if they are eligible to 
do so. The CAFE model also considers the application of older, but not yet expiring, credits if 
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the opportunities for technology application in a given model year are limited. In this way, a 
manufacturer need not apply enough technology in any given model year to exactly comply with 
the CAFE standard for that year. Instead, the CAFE model allows manufacturers to apply 
technology more aggressively when opportunities exist in order to generate enough credits to 
comply with standards when opportunities for technology application are more limited. The 
CAFE model represents all of the credits that manufacturers currently hold (and their expiration 
dates) when the simulation begins. The fact that the existing credit balances are significant (and 
expected to be necessary for some manufacturers to comply with standards in the short-term) 
suggests that capturing this behavior in the CAFE model is important. 

The following example demonstrates how manufacturer choices with respect to product 
cadence may lead to blocky improvements in fleet fuel economy, generating credits in some 
years that can then be applied in future years. Figure 13.28 shows the compliance pathway 
simulated for FCA under both the final CAFE standards through MY2021 and the Augural 
Standards through MY2025 (and assumed to remain constant after MY2025). Figure 13.3 
showed the product cadence assumed for each manufacturer in this analysis. As that figure 
shows, FCA has a number of model years where relatively little of their total sales volume is 
expected to be redesigned and several years where 20 percent or more of their total volume is 
expected to be redesigned. As Figure 13.28 shows, the years with the highest increases in CAFE, 
MY2018 and MY2020, correspond to years with high degrees of redesigns. However, the figure 
also shows that FCA is simulated to exceed the standard in MY2018 for light trucks and 
MY2020 for passenger cars by a large amount. Due to limited credit trading between passenger 
car and light trucks fleets, it would be necessary for FCA to increase both fleets in order to avoid 
paying fines (rather than simply relying on the over compliance in one or the other overcome 
shortfalls). While FCA exceeds the standard for a number of years, generating credits which it 
then carries forward, it also falls short of compliance around MYs 2022 – 2024, when it applies 
the earned credits from previous years to account for the shortfall.   

As discussed above, these results provide an estimate, based on analysis inputs, of one way 
FCA could add fuel-saving technologies to its products, and are not a prediction of what FCA 
will do under these standards. 
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Figure 13.28  FCA Compliance Example 

 

 

 

13.2.4 Simulating the Economic and Environmental Effects of CAFE Standards 

In addition to simulating compliance with CAFE standards, the CAFE model also estimates 
the economic and environmental impacts associated with the changes to the vehicle fleet that are 
estimated to occur as a result of the standards. To this, the model requires information about the 
economic and environmental impacts of fuel consumption and travel. In particular, it requires 
information about: 
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 All of the information related to travel demand and energy prices that influence 
compliance simulation also influence effects calculations, 

 The fuel economy rebound effect (the extent to which reductions in operating cost 
increase demand for miles traveled), 

 The value of refueling time saved by consumers who have to refuel more efficient 
vehicles less often, 

 Functions that determine the safety impacts of increased travel and vehicle mass 
reduction, 

 The social costs of increases in the amount of congestion and noise (from 
additional travel demand) and the number of crashes and fatalities, 

 The social cost of dependence on oil and the social cost of carbon emissions, 
 Tailpipe and upstream emission factors, fuel density and carbon content 

associated with a variety of fuels. 
 

Having estimated the extent to which each manufacturer might add fuel-saving technologies 
under each specified regulatory alternative, the model calculates a range of physical impacts, 
such as changes in highway travel (i.e., VMT), changes in fleetwide fuel consumption, changes 
in highway fatalities, and changes in vehicular and upstream greenhouse gas and criteria 
pollutant emissions.  The model then uses the information supplied about economic and 
environmental values to calculate economic costs and benefits to vehicle owners and society, 
based on these physical impacts. The CAFE model calculates these changes and economic 
impacts for each scenario, producing differences relative to a no-action case. The values assigned 
to all of the required environmental and economic inputs can be downloaded from NHTSA’s 
website. 

13.3 Simulation Results for Augural MY2022 – 2025 Standards 

In the results that follow, NHTSA considered the impact of implementing the Augural 
Standards described in the 2012 Final Rule for MYs 2022 – 2025 relative to the current final 
standards through MY2021 as the reference point. NHTSA uses the CAFE model to evolve the 
analysis fleet in order reach the point where the Augural Standards begin in MY2022. It does this 
by simulating manufacturers’ compliance decisions in response to the standards, discussed in 
greater detail below. 

EPCA/EISA constrains how NHTSA conducts its analysis in order to inform the actual 
determination of the maximum feasible stringency of CAFE standards.  For example, the statute 
requires NHTSA to set aside EPCA/EISA's CAFE credit carry-forward provisions from such 
analysis.  In recent CAFE rulemakings, NHTSA has included both a "standard setting" analysis 
and a "real world" analysis, with the latter accounting for some of these factors, as practicable.  
This draft TAR is not a rulemaking document to inform actual decisions regarding the maximum 
feasible stringency of future CAFE standards; therefore, today's analysis is all conducted on a 
"real world" basis.  The analysis accounts for the potential that manufacturers, as allowed by 
EPCA/EISA, could transfer CAFE credits between the passenger car and light truck fleet, or 
carry CAFE credits forward for later use.  Except for CAFE credits earned prior to MY2015, 
today's analysis does not account for the potential that manufacturers could trade CAFE credits.  
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Today's analysis also does not attempt to simulate the potential that manufacturers could carry 
CAFE credits back from future model years. 

Like both recent "standard setting" and "real world" analyses, today's analysis also accounts 
for the potential that some manufacturers might, as allowed by EPCA/EISA, elect to pay civil 
penalties if doing so would likely be less expensive than applying additional fuel-saving 
technology (accounting for technology costs and avoided fuel expenditures).  Recent legislation 
requires the civil penalty rate be increased from the current level of $5.50 per 0.1 mpg per 
vehicle to a considerably higher level of $14 per 0.1 mpg per vehicle, and today's analysis uses 
the updated rate.10 

As discussed in Chapter 4, today's analysis includes PHEVs and EVs estimated to be 
produced after MY2015.  Today's analysis also allows that manufacturers may elect to produce 
additional PHEVs or EVs in response to new CAFE standards; however, as shown below, 
compared to other technologies, PHEVs and EVs are not estimated to be cost-effective responses 
to the augural CAFE standards (i.e., the CAFE model identifies more cost-effective solutions 
than building additional PHEVs or EVs).  Had it included more PHEVs or EVs either in the 
analysis fleet or as a forced additional application of technology, today's analysis would have 
shown lower application rates for some other technologies (e.g., full HEVs) in the results shown 
below. 

Some of the aspects of today's analysis, such as the change in the civil penalty rate, are 
considerably different from those in NHTSA's 2012 analysis supporting the final rule for MYs 
2017-2021.  Together with other improvements and updates to data and methods, these combine 
to produce updated results from those presented in 2012.  Especially with a view toward 
understanding incremental impacts, today's analysis evaluates the potential response to the 
existing standards in place through MY2021, referred to here as the "No Action Alternative." 
Defining the No Action Alternative aids understanding of changes in inputs and methods, and 
provides a proper point of reference for understanding the estimated impacts of the Augural 
Standards.  NHTSA is not considering changes to the already-final CAFE standards through 
MY2021. 

13.3.1 Industry Impacts 

The footprint-based CAFE standards finalized in 2012 will require manufacturers to improve the 
average fuel economy of their fleets between now and MY2021.  In the baseline case, the 
standards are assumed to remain constant at the MY 2021 level indefinitely. The analysis in this 
report compares this baseline case with the augural CAFE standards for MY2022 – MY2025.  

                                                 
10 As a result of the Federal Civil Penalties Inflation Adjustment and Improvement Act of 2015 (Pub. L. 114-74), 

Section 701, and OMB guidance from February 2016 on how agencies should implement that Act, NHTSA is 
required to increase the $5-per-tenth-of-an-mpg civil penalty.  NHTSA will publish our proposal to implement 
that increase in a forthcoming Federal Register notice; for purposes of the current analysis, we have used $14-per-
tenth-of-an-mpg, which is consistent with the OMB guidance. 
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Table 13.8, below, summarizes the actual CAFE requirement for each manufacturer in MY2015 
(based on the MY2015 analysis fleet, described in Chapter 4.2); the estimated CAFE 
requirement in MY2021 through which CAFE standards are final; and the estimated CAFE 
requirement in MY2030, when NHTSA modeling indicates that the Augural Standards would 
produce a fully stable fleet.  The Augural Standards are assumed to remain constant at the MY 
2025 level through MY 2030.  Due to credit carry-forward, trading between fleets, and product 
cadence considerations, NHTSA estimates that some manufacturers will be taking actions to 
reach compliance with MY2025 standards for several model years thereafter. Table 13.8 
indicates that, between MY2015 and MY2030, manufacturers as a group will be required to 
increase required vehicle fuel economy levels by more than 50 percent for passenger cars and 40 
percent for light trucks. As in previous analyses, NHTSA’s analysis assumes that manufacturers 
who have consistently chosen to pay CAFE fines in the past may continue to do so. However, 
this analysis also assumes an increase in NHTSA’s CAFE non-compliance fine rate from $55 per 
MPG under the required level per vehicle sold to $140 per MPG. As a result, the modeling 
indicates that many fine-paying manufacturers will respond more aggressively to CAFE 
requirements than in previous analyses.  
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Table 13.8  Expected Manufacturer Standards and Expected CAFE levels with Augural Standards through 
MY2030 

Manufacturer Regulatory 
Class 

2015 2021 2030 

Standard CAFE Standard CAFE Standard CAFE 

BMW Passenger Car 35.5 33.9 44.8 39.0 54.0 48.5 

Light Truck 29.0 29.3 35.0 32.7 42.1 42.1 

Daimler Passenger Car 34.8 33.6 43.8 41.1 52.6 50.8 

Light Truck 29.1 26.9 35.1 33.0 42.3 42.2 

FCA Passenger Car 35.3 32.7 44.7 49.0 53.7 54.2 

Light Truck 28.1 25.5 33.3 35.5 40.1 40.3 

Ford Passenger Car 35.6 35.0 45.0 49.1 54.0 56.7 

Light Truck 26.5 25.5 30.1 33.9 36.3 37.4 

General 
Motors 

Passenger Car 35.6 33.5 45.2 49.0 54.4 54.6 

Light Truck 26.0 24.5 29.9 31.8 36.0 36.0 

Honda Passenger Car 36.8 41.3 46.4 44.0 56.0 58.1 

Light Truck 29.4 31.8 36.1 36.0 43.2 43.8 

Hyundai Kia Passenger Car 35.9 35.5 45.5 46.6 54.7 55.9 

Light Truck 29.3 27.7 36.3 36.9 43.7 43.7 

JLR Passenger Car 33.9 26.8 42.3 32.1 50.7 35.0 

Light Truck 29.1 25.2 35.0 31.0 42.2 41.2 

Mazda Passenger Car 36.1 42.4 45.8 46.1 55.1 55.4 

Light Truck 30.4 31.8 36.9 36.1 44.5 44.8 

Mitsubishi Passenger Car 38.7 41.7 48.9 51.3 59.0 63.3 

Light Truck 31.9 35.2 39.5 44.6 47.6 55.0 

Nissan Passenger Car 36.3 41.4 45.8 49.1 55.0 57.3 

Light Truck 28.9 29.0 34.6 37.5 41.7 42.1 

Subaru Passenger Car 37.3 38.8 46.9 52.1 56.4 57.5 

Light Truck 31.4 37.2 39.0 46.6 47.1 47.4 

Toyota Passenger Car 36.4 40.3 46.0 48.1 55.3 56.4 

Light Truck 28.5 26.1 33.6 36.8 40.5 40.6 

Volvo Passenger Car 35.3 35.6 44.5 41.9 53.5 48.4 

Light Truck 30.1 26.6 36.6 33.2 44.0 33.4 

VWA Passenger Car 36.8 36.5 46.7 40.6 56.1 51.8 

Light Truck 29.3 27.7 35.7 32.0 43.2 38.2 

TOTAL Passenger Car 36.0 37.1 45.5 47.1 54.8 55.8 

Light Truck 27.8 26.5 32.9 35.1 39.6 39.9 

 

As Table 13.8 shows, among those manufacturers assumed willing to pay civil penalties as 
allowed under EPCA/EISA, a few (e.g., JLR, Volvo) could find that option attractive enough to 
fall well short of one or both standards by MY2030.  However, also by MY2030, all 
manufacturers assumed to be averse to paying CAFE fines (e.g., Ford, GM, and FCA) are 
estimated to be able to reach compliance without the use of credits. Among those manufacturers, 
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several exceed the standard as fuel savings technologies applied in earlier years propagate 
through shared components across platforms (discussed in greater detail in Section 13.3). 

In NHTSA’s modeling, manufacturer’s fleets evolve from a starting point, which is generally 
defined as a description, including number of vehicles sold, fuel economy, weight,  footprint, 
engine and transmission type, and  aerodynamic drag, of each “model” built by each 
manufacturer in some recent historical model year.  In the 2012 FRM, the starting point was the 
MY 2010 fleet.  In this analysis, the starting point has been updated to the MY2015 fleet.  Figure 
13.29 shows the required and achieved CAFE levels for the MY2025 fleet simulated from the 
MY2010 analysis fleet in the 2012 FRM and the MY2025 fleet simulated from the MY2015 fleet 
in the current analysis. Total industry average CAFE level and standard are lower using the 
MY2015 fleet in the current analysis than they were using the MY2010 fleet in the FRM, largely 
attributable to the shifts in sales between light trucks and passenger cars, described earlier in this 
chapter. Both simulations show manufacturers achieving CAFE levels close to the requirements, 
albeit generally closer for the passenger cars than the light trucks.  

 

Figure 13.29  CAFE and Standard from 2010 Fleet Simulations vs. 2015 Observed Fleet (miles per gallon) 
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Technology penetration rates for passenger cars and light trucks  

The analysis that follows explains how the CAFE model projects manufacturers could reach 
Augural Standards for both passenger cars and light trucks.  This analysis simulates the 
application of fuel efficiency improving technologies, however does not change vehicle footprint 
or mix as a compliance strategy.  The analysis is not intended to be a prediction of how any 
given manufacturer will actually respond to CAFE requirements, but represents a low cost 
technology solution in the context of the assumptions made in this analysis. Figure 13.30 through 
Figure 13.33 show passenger car technology penetration rates for engine, transmission, 
electrification, and load reduction technologies, respectively.  

Figure 13.34 through present comparable analysis for light trucks. The green values in the 
tables show that reliance upon a given technology is modeled at less than 50 percent of the sales 
volume for a manufacturer, and the red values highlight progressively higher dependence upon a 
technology within the market. As the tables illustrate, different manufacturers apply different sets 
of technologies to raise CAFE levels and achieve compliance with the standards.  

In each table, technology complexity generally increases moving left to right, though each 
group of technologies has interdependencies and mutually exclusive choices so this progression 
of complexity is not always strictly increasing. For example, the DCT8 appears at the far right of 
the transmission table (after the DCT6), but may be less complex than the CVT. However, the 
CAFE model's logic progresses to CVTs along the automatic transmission path and models that 
start as DCTs remain DCTs. The ranking merely reflects this progression. 

As Figure 13.30 shows, manufacturers across the industry are projected to deploy most of the 
lower complexity engine technologies (e.g.,variable valve timing and lift, direct injection) at 
levels approaching 100 percent for most manufacturers by MY2030. However, after deploying 
all of these engine technologies, manufacturers choose different levels of turbocharging 
technology. At the industry level, the penetration rate of level 1 turbocharging (TURBO1) drops 
over time as the rates of level 2 turbocharging (TURBO2) and cooled EGR both steadily 
increase. This trend is observable for individual manufacturers as well, though most pronounced 
among the primarily European manufacturers (and Ford) that already rely on TURBO1 to a 
significant degree in MY2015. Some of these manufacturers continue along the engine path to 
cooled EGR, though only VWA relies on advanced diesel engines to any meaningful degree, and 
at a level that is projected to decrease over time. 
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Figure 13.30  Passenger Car Engine Technology Penetration Rates By Manufacturer (sales weighted share of 
fleet) 
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Figure 13.31  Passenger Car Transmission Penetration Rates By Manufacturer (sales weighted share of fleet) 
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Figure 13.32 Passenger Car Electrification Technology Penetration Rates By Manufacturer (sales weighted 
share of fleet) 
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Figure 13.33 Passenger Car Load Reduction Technology Penetration Rates By Manufacturer (sales weighted 
share of fleet) 
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As shown in the tables above, for the passenger car fleet, the Augural Standards are projected 
to result in large increases in a wide range of technologies over the 15 year period from MY 
2015 through MY2030.  All manufacturers are projected to exhibit consistent and heavy reliance 
on dynamic load reduction technologies like aerodynamic improvements and low rolling 
resistance tires, fully utilizing opportunities for improvement in those areas, as well as modest 
levels of mass reduction. However, the projections show manufacturers following a range of 
different technology pathways, with differences in areas like engine, transmission, and 
electrification technology, and improvements in different areas.   

As Figure 13.31shows, passenger cars are projected to displace 6-speed automatic 
transmissions with 8-speed automatic transmissions over time, with the share of CVT and DCT 
remaining relatively steady over the study period. However, a number of manufacturers are 
projected to heavily deploy CVTs at levels considerably higher than their application in MY2015 
– Honda, Mitsubishi, Nissan, and Subaru, in particular. 

As shown in Figure 13.32, the analysis projects a consistent and increasing reliance on 
start/stop, integrated starter generators (ISG), and strong hybrids. While the penetration rate of 
pure electric vehicles also increases over the period, only Nissan is projected to convert more 
than 3 percent of its passenger car fleet to battery electric vehicles, and most manufacturers show 
no significant deployment of pure EVs11.  Similarly, the CAFE simulations project that 
manufacturers would be able to achieve compliance without any reliance on fuel cell vehicles 
(FCV).   

In the regulatory analysis of the MY2017 – MY2021 standards, which included Augural 
Standards for MYs 2022 – 2025, NHTSA concluded that compliance could be achieved 
primarily through transmission improvements and technological advances to the internal 
combustion engine – without significant reliance on hybridization.  Compared to the 2012 final 
rule, DOT’s current analysis reflects a range of updates to the CAFE model and inputs.  These 
include:  changes to the market forecast (involving some changes in fleet mix and technology 
and fuel economy levels, as well as changes in other vehicle and fleet characteristics); changes in 
the estimated cost and effectiveness for different technology combinations; model revisions that 
improve the accuracy of the Volpe model’s accounting for product cadence and shared 
technologies (e.g., shared engines);12 an increase in the civil penalty rate (from $5.50 per 0.1 
mpg to $14 per 0.1 mpg); and other changes have combined to result in new estimates of 
potential technology application in response to the augural standards, including wider application 
of strong hybrid penetrations for this Draft TAR as shown in Figure 13.32. As in the FRM, there 

                                                 
11 As Tesla Motors only produces electric vehicles, the CAFE program does not represent a binding standard. The 

industry totals include the contribution of Tesla sales to the new vehicle market, but individual results for that 
manufacturer are not expected to vary as a result of CAFE standards and are omitted from the tables. 

12 Note, for engine and hybrid technologies and mass reduction levels of 10 percent or more, the NHTSA analysis 
assumes manufacturers would reduce engine displacement to maintain vehicle performance, because the change 
in performance and displacement would be moderate.  For other technologies and lower levels of mass reduction, 
the NHTSA analysis assumes manufacturers would not redesign engines to preserve vehicle performance because 
performance impacts and changes in engine displacement would be smaller and would not justify the engineering 
resources and costs that would be incurred to do so.  Therefore, for those other technologies, some portion of the 
fuel saving potential results in an increase in vehicle performance.   
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remains a significant reliance on turbocharging and CEGR improvements to the internal 
combustion engine.13  

Notably, each manufacturer is projected to move far along one or more technology pathways 
where it has little engagement in MY 2015.  For example:  

 Most European manufacturers today are producing relatively few integrated start-
generator (ISG) or strong hybrid vehicles for the U.S. market in MY2015.  But, they 
are projected to deploy those technologies on more than 75 percent (combined) of 
their passenger car fleets produced for U.S. sale by MY2030, in response to the 
Augural Standards.  

 Some firms are not projected to have large increases in ISG or strong hybrids, but are 
expected to focus instead on advanced gasoline engines.   For example, Honda and 
Hyundai Kia have negligible levels of turbocharging in their passenger car fleets in 
MY2015, and are projected to include turbocharging in over 20 percent of their 
passenger car engines by MY2030.  

 Ford, GM and Fiat-Chrysler are projected to increase market share for their full hybrid 
systems from 0-5 percent in MY2015 to 30-39 percent in MY2030, and increase ISG 
systems from 0 percent in MY2015 to 39-51 percent in MY2030. 

A similar, but not identical, story emerges for light trucks, with the biggest differences 
between technology application levels for passenger cars and light trucks being greater use of 
mass reduction technology in the latter, and greater use of ISG and strong hybrids in the former.   

  

                                                 
13 This section is focused on describing internal changes within the Volpe model.  As noted in the executive 

summary and elsewhere, there are differences between the DOT and EPA approaches that derive different 
penetration rates for hybrid as well as other technologies.  These derive from a range of factors, including but not 
limited to different penetration rates of EVs and PHEVs in the two agencies' reference fleets, differences in 
technology effectiveness assumptions, and others. 
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Figure 13.34 Light Truck Engine Technology Penetration Rates By Manufacturer (sales weighted share of 
fleet) 
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Figure 13.35 Light Truck Transmission Technology Penetration Rates By Manufacturer (sales weighted 
share of fleet) 
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Figure 13.36 Light Truck Electrification Technology Penetration Rates By Manufacturer (sales weighted 
share of fleet) 
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Figure 13.37 Light Truck Load Reduction Technology Penetration Rates By Manufacturer (sales weighted 
share of fleet) 
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All manufacturers make increasing, and consistently high use of engine technologies such as 
variable valve timing and lift (VVT and VVL, respectively) and direct injection (SGDI). As 
Figure 13.34 illustrates, those technologies are already present in the MY2015 fleet at very high 
levels for some manufacturers, but, industry-wide, at lower levels than they are simulated for 
MY2030. Turbocharged engines, whose penetration varies by manufacturer, are expected to be 
present, in some form, on over half of the light trucks offered for sale in MY2030 compared to 
slightly more than 10 percent of the MY2015 fleet.  

The penetration rates of transmission technologies for light trucks are broadly similar to those 
for passenger cars, with manufacturers generally projected to rely on the same mix of 
technologies for both classes. As reflected in Figure 13.35, the manufacturers projected to rely 
most heavily on CVTs for their passenger car fleets are projected to have similar reliance in their 
light truck fleets.   

As with passenger cars, dynamic load reduction technologies (aerodynamic improvements and 
LRR tires) are simulated to reach high levels of penetration in the light truck market for all 
manufacturers by MY2030 (Figure 13.37). Mass reduction technologies are projected to be 
deployed at higher rates for light trucks than passenger cars.  NHTSA’s analysis restricts the 
applicability of mass reduction technologies for passenger cars, but not for the light trucks. In the 
modeling, most manufacturers make increasing use of all levels of mass reduction, with the 
highest-volume pickup truck producers (Ford, GM, and FCA) deploying the highest available 
level (20 percent reduction) on around 40 percent of their light trucks. Honda and Hyundai Kia 
both apply mass reduction at the highest available level on 50 percent of their fleets by MY2030. 

NHTSA modeling projects a significant increase in the use of start/stop systems within the 
light truck class, but, in contrast to the passenger car fleet, comparatively little reliance on ISG or 
strong hybrid systems, as reflected in Figure 13.36, as compared with Figure 13.32.   

 

Projected compliance costs   

The technology changes described above carry associated costs. In the NHTSA model, 
manufacturers can only redesign a fraction of their fleet each year, and have flexibility to over- 
or under comply in a particular year by banking or borrowing credits, manufacturers compliance 
pathway over time can be complex.  Thus, costs for compliance with current standards and the 
Augural Standards are interconnected, and evolve on a year-by-year basis to reflect annual 
redesign cycles and other factors.  Table 13.9 divides  aggregate annual average per vehicle 
manufacturers’ compliance costs into three categories:  the investments manufacturers would 
have to make to comply with current standards through 2016, costs to comply with current 
standards through MY2021, and the cost to comply with the MY 2022-2025 Augural Standards. 
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Table 13.9  Average Per Vehicle Cost for Primary Analysis Using RPE to Mark Up Direct Costs 

  

 Average Per-Vehicle Costs (2013 $)  
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2016               200                  40                   -                  240  

2017               250                150                  10                400  

2018               340                280                  70                690  

2019               350                390                100                830  

2020               370                560                190             1,120  

2021               380                670                450             1,500  

2022               380                680                610             1,670  

2023               380                670                750             1,800  

2024               370                670                860             1,900  

2025               370                670             1,020             2,070  

2026               370                680             1,120             2,160  

2027               370                670             1,230             2,260  

2028               360                670             1,250             2,270  

2029               350                660             1,250             2,260  

2030               350                660             1,240             2,250  

2031               350                660             1,250             2,260  

2032               350                660             1,250             2,260  

 

Note that, in NHTSA’s modeling, manufacturers begin investing in compliance with the 
Augural Standards as early as 2017, redesigning vehicles that will continue to be built in 2022 
and beyond, as well as accumulating credits for future compliance. 

  



Analysis of Augural CAFE Standards   

13-74 

The chart below (Figure 13.38) shows the rate at which average regulatory costs increase 
relative to the required and achieved CAFE levels for the industry. The figure combines the 
passenger car and light truck fleets, and presents compliance with the Augural Standards. 
Manufacturer-specific results have more variance (especially for manufacturers with relatively 
limited ranges of product offerings). Those seeking more detail can download the simulation 
results in full from NHTSA’s website14. 

 

 

 

Figure 13.38 Industry-Wide Combined Average Fuel Economy Levels and Average Costs (2015 $) 

 

  

                                                 
14CAFE – Fuel Economy: http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ld-

cafe-midterm-evaluation-2022-25 

http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ld-cafe-midterm-evaluation-2022-25
http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-+Fuel+Economy/ld-cafe-midterm-evaluation-2022-25
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Table 13.10 below provides additional information on the distribution of projected sales and 
compliance (technology plus fines/credits) costs.  The current projection of manufacturer sales 
volumes (described in greater detail in Section 4.2) combines a projection of total vehicle sales 
and the division between passenger cars and light trucks form the AEO, a proprietary forecast of 
manufacturer market shares from IHS/Polk, and sales volume projections for MY2015 submitted 
to NHTSA by the manufacturers. 
Table 13.10  Draft TAR Average Per Vehicle Cost and Production Volume in MY 2025 for Primary Analysis 

Using RPE to Mark Up Direct Costs 

Production Volumes and Average Costs for NHTSA Draft TAR Analysis 

  

MY2025 Production 
for Sale in U.S. (m) 

Average Per-Vehicle Costs1 in MY2025 
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BMW        0.30         0.14         0.44                  240  1,010 1,180 2,430 

Daimler        0.23         0.16         0.39                  400  960 1,180 2,530 

Fiat-Chrysler        0.61         1.48         2.09               1,070                  720  880 2,660 

Ford        0.94         1.29         2.23                  260 1,080 1,540 2,880 

General Motors        1.20         1.44         2.64                  260 550 1,300 2,110 

Honda        0.88         0.65         1.53                    90  120 1,140 1,350 

Hyundai Kia        1.08         0.23         1.32                  200              1,200  1,230 2,700 

Jaguar Land Rover        0.02         0.07         0.10               1,010  1,030              1,050               3,090  

Mazda        0.22         0.12         0.34                    60  380 870 1,320 

Mitsubishi        0.06         0.03         0.09                    90  650 1,170 1,910 

Nissan        0.89         0.46         1.35                  120  440 780              1,340  

Subaru        0.15         0.50         0.65                    50 510 610 1,170 

Toyota        1.22         1.02         2.24                  510                 460  260              1,230  

Volvo        0.04         0.05         0.09                  400 830 1,140              2,360  

Volkswagen        0.63         0.18         0.82                  500 950 1,300 2,750 

Industry Average        8.59         7.84       16.43                  370                  670  1,020 2,070 

        
2012 Final Rule3      10.98         5.47       16.45                  790 1,700 2,480 

        
1 Draft TAR costs in 2013 $.       
2 Costs estimated to be accrued under standards through 2016 reflect different analysis fleets and credits.  The 2012 Final 
Rule analysis uses a MY 2010 baseline fleet and includes costs for MYs 2011-2016, whereas the Draft TAR uses a MY 2015 
baseline fleet and includes costs for MY 2016, alone. 
32012 Final Rule costs in 2010 $.  For manufacturer-specific costs in 2012 Final Rule, see 77 FR 99, at 63047-63049, 
63063-63067 and accompanying Final RIA, pp. 675-762.  
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A number of factors may affect the spread of costs across these different compliance periods 
covered by the program. Notably, drops in overall costs for compliance through 2016, relative to 
analysis in the 2012 final rule, reflect, among other things, choices that manufacturers across the 
sector have made since 2010 (the model year providing the foundation for NHTSA’s 2012 
analysis) with respect applying technology and to achieving compliance in the early years.  
Manufacturers' choices to integrate certain technological innovations first, as part of a multi-year 
program, affect the range of additional technologies available for later integration and future 
savings.  The CAFE model recognizes that technologies, once implemented, are no longer 
available to generate additional savings.  Multi-year regulatory certainty, combined with out-year 
GHG regulations as well as Augural Standards, has provided companies with a framework for 
planning that allows them to implement individual redesign cycles with the ability to understand 
how each may affect their range of compliance options in the future. While NHTSA’s analysis 
fleet for today’s analysis, being based on the 2015 fleet, reflects the application of fuel-saving 
technologies between 2010 and 2015, our analysis does not attempt to quantify the cost of those 
improvements.  Additionally, unlike NHTSA’s 2012 analysis, today’s analysis includes CAFE 
credits that manufacturers are estimated to have available to carry forward (and, in some cases, 
trade) from model year 2010-2015 and apply toward compliance obligations during 2015-2019. 

Among the metrics that can be used to weigh the relative cost of fuel economy improvements, 
one is the cost of added fuel-saving technology as compared to the resultant reduction of fuel 
consumption.  The latter could be measured in terms of expected gallons or dollars of avoided 
fuel consumption, using estimates of future vehicle survival, vehicle use, the gap between 
laboratory and real-world fuel economy, and future fuel prices.  Without applying such 
estimates, the reduction of fuel consumption can be measured on a percentage basis, considering 
the inverses of CAFE levels (e.g., such that increasing CAFE level from 20 to 30 mpg represents 
a 33.3 percent reduction in average fuel consumption, from 0.05 to 0.033 gallons per mile, or 
gpm). 
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Below, Table 13.11 shows estimated model year 2028 CAFE levels under the No-Action 
Alternative and the Augural Standards.  On an industry-wide basis, the Augural Standards are 
estimated to improve average fuel consumption by about 14 percent, with similar average 
improvements for the passenger car and light truck fleets, with variance in both directions.  

Table 13.11  Estimated MY2028 CAFE Levels and Average Fuel Consumption Improvement 

  CAFE (mpg) under 
No-Action Alternative 

CAFE (mpg) under 
Augural Standards 

Fuel Consumption 
Improvement (% gpm) 

Manufacturer 

P
C

 

LT
 

C
o

m
b

in
ed

 

P
C

 

LT
 

C
o

m
b

in
ed

 

P
C

 

LT
 

C
o

m
b

in
ed

 

BMW1       44.9        35.0        41.4        47.0        35.7        42.8  4% 2% 3% 

Daimler1       44.2        35.1        40.0        50.8        42.2        47.0  13% 17% 15% 

Fiat-Chrysler       45.2        34.7        37.4        54.0        40.3        43.7  16% 14% 14% 

Ford       48.9        31.5        37.2        56.7        37.4        43.7  14% 16% 15% 

General Motors       46.2        30.6        36.2        54.4        35.9        42.5  15% 15% 15% 

Honda       46.8        37.5        42.5        58.1        44.0        51.3  20% 15% 17% 

Hyundai Kia       46.9        39.7        45.6        55.9        43.6        53.4  16% 9% 15% 

Jaguar Land Rover1       35.1        34.6        34.7        35.1        38.8        37.8  0% 11% 8% 

Mazda       48.6        39.5        44.9        55.8        44.8        51.3  13% 12% 12% 

Mitsubishi       49.9        39.5        46.4        58.1        46.6        54.3  14% 15% 14% 

Nissan       45.6        35.8        41.7        55.7        42.0        50.2  18% 15% 17% 

Subaru       49.7        41.8        43.5        57.6        47.4        49.5  14% 12% 12% 

Tesla     282.9      282.9      282.9      282.9      282.9      282.9  0% 0% 0% 

Toyota       48.5        37.2        42.7        55.5        40.5        47.7  13% 8% 10% 

Volvo1       44.5        33.4        38.0        48.2        33.4        39.3  8% 0% 3% 

Volkswagen       47.1        35.4        44.0        51.4        38.0        47.8  8% 7% 8% 

Total       47.4        34.4        40.3        55.4        39.6        46.7  14% 13% 14% 

NOTE : 

1Manufacturer assumed to be willing to pay civil penalties as allowed under EPCA/EISA, if doing so would be more financially 
attractive than further increasing average fuel economy. 
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Table 13.12 shows the estimated average additional cost in MY 2028 (compared to the No-
Action Alternative) of fuel-saving technologies producing these incremental fuel consumption 
improvements under the Augural Standards.  On an industry-wide basis, and excluding any 
estimated civil penalties, these estimated incremental costs average about $1,110 for passenger 
cars, $1,250 for light trucks, and $1,175 for the combined fleet.  Estimated average incremental 
costs vary considerably between manufacturers’ respective fleets.  However, after normalizing 
for relative improvements in average fuel consumption, these cost differences are more tightly 
distributed around the industry-wide average levels of $77 per % for passenger cars, $95 per % 
for light trucks, and $86 per % for the combined fleet. 

Table 13.12  Estimated Technology Cost per Percent Fuel Consumption Improvement in MY2028 

  Fuel Consumption 
Improvement (% gpm) 

Add'l. Tech. Cost (2013 $) 
under Augural Standards  

Add'l. Tech. Cost (2013 $) 
per % Improvement  

Manufacturer 

P
C

 

LT
 

C
o

m
b

in
ed

 

P
C

 

LT
 

C
o

m
b

in
ed

 

P
C

 

LT
 

C
o

m
b

in
ed

 

BMW1 4% 2% 3%      431        119          336            97            68            96  

Daimler1 13% 17% 15%     1,224      1,719      1,422            94          101            96  

Fiat-Chrysler 16% 14% 14%     1,288      1,335      1,321            79            97            92  

Ford 14% 16% 15%     1,374      1,931      1,693          100          123          113  

General Motors 15% 15% 15%     1,637      1,604      1,620          109          109          109  

Honda 20% 15% 17%     1,208      1,095      1,162            62            75            67  

Hyundai Kia 16% 9% 15%     1,443      1,037      1,378            90          118            94  

Jaguar Land 
Rover1, 2 

0% 11% 8%            -        1,029          769               96            96  

Mazda 13% 12% 12%         923          866          903            72            73            72  

Mitsubishi 14% 15% 14%         976      1,468      1,115            69            96            77  

Nissan 18% 15% 17%         902          878          894            50            59            53  

Subaru 14% 12% 12%         949          497          609            69            42            50  

Tesla2   0% 0% 0%            -               -               -             

Toyota 13% 8% 10%         617          652          632            49            80            61  

Volvo1, 2  8% 0% 3%         764             -            376            98             115  

Volkswagen1 8% 7% 8%         729          650          712            87            94            89  

Total 14% 13% 14%     1,111      1,246      1,174            77            95            86  
1Manufacturer assumed to be willing to pay civil penalties as allowed under EPCA/EISA, if doing so would be more 

financially attractive than further increasing average fuel economy. 

2Blank entry indicates no incremental change compared to No-Action Alternative. 

 

Table 13.12 reports average fuel consumption improvements and technology costs on an 
incremental basis.  Measured relative to vehicles that continue with fuel economy and 
technology at model year 2015 levels, the added fuel-saving technologies appear considerably 
more cost-efficient. 
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Table 13.13, Table 13.14, and Table 13.15 show total costs and average additional per vehicle 
costs (above 2015 levels) for the baseline case, or the “No Action Alternative.”  The three tables 
show passenger cars, light trucks, and cars and trucks combined, respectively.  The No Action 
Alternative encompasses compliance with existing standards through MY 2021.  The variations 
in post-2021 costs have diverse causes.  Specialty manufacturers, such as Volvo or Jaguar Land 
Rover, selling few models, may have very “lumpy” redesign costs, while manufacturers may 
liquidate credit balances in particular years.  And all manufacturers are projected to incur 
additional technology costs as redesigns to shared engines, transmissions, and platforms that 
occurred in prior model years propagate through to all the models on which they are shared. In 
some cases, this sharing crosses the boundary between light trucks and passenger cars – where an 
engine (for example) must be updated to achieve compliance with the passenger car standard, but 
then eventually filters through to all of the light trucks that share that engine when they are 
redesigned. It is also the case, for some manufacturers, that credits earned in earlier model years 
have been carried forward (in the simulation), provide opportunities for technology application 
to bring the fleet into compliance with MY2021 standards in model years 2022 and beyond.  
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Table 13.13  Passenger Cars:  Total Cost and Average per Vehicle Costs for the No-Action Alternative for the 
Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Costs (2013 $b) 
under No-Action Alternative 

Average Costs (2013 $) 
under No-Action Alternative 
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BMW 
       
1.0  

       
0.4  

       
0.4  

       
0.4  

       
0.4  

       
1.5  

    
1,391      1,420  

    
1,475  

    
1,447  

    
1,455  

    
1,508  

    
1,537  

    
1,510  

Daimler 
       
0.8  

       
0.4  

       
0.4  

       
0.3  

       
0.3  

       
1.0  

    
1,469      1,706  

    
1,620  

    
1,549  

    
1,518  

    
1,488  

    
1,462  

    
1,449  

Fiat-Chrysler 
       
5.2  

       
1.3  

       
1.2  

       
1.2  

       
1.2  

       
3.6  

    
2,118      2,079  

    
2,019  

    
1,973  

    
1,930  

    
1,909  

    
1,884  

    
1,872  

Ford 
       
4.5  

       
1.5  

       
1.5  

       
1.4  

       
1.6  

       
5.1  

    
1,653      1,636  

    
1,613  

    
1,603  

    
1,666  

    
1,695  

    
1,735  

    
1,706  

General 
Motors 

       
5.0  

       
1.2  

       
1.3  

       
1.3  

       
1.3  

       
3.7  

    
1,106      1,092  

    
1,078  

    
1,065  

    
1,046  

    
1,035  

    
1,021  

    
1,007  

Honda 
       
0.6  

       
0.1  

       
0.2  

       
0.2  

       
0.2  

       
0.7  

        
109          172  

        
216  

        
238  

        
234  

        
234  

        
235  

        
233  

Hyundai Kia 
       
5.4  

       
1.4  

       
1.4  

       
1.4  

       
1.4  

       
4.3  

    
1,284      1,349  

    
1,320  

    
1,304  

    
1,278  

    
1,268  

    
1,255  

    
1,242  

Jaguar Land 
Rover 

       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.0  

       
0.1  

    
2,333      2,281  

    
2,236  

    
2,217  

    
1,666  

    
1,647  

    
1,786  

    
1,991  

Mazda 
       
0.1  

       
0.0  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

        
126          238  

        
334  

        
359  

        
351  

        
371  

        
368  

        
365  

Mitsubishi 
       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

        
827          940  

        
926  

        
916  

        
893  

        
885  

        
875  

        
875  

Nissan 
       
1.2  

       
0.3  

       
0.4  

       
0.4  

       
0.4  

       
1.1  

        
389          414  

        
414  

        
417  

        
410  

        
409  

        
406  

        
403  

Subaru 
       
0.6  

       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.4  

    
1,083      1,076  

    
1,068  

    
1,048  

    
1,013  

        
998  

    
1,002  

    
1,001  

Toyota 
       
2.3  

       
0.6  

       
0.6  

       
0.6  

       
0.6  

       
1.9  

        
493          534  

        
518  

        
531  

        
522  

        
510  

        
504  

        
501  

Volvo 
       
0.2  

       
0.0  

       
0.0  

       
0.0  

       
0.0  

       
0.2  

    
1,027      1,076  

    
1,070  

    
1,055  

    
1,059  

    
1,050  

    
1,198  

    
1,182  

Volkswagen 
       
2.2  

       
0.9  

       
0.9  

       
0.9  

       
1.0  

       
2.9  

    
1,574      1,554  

    
1,574  

    
1,540  

    
1,571  

    
1,538  

    
1,538  

    
1,525  

Total 
    
29.5  

       
8.5  

       
8.6  

       
8.6  

       
8.7  

    
26.9  

    
1,019      1,047  

    
1,035  

    
1,020  

    
1,016  

    
1,014  

    
1,015  

    
1,008  
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Table 13.14  Light Trucks:  Total Cost and Average per Vehicle Costs for the No-Action Alternative for the 
Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Costs (2013 $b) 
under No-Action Alternative 

Average Costs (2013 $) 
under No-Action Alternative 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
       
0.3  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

        
764  

        
786  

        
742  

        
852  

        
831  

        
776  

        
721  

        
714  

Daimler 
       
0.8  

       
0.2  

       
0.2  

       
0.2  

       
0.2  

       
0.5  

    
1,124  

        
990  

    
1,050  

    
1,157  

    
1,134  

    
1,156  

    
1,143  

    
1,144  

Fiat-Chrysler 
    
11.8  

       
2.6  

       
2.6  

       
2.5  

       
2.6  

       
7.4  

    
1,738  

    
1,775  

    
1,751  

    
1,718  

    
1,727  

    
1,708  

    
1,688  

    
1,669  

Ford 
       
5.0  

       
1.5  

       
1.5  

       
1.4  

       
1.4  

       
4.8  

    
1,129  

    
1,126  

    
1,110  

    
1,099  

    
1,102  

    
1,209  

    
1,178  

    
1,159  

General 
Motors 

       
4.1  

       
0.9  

       
0.9  

       
0.9  

       
0.9  

       
2.6  

        
630  

        
616  

        
607  

        
596  

        
613  

        
607  

        
601  

        
595  

Honda 
       
0.3  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.4  

          
94  

          
90  

        
134  

        
142  

        
180  

        
178  

        
230  

        
228  

Hyundai Kia 
       
1.8  

       
0.4  

       
0.5  

       
0.5  

       
0.5  

       
1.3  

    
2,003  

    
1,946  

    
1,980  

    
2,023  

    
1,986  

    
1,965  

    
1,949  

    
1,921  

Jaguar Land 
Rover 

       
0.5  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

       
0.5  

    
1,661  

    
1,697  

    
1,720  

    
1,695  

    
2,164  

    
2,163  

    
2,139  

    
2,100  

Mazda 
       
0.3  

       
0.0  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

        
416  

        
408  

        
649  

        
637  

        
625  

        
620  

        
615  

        
609  

Mitsubishi 
       
0.0  

       
0.0  

       
0.0  

       
0.0  

       
0.0  

       
0.0  

        
417  

        
409  

        
401  

        
393  

        
385  

        
381  

        
377  

        
373  

Nissan 
       
1.7  

       
0.4  

       
0.4  

       
0.4  

       
0.4  

       
1.2  

        
890  

        
882  

        
861  

        
845  

        
842  

        
848  

        
841  

        
845  

Subaru 
       
0.7  

       
0.2  

       
0.2  

       
0.2  

       
0.2  

       
0.6  

        
464  

        
453  

        
432  

        
422  

        
423  

        
422  

        
420  

        
405  

Toyota 
       
7.5  

       
1.6  

       
1.6  

       
1.6  

       
1.5  

       
4.5  

    
1,627  

    
1,576  

    
1,553  

    
1,522  

    
1,496  

    
1,477  

    
1,461  

    
1,446  

Volvo 
       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

    
1,382  

    
1,438  

    
1,425  

    
1,404  

    
1,376  

    
1,365  

    
1,280  

    
1,258  

Volkswagen 
       
0.7  

       
0.2  

       
0.2  

       
0.2  

       
0.2  

       
0.5  

    
1,119  

    
1,035  

        
943  

    
1,064  

    
1,005  

        
983  

        
971  

        
955  

Total 
    
35.6  

       
8.5  

       
8.4  

       
8.3  

       
8.4  

    
25.0  

    
1,087  

    
1,075  

    
1,067  

    
1,061  

    
1,067  

    
1,076  

    
1,067  

    
1,051  
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Table 13.15  All Vehicles:  Total Cost and Average per Vehicle Costs for the No-Action Alternative for the 
Primary Analysis Using RPE to Mark Up Direct Costs 

 

  

  
Total Costs (2013 $b) 
under No-Action Alternative 

Average Costs (2013 $) 
under No-Action Alternative 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
       
1.2  

       
0.5  

       
0.5  

       
0.6  

       
0.6  

       
1.8  

    
1,180  

    
1,208  

    
1,237  

    
1,258  

    
1,252  

    
1,267  

    
1,277  

    
1,269  

Daimler 
       
1.5  

       
0.5  

       
0.5  

       
0.5  

       
0.5  

       
1.5  

    
1,313  

    
1,389  

    
1,377  

    
1,383  

    
1,358  

    
1,352  

    
1,332  

    
1,327  

Fiat-Chrysler 
    
17.0  

       
3.8  

       
3.8  

       
3.7  

       
3.7  

    
11.1  

    
1,847  

    
1,865  

    
1,829  

    
1,792  

    
1,786  

    
1,769  

    
1,748  

    
1,732  

Ford 
       
9.5  

       
3.1  

       
2.9  

       
2.9  

       
3.0  

       
9.9  

    
1,342  

    
1,333  

    
1,314  

    
1,303  

    
1,339  

    
1,415  

    
1,415  

    
1,393  

General 
Motors 

       
9.1  

       
2.2  

       
2.2  

       
2.1  

       
2.1  

       
6.3  

        
836  

        
821  

        
820  

        
809  

        
811  

        
799  

        
791  

        
783  

Honda 
       
0.8  

       
0.2  

       
0.3  

       
0.3  

       
0.3  

       
1.1  

        
102  

        
136  

        
180  

        
197  

        
211  

        
211  

        
233  

        
231  

Hyundai Kia 
       
7.2  

       
1.9  

       
1.8  

       
1.9  

       
1.8  

       
5.6  

    
1,414  

    
1,456  

    
1,439  

    
1,432  

    
1,403  

    
1,387  

    
1,372  

    
1,351  

Jaguar Land 
Rover 

       
0.7  

       
0.2  

       
0.2  

       
0.2  

       
0.2  

       
0.6  

    
1,808  

    
1,832  

    
1,847  

    
1,823  

    
2,040  

    
2,033  

    
2,049  

    
2,072  

Mazda 
       
0.4  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.5  

        
225  

        
299  

        
450  

        
457  

        
446  

        
457  

        
453  

        
452  

Mitsubishi 
       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

        
701  

        
782  

        
771  

        
770  

        
745  

        
738  

        
729  

        
733  

Nissan 
       
3.0  

       
0.7  

       
0.7  

       
0.7  

       
0.8  

       
2.3  

        
567  

        
580  

        
565  

        
563  

        
556  

        
560  

        
553  

        
552  

Subaru 
       
1.3  

       
0.4  

       
0.4  

       
0.4  

       
0.4  

       
1.0  

        
603  

        
604  

        
576  

        
564  

        
557  

        
552  

        
566  

        
552  

Toyota 
       
9.8  

       
2.2  

       
2.2  

       
2.2  

       
2.2  

       
6.4  

    
1,037  

    
1,029  

    
1,010  

        
994  

        
966  

        
947  

        
934  

        
920  

Volvo 
       
0.4  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

    
1,218  

    
1,275  

    
1,264  

    
1,244  

    
1,223  

    
1,213  

    
1,240  

    
1,221  

Volkswagen 
       
2.8  

       
1.1  

       
1.1  

       
1.1  

       
1.2  

       
3.4  

    
1,464  

    
1,431  

    
1,430  

    
1,434  

    
1,444  

    
1,416  

    
1,418  

    
1,404  

Total 
    
65.1  

    
17.0  

    
16.9  

    
16.9  

    
17.1  

    
51.9  

    
1,053  

    
1,061  

    
1,051  

    
1,040  

    
1,040  

    
1,043  

    
1,039  

    
1,028  
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Table 13.16, Table 13.17, and Table 13.18 show the additional cost and average per vehicle cost 
by manufacturer of complying with the Augural Standards for MY2022 – 2025.  The three tables 
cover passenger cars, light trucks, and all light duty vehicles, respectively.  These costs are in 
addition to the costs for the “No Action” alternative, shown in Table 13.13, Table 13.14, and 
Table 13.15. 

As noted above, manufacturers, as simulated by the model, begin investing in compliance 
with the Augural Standards from 2016, both to get ahead of the redesign cycle and also to obtain 
bankable credits by applying relatively lower cost technologies.  Costs rise with time, are mostly 
trivial before MY2019 and then flatten after MY2027 as manufacturers exhaust carried-forward 
credits and bring both fleets into compliance.  Per vehicle compliance costs are generally similar 
for passenger cars and light trucks, though there are large variations across manufacturers, based 
on each manufacturer’s product line and available technology choices.   

 

 
  



Analysis of Augural CAFE Standards   

13-84 

Table 13.16  Passenger Cars Additional Total Cost and Average per Vehicle Costs for the MYs 2022-2025 
Augural Standards for the Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Additional Costs (2013 $b) 

under Augural Standards 
Additional Average Costs (2013 $) 

under Augural Standards 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
         
-    

       
0.1  

       
0.2  

       
0.3  

       
0.4  

       
1.3  

           
-    

        
310  

        
604  

        
952  

    
1,265  

    
1,243  

    
1,259  

    
1,404  

Daimler 
         
-    

       
0.1  

       
0.2  

       
0.2  

       
0.3  

       
0.9  

           
-    

        
402  

        
712  

    
1,079  

    
1,370  

    
1,263  

    
1,257  

    
1,398  

Fiat-Chrysler 
       
1.0  

       
0.6  

       
0.7  

       
0.7  

       
0.7  

       
2.4  

        
911  

        
975  

    
1,170  

    
1,145  

    
1,127  

    
1,239  

    
1,226  

    
1,288  

Ford 
       
1.4  

       
1.0  

       
0.9  

       
0.9  

       
1.1  

       
4.1  

        
789  

    
1,020  

        
999  

    
1,018  

    
1,215  

    
1,389  

    
1,382  

    
1,374  

General 
Motors 

       
2.4  

       
1.3  

       
1.6  

       
1.6  

       
1.9  

       
5.9  

    
1,078  

    
1,125  

    
1,313  

    
1,376  

    
1,591  

    
1,577  

    
1,660  

    
1,637  

Honda 
       
0.2  

       
0.4  

       
0.6  

       
0.8  

       
1.0  

       
3.3  

          
89  

        
493  

        
707  

        
952  

    
1,127  

    
1,114  

    
1,222  

    
1,208  

Hyundai Kia 
       
0.3  

       
0.9  

       
1.0  

       
1.1  

       
1.5  

       
5.0  

        
269  

        
879  

        
972  

    
1,063  

    
1,341  

    
1,476  

    
1,465  

    
1,443  

Jaguar Land 
Rover 

         
-    

       
0.0  

       
0.0  

       
0.0  

       
0.0  

       
0.1  

           
-    

        
363  

        
642  

        
930  

    
1,624  

    
1,629  

    
1,508  

    
1,456  

Mazda 
       
0.2  

       
0.1  

       
0.2  

       
0.2  

       
0.2  

       
0.6  

        
375  

        
576  

        
866  

        
869  

        
852  

        
944  

        
933  

        
923  

Mitsubishi 
       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.2  

        
699  

    
1,103  

    
1,068  

    
1,045  

    
1,014  

    
1,014  

        
996  

        
976  

Nissan 
       
0.9  

       
0.5  

       
0.6  

       
0.7  

       
0.7  

       
2.4  

        
398  

        
562  

        
674  

        
819  

        
827  

        
845  

        
857  

        
902  

Subaru 
       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.4  

        
424  

        
803  

        
918  

    
1,013  

        
998  

        
977  

        
960  

        
949  

Toyota 
       
0.1  

       
0.1  

       
0.2  

       
0.2  

       
0.6  

       
2.1  

          
68  

          
70  

        
139  

        
207  

        
458  

        
469  

        
577  

        
617  

Volvo 
         
-    

       
0.0  

       
0.0  

       
0.0  

       
0.1  

       
0.2  

           
-    

        
244  

        
555  

        
877  

    
1,193  

    
1,208  

    
1,442  

    
1,425  

Volkswagen 
         
-    

       
0.2  

       
0.4  

       
0.6  

       
0.8  

       
2.7  

           
-    

        
309  

        
609  

        
956  

    
1,295  

    
1,369  

    
1,410  

    
1,409  

Total 
       
6.6  

       
5.4  

       
6.6  

       
7.7  

       
9.5  

    
31.4  

        
422  

        
657  

        
801  

        
917  

    
1,102  

    
1,151  

    
1,190  

    
1,207  
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Table 13.17  Light Trucks:  Additional Total Cost and Average per Vehicle Costs for the MYs 2022-2025 
Augural Standards for the Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Additional Costs (2013 $b) 

under Augural Standards 
Additional Average Costs (2013 $) 

under Augural Standards 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
         
-    

       
0.0  

       
0.1  

       
0.1  

       
0.1  

       
0.5  

           
-    

        
192  

        
471  

        
728  

    
1,010  

    
1,052  

    
1,093  

    
1,030  

Daimler 
         
-    

       
0.0  

       
0.1  

       
0.1  

       
0.1  

       
0.7  

           
-    

        
177  

        
408  

        
593  

        
902  

    
1,319  

    
1,313  

    
1,871  

Fiat-Chrysler 
       
2.1  

       
0.9  

       
0.9  

       
1.1  

       
1.2  

       
5.4  

        
550  

        
627  

        
618  

        
763  

        
776  

    
1,037  

    
1,349  

    
1,335  

Ford 
       
2.0  

       
1.9  

       
2.1  

       
2.1  

       
2.3  

       
7.9  

    
1,351  

    
1,428  

    
1,605  

    
1,568  

    
1,773  

    
1,960  

    
1,949  

    
1,931  

General 
Motors 

       
1.9  

       
0.6  

       
1.0  

       
1.3  

       
1.5  

       
6.2  

        
424  

        
420  

        
714  

        
927  

    
1,055  

    
1,114  

    
1,570  

    
1,604  

Honda 
       
0.1  

       
0.3  

       
0.3  

       
0.4  

       
0.8  

       
2.2  

        
175  

        
510  

        
520  

        
582  

    
1,159  

    
1,144  

    
1,115  

    
1,095  

Hyundai Kia 
         
-    

       
0.1  

       
0.1  

       
0.2  

       
0.3  

       
0.7  

           
-    

        
278  

        
544  

        
851  

    
1,081  

    
1,064  

    
1,046  

    
1,037  

Jaguar Land 
Rover 

         
-    

       
0.0  

       
0.0  

       
0.1  

       
0.1  

       
0.3  

           
-    

        
213  

        
449  

        
703  

        
859  

    
1,025  

    
1,334  

    
1,359  

Mazda 
         
-    

       
0.0  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

           
-    

            
4  

        
940  

        
920  

        
902  

        
888  

        
875  

        
866  

Mitsubishi 
       
0.1  

       
0.0  

       
0.0  

       
0.0  

       
0.0  

       
0.1  

    
1,281  

    
1,247  

    
1,214  

    
1,333  

    
1,546  

    
1,520  

    
1,493  

    
1,468  

Nissan 
       
0.3  

       
0.2  

       
0.2  

       
0.2  

       
0.3  

       
1.1  

        
384  

        
446  

        
474  

        
509  

        
699  

        
702  

        
739  

        
878  

Subaru 
       
0.2  

       
0.2  

       
0.3  

       
0.2  

       
0.3  

       
0.7  

        
397  

        
527  

        
526  

        
517  

        
500  

        
492  

        
493  

        
497  

Toyota 
         
-    

         
-    

       
0.0  

       
0.0  

       
0.0  

       
1.6  

           
-    

           
-    

          
25  

          
26  

          
33  

        
314  

        
578  

        
652  

Volvo 
         
-    

       
0.0  

       
0.0  

       
0.0  

       
0.1  

       
0.2  

           
-    

        
279  

        
529  

        
796  

    
1,085  

    
1,084  

    
1,107  

    
1,114  

Volkswagen 
         
-    

       
0.0  

       
0.1  

       
0.2  

       
0.2  

       
0.7  

           
-    

        
236  

        
513  

    
1,023  

    
1,330  

    
1,369  

    
1,342  

    
1,268  

Total 
       
6.7  

       
4.5  

       
5.4  

       
6.2  

       
7.4  

    
28.5  

        
477  

        
568  

        
695  

        
792  

        
939  

    
1,081  

    
1,264  

    
1,289  

 
 



Analysis of Augural CAFE Standards   

13-86 

Table 13.18  All Vehicles:  Additional Total Costs and Average per Vehicle Costs for the MYs 2022-2025 
Augural Standards for the Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Additional Costs (2013 $b) 

under Augural Standards 
Additional Average Costs (2013 $) 

under Augural Standards 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
         
-    

       
0.1  

       
0.2  

       
0.4  

       
0.5  

       
1.7  

           
-    

        
271  

        
561  

        
881  

    
1,182  

    
1,180  

    
1,206  

    
1,291  

Daimler 
         
-    

       
0.1  

       
0.2  

       
0.3  

       
0.5  

       
1.6  

           
-    

        
302  

        
583  

        
874  

    
1,175  

    
1,286  

    
1,280  

    
1,587  

Fiat-Chrysler 
       
3.1  

       
1.5  

       
1.6  

       
1.8  

       
1.8  

       
7.9  

        
653  

        
730  

        
778  

        
874  

        
878  

    
1,097  

    
1,311  

    
1,321  

Ford 
       
3.5  

       
2.9  

       
3.0  

       
3.0  

       
3.4  

    
12.0  

    
1,122  

    
1,262  

    
1,359  

    
1,345  

    
1,538  

    
1,718  

    
1,708  

    
1,693  

General 
Motors 

       
4.2  

       
1.9  

       
2.6  

       
3.0  

       
3.4  

    
12.1  

        
706  

        
723  

        
985  

    
1,131  

    
1,299  

    
1,322  

    
1,611  

    
1,620  

Honda 
       
0.3  

       
0.8  

       
0.9  

       
1.2  

       
1.7  

       
5.5  

        
127  

        
500  

        
624  

        
793  

    
1,141  

    
1,127  

    
1,178  

    
1,162  

Hyundai Kia 
       
0.3  

       
1.0  

       
1.2  

       
1.3  

       
1.7  

       
5.7  

        
221  

        
771  

        
895  

    
1,025  

    
1,295  

    
1,406  

    
1,395  

    
1,378  

Jaguar Land 
Rover 

         
-    

       
0.0  

       
0.1  

       
0.1  

       
0.1  

       
0.4  

           
-    

        
248  

        
497  

        
759  

    
1,050  

    
1,177  

    
1,379  

    
1,384  

Mazda 
       
0.2  

       
0.1  

       
0.3  

       
0.3  

       
0.3  

       
0.9  

        
247  

        
373  

        
893  

        
887  

        
869  

        
925  

        
913  

        
903  

Mitsubishi 
       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

        
879  

    
1,146  

    
1,111  

    
1,126  

    
1,169  

    
1,161  

    
1,141  

    
1,115  

Nissan 
       
1.2  

       
0.7  

       
0.8  

       
0.9  

       
1.1  

       
3.4  

        
393  

        
521  

        
606  

        
714  

        
783  

        
796  

        
817  

        
894  

Subaru 
       
0.2  

       
0.4  

       
0.4  

       
0.4  

       
0.4  

       
1.1  

        
403  

        
594  

        
614  

        
629  

        
613  

        
602  

        
610  

        
609  

Toyota 
       
0.1  

       
0.1  

       
0.2  

       
0.3  

       
0.6  

       
3.7  

          
36  

          
37  

          
84  

        
122  

        
264  

        
399  

        
578  

        
632  

Volvo 
         
-    

       
0.0  

       
0.0  

       
0.1  

       
0.1  

       
0.3  

           
-    

        
263  

        
541  

        
833  

    
1,138  

    
1,144  

    
1,269  

    
1,267  

Volkswagen 
         
-    

       
0.2  

       
0.4  

       
0.8  

       
1.1  

       
3.4  

           
-    

        
291  

        
587  

        
971  

    
1,303  

    
1,369  

    
1,395  

    
1,379  

Total 
    
13.3  

       
9.8  

    
12.1  

    
13.9  

    
16.8  

    
59.9  

        
450  

        
613  

        
749  

        
857  

    
1,024  

    
1,118  

    
1,225  

    
1,245  

 

Table 13.19, Table 13.20, and Table 13.21 show total costs and average per-vehicle costs for 
each manufacturer, based on compliance both with existing standards and the Augural Standards, 
with the three tables showing passenger cars, light trucks, and all light duty vehicles, 
respectively.  These tables are the sum/average of the corresponding tables for the no-action 
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alternative and Augural Standards (above), and may be interpreted as an estimate of future costs 
to be incurred by manufacturers for all current and Augural post-2015 fuel economy standards. 

Table 13.19  Passenger Costs:  Total Cost and Total Average per Vehicle Costs for the MYs 2022-2025 
Augural Standards for the Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Costs (2013 $b) 

under Augural Standards 
Total Average Costs (2013 $) 

under Augural Standards 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
       
1.0  

       
0.5  

       
0.6  

       
0.7  

       
0.8  

       
2.7  

    
1,391  

    
1,730  

    
2,079  

    
2,399  

    
2,720  

    
2,751  

    
2,796  

    
2,914  

Daimler 
       
0.8  

       
0.4  

       
0.5  

       
0.6  

       
0.7  

       
1.9  

    
1,469  

    
2,108  

    
2,333  

    
2,627  

    
2,889  

    
2,751  

    
2,718  

    
2,847  

Fiat-Chrysler 
       
6.1  

       
1.9  

       
1.9  

       
1.8  

       
1.9  

       
6.1  

    
3,029  

    
3,054  

    
3,189  

    
3,118  

    
3,058  

    
3,148  

    
3,110  

    
3,160  

Ford 
       
6.0  

       
2.5  

       
2.4  

       
2.3  

       
2.7  

       
9.3  

    
2,442  

    
2,656  

    
2,612  

    
2,621  

    
2,881  

    
3,083  

    
3,117  

    
3,080  

General 
Motors 

       
7.4  

       
2.5  

       
2.8  

       
2.9  

       
3.2  

       
9.5  

    
2,185  

    
2,217  

    
2,391  

    
2,441  

    
2,637  

    
2,612  

    
2,682  

    
2,645  

Honda 
       
0.7  

       
0.6  

       
0.8  

       
1.0  

       
1.2  

       
4.0  

        
198  

        
664  

        
923  

    
1,190  

    
1,361  

    
1,349  

    
1,457  

    
1,441  

Hyundai Kia 
       
5.8  

       
2.3  

       
2.4  

       
2.5  

       
2.8  

       
9.2  

    
1,553  

    
2,228  

    
2,292  

    
2,367  

    
2,619  

    
2,745  

    
2,720  

    
2,685  

Jaguar Land 
Rover 

       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

    
2,333  

    
2,644  

    
2,878  

    
3,147  

    
3,290  

    
3,276  

    
3,294  

    
3,447  

Mazda 
       
0.3  

       
0.2  

       
0.2  

       
0.3  

       
0.3  

       
0.9  

        
501  

        
814  

    
1,200  

    
1,228  

    
1,204  

    
1,315  

    
1,300  

    
1,288  

Mitsubishi 
       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

    
1,527  

    
2,043  

    
1,994  

    
1,961  

    
1,907  

    
1,899  

    
1,871  

    
1,851  

Nissan 
       
2.1  

       
0.8  

       
0.9  

       
1.1  

       
1.1  

       
3.5  

        
787  

        
976  

    
1,088  

    
1,237  

    
1,237  

    
1,255  

    
1,264  

    
1,305  

Subaru 
       
0.6  

       
0.3  

       
0.3  

       
0.3  

       
0.3  

       
0.9  

    
1,507  

    
1,879  

    
1,986  

    
2,061  

    
2,011  

    
1,975  

    
1,962  

    
1,949  

Toyota 
       
2.4  

       
0.7  

       
0.7  

       
0.9  

       
1.2  

       
4.0  

        
562  

        
604  

        
656  

        
738  

        
980  

        
979  

    
1,082  

    
1,119  

Volvo 
       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

    
1,027  

    
1,319  

    
1,625  

    
1,933  

    
2,252  

    
2,258  

    
2,640  

    
2,607  

Volkswagen 
       
2.2  

       
1.1  

       
1.3  

       
1.5  

       
1.8  

       
5.6  

    
1,574  

    
1,862  

    
2,183  

    
2,497  

    
2,866  

    
2,907  

    
2,948  

    
2,934  

Total 
    
36.1  

    
13.9  

    
15.2  

    
16.3  

    
18.2  

    
58.3  

    
1,441  

    
1,704  

    
1,836  

    
1,937  

    
2,118  

    
2,164  

    
2,205  

    
2,215  
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Table 13.20  Light Trucks:  Total Cost and Total Average per Vehicle Costs for the MYs 2022-2025 Augural 
Standards for the Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Costs (2013 $b) 

under Augural Standards 
Total Average Costs (2013 $) 

under Augural Standards 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
       
0.3  

       
0.1  

       
0.2  

       
0.2  

       
0.3  

       
0.8  

        
764  

        
977  

    
1,213  

    
1,580  

    
1,841  

    
1,828  

    
1,814  

    
1,744  

Daimler 
       
0.8  

       
0.2  

       
0.2  

       
0.3  

       
0.3  

       
1.2  

    
1,124  

    
1,167  

    
1,457  

    
1,750  

    
2,036  

    
2,475  

    
2,457  

    
3,015  

Fiat-Chrysler 
    
13.9  

       
3.5  

       
3.5  

       
3.6  

       
3.7  

    
12.9  

    
2,288  

    
2,403  

    
2,369  

    
2,481  

    
2,503  

    
2,745  

    
3,037  

    
3,004  

Ford 
       
7.0  

       
3.5  

       
3.6  

       
3.5  

       
3.7  

    
12.7  

    
2,480  

    
2,553  

    
2,715  

    
2,667  

    
2,875  

    
3,170  

    
3,126  

    
3,090  

General 
Motors 

       
5.9  

       
1.5  

       
1.9  

       
2.2  

       
2.4  

       
8.8  

    
1,055  

    
1,036  

    
1,322  

    
1,522  

    
1,668  

    
1,721  

    
2,170  

    
2,199  

Honda 
       
0.4  

       
0.4  

       
0.4  

       
0.5  

       
0.9  

       
2.6  

        
269  

        
600  

        
654  

        
723  

    
1,339  

    
1,323  

    
1,345  

    
1,323  

Hyundai Kia 
       
1.8  

       
0.5  

       
0.6  

       
0.7  

       
0.7  

       
2.0  

    
2,003  

    
2,224  

    
2,525  

    
2,874  

    
3,067  

    
3,028  

    
2,995  

    
2,958  

Jaguar Land 
Rover 

       
0.5  

       
0.2  

       
0.2  

       
0.2  

       
0.2  

       
0.8  

    
1,661  

    
1,910  

    
2,169  

    
2,398  

    
3,023  

    
3,187  

    
3,473  

    
3,459  

Mazda 
       
0.3  

       
0.0  

       
0.2  

       
0.2  

       
0.2  

       
0.5  

        
416  

        
412  

    
1,589  

    
1,557  

    
1,527  

    
1,508  

    
1,490  

    
1,475  

Mitsubishi 
       
0.1  

       
0.0  

       
0.0  

       
0.0  

       
0.1  

       
0.1  

    
1,698  

    
1,656  

    
1,615  

    
1,726  

    
1,931  

    
1,900  

    
1,870  

    
1,841  

Nissan 
       
2.0  

       
0.6  

       
0.6  

       
0.6  

       
0.7  

       
2.2  

    
1,275  

    
1,329  

    
1,335  

    
1,354  

    
1,541  

    
1,551  

    
1,580  

    
1,724  

Subaru 
       
0.9  

       
0.4  

       
0.5  

       
0.5  

       
0.5  

       
1.3  

        
860  

        
980  

        
958  

        
939  

        
923  

        
914  

        
913  

        
902  

Toyota 
       
7.5  

       
1.6  

       
1.6  

       
1.6  

       
1.6  

       
6.0  

    
1,627  

    
1,576  

    
1,578  

    
1,547  

    
1,529  

    
1,792  

    
2,039  

    
2,098  

Volvo 
       
0.2  

       
0.1  

       
0.1  

       
0.1  

       
0.1  

       
0.3  

    
1,382  

    
1,718  

    
1,954  

    
2,200  

    
2,462  

    
2,449  

    
2,386  

    
2,373  

Volkswagen 
       
0.7  

       
0.2  

       
0.3  

       
0.4  

       
0.4  

       
1.2  

    
1,119  

    
1,271  

    
1,457  

    
2,088  

    
2,336  

    
2,352  

    
2,313  

    
2,224  

Total 
    
42.3  

    
13.0  

    
13.8  

    
14.5  

    
15.7  

    
53.5  

    
1,565  

    
1,642  

    
1,762  

    
1,852  

    
2,006  

    
2,157  

    
2,331  

    
2,340  
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Table 13.21  All Vehicles:  Total Cost and Total Average per Vehicle Costs for the MYs 2022-2025 Augural 
Standards for the Primary Analysis Using RPE to Mark Up Direct Costs 

  
Total Costs (2013 $b) 

under Augural Standards 
Total Average Costs (2013 $) 

under Augural Standards 

Manufacturer 2
0

1
5

-2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

-2
0

2
8

 

2
0

2
1

 

2
0

2
2

 

2
0

2
3

 

2
0

2
4

 

2
0

2
5

 

2
0

2
6

 

2
0

2
7

 

2
0

2
8

 

BMW 
       
1.2  

       
0.6  

       
0.8  

       
1.0  

       
1.1  

       
3.5  

    
1,180  

    
1,479  

    
1,798  

    
2,139  

    
2,434  

    
2,447  

    
2,483  

    
2,560  

Daimler 
       
1.5  

       
0.6  

       
0.7  

       
0.9  

       
1.0  

       
3.1  

    
1,313  

    
1,691  

    
1,959  

    
2,257  

    
2,534  

    
2,638  

    
2,611  

    
2,914  

Fiat-Chrysler 
    
20.0  

       
5.3  

       
5.4  

       
5.5  

       
5.6  

    
18.9  

    
2,500  

    
2,594  

    
2,607  

    
2,666  

    
2,664  

    
2,866  

    
3,059  

    
3,052  

Ford 
    
13.0  

       
5.9  

       
6.0  

       
5.8  

       
6.4  

    
21.9  

    
2,464  

    
2,595  

    
2,673  

    
2,648  

    
2,878  

    
3,133  

    
3,122  

    
3,086  

General 
Motors 

    
13.3  

       
4.1  

       
4.7  

       
5.1  

       
5.6  

    
18.4  

    
1,542  

    
1,544  

    
1,805  

    
1,940  

    
2,109  

    
2,121  

    
2,402  

    
2,403  

Honda 
       
1.2  

       
1.0  

       
1.2  

       
1.5  

       
2.1  

       
6.6  

        
229  

        
636  

        
804  

        
989  

    
1,352  

    
1,338  

    
1,411  

    
1,393  

Hyundai Kia 
       
7.6  

       
2.8  

       
3.0  

       
3.2  

       
3.6  

    
11.2  

    
1,635  

    
2,228  

    
2,334  

    
2,457  

    
2,698  

    
2,793  

    
2,767  

    
2,729  

Jaguar Land 
Rover 

       
0.7  

       
0.2  

       
0.2  

       
0.3  

       
0.3  

       
1.0  

    
1,808  

    
2,080  

    
2,343  

    
2,582  

    
3,090  

    
3,210  

    
3,428  

    
3,456  

Mazda 
       
0.6  

       
0.2  

       
0.4  

       
0.4  

       
0.4  

       
1.4  

        
472  

        
672  

    
1,343  

    
1,344  

    
1,315  

    
1,382  

    
1,366  

    
1,355  

Mitsubishi 
       
0.3  

       
0.1  

       
0.2  

       
0.2  

       
0.2  

       
0.5  

    
1,580  

    
1,928  

    
1,882  

    
1,895  

    
1,914  

    
1,899  

    
1,871  

    
1,848  

Nissan 
       
4.2  

       
1.4  

       
1.5  

       
1.7  

       
1.8  

       
5.7  

        
960  

    
1,101  

    
1,171  

    
1,277  

    
1,340  

    
1,356  

    
1,370  

    
1,446  

Subaru 
       
1.5  

       
0.7  

       
0.7  

       
0.7  

       
0.8  

       
2.1  

    
1,006  

    
1,197  

    
1,190  

    
1,194  

    
1,169  

    
1,155  

    
1,176  

    
1,161  

Toyota 
       
9.9  

       
2.3  

       
2.4  

       
2.5  

       
2.8  

    
10.0  

    
1,073  

    
1,066  

    
1,095  

    
1,116  

    
1,230  

    
1,346  

    
1,511  

    
1,552  

Volvo 
       
0.4  

       
0.1  

       
0.2  

       
0.2  

       
0.2  

       
0.7  

    
1,218  

    
1,538  

    
1,805  

    
2,077  

    
2,360  

    
2,357  

    
2,509  

    
2,488  

Volkswagen 
       
2.8  

       
1.3  

       
1.5  

       
1.9  

       
2.2  

       
6.8  

    
1,464  

    
1,722  

    
2,017  

    
2,405  

    
2,747  

    
2,785  

    
2,813  

    
2,784  

Total 
    
78.4  

    
26.8  

    
29.0  

    
30.8  

    
33.9  

  
111.8  

    
1,502  

    
1,674  

    
1,800  

    
1,896  

    
2,065  

    
2,161  

    
2,264  

    
2,273  
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Sensitivity of Cost to Key Inputs 
Just as the estimated costs and technology application rates developed in the 2012 analysis 

have been demonstrated to be sensitive to changing conditions in the real world over time, so the 
results of the Draft TAR analysis are as well. NHTSA examined how alternative assumptions 
about critical inputs to the simulation would change outcomes of interest. Table 13.22 describes 
the range of assumptions considered for each sensitivity case as well as the aspects of the CAFE 
compliance and effects simulation that are impacted by the assumption. As the remainder of this 
section shows, not all assumptions will impact all metrics of interest. 

Table 13.22  Definition of Sensitivity Cases Considered For Draft TAR 

Sensitivity  Description High case Low case Affects 

Fuel prices AEO 2015 fuel price cases AEO 2015 high AEO 2015 low Value of fuel savings, PC/LT split, 
over compliance, technology 
choices, combined required CAFE, 
achieved CAFE, fine payment 

MR 
restrictions 

Vary the PC restriction with 
existing costs 

No restrictions All PCs stop at 
MR1 (unless they 
already have > 
MR1) 

Tech choices, societal safety, net 
benefits, achieved CAFE 

Lifetime VMT Higher/Lower Lifetime VMT 
than current schedule 

35% - 55% 
higher lifetime 

 14% - 27% lower 
lifetime 

Tech choices, crash exposure and 
societal safety, fuel savings 

Battery costs Higher/Lower battery costs 
than current  

None $100/kwh Tech choices/penetration, tech 
costs, fuel savings, achieved CAFE 

MR costs Higher/lower MR cost curves NAS cost Fraction of NAS Tech choices, tech cost, fine 
payers, safety 

Product 
Cadence 

Vary length of existing 
redesigns 

2 years longer 2 years shorter, 
adds as many as 
two redesigns to 
study period 

Tech choices, tech cost, achieved 
CAFE, over compliance 

Rebound 
Effect 

Span range in rebound 
literature 

30% 0% Fuel savings, crash exposure and 
societal safety, externalities, 
mobility benefit 

Demand for 
FE 

Varies amount that OEMs 
assume consumers are 
willing to pay for additional 
fuel economy beyond CAFE 
levels (months) 

36 months 0 months Fuel savings, Achieved CAFE, net 
benefits, over compliance, tech 
choices 

Safety 
coefficients 

5th and 95th percentile of 
safety coefficients 

95th 5th Societal safety, net benefits 
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The two bar plots in Figure 13.39 and Figure 13.40, show the percentage change in regulatory 
costs (technology costs plus fines) under these alternative assumptions. The first of these shows 
the change in total regulatory costs under the Augural Standards over the study period (for the 
industry) incremental to the continuation of the final standards through MY2021. Figure 13.39 
shows that considerably lower battery costs can lower estimated compliance costs for the 
industry – which also produces a different technology solution than described earlier in this 
section, as higher levels of electrification become more cost competitive. Battery costs are an 
important element in the cost of employing battery electric vehicles and hybrids. However, they 
also affect how these two technologies compete with each other and with other technologies.  

One result that may seem counterintuitive is the fact that longer product cadence (more years 
between redesigns) actually reduces the incremental cost. However, this is a result of increasing 
costs in the baseline relative to the central analysis described above – as manufacturers have 
fewer opportunities to apply technology during the augural standard period, more technology is 
added in earlier model years, reducing the incremental cost of the Augural Standards. Changes in 
the price of oil (relative to the AEO2015 reference case that informs the central Draft TAR 
analysis) influences the share of light trucks in the new vehicle fleet, as well as consumer 
preferences for fuel saving technology. Both factors influence incremental (and total) regulatory 
cost attributable to the Augural Standards. Similarly, by assuming that consumers are willing to 
pay for more fuel saving technology above and beyond the levels required by CAFE standards, 
more technology is applied in the baseline to satisfy consumer demand for fuel economy, leaving 
less technology that needs to be applied under the Augural Standards and reducing the 
incremental cost attributable to them. Other alternative assumptions had smaller impact on 
incremental cost. 

 

Figure 13.39  Sensitivity of Incremental Regulatory Costs (MY2016 – MY2030) to Alternative Assumptions 
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Figure 13.40  Sensitivity of Total Regulatory Costs (MY2016 - MY2030) to Alternative Assumptions 

 

As Figure 13.40 shows, the rank ordering of importance changes in the context of total, rather 
than incremental, regulatory cost over the period.  Where assumed demand for fuel economy was 
of critical importance to the attribution of cost to the Augural Standards, when accounting for the 
change in total cost between MY2016 and MY2030, it makes a much smaller difference – 
influencing total cost only through the series of technology solutions that appear attractive to 
manufacturers.  However, the assumption with the highest influence on total cost is now product 
cadence – where longer design cycles limit manufacturers’ choices and lead to cost increases 
approaching 30 percent over the central analysis.  Battery costs, while less important than 
product cadence, influences total cost in the direction one would expect (as do mass reduction 
cost cases), though by less than 10 percent.  

NHTSA also conducted a sensitivity case analysis using indirect cost multiplier (ICM) in 
place of retail price equivalent (RPE) which was used for the primary analysis.  In developing 
cost estimates for technologies applied to new vehicles, the manufacturing cost of a particular 
element, for example, a continuously variable transmission, is only a portion of the total cost of 
placing a new technology on a vehicle.  The full cost of the part includes not just manufacturing, 
but also research and development costs, overhead, future warranty costs, and other elements.  
RPE and ICM methodologies for estimating indirect costs are discussed in Chapter 5.  Table 
13.23 shows production volumes and average per vehicle costs for both in the 2012 final rule 
analysis and the Draft TAR analysis. 
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Table 13.23  Comparison of Cost Estimates Using Retail Price Equivalent and Indirect Cost Multiplier Mark 
Up 
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 1,325             
1,913  

Draft TAR     
8.59  

    
7.84  

  
16.43  

              
322  

              
599  

              
938  

           
1,859  

1 Note: 2012 Final Rule costs in 2010 $.  Draft TAR costs in 2013 $. 
2 Costs estimated to be accrued under standards through 2016 reflect different analysis fleets 

and credits. 

 

13.3.2 Consumer Impacts  

As the stringency of CAFE standards increase over time, the average technology cost required 
for manufacturers to reach compliance will generally increase as well. Cost inputs to today’s 
analysis reflect DOT’s judgment that manufacturers are likely to pass future increases in 
production costs on to consumers, recouping direct and indirect costs, and realizing profits that 
reflect historical norms. To the extent that demand is elastic, manufacturers may absorb some of 
the increased technology costs or elect to cross-subsidize some vehicles.  Manufacturers might 
wish to cross-subsidize as a compliance strategy, and/or to respond to competitive pressures, to 
build volume, to encourage particular customer classes to buy their vehicles, or as a profit-
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maximization strategy.  Since we do not have sufficient information to model the way in which 
manufacturers actually price their current and future fleets, we cannot make credible assumptions 
about what share of increased technology costs will be passed directly onto the buyer of a 
specific vehicle, absorbed by the manufacturer, and/or subsidized by the purchase of other 
vehicles. Without the information to establish representative assumptions about how each 
manufacturer will allocate increased costs, we track the increase in technology costs associated 
with a vehicle, but do not project the change in vehicle price to the consumer. 

However, given the uncertainty about how manufacturers will actually allocate costs across 
their individual models, NHTSA uses the average per-vehicle regulatory cost15 increase as a 
means of characterizing the magnitude of the impact of increased technology costs at the 
manufacturer level.   

Although the CAFE model does not currently estimate a potential market response to changes 
in vehicle prices, it does contain data on initial purchase cost (defined as current year (2015) 
MSRP reported by the manufacturer) and pro-forma final vehicle purchase cost (defined as 2015 
MSRP plus added technology cost to meet the applicable standard) for each specific vehicle 
model and configuration. NHTSA staff have tested a variety of approaches to allocating 
regulatory costs, and the CAFE model currently applies a “pay as you go” approach—for 
example, if a given vehicle model configuration incurs $1,000 in additional technology costs 
(after markup), the CAFE model currently reports that vehicle model configuration’s purchase 
cost increasing by $1,000 for the Augural Standards, compared with the cost of compliance with 
the baseline standards.   As noted, these are not an accurate estimate of either initial production 
cost or initial consumer price, nor the compliance production cost or compliance consumer price.  
They do, however, provide a general indication of the price range of particular models, and also 
gives some indication of the starting point for manufacturer’s consumer price optimization 
decisions.   

NHTSA simulates each model year explicitly and includes several years beyond MY2025, 
during which the Augural Standards are assumed to remain static at their MY2025 level. As 
manufacturers use earned and traded credits to manage the degree of modification to either fleet 
in a single year, it may still be necessary to apply technology after MY2025 in order to reach a 
stable compliance solution where the fleet can comply with CAFE without using the credit carry-
forward provision (though trades between passenger car and truck fleets are likely, even once the 
standards stabilize).   Table 13.24 summarizes information that is available in a cross-section of 
tables in the section discussing industry impacts, and illustrates the industry average cost 
increase projected between MY2016 and MY2028 as a result of the final and augural CAFE 
standards. At the industry level, the average cost increase is similar for passenger cars and light 
trucks, though individual manufacturers can observe larger differences in average cost between 
the two classes over the course of the simulation. By the time the fleet reaches a stable 
compliance level in MY2028, both classes of vehicles are projected to incur over $2,000/vehicle 
in compliance costs relative to the MY2015 vehicle (assuming RPE methodology). 

 

                                                 
15 The combination of technology cost and fines for non-compliance. 
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Table 13.24 Average Regulatory Cost per Vehicle by Model Year, 2015 - 2028  

  Light Trucks Passenger Cars 

Model 
Year 

Baseline 
Standards 

Through MY 
2021 

Augural 
CAFE 

Standards 
MYs 2022-

2025 Total 

Baseline 
Standards 
Through 
MY2021 

Augural 
CAFE 

Standards 
MYs 2022-

2025 Total 

2016            300               -               300             200               -               200  

2017            450               -               450             350               -               350  

2018            750             100             800             500               50             550  

2019            850             100             950             600             100             700  

2020            950             150  
        

1,100             900             200  
        

1,150  

2021 
        

1,100             500  
        

1,550  
        

1,000             400  
        

1,450  

2022 
        

1,050             550  
        

1,650  
        

1,050             650  
        

1,700  

2023 
        

1,050             700  
        

1,750  
        

1,050             800  
        

1,850  

2024 
        

1,050             800  
        

1,850  
        

1,000             900  
        

1,950  

2025 
        

1,050             950  
        

2,000  
        

1,000  
        

1,100  
        

2,100  

2026 
        

1,100  
        

1,100  
        

2,150  
        

1,000  
        

1,150  
        

2,150  

2027 
        

1,050  
        

1,250  
        

2,350  
        

1,000  
        

1,200  
        

2,200  

2028 
        

1,050  
        

1,300  
        

2,350  
        

1,000  
        

1,200  
        

2,200  

 

While, as noted above, initial purchase cost as measured by MSRP combined with technology 
cost are not accurate indicators of either actual consumer prices, nor the increment to consumer 
prices that would be induced by the Augural Standards, they do provide a general indication of 
the expected costs that manufacturers would face, based on NHTSA modeling, and hence may 
represent a reasonable starting point in determining incremental changes in consumer prices.    

   NHTSA staff have examined how model-by-model estimates of technology costs are 
distributed by a range of possible proxies for production cost or consumer prices, including 
footprint (bigger vehicles might cost more), initial MSRP, MSRP plus technology cost, (higher 
MSRP would generally indicate higher consumer prices), and curb weight (heavier vehicles 
might cost more).  Regression results indicate that there is little relationship between modeled 
per-vehicle incremental technology costs and any of these indicators, as scatter plots show a 
classic “cloud”  with an essentially arbitrary regression line and show estimated elasticities of 
around -0.01, and R2 of 0.02 to 0.04.  In other words, individual vehicle technology costs are 
rather evenly distributed across the range of vehicle cost, measured by multiple proxies for 
vehicle price or cost, and almost none of the variation in technology costs is explained by these 
proxies. 
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The analysis does not attempt to account for any potential cross-subsidy by manufacturers.  
Although additional analysis could explore various hypotheses about manufacturers’ pricing 
strategies, in the absence of proprietary information about manufacturers’ actual costs, prices, 
and production plans, it would not be possible to demonstrate whether any particular hypothesis 
was true or false.  NHTSA modeling suggests that Augural Standards will increase average 
vehicle technology costs by about $1,000 per vehicle relative to the average price of a new 
vehicle under continuation of the MY2021 standard, and we can reasonably expect that 
manufacturers will wish to raise vehicle prices on average.  We cannot, however, predict the 
extent to which each manufacturer will choose to mix price increases, other cost reductions, and 
reduced margins in the aggregate, nor how these decisions will be distributed across the vehicles 
in each manufacturer’s fleet.    

All of these factors come into play in considering how manufacturers might choose to set 
prices for new vehicles in the lower price range of the new car market. The initial vehicle fleet 
contains 8 models that have an initial MSRP under $15,000 (see Chapter 6.5 for a discussion of 
affordability).  Manufacturers have historically used pricing strategies that allow them to service 
both high and low margin market segments while maintaining overall profitability, often with a 
view toward building enduring brand loyalty. 

Consumer response to manufacturers’ pricing decisions is also likely to be heterogeneous 
across consumer classes.  Consumers’ are likely to place varying valuations on improvements in 
fuel economy and other attributes of particular vehicles, and buyers of some vehicles are likely to 
be more price sensitive than others.  Manufacturers’ strategies, in turn, will be based, in part, on 
their a priori assessments of consumer response. 

In addition to the probability that vehicles will have higher costs, the deployment of some 
new fuel economy technologies is likely to be noticeable to new car buyers. While incremental 
technology changes have often been transparent to new car buyers, for whom an automatic 
transmission with more gears or a somewhat lighter or more aerodynamic vehicle would not 
necessarily be obvious, the pace and degree of new technology deployment estimated in the 
Draft TAR analysis suggests that even casual observers will be aware that new vehicles may be 
different in important ways.16  For example by MY 2030, 76 percent of passenger cars and 55 
percent of light trucks are projected to have technology that shuts the engine off at idle, including 
stop-start, integrated starter-generator (mild hybrid), full hybrid system, or plug in hybrid 
(PHEV) technology.  Turbocharged engines account for almost half of new vehicles by 
MY2030.  These technologies may be perceived as positive or negative changes by consumers or 
as items that provide greater or lesser value. Accordingly, this may influence consumer choices 
about new vehicle purchases. (See Chapter 6.4 for more detail on consumer acceptance.) 

To the extent that new vehicle cost increases are passed on to consumers, other consumer cost 
elements that scale with purchase price, including interest on car loans, insurance, and some 
taxes and fees would also increase.  NHTSA’s analysis includes estimates of some of these types 
of impacts.     

                                                 
16 Compared to the 2012 final rule, DOT’s current analysis reflects a range of updates to the CAFE model and 
inputs.  These are described further earlier in this chapter in section 13.3.1.   

 



Analysis of Augural CAFE Standards   

13-97 

While NHTSA modeling supports that new car buyers are likely to pay more to purchase, 
register, and insure their new vehicles under the CAFE standards, they as well as subsequent 
owners will definitely pay less to operate them. A commonly used approach to describing the 
heuristic that consumers might use to consider the impact of a higher purchase cost offset by 
reduced operating cost is the “payback period” for incremental technology.  Payback period is 
defined as the number of years of the accumulated dollar value of fuel savings needed to recover 
the additional cost of technology included in the purchase price of a new vehicle. Payback period 
is related to, but different from, an economic benefit calculated as a net present value of social 
benefits and costs over the life of the vehicle.  Since payback periods are used to simulate 
consumer decisions, they use private costs and benefits, including any avoided excise taxes, 
rather than social costs and benefits.  While regulations with short payback periods will usually 
have net economic benefits, regulations with long payback periods do not necessarily have 
negative economic benefits.  

 Figure 13.41 shows the payback period associated with the technology cost increases for new 
cars and trucks in each as a result of three regimes, using the same projected fuel prices, based on 
the EIA’s Annual Energy Outlook, as the rest of the analysis. The payback periods for the 
baseline standards are calculated relative to the costs and fuel economy in the MY2015 fleet. The 
payback periods for the Augural Standards are based on the incremental costs and fuel savings 
relative to the baseline (i.e., current standards through MY2021 carried forward). The “total” 
case, represents the world consumers would actually see if the Augural Standards are 
implemented, and it is defined relative to the MY2015 fleet fuel economy. In the case of the total 
scenario, it represents the payback period associated with cost increases in all future model years 
(assuming the final standards through MY2021 and the Augural Standards from MY2022 – 
MY2025, then carried forward unchanged through MY 2032) and fuel savings relative to the 
MY2015 fuel economy levels. 

 

Figure 13.41  Payback Periods for the Baseline Standards, Augural Standards, and Total over the Period 
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The payback periods in the early model years (prior to MY 2019 or MY 2020) are not really 
meaningful for the Augural Standards, as the incremental cost associated with the Augural 
Standards in those years are small (under $100/vehicle) and the resulting fuel savings nearly 
trivial. As the figure shows, payback periods under all three scenarios are longer for cars than for 
trucks. Passenger cars have comparable average per-vehicle costs under the total program, but 
start from higher fuel economy levels in general. Improving the fuel economy of a less efficient 
vehicle leads to greater savings because the same percentage improvement (say, 20 percent, for 
example) represents a larger absolute savings, since the number of gallons consumed by the less 
efficient vehicle was larger to start with (so, 20 percent of 600 gallons compared to 20 percent of 
250 gallons). In addition, light trucks, on average, are also driven more miles annually than 
passenger cars, so they accrue greater fuel savings per year.  These factors cause the trucks to 
pay back faster than the cars, in general. Additionally, the trend for the augural standard payback 
periods is generally downward (trending shorter in successive model years), despite representing 
fewer gallons of savings relative to the baseline standards. Rising fuel prices over the study 
period are sufficient to counteract the rising costs associated with increasingly stringent 
standards, so that payback periods decline even when the average cost increase for a new vehicle 
is rising over successive model years. 

The payback period associated with the incremental impact of the Augural Standards is longer 
than both the baseline and the combined program, for much the same reason. Fuel economy has 
diminishing returns – once a vehicle becomes very efficient, improving its fuel economy further 
saves progressively less fuel because the vehicle consumes so little in the first place. For 
example, a vehicle that gets 60 MPG and drives 15,000 miles per year consumes 250 gallons of 
fuel per year. If we improve the fuel economy of that vehicle by 20 percent, improving its fuel 
economy to 72 MPG at a cost of $500, we save 40 gallons per year. However, at a fuel price of 
$3/gallon that fuel economy improvement takes more than 4 years to pay back. If instead, we 
increase the fuel economy of a vehicle that also drives 15,000 miles per year, but gets only 25 
MPG, by the same 20 percent, we save 100 gallons per year. At a fuel price of $3/gallon, that 
same $500 investment pays back in less than 2 years.  

The consumer effects of the standards are likely to be heterogeneous across different 
consumers. The amount of the additional technology costs that manufacturers are able to pass 
onto consumers, and the amount of the technology costs that are borne by the consumer of the 
vehicles with these technologies, will depend on the elasticity of demand of particular models, 
the price of gasoline, and acceptance of new technologies, and the value that consumers place on 
fuel economy Without this information, we are only able to talk in terms of average costs across 
the industry without making the assumption that demand is inelastic and manufacturers will not 
cross-subsidize.  

Another aspect of consumer cost is depreciation, defined as the difference between the 
purchase price of the vehicle and its subsequent market value as a used vehicle.  NHTSA does 
not attempt to model depreciation, and how depreciation would be affected by Augural Standards 
depends, in part, on how new and used car buyers value improved fuel economy, and if there is a 
difference.  If new car buyers value fuel economy, and manufacturers notice, then they will face 
higher prices for fuel efficient vehicles, not necessarily at a level related to the cost of providing 
fuel economy.   If new car buyers place low or zero value on fuel economy, then manufacturers 
will be less able to raise prices.  
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If new car buyers and used car buyers have similar attitudes towards fuel economy, then 
depreciation will scale with the price of the vehicle, but if used car buyers value fuel economy 
but new car buyers do not, then new car buyers would get a benefit in the form of reduced 
depreciation, while used car buyers have to pay extra for their fuel savings.  In the reverse case, 
where used car buyers do not value fuel economy, but new car buyers do, then new car buyers 
face increased depreciation, while used car buyers get a double bonus:  used cars are less 
expensive and have reduced operating costs.  

Car buyers might value fuel economy, but they may be willing to pay less for a more fuel-
efficient vehicle than the out-of-pocket fuel savings anticipated over the vehicle’s expected life. 
This could occur if fuel economy improvements are associated with decreases in other desirable 
vehicle attributes.  Car buyers’ willingness to pay may also be less than the value of fuel savings 
calculated here because buyers have a higher apparent discount rate than what is assumed in this 
TAR.  As discussed above, NHTSA applies a one-year payback period in its compliance and 
technology application analysis (and assumes manufacturers will recoup all direct and indirect 
costs and realize normal levels of profit). This one-year payback assumption attempts to address 
the possible concerns with assuming either that new car and truck buyers place no value on fuel 
economy or place a sufficiently high value on additional fuel economy to contradict historical 
observations of preferences in the new car market (where trends toward smaller, more fuel 
efficient vehicles under high fuel price scenarios have typically retreated as the fuel price fell).  

13.3.3 Social and Environmental Impacts 

While the concept of incremental social benefits more appropriately used to rank a series of 
alternatives, it is still possible to characterize some of the trends that NHTSA expects to see as a 
result of the current final standards and Augural Standards.  In addition to conserving the 
nation’s energy, two significant benefits of CAFE standards are the reduction in criteria 
pollutants that affect individual health and the reduction in greenhouse gas emissions that affect 
climate change.  And Figure 13.42, below, compares the impact on criteria emissions and 
greenhouse gas emissions of the Draft TAR analysis and the 2012 final rule analysis.  

The figure shows that the savings in emissions, fuel gallons, and fuel quads of total energy 
consumption are generally larger under the Draft TAR analysis than the 2012 analysis. While the 
savings attributable to passenger cars decreased for both gallons and metric tons of CO2 saved, 
the increases attributable to light trucks more than offset those reductions. Although the schedule 
that (largely) determines lifetime mileage accumulation for each vehicle is lower in the Draft 
TAR than in the 2012 analysis, the number of vehicles on the road is higher, and total VMT for 
the overall fleet is higher in the Draft TAR than in the 2012 final rule.  
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Figure 13.42  Comparison of Environmental And Physical Effects, Draft TAR and 2012 Final Rule 

Of particular note in Figure 13.42is the magnitude of the difference in emissions savings for 
the conventional tailpipe pollutants (NOx and PM). Since the 2012 final rule analysis was 
conducted, additional tailpipe standards have been implemented that reduce the long-term 
emissions of these pollutants, and the increase in total VMT relative to the 2012 analysis 
increases the opportunity to reduce emissions. While the additional VMT associated with the 
rebound effect does increase the emissions of conventional pollutants from vehicle tailpipes, the 
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reduction in upstream emissions from avoided fuel consumption is significantly larger - and 
produces social benefits. 

Another impact that requires consideration is the impact CAFE standards may have on 
societal safety, as manufacturers reduce the mass of vehicles to improve fuel economy and 
vehicle owners increase their travel demand as a result of lower operating costs. Figure 13.43 
shows the additional fatalities attributable to the Augural Standards for passenger cars and light 
trucks (by color). As discussed in Chapter 8 of the Draft TAR, reducing the mass of large light 
trucks generally has a beneficial impact on societal safety, while the mass reduction in small 
passenger cars has a negative effect. Both classes are projected to increase the number of miles 
driven as fuel economy increases (compared to the MY2015 vehicle), however, for light trucks, 
the increase in exposure to crashes is mitigated by the fact that reducing the mass of those 
vehicles reduced the severity of the crashes. 

 

Figure 13.43  Societal Safety Effects for the Augural Standards (relative to MY2021 standards) 

 

As Figure 13.43 shows, the number of fatalities associated with passenger cars under the 
Augural Standards grows over time as expected (because this figure measures the incremental 
impacts of the Augural Standards), but the bars below the x-axis represent fatalities avoided by 
changes to light trucks. The amount of mass reduction that can be applied to passenger cars has 
been limited in the analysis to achieve overall neutral societal safety, thus showing a pathway 
manufacturers could use to comply with the Augural Standards that has small net reductions in 
fatalities over the period when considering both mass reduction and increased VMT. 
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13.3.4 Overall Benefits and Costs 

Table 13.25 summarizes the costs and benefits associated with the implementation of the 
Augural Standards for MYs 2022 – 2025, relative to the continuation of the MY 2021 standard 
over the same period (through MY 2028). The social costs associated with the program are 
primarily a direct result of technology applied to new vehicles to reach compliance with the 
standards, and appears in the table as technology cost and maintenance cost (resulting from the 
incremental cost of maintaining more expensive and complicated technology – though in this 
analysis it is mostly attributable to the cost of replacing low rolling resistance tires over a 
vehicle’s life). In addition to these “cash” costs, are the social costs of the additional travel that 
results when the cost of driving is reduced as a result of increases in fuel efficiency. These have 
been grouped together for presentation (though calculated separately), and represent the cost to 
society of increased vehicular fatalities, crashes (that do not result in fatalities), congestion, and 
road noise.  

The primary benefit of CAFE standards accrue as a result of avoided fuel expenditures by 
new car and truck buyers. This single category of benefits is sufficient to ensure that the Augural 
Standards result in net benefits, though it is not the only benefit to society that accrues primarily 
to buyers of new vehicles. Like the value of fuel savings, other significant social benefits accrue 
to new car and truck buyers, in particular the value of time associated with less frequent 
refueling events and the value of additional travel that buyers of more efficient vehicles receive. 
The latter serves to reduce fuel savings (since the additional driving consumes fuel), but the 
value of that travel to the individual exceeds the value of the gallons that would have been saved 
by foregoing the additional travel. Three categories of benefits are the result of reducing 
externalities that impact society as a result of vehicular travel. Energy security represents the 
economic risk associated with dependence on oil and exposure to price shocks, the social cost of 
carbon emissions estimate the long-term economic impact of global climate change, and the 
conventional pollutant category represents the health savings from reducing exposure to 
conventional pollutants emitted by vehicle tailpipes and throughout other parts of the fuel 
production and supply cycle. All costs and benefits are discounted at 3 percent from the year in 
which they occur. 

As the table shows, pre-tax fuel savings are about 15 percent higher for light trucks in this 
analysis. The projected market share of light trucks is closer to half the market, and trucks have 
greater opportunities to save fuel both because they start from a lower level of fuel economy and 
are driven more, on average. While the sum of benefits accruing to buyers of new cars and trucks 
significantly exceeds the additional cost of new technology (and maintenance) borne by those 
consumers, the benefits associated with social externalities (only) do not. This was true for the 
analysis supporting the 2012 final rule CAFE standards as well.  
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Table 13.25 Estimated Present Value of Costs, Benefits and Net Benefits ($b) Over the Lifetimes of MYs 
2016-2028 Vehicles Using 3 Percent Discount Rate (2013$) 

 

MY 2022 - MY 2025  
Augural Standards 

Light 
Truck 

Passenger 
Cars Total 

Social Costs       

Technology Cost 42 45 88 

Maintenance Cost 2 2 5 

Crashes, Fatalities,  
Congestion, Noise -3 9 6 

Social Benefits       

Pre Tax Fuel Savings 64 56 122 

Refueling Time Savings 3 3 6 

Energy Security 5 4 9 

Social Cost of Carbon  
Emissions 1 14 12 27 

Increased Mobility 5 4 9 

Conventional Pollutants 6 5 11 

Net Benefits 55 28 85 
  1 [Social cost of carbon to be added] 

 

Sensitivity of Net Benefits to Key Inputs 
NHTSA examined how alternative assumptions about critical inputs to the simulation would 

change outcomes of interest. Table 13.22 describes the range of assumptions considered for each 
sensitivity case as well as the aspects of the CAFE compliance and effects simulation that are 
impacted by the assumption. The effects on net benefits are shown below. 

Figure 13.44 is type of bar plot often referred to as a “tornado plot,” due to the shape it creates 
when sensitivities are ranked by their degree of influence on an outcome. It illustrates the change 
in net benefits attributable to the Augural Standards that results from using the alternative 
assumptions described in Table 13.22. The end points of each bar indicate the magnitude and 
direction of the change in net benefits that results from applying the alternative assumption 
represented by the color of the bar, where blue represents the low value and gray the high value 
described in Table 13.22for each of the assumptions listed on the left hand side. The reference 
point is defined as the sum of benefits and costs over model years 2016 to 2030, relative to the 
continuation of the MY2021 CAFE standards.  
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Figure 13.44  Influence of Alternative Assumptions on Net Benefits Attributable to Augural Standards 

 

As in the preceding discussion, we see that assumed fuel prices have the largest influence on 
the net benefits attributable to the Augural Standards in the Draft TAR analysis. While the low 
oil price case reduces net social benefits by nearly 30 percent, the high oil price case increases 
net benefits by over 80 percent. In general, the sensitivity cases all move in intuitive directions. 
For example, lower costs for mass reduction and battery technologies increase net benefits (while 
higher mass reduction costs reduce them, but by a trivial magnitude). Like fuel price, rebound 
impacts the benefits of the program in a way that would be present if we considered net benefits 
relative to the 2012 final rule baseline. While assuming no rebound effect increases net benefits 
by about 15 percent, assuming a high rebound effect reduces them by 30 percent. 

As we saw in the summary of industry impacts, the assumed consumer demand for fuel 
economy does not significantly impact total technology cost (across both the baseline and 
Augural Standards) but it does influence the amount of additional cost, and benefit, that can be 
attributed to the Augural Standards. If manufacturers assume that consumers will continue to 
value additional fuel saving technology, even after a manufacturer has reached compliance with 
CAFE standards, more of that technology will appear in the baseline absent further increases in 
stringency, and the fuel savings associated with those technologies will net out of the baseline.  

As we also saw in the discussion of sensitivity to industry outcomes, product cadence may 
play an important role. The figure shows that a longer assumed cadence, which has the potential 
to reduce manufacturers’ opportunities to comply with an increase in standards during the year in 
which it occurs, is likely to result in additional technology into products redesigned in earlier 
model years. Similarly, shorter cadence increases the opportunities for manufacturers to respond 
to increasingly stringent standards in the model years where the increases occur – forcing more 
of the technology cost, and fuel savings benefit, into the model years covered by the Augural 
Standards. 
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The alternative assumptions about both mass reduction application and safety coefficients 
have the directional impact on net benefits that one should expect. Including up to 20 percent 
mass reduction for passenger cars, reduces net benefits by about 20 percent due to the impact on 
overall societal safety. In contrast, allowing no mass reduction on passenger cars has a much 
smaller impact on net benefits. Applying values for the safety coefficients in the 5th and 95th 
percentile of their confidence interval produces the expected impact on fatalities, which results in 
changes to net benefits in the 10 – 15 percent range. The combination of these two factors should 
continue to emphasize the degree to which safety is an important consideration of the CAFE 
program, and the expected social benefits associated with CAFE standards.  
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I. Overview
The following contains details to support the comments submitted by the Association of Global
Automakers (Global Automakers) on the joint Notice of Proposed Rulemaking (NPRM) issued by the
National Highway Traffic Safety Administration (NHTSA) and the U.S. Environmental Protection Agency
(EPA), entitled “Safer Affordable Fuel-Efficient Vehicles Rule for Model Years 2021-2026 Passenger Cars
and Light Trucks” (SAFE Vehicles NPRM) [83 Fed. Reg. 42986, August 24, 2018]. This NPRM is an
important step in maintaining, improving, and strengthening the “One National Program” (ONP) for
motor vehicle fuel economy and greenhouse gas (GHG) emissions and for providing a public and
transparent process for input on the regulations.

The standards as affirmed by the previous Administration in its waning days clearly needed to be
revised. The revisions should provide for continuous improvements, flexible mechanisms for compliance
in improving fuel economy and reducing GHG emissions, and the maintenance of ONP for regulating fuel
efficiency in the most efficient and effective manner possible.

There are a number of factors that the agencies must fully examine in order to determine both the
appropriate stringency of the standards out to model year (MY) 2026 and improvements to other
elements of the regulatory program. We do not believe that any of the Alternatives set forth in the
NPRM, or the current augural standards, offer an acceptable pathway for meaningful fuel economy
improvements and GHG emissions reductions in a unified national program. Rather, a final rule that
includes the following elements would establish feasible and reasonable standards, consistent with both
the Energy Policy and Conservation Act (EPCA) and the Clean Air Act (CAA), and support a continuation
of ONP. These items would also encourage ongoing innovation and investment in the auto industry
resulting in safer, more fuel-efficient vehicles that meet consumers’ needs. We therefore request that
the final rule address the following three items:

1. The regulations should provide for meaningful year-over-year fuel economy improvements
and GHG emissions reductions through MY 2026 and provide for a continuation of a unified
and coordinated ONP with California. We do not believe that any of the proposed Alternatives
would lead to this result, although we agree that the current EPA and NHTSA augural standards
are not appropriate and must be adjusted to account for today’s market realities and technology
trends. Industry can thrive under a level regulatory playing field that allows for a smart approach
to competition and efficiency improvements.

2. There are a number of ways to address the stringency of the standards. Global Automakers
believes that the best policy outcome would provide for a combination of meaningful year-
over-year improvements in chassis-based efficiency coupled with a package of programmatic
elements. This approach would provide automakers with flexible compliance options to
produce a wide range of vehicles meeting their respective customers’ needs, ease
manufacturer compliance burdens, and support investments in advanced fuel-saving
technologies. This package should consist of the following items (though the specific parameters
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of some of these items would need to be determined in conjunction with the appropriate
numeric stringency of the standards):

∂ Multipliers for advanced-technology vehicles—i.e., battery electric vehicles (BEV), plug-
in hybrid electric vehicles (PHEVs) and fuel cell electric vehicles (FCEVs), extended
through MY 2026.

o The values of the multipliers should be fixed at specific levels depending on the
stringency of the standard.

o In order to prevent a dilution of the benefits of the program and prevent a
windfall to certain automakers, the impact of these multipliers should be
subject to a manufacturer’s fleetwide cap on a model year by model year basis;
the appropriate level of the cap would depend on the stringency level of the
standards.

∂ Upstream emissions for BEVs, FCEVs, and the electric portion of use from PHEVs should
be permanently set to zero grams per mile (0 g/mi).

∂ Strong HEVs should receive credit amounting to 20 g/mi credit for light-duty trucks
(LDT), with no sales threshold minimum and no performance requirement. Agencies
should consider a smaller incentive for passenger cars as well.

∂ A one-time expiration date extension through MY 2026 for GHG credits earned in
previous years; the agencies should determine the applicable model years eligible for
the extended carry-forward.

∂ The off-cycle credit cap should be raised to 15 g/mi, in recognition that these important,
innovative fuel-saving technologies have an important compliance role, result in real-
world GHG emission benefits, and should be encouraged to expand in coming years.

∂ The off-cycle “pick list” should be updated with the most recent data concerning the
values of efficiency benefits from these fuel-saving technologies. Technologies that
should be added to the list include, but are not limited, to: advanced A/C compressor,
high efficiency alternator, and variable crankcase suction valve compressor.

∂ There should be no GHG curve adjustments or GHG test procedure adjustments based
on any changes to E10 test fuel.

∂ Improvements should be made to the off-cycle program, including:
o Blanket approval for applications using specific technologies and calculation and

measurement procedures;
o Allow suppliers to apply for provisional credit at the system or “pre-vehicle”

level;
o Accept the European Union’s. eco-innovations process;
o Pre-approve calculations and measurements prior to demonstration; and
o Provide general regulatory fixes that are critical to improving the efficacy of this

program.
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∂ Air conditioning refrigerant leakage and nitrous oxide and methane emissions standards
should be included for compliance with the EPA standards for all MYs, even if it means a
divergence from the NHTSA standards. This is important to maintaining regulatory
flexibility through real GHG emission reductions and would prevent the potential for
additional bifurcated, separate programs at the state level.

Global Automakers believes this package of compliance flexibilities is critical to the national
program, because it promotes technology investment in the industry (and represents a large
portion of industry investment that would otherwise be stranded without these provisions),
provides real fuel savings benefits for the consumer and the vehicles, and can also encourage
innovation in the industry. Further, it provides manufacturers with a diverse range of
compliance options to select the best, most cost effective technology approach for each
company’s vehicles, thereby also providing support for a diverse range of technologies.

3. The industry needs a coordinated set of standards between the NHTSA, EPA and California Air
Resources Board (CARB) so manufacturers can allocate resources to investment in new and
innovative technologies and jobs, instead of efforts to comply with inconsistent standards.
This important policy goal can be achieved without resorting to costly and uncertain litigation to
either assert preemption under EPCA or to revoke California’s waiver under the CAA. Therefore,
Global Automakers emphasizes that maintaining ONP will require CARB’s participation, along
with EPA and NHTSA, and compromise. Any action that maintains ONP obviates the need to
address California’s authority under EPCA preemption or the CAA waiver but achieves the same
goal of providing regulatory certainty and reducing regulatory overlap.

Global Automakers recommends that the agencies remain committed to the fundamental goal of the
ONP – a harmonized set of regulations that improve fuel economy and reduce GHG emissions, that are
aligned (but not necessarily 100% equivalent in terms of miles per gallon (mpg) target), are cost-
effective, and account for the needs of customers. Fundamental to this goal is a data-driven and
objective rulemaking process in which EPA, NHTSA, and CARB are fully engaged.

II. History and Support of One National Program

A. History and Evolution of One National Program
The U.S. Department of Transportation’s Corporate Average Fuel Economy (CAFE) program was first
enacted by Congress in 1975 in response to the Organization of Petroleum Exporting Countries oil
embargo.1 From 1975 until 2010, motor vehicle fuel economy was regulated solely by NHTSA through
the Corporate Average Fuel Economy (CAFE) program. In the early 2000’s, CARB took action to regulate
GHG emissions – a metric virtually synonymous with fuel economy – leading the way for 11 other states
and the District of Columbia to also adopt California’s GHG regulations. After the Supreme Court’s 2007

1 Energy Policy and Conservation Act of 1975, Pub. L. No. 94-163, 89 Stat. 871 (1975).
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decision in Massachusetts v. EPA,2 EPA moved to regulate GHG emissions from vehicles as well.3

Because California had set its own emissions standards, the auto industry faced potentially conflicting
regulations governing the same aspects of fuel efficiency and GHG emissions reduction under three
separate regulated programs.

In 2009, the automobile industry and regulators from EPA, NHTSA and CARB reached a historic
agreement to establish the ONP to address motor vehicle fuel economy and GHG emissions in a
coordinated and harmonized fashion that allowed for continual improvements while preserving
investments made by industry. NHTSA, EPA and CARB worked together with manufacturers and other
stakeholders to create ONP as a way to address the concern that different standards at the federal and
state levels would waste resources, add unnecessary friction in the system, discourage innovation, and
diminish the benefits of all of the standards. As one of the Obama Administration’s representatives
correctly observed when describing the ONP adopted in 2009:

[T]here was a significant likelihood that the regulators, acting independently, would produce
inconsistent standards with different levels of stringency, along with duplicative or confusing
compliance programs and incompatible enforcement policies, which could raise the costs to
industry, and compromise the potential benefits of the new standards for consumers and the
public.4

This commitment resulted in joint fuel economy and GHG emission standards promulgated by NHTSA
and EPA in 2010, for MY 2012 through 2016.

For its part, CARB amended its GHG emission regulations to include a “deemed-to-comply” provision
whereby automakers could be in compliance with its state MY 2012-2016 GHG emission standards by
complying with EPA’s national GHG regulations.5 CARB’s reason for doing so was premised on a greater
level of GHG emission reductions that could be achieved by a national program compared to a state-
based program that encompassed only California and 12 other states.

The commitment to the ONP was renewed in 2011 when the agencies proposed standards covering MY
2017 through 2025, which were then finalized in 2012.6 Again, EPA and NHTSA jointly issued a proposed
rule and a final rule, to ensure that their respective standards were aligned with each other. Because
NHTSA is statutorily limited to setting standards for no more than five years at a time, it published
“augural” standards for MY 2022-2025, targeting what the standards could be if the agencies’
technology, cost and market predictions—the basis for setting the standards—proved mostly accurate.

2 549 U.S. 497 (2007).
3 Endangerment and Cause or Contribute Findings for Greenhouse Gases Under Section 202(a) of the Clean Air Act,
74 Fed. Reg. 66,496 (Dec. 15, 2009).
4 J. Freeman, The Obama Administration’s National Auto Policy: Lessons from the “Car Deal.” 35 Harv. Env. Law
Review 343, (2011). p. 358.
5 13 C.C.R. § 1961.3(c).
6 77 Fed. Reg. 62,624 (Oct. 15, 2012).
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EPA’s standards through MY 2025 were finalized in the regulations, and CARB once again adopted a
“deemed-to-comply” provision to allow federal compliance in place of state-based compliance.7

The Final Rule also included a Midterm Evaluation, which was fundamental to all parties’ commitment
and agreement to the standards through MY 2025; the Midterm Evaluation was designed as a check
point in the process to reassess assumptions and predictions made more than ten years in the future,
and to determine whether adjustments to the standards would be needed.8 The timing for the Midterm
Evaluation was set so that the agencies could incorporate the latest industry and market data, and align
any potential EPA regulatory changes with the necessary NHTSA rulemaking process, keeping the
agencies once again in close coordination.

In the Draft Technical Assessment Report (Draft TAR), the agencies summarized the benefits of the ONP
as follows:

Under the National Program, consumers continue to have a full range of vehicle choices that meet
their needs, and, through coordination with the California standards, automakers can build a single
fleet of vehicles across the U.S. that satisfies all GHG/CAFE requirements.9

This description captures the foundation upon which ONP was built; the realization of this goal will
enable manufacturers to maximize economies of scale, deliver efficient vehicles at lower cost and
provide environmental benefits across the nation.

Based on statements in the preamble to the 2012 rule, those made by EPA personnel, and on the
agency’s website, a proposed rule and a proposed determination were expected in the summer of
2017,10 and a final NHTSA rule and EPA determination were expected no later than April 1, 2018.11

However, shortly after the 2016 election, the outgoing EPA Administrator determined in January 2017
that the standards should be continued without changes.12 That decision was rushed, issued only a few

7 13 C.C.R. § 1961.3(c).
8 Critical to the Midterm Evaluation was the recognition that the MY 2025 standards were a best estimate of future
capabilities and that the standards could change, rather than must be affirmed.
9 U.S. EPA OTAQ, NHTSA and CARB, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025.
Executive Summary, (2016). p. ES-1.
10 See https://www.epa.gov/sites/production/files/2016-10/documents/grundler-sae-naipc-2015-09-17-
presentation.pdf at 24 (indicating that EPA Proposed Determination and NHTSA notice of proposed rulemaking
would be released mid-2017 and the final determination made in April 2018).
11 Id. See also 2012 Final Rule, 77 Fed. Reg. at 62,784.
12 However, the Administrator acknowledges that while the standards may be feasible at the current levels, that:

…several commenters spoke to the need for additional incentives or flexibilities in the out years of
the program including incentives that could continue to help promote the market for very
advanced technologies, such as electric vehicles. My determination, based on the record before
me, is that the 2022-2025 standards…[are] appropriate under section 202 and do not need to be
revised. This conclusion, however, neither precludes nor prejudices the possibility of a future
rulemaking to provide additional incentives for very clean technologies or flexibilities that could
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weeks after receiving thousands of public comments on the proposed determination, and leaving
necessary adjustments based on changing market conditions unaddressed. The April 2018 Revised
Determination was based on updated data and information and demonstrated that the current MY
2022-2025 standards are no longer appropriate in light of changed market realities, including:

∂ Changing sales volumes (peak sales of 18.1 million in 2016 to 17 million in 2017);
∂ Smaller-than-expected fuel efficiency gains in MY 2016 and MY 2017;
∂ Changes in the car and truck fleet splits (in 2012, the projected car/truck split was 67%/33% for

MY 2025, but the current car/truck split has changed significantly to 48.5% cars/51.5% trucks);
and

∂ Lower than expected gasoline prices (in 2012, EIA reference price forecast of $3.86/gallon for
gasoline in 2025 (in 2010 dollars), and now the projected price is $2.92/gallon (in 2016 dollars).

Today’s new proposed rulemaking offers the opportunity to work on a transparent next step in a
coordinated process that considers safety, the need to conserve oil and reduce GHG emissions, and
supporting a strong automotive market.

B. Strong Support for ONP
Global Automakers supports the ONP to regulate vehicle GHG emissions and fuel economy and strongly
wants to see it continued.13 The ONP represents smart and strong federal policy to provide a consistent
and certain path for ongoing improvements and reduces regulatory burden, consistent with this
Administration’s regulatory program goals. While the ONP has not been perfect in its implementation,
today’s Administration has an opportunity to get it right. Further, the possibility of three separate
regulatory programs, resulting in multiple jurisdictions for compliance, raises concerns that automakers
might have to manufacture different versions of vehicles and manage fleets in each jurisdiction to meet
the differing standards throughout the country.

While the rationale for ONP remains strong, the promise of it has not been fully met. Under the current
regulations, it is possible for a manufacturer’s fleet to comply with one set of federal standards but not
the other. Further, the standards lack proper alignment, unnecessarily increasing complexity and
regulatory burden. Efforts to harmonize the programs under ONP would help lower costs and enable
greater environmental benefits than separate state-by-state programs.

There are several challenges in the event of a bifurcated program where NHTSA, EPA and CARB are not
aligned, including driving up costs to consumers due to the loss of economies of scale, the excess
administrative or transactional costs to comply with two programs, and challenges with vehicle sales

assist manufacturers with longer term planning without compromising the effectiveness of the
current program. The EPA is always open to further dialogue…. (emphasis added)

This text alone suggests that perhaps the standards alone were insufficient through MY 2025. “EPA Administrator’s
signed Cover Letter to the Final Determination (January 12, 2017)”, https://www.epa.gov/regulations-emissions-
vehicles-and-engines/epa-administrators-signed-cover-letter-final.
13 From Global Automakers comments to the Midterm Evaluation: “NHTSA and California need to work together to
maintain the One National Program as all parties committed to at its inception.”
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distribution networks (interstate vehicle transfers, for instance). There is also the potential for costly
and protracted litigation, which results in the highest level of uncertainty and hardship for industry and
likely results in automakers having to meet the highest standard in the interim period while any
litigation is ongoing.

It is our hope to reach a solution where California and the federal government agree to a program that
avoids protracted litigation and uncertainty. A collaborative and open process with all parties is critical
to understanding all of the issues and working towards a managed solution that takes into account
safety, fuel efficiency, the consumer and market realities.

III. Agencies’ Discretion to Set Standards under Their Respective Statutory
Criteria

Global Automakers has consistently requested that the standards be harmonized so that a fleet that
complies with one standard complies with the other. In previous comments, we have pointed out ways
in which the standards can be better harmonized.14

Global Automakers, however, has never advocated that the standards be numerically equivalent. While
a grams per mile of carbon dioxide (CO2) standard can be converted to a miles per gallon (mpg)
equivalent, differences in the authorizing statues require some adjustments to allow manufacturers to
meet both standards simultaneously and efficiently, as well as to allow the agencies to meet the
requirements of those statutes.

For example, NHTSA must weigh four EPCA factors to determine the “maximum feasible” fuel economy
standards: “technological feasibility, economic practicability, the effect of other motor vehicle standards
of the Government on fuel economy, and the need of the United States to conserve energy.”15 “Other
motor vehicle standards” includes safety regulations, and “economic practicability” includes consumer
acceptance. As NHTSA has affirmed, the agency has broad discretion concerning how to weigh these
factors:

NHTSA has broad discretion in balancing the above factors in determining the average fuel
economy level that the manufacturers can achieve. Congress “specifically delegated the process
of setting... fuel economy standards with broad guidelines concerning the factors that the agency
must consider.” The breadth of those guidelines, the absence of any statutorily prescribed formula
for balancing the factors, the fact that the relative weight to be given to the various factors may
change from rulemaking to rulemaking as the underlying facts change, and the fact that the factors
may often be conflicting with respect to whether they militate toward higher or lower standards
give NHTSA discretion to decide what weight to give each of the competing policies and concerns
and then determine how to balance them—"as long as NHTSA's balancing does not undermine the

14 Global Automakers, Comments on the “Request for Comment on Reconsideration of the Final Determination of
the Midterm Evaluation of Greenhouse Gas Emissions Standards for Model Years 2022-2025 Light-Duty Vehicles.”
15 See 49 CFR 531 at 34242-3 (June 17, 2008).
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fundamental purpose of the EPCA: Energy conservation,” and as long as that balancing reasonably
accommodates “conflicting policies that were committed to the agency's care by the statute.”
Thus, EPCA does not mandate that any particular number be adopted when NHTSA determines
the level of CAFE standards.16

In contrast, Section 202 of the CAA directs EPA to set standards “applicable to the emission of any air
pollutant” from certain motor vehicles “which in [the Administrator’s] judgment cause, or contribute to,
air pollution which may reasonably be anticipated to endanger public health or welfare.” Section 202
further requires EPA to provide adequate lead-time for manufacturers to develop and apply the
requisite technology, with appropriate consideration to costs of compliance within that period. Safety is
also a consideration; Section 202(a)(4) of the CAA prohibits the use of any emission control device,
system or design that will cause or contribute to an unreasonable risk to public health, welfare, or
safety.17 Like NHTSA, EPA has considerable discretion concerning the appropriate emission standard for
a given pollutant. EPA has stated that:

EPA also has significant discretion in considering a range of stringency. Section 202(a)(2) of the
Clean Air Act requires only that the standards “take effect after such period as the Administrator
finds necessary to permit the development and application of the requisite technology, giving
appropriate consideration to the cost of compliance within such period.” This language affords EPA
considerable discretion in how to weight the critical statutory factors of emission reductions, cost,
and lead time.18

The U.S. Supreme Court has acknowledged that application of EPCA and the CAA could lead to
coordinated but not necessarily identical outcomes. In Massachusetts v. EPA, the Court observed that
although agencies’ statutory obligations overlap, “there is no reason to think the two agencies cannot
both administer their obligations and yet avoid inconsistency.”19 The Court also noted that “EPA no
doubt has significant latitude as to the manner, timing, content, and coordination of its regulations with
those of other agencies.”20

However, because of differences between EPCA and the CAA, there are limitations on the extent to
which the CAFE standards can (and should) be aligned with EPA’s GHG emission standards. For instance,
EPA can regulate emissions of GHG other than CO2 under the CAA—like A/C leakage, methane and
nitrous oxide—while NHTSA effectively cannot, because these emissions do not result in vehicle fuel
efficiency improvements. Therefore, a straight numerical conversion from a GHG g/mile standard that
includes non-CO2 emissions to mpg does not actually result in standards of equivalent numerical
stringency. As we discuss in greater detail below, Global Automakers supports EPA maintaining these

16 See 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel
Economy Standards, 77 Fed. Reg. 62,624, 62,670 (Oct. 15, 2012) (quoting Center for Auto Safety v. NHTSA, 793 F.2d
1322, 1341 (D.C. Cir. 1986) and Ctr. for Biological Diversity v. NHTSA, 538 F.3d 1172, 1195 (9th Cir. 2008).
17 See 83 Fed. Reg. 42986, 43231 (Aug. 24, 2018); 42 U.S.C. 7521(a)(4)(A).
18 See Greenhouse Gas Emissions and Fuel Efficiency Standards for Medium- and Heavy-Duty Engines and Vehicles
-- Phase 2, 81 Fed. Reg. 73,478, 73,910 (Oct. 25, 2016).
19 Massachusetts v. EPA, 127 S.Ct. 1438, 1443 (2007).
20 Id. at 1462.
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emissions as part of the ONP even if it results in NHTSA’s and EPA’s standards diverging numerically.
Similarly, while both agencies allow credit trading, there are statutory limits on trading under EPCA, but
not under the CAA. This is another area where allowing for differences between the EPA and NHTSA
programs could lead to greater efficiencies and ease of compliance for automakers.

The details in our comments below discuss how EPA and NHTSA, in implementing their respective
governing statutes, should address the questions of the stringencies of the CAFE and GHG emission
regulations and the other programmatic elements that streamline manufacturer compliance and
account for emissions benefits of advanced vehicle technologies.

IV. The Final EPA and NHTSA Regulations Should Set Standards that Provide
for Meaningful Year-Over-Year Improvements in Fuel Economy and GHG
Emissions Reductions

A. Industry Supports Standards that Increase Over Time and that Are Set at a Level that
Meets Customer Needs and Technology Capabilities

Maintaining a trajectory of increasing standards that provides investment certainty makes the standards
more “durable” over the longterm, because it provides certainty for research and development
direction, encourages investment in manufacturing, and provides consumers a full spectrum of options.

The current Preferred Alternative in the proposed rule of a 0% per year increase from MY 2020
standards does not create a clear path nor support competitiveness in a global marketplace. In order for
the U.S. auto industry to remain competitive and continue to export vehicles to the rest of the world,
industry is better served by a reasonable, steady ramp rate that accounts for investments made and the
global nature of the market. Steady increases allow for long-term planning and create an environment
of security that fosters ongoing investment in vehicle technology and consumer confidence in
purchasing newer vehicles. It also provides a level-playing field upon which automakers can compete.

We also agree with the agencies that the standards as previously codified by EPA and set as augural by
NHTSA should be adjusted from their current form. We encourage NHTSA and EPA to look for a new
Alternative that provides meaningful year-over-year improvements in fuel economy and GHG emission
reductions, is acceptable to the state of California for a national program and provides important and
necessary policy support for a broader transition to vehicle electrification. We believe such a solution is
not only achievable, but also meets the agencies’ statutory requirements for maximum feasible and
technical feasibility.

B. Accurate Technical Analysis and Modeling Considerations are Critical to Final
Rulemaking

The agencies must consider numerous factors in the standard setting process, including technical
feasibility and lead time. In order to create truly durable standards, the final rule should provide for
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meaningful year-over-year increases with appropriate flexibilities that encourage investment in new
technology, while also ensuring that consumers can afford to purchase newer vehicles with the latest
safety innovations. It is also consistent with meeting the goals of maximum feasibility under EPCA. To
accomplish these goals, the agencies should continue to focus on establishing a predictable trajectory
for improvements to fuel efficiency and GHG emissions, set at equivalent levels of stringency increases
for passenger cars and light-duty trucks. A consistent approach to improved fuel efficiency and GHG
emissions reductions creates the market stability that industry needs to ensure long-term investments
and product planning timelines. In order to accomplish these goals, the agencies have correctly
identified that a consistent approach to using the most up-to-date data and a robust technical analysis is
needed.

1. Updated Volpe Modeling Using the Most Up-to-Date Data
This NPRM’s use of a single model to evaluate alternative scenarios for both programs provides
consistency in the technical analysis, and Global Automakers supports the Volpe model’s use as it has
proven to be a transparent and user-friendly option in this current analysis. The use of the Volpe model
has allowed for a broad range of stakeholders, with varying degrees of technical expertise, to review the
data inputs to provide feedback on this proposed rule. The Volpe model’s accompanying documentation
has historically provided a clear explanation of all sources of input and constraints critical to a
transparent modeling process. Other inputs have come from modeling that is used widely by other
sources, specifically the Autonomie model, allowing for a robust validation, review and reassessment.

One of the foundational underpinnings of the standards is the agencies’ technical modeling. There has
been a lot of discussion about the modeling since the Draft TAR, including the way the models work and
assumptions inputted into each of the models. Upon request, Global Automakers and our members
have worked with the Volpe Center to provide updated and revised assumptions and baseline data to
support improved outputs from the Volpe model, and we understand that the Volpe Center has used
many of these inputs. However, in evaluating the analysis it has become clear that there is still missing
data on some technologies deployed from MY 2015 forward that should be added to the input files to
ensure that the Volpe model is using the most complete, up-to-date data.

Global Automakers believes that in updating the agencies’ modeling, assumptions and data, revised
findings would support the conclusion that adjustments to the existing regulations are needed but the
question of what those adjustments should be requires a full spectrum of data inputs. This point is
supported by our analysis. Adjustments could take numerous forms, including a revision to the
stringency levels, the implementation of credit flexibilities or any combination thereof that would
continue the path of annual fuel efficiency improvements and GHG emissions reductions.

Global Automakers and the Auto Alliance have received updated study results from a third-party
consultant who continues to conduct a longitudinal analysis of fleet performance. This analysis uses data
similar to those submitted to the agencies as well as data from publicly available sources. The findings
indicate differences from the current considerations in the NPRM regarding passenger car and light-duty
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truck production shares and the increasing production shares of various technologies, including
advanced technology.

In terms of production share of vehicles, the projected consumer interest in sport utility vehicles (SUVs)
has continued in an upward slope. In 2012, the agencies projected a car/truck split of 67%/33% in MY
2025.21 The split in MY 2015 was 57% cars/43% trucks,22 and presently this split has moved to 48.5%
cars/51.5% trucks.23 In addition, truck SUV shares continue to increase in popularity, while sales of non-
SUV passenger cars are declining. Meanwhile, for MY 2018, light-duty truck volumes are expected to
exceed passenger car volumes. This shift may reflect the impact of lower gasoline prices on purchasing
decisions and suggests fuel economy may not be an overriding consideration for many buyers.

Figure 1: Vehicle Production Volume

Source: Novation Analytics Model Years 2012-2018 Baseline Studies

Equally important to the share of production are assumptions regarding the implementation of various
technologies in vehicles. The closer the model can simulate real-world deployment of the vehicle
technologies at the correct volumes the better the agencies are able to suggest the most efficient, cost-
effective and safe regulatory frameworks.

21 Draft TAR, p. ES-8.
22 U.S. EPA. 2016 Fuel Economy Trends Report, (2016). p. 4. Note that the per vehicle fuel economy is better year
over year even though the car/truck split is not consistent with EPA’s projections. Id.
23 Novation Analytics. Model Years 2012 to 2018 Baseline Studies prepared for Alliance of Automobile
Manufacturers & Association of Global Automakers. October 8, 2018.
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An example of this discrepancy is with the common vehicle technology – variable valve timing & lift –
deployment versus projections. Deployment of variable valve timing (VVT) is effectively 100% in the
market. This emissions reduction technology implementation continues to outpace the NHTSA projected
pathway for technology deployment with implementation occurring more than five years earlier than
assumed. On the other hand, variable valve lift (VVL), a performance technology, continues to be
deployed at much lower levels from the NHTSA projected pathway. The disparity between actual
deployment and implementation assumptions needs to be recalibrated if the most updated data is used
in the model. Using the most updated data allows the agencies to address the disparities between
projections and actual fleet performance. Eliminating these types of inconsistencies creates an
opportunity for the agencies to establish a regulatory path that takes into account those technologies
that have proven to provide both fuel efficiency benefits and are accepted by consumers.

Figure 2: Variable Valve Timing Deployment Real-World vs. NHTSA Assumptions

Source: Novation Analytics Model Years 2012-2018 Baseline Studies

Global Automakers asks that the agencies confirm that the most up-to-date vehicle and fleet
information have been fully captured in the input files for the model.

2. Fuel Economy Increases and GHG Emissions Reductions are Feasible
The auto industry has been steadily increasing the fuel economy and GHG emissions performance of
passenger cars and light trucks since MY 2012. Industry has continued to contract with Novation
Analytics to provide an updated fleet baseline analysis following each model year, to compare to the
agencies’ assumptions, and to serve as an additional verification for data inputs. The most recent
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analysis is included in Attachment C(1) of these comments. Novation Analytics’ findings show that motor
vehicles, both passenger cars and light-duty trucks, are consistently improving year-over-year with the
encouragement of government standards.

Figure 3: 2-Cycle Fuel Economy Improvements

Source: Novation Analytics Model Years 2012-2018 Baseline Study

As the figure above indicates, year-over-year improvements in fuel economy and GHG emissions
reductions are feasible and achievable, though not at the levels required under the current standards.

In addition, an analysis presented by Greg Pannone of Novation Analytics earlier this year supports the
technical feasibility of continuing to increase the stringency of the standards through MY 2026.24 The
presentation, found in Attachment C(2) of these comments, reviews the technical challenges in
increasing internal combustion engine (ICE) efficiency and concludes:

Assuming continued investment and application of high efficiency ICE technologies, achievement
of the ZEV [zero emission vehicle] mandate, constant non-ZEV hybrid take rates, and plausible
reductions of mass, aerodynamic drag, and tire rolling resistance, a non-hybrid ICE-dominated U.S.
fleet could plausibly achieve CAFE values of 49 mpg for PC and 35 mpg for LDT by MY 2025.25

24 G. Pannone, Novation Analytics, “What’s the Role of ICE Going Forward?”, presented to SAE High Efficiency IC
Engine Symposium (Detroit April 2018).
25 Id. at slide 18.
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Further analysis is necessary, but this presentation provides confirmation that further increases in
powertrain-related stringency are technically possible.

C. A Steady Increase in Standards is Economically Practicable and Supports U.S.
Employment

Throughout the Midterm Evaluation, Global Automakers has supported standards with meaningful
increases in year-over-year stringency. To accommodate compliance flexibility, we also have urged the
agencies to add a variety of compliance tools to the standards.26,27,28 Just as the agencies have provided
a number of options for stakeholders to evaluate, there are numerous combinations of stringency and
compliance tools that can be formulated to find an outcome that meets statutory requirements,
provides industry with certainty, continues fuel savings for consumers, and maintains ONP.

Steadily increasing standards support the investments that OEMs and suppliers have already made in
fuel economy, are consistent with the long lead-times that apply in the auto industry, support the
competitiveness of U.S. automotive manufacturers and suppliers, increase employment in the
automotive industry, avoid the uncertainty and cost that will result from the prospect of a bifurcated
regulatory scheme, and meet consumer expectations.

1. Increasing Standards Supports Employment in the Auto Industry
The NPRM acknowledges that the Preferred Alternative will reduce U.S. auto sector labor relative to
more stringent Alternatives.29 This is consistent with a study by researchers at the Indiana University
School of Public and Environmental Affairs, which explored the economic impact of fuel economy
standards. The “Macroeconomic Study of Federal and State Automotive Regulations”30 (“2017 IU
Study”) looked at vehicle price effects on factors like employment and gross domestic product (GDP);
supply chain innovations spurred by the regulations; and consumer fuel savings. The study concluded
that “the overall annual impact of the regulatory programs on the national economy is negative in the
near-term but positive in the long-term, a pattern that is consistent with theoretical expectations.”31 The
2017 IU Study found that in the long-term, the higher vehicle prices that the standards will drive will be

26 We recognize that the agencies have different statutory authorities and constraints. If one agency includes a
flexibility that the other agency cannot under the latter agency’s statutory authority, there may be a difference in
numerical stringency of the standards. However, if the agencies then harmonize the standards so that a single fleet
can meet both standards, the result will still be a unified national program, preferably with California in agreement
with and part of the program.
27 See Section IV herein, as well as Comments of Global Automakers dated 9/26/16 at D-1; Comments of Global
Automakers dated 12/30/2016 at 20; and Comments of Global Automakers dated 10/5/2017 at 3.
28 Global Automakers and the Auto Alliance. “Petition for Direct Final Rule with Regard to Various Aspects of the
Corporate Average Fuel Economy Program and the Greenhouse Gas Program.” June 20, 2016.
https://www.globalautomakers.org/OldSiteContentAssets/bulletin/Joint-Harmonization-Petition-for-GHG-and-
CAFE-assets/2017-06-20-joint-alliance-global-harmonization-petition-for-rulemaking-pdf.
29 83 Fed. Reg. at 43436-37.
30 Carley, S. et al. “Macroeconomic Study of Federal and State Automotive Regulations with Recommendations for
Analysts, Regulators, and Legislators.” School of Public and Environmental Affairs, Indiana University. March 2017.
(“2017 IU Study”).
31 2017 IU Study at 3.
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more than offset by increased innovation and employment in the supply chain and consumer fuel
savings. The 2017 IU Study estimated that the current fuel-efficiency standards could increase jobs by
between 200,000 and 375,000 in the year 2025 and add between $138 billion to $240 billion in GDP
between 2017 and 2025.32

Global Automakers acknowledges that some of the literature, as noted above, predicts negative
employment impacts from the current standards in the short term. These employment impacts are
significant and the need to mitigate them is why Global Automakers has proposed flexibilities in the
standards. Global Automakers believes that if the short-term shocks can be mitigated through
flexibilities and adjustments in stringency, a steady year-over-year increase in standards will provide
national economic benefits in the long run and enhance the ability of U.S. auto manufacturers to
compete globally. Such changes must also be accompanied by continuation of a unified national
program, including California and the Section 177 States, to provide the optimal economic outcome
associated with this rulemaking.

2. Incrementally Increasing Standards Support Existing and Planned Investments
In anticipation of the expected increases in stringency, automakers and their suppliers have invested
$76 billion in facilities, and much of this has been driven by the “enhanced investment to meet globally
leading fuel economy and greenhouse gas standards.”33 Automakers have developed product plans that
call for the deployment of these technologies across their fleets.

An abrupt halt in the gradual increase in fuel economy standards would leave automakers and suppliers
with stranded costs. Automakers and suppliers may not be able to recoup investments already made in
fuel economy technology.34 Automakers cannot change their product plans quickly; product
development cycles in the auto industry are necessarily long because of the massive investments they
require. Average vehicle model development cycles now last for 6.7 years.35 Powertrain programs cycles
are even longer – typically ten years, spanning two or more vehicle cycles.36 These lengthy product
development cycles impose costs:

One of the greatest risks an OEM faces for any investment, but particularly for powertrain
investment since it is so large and specialized, is having an investment become stranded.  That is,

32 https://spea.indiana.edu/doc/research/working-groups/auto-report-032017.pdf (accessed 14 September 2018).
While Global Automakers believes that changes are necessary to the current standards, this study is nonetheless
useful to show that increases in fuel economy standard stringency can have a long-term positive impact on
employment.
33 Blue Green Alliance. “Driving Investment: How Fuel Efficiency is Rebuilding American Manufacturing.”
https://www.bluegreenalliance.org/resources/driving-investment-how-fuel-efficiency-is-rebuilding-american-
manufacturing/. (January 25, 2018) (accessed 19 October 2018).
34 “[S]uppliers have already invested to retool facilities and design new products to meet automakers’ steadily
increasing fuel efficiency demands.” https://www.brookings.edu/blog/the-avenue/2018/07/02/why-undermining-
fuel-efficiency-standards-would-harm-the-us-auto-industry/ (July 2, 2018) (accessed 14 September 2018).
35 https://www.cargroup.org/automotive-product-development-cycles-and-the-need-for-balance-with-the-
regulatory-environment/ (September 20, 2017) (accessed 12 September 2018).
36 Id.
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if a specific nameplate or vehicle platform fails in the market place or needs to be replaced before
its planned life cycle, any engine or transmission program and plant investment that is tied to such
a platform is at risk of needing to be absorbed by other vehicle programs or be “stranded” and
written off as a loss.37

While the agencies’ model shows that lower costs are associated with its Preferred Alternative, the
model assumes that companies can respond more quickly than is possible. As discussed in Section IV.C.
of these comments, the abrupt cessation of increases in fuel economy requirements will require
retooling and learning changes for which the model has not fully accounted. The model also does not
account for the changes to labor and material requirements that the agencies’ Preferred Alternative will
require. These factors impose significant costs on industry and greatly detract from the cost savings
associated with the Preferred Alternative.

Steadily increased standards also provide the industry with a hedge against sudden shifts in consumer
demand caused by abrupt changes in gasoline prices. As described elsewhere in the comments, there is
a direct connection between consumer demand for high-fuel efficiency vehicles and gasoline prices. For
example, between 2004 and 2008, gasoline prices nearly doubled, from $1.58 per gallon to $3.26 per
gallon.38 That trend coincided with a dramatic drop in demand for trucks and SUVs,39 which had
catastrophic consequences for the U.S. auto industry and led to the bailouts of General Motors and
Chrysler. As one publication explained in late 2008:

The first shot was the dramatic rise in energy prices this past summer. That caused a rapid mix shift
in vehicles--and had a major impact on profitability." GM, Ford and Chrysler have relied on SUVs
and trucks for the majority of their profits. Those vehicles commanded high sticker prices and by
the late nineties made up 50 percent of the U.S. car market. When demand for the big vehicles
dropped quickly and customers went for smaller, less expensive, less profitable cars, auto
companies  had  two  major  issues  to  deal  with:  A  loss  of  revenue  and  a  backlog  of  unwanted
trucks.40

Given the long lead times in the auto industry, it is impossible to adjust to sudden and unexpected shifts
in demand. Steadily increased fuel economy standards can provide a stabilizing hand in the face of yo-
yoing gasoline prices and protect manufacturers long-term investments in fuel saving technologies. As

37 Id.
38 Samuel R. Avro, “Charting the Dramatic Gas Price Rise of the Last Decade.” Energy Trends Insider. March 14,
2012. Available at http://www.energytrendsinsider.com/2012/03/14/charting-the-dramatic-gas-price-rise-of-the-
last-decade/; see also Energy Information Administration, Annual Gasoline and Diesel Prices (2007 and 2008),
https://www.eia.gov/dnav/pet/pet_pri_gnd_dcus_nus_a.htm (accessed 4 July 2018).
39 Chuck Squatriglia, “Rising Gas Prices Finally Kill the Once-Mighty SUV.” Wired Magazine. June 9, 2008. Available
at https://www.wired.com/2008/06/rising-gas-pric/; see also B. Vlasic, “As Gas Costs Soar, Buyers Flock to Smaller
Cars,” New York Times (May 2. 2008); https://www.nytimes.com/2008/05/02/business/02auto.html (accessed 4
July 2018).
40 Larry Webster, “GM in Crisis—5 Reasons Why America's Largest Car Company Teeters on the Edge.” Popular
Mechanics. Nov 17, 2008.  The article quotes David Cole, then Chairman of the Center for Automotive Research.
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one commentator noted, “strong standards insure automakers against future market loss when gas
prices inevitably rise again.”41

3. Manufacturers Compete in a Global Market
The impact of the risks to manufacturer investments are also impacted by the fact that automakers
operate in a global market. It is therefore important that U.S.-based auto manufacturing is poised to
meet demand throughout the globe, and thereby support exports. The U.S. auto industry—which
consists of 14 companies operating facilities throughout the nation—currently produces 10.9 million
cars and trucks in the U.S., 17 percent of which (or 1.9 million units) are exported overseas. Expanding
exports will help strengthen the auto manufacturing base in the U.S. and increase employment.

No manufacturers sell only in the U.S. Automakers must therefore consider the fuel economy and GHG
standards established around the world when developing their product plans. Illustrated in Figures 4a
and 4b below, in most of the rest of the world, these standards will increase in stringency between MY
2020 and MY 2025, and therefore manufacturers will have to manufacture vehicles that will meet those
stricter standards. Manufacturers can achieve greater economies of scale in production if U.S. standards
are relatively aligned with standards elsewhere in the world.

41 D. Richardson, “Commentary: How Rolling Back Fuel Standards Could Crush America’s Auto Industry,” Fortune
Magazine (3/30/2018); http://fortune.com/2018/03/30/epa-rollback-fuel-emissions-standards-scott-pruitt/
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Source: ICCT, www.theicct.org/chart-library-passenger-vehicle-fuel-economy (April 2018)

Figure 4b: Passenger car miles per gallon, normalized to CAFE

Source: ICCT, www.theicct.org/chart-library-passenger-vehicle-fuel-economy (April 2018)

Figure 4a: Light truck miles per gallon, normalized to CAFE
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Rough parity between U.S. and foreign fuel economy standards is also needed to maintain and expand
the U.S. auto industry’s ability to export vehicles. For example, 23 percent of the U.S.’s vehicle exports
go to Canada.42 Canada is currently deciding whether to continue to follow the current standards.43 If
Canada decides to maintain its current standards, automakers that produce vehicles in the U.S. will face
the unpalatable choice of losing market share in Canada to more fuel efficient vehicles imported into
Canada from Europe or China or incurring extra expense to manufacture to two different standards. In
the long term, these trends will make U.S. auto manufacturers less competitive and reduce our vehicle
manufacturing capabilities.

The efficiencies flowing from the production of vehicles that can be sold worldwide will enhance the
competitiveness of manufacturers producing in this nation. This enhanced competitiveness will create
more jobs here and allow manufacturers to produce vehicles for export at their U.S. facilities. Therefore,
steadily increasing fuel economy standards will benefit U.S. employees, U.S.-based manufacturing and
American consumers.

4. Consumer Acceptance and Economic Practicability Support Increased
Standards

Consumer acceptance is an important component of economic practicability. It also has been an
important limiting factor in increasing fuel economy, because consumer demand for fuel economy
technology has not matched the level of fuel economy that government agencies have required
manufacturers to meet. Concerns about consumer acceptance were a major factor in Global
Automakers’ request for the agencies to reopen the Midterm Evaluation.44 Global Automakers
appreciates that the agencies are investigating the degree of consumer demand for the technology that
the current standards will require.

Global Automakers respectfully submits, however, that the agencies’ investigation does not justify
holding the standards constant from MY 2021 through 2026. Since the ONP came into effect in MY 2009,
consumers have become accustomed to year-over-year increases in fuel economy. The agencies’ models
do not suggest that a radical departure from steady year-over-year increases is warranted based on
consumer acceptance concerns. Fuel economy remains a factor in vehicle purchase decisions, though
perhaps not a dominant one. Similarly, while we agree that consumers consider a shorter payback
period than the agencies’ previous analyses have suggested,45 consumers are willing to pay for
improvements that pay off in that time frame; the willingness to pay for better fuel economy is not zero.

42 https://www.statista.com/chart/15247/us-imports-exports-cars-canada/ (accessed 9/12/18).
43 https://www.canada.ca/en/environment-climate-change/news/2018/08/canada-begins-consultations-on-
vehicle-emission-standards.html (accessed 9/13/18).
44 Global Automakers Comments on the Request for Comment on Reconsideration of the Final Determination of
the Midterm Evaluation of Greenhouse Gas Emissions Standards for Model Year 2022–2025 Light-Duty Vehicles;
Request for Comment on Model Year 2021 Greenhouse Gas Emissions Standards” [82 FR 39551, August 21, 2017].
Docket ID: NHTSA-2016-0068.
45 83 Fed. Reg. at 43217.
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And, as discussed above, providing for steady year-over-year increases in fuel economy helps provide a
hedge against rapid shifts in consumer demand caused by sudden changes in fuel prices.

It is true, as the agencies have noted, that automakers who wish to provide better fuel economy can do
so even if the standards are flat.46 However, Global Automakers urges the agencies to take a longer and
larger view of fuel economy and GHG regulation and their impact on consumers. For example:

∂ Flat standards will confuse consumers, who have come to expect year-over-year increases in
fuel economy standards and will seek more fuel-efficient vehicles as gasoline prices increase;

∂ The prospect of a bifurcated program will confuse consumers, who may be faced with the
possibility that certain vehicles may become available only in certain states;

∂ A bifurcated program will increase costs for consumers and could lead to less consumer choice
in regions with more stringent regulations;

∂ Consumers have come to expect that the vehicle fleet eventually will become electrified, based
in part on previous regulatory actions and the announced plans of manufacturers;

∂ Steady year-over-year increases will increase consumer confidence in the certainty and
durability of these regulatory programs; and

∂ Consumers are also members of society. As a society we recognize that CO2 is a pollutant, but as
a consumer, there is a reluctance to pay for this improvement. On the other hand, such cost
increases are tolerated “for the good of the whole” while not eagerly embraced.

For these reasons, Global Automakers submits that consumers will accept some level of year-over-year
fuel economy increases and GHG reductions. At the very least, consumer acceptance does not demand
flat standards, and Global Automakers urges the agencies to work with all stakeholders to develop
standards that continue to provide a single regulatory scheme and certainty for consumers.

5. Safety Considerations Do Not Support Freezing the Standards
One of the most significant bases for freezing the CAFE and GHG emission standards after MY 2020 is
the notion that the more stringent standards could have a detrimental impact on safety. The agencies
point to three distinct elements of their safety conclusions: the “rebound” effect, a vehicle “scrappage”
effect, and a vehicle weight effect. The rebound effect is an economic-based principle arguing that
reducing the cost of driving through improving vehicle fuel efficiency would cause people to drive more,
thereby exposing them to increased risk of being involved in a crash. The scrappage effect is an
economic-based principle arguing that higher new vehicle prices resulting from more stringent
standards would cause some consumers to defer purchasing new vehicles and keep older (ostensibly
less safe) vehicles on the road longer. The weight effect has been considered in several NHTSA CAFE
proceedings. Safety analysis has shown the weight discrepancies in two-vehicle crashes (heavier vehicle
and lighter vehicle collide) results in greater damage to the lighter vehicle, with the adverse safety effect
increasing with the magnitude of the weight discrepancy.

46 83 Fed. Reg. at 43211.
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The agencies’ proposal with regard to the safety issue raises several ironies and conflicting trends
relating to the three safety arguments:

∂ The concerns regarding adverse safety effects are discussed in the context of long-term trends
of improved safety, with the expectation that advanced driver assistance systems, such as
automatic emergency braking, will achieve even greater improvements through their
widespread implementation during the 2021-2026 period. Even under the agency’s safety
analysis, it is extremely likely that vehicle safety will improve during this period.

∂ The proposal projects adverse safety impacts as a result of both consumer cost savings (reduced
fuel consumption) and consumer cost increases (new vehicle price increases) which occur
simultaneously. Some netting out of these effects would be appropriate.

∂ The concerns regarding the safety effects of vehicle weight reduction are considered in the
context of an underlying trend in which vehicle weight has steadily increased. As the Preliminary
Regulatory Impact Assessment (PRIA) notes “[v]ehicle mass continued an historical upward
trend across the MYs in the newest databases.”47

∂ The concern regarding the safety effect associated with new vehicle price increases is made at a
time when the Trump Administration has proposed increased tariffs on new vehicles, which
would have a price impact many times greater than that which would result from the increased
standards.

We urge the agencies to consider whether these existing trends in the light vehicle market may
overwhelm the projected safety impacts of the CAFE and GHG standards. Our comments on the three
safety arguments are as follows:

a.  Rebound
The proposal describes the rebound effect and cites potential safety consequences. Ultimately this
factor is not attributed by the agencies to the standards but rather to consumer choice.  As stated in the
proposal:

…although a safety impact from the rebound effect is calculated, these impacts are considered to
be freely chosen rather than imposed by CAFE and imply personal benefits at least equal to the
sum of their added costs and safety consequences. The impacts of this nonfatal crash adjustment
affect costs and benefits equally. When considering safety impacts actually imposed by CAFE
standards, only those from mass changes and vehicle purchase delays are considered.48

We agree that the rebound effect should not be attributed to the standards and should not serve as a
basis for keeping the standards flat.

47 Preliminary Regulatory Impact Analysis (PRIA) at 1349.
48 83 Fed. Reg. 43148.
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b.  Scrappage
The Dynamic Scrappage (DS) module is the newest addition to the Volpe model. It attempts to assess
the impact of the various Alternatives on vehicle fatalities and the associated societal cost. In fact, our
view of the data shows that the results of the DS module provide the overwhelming majority of the net
benefits associated with each of the Alternatives. In assessing the impact of the module, Global
Automakers evaluated the net benefits of each of the Alternatives with the DS module turned “ON” and
“OFF.” Figure 5 below illustrates the outcomes of these model runs.

Figure 5: Net Benefits with the Dynamic Scrappage Module Turned “ON” and Turned “OFF”

Source: Global Automakers’ Modeling Analysis Run

As Figure 5 shows, almost all of the net benefits associated with the various Alternatives result directly
from use of the DS module.

Furthermore, Global Automakers assessed the costs and benefits of the Preferred Alternative compared
with the augural standards under two scenarios: with the DS module “ON” (blue bar) and with the DS
module “OFF” (green bar), as shown in Figure 6 below. (Note all results are shown in the negative
because this is a comparison against the augural standards, i.e. a negative cost is a benefit in this figure.)
Figure 6 shows that the modeled safety (fatality and non-fatal crash) benefits are only apparent if the DS
module is turned “ON.” In the case that the DS module is disabled or “OFF,” the non-rebound fatality
costs and non-fatal crash costs are higher in Preferred Alternative as compared to the augural standards.
Thus Figure 6 also demonstrates the importance of the DS module on driving the results of the
cost/benefit analysis.
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Figure 6: Costs & Benefits of Preferred Alternative Compared to Augural Standards

Source: Global Automakers’ Modeling Analysis Run

Given the undeniable significance of the DS module in the agencies’ cost benefit analysis, it is critical
that the module be thoroughly assessed for accuracy and reliability. NHTSA’s own observations suggest
that not all of the “details of this new approach will be immediately intuitive for reviewers accustomed
to results that do not include a dynamic sales model or dynamic scrappage model, much less, results
that combine the two.”49 This statement demonstrates that additional work is needed in order to fully
understand how the model offsets the increased sales “by the somewhat accelerated scrappage that
accompanies the estimated decrease in vehicle prices” associated with the Preferred Alternative
Preferred Alternative , and whether these modeled results are consistent with reality.50 Global
Automakers technical modeling shows that they are not consistent with reality. The DS module should
therefore be removed from the Volpe model at this time for purposes of the final rule.

49 83 Fed. Reg. at 43,098.
50 Id.
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The theoretical underpinning of the DS module is the notion that as vehicle prices increase, consumers
will drop out of the new car market. However, the assessment of vehicle price effects associated with
increasing standards is extremely complex. The increase in prices related to the increase in standards is
not straight-forward, like a tax (or tariff) increase, without perceived direct benefit to the consumer.
Rather, they are investments in improved product. For some consumers, the enhanced features of the
new vehicle may more than justify the price increase, such that new vehicle demand actually increases,
notwithstanding the price increase. NHTSA has consistently predicted that past standards save
consumers money in the long term due to reduced fuel costs that may offset the retail price increase.

Moreover, increasing vehicle prices may not necessarily price consumers entirely out of the new car
market. A purchaser may simply decide to save money by buying the same vehicle with a lower trim
level. Given that a full range of safety features is migrating throughout the new vehicle market, even
lower priced models will have enhanced safety performance. For instance, pursuant to a voluntary
agreement entered into by twenty automakers in 2016,51 automatic emergency braking (AEB) systems
are being offered as standard equipment on all substantially new passenger vehicles by 2022.

Setting aside our concerns with the theoretical underpinnings of the DS module, we have also identified
some significant concerns with how the module works, including impacts on vehicle miles traveled
(VMT) and overall fleet size. For example, Global Automakers’ technical analysis found that for the
Preferred Alternative, enabling the DS module resulted in a reduction in overall VMT compared to the
augural standard, which is not associated with the rebound effect. This unexplained decrease in VMT as
compared to the augural standards leads to:

∂ A large reduction of non-rebound crash costs (fatalities and injuries);
∂ A large reduction of congestion costs;
∂ A small increase in pre-tax fuel savings (because less miles are driven) when compared to the DS

module being “OFF;” and
∂ A large increase in net benefits for the Preferred Alternative (attributable to the above

reduction in costs and increase in benefits).

We discuss these concerns related to the overall fleet size, VMT, and lack of sensitivity analysis below.

Impact on Fleet Size
One anomaly concerning the DS module we observed is its impact on fleet size. When the DS module is
enabled, it causes dramatic changes in the overall on-road fleet size in each of the eight Alternatives
compared with the augural standards, as shown in Figures 7 and 8, below.

When the scrappage model is disabled, this isolates the effect of increased sales of new vehicles without
accounting for any impact this may have on the fleet of used vehicles. This is shown in Figure 7, below.

51 https://www.iihs.org/iihs/news/desktopnews/u-s-dot-and-iihs-announce-historic-commitment-of-20-
automakers-to-make-automatic-emergency-braking-standard-on-new-vehicles.
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Figure 7: Fleet Difference from Augural Standards by Calendar Year – DS Module OFF

Source: Global Automakers’ Modeling Analysis Run

Predictably, the result of running the model with the DS module turned off is that the total on-road fleet
increases starting in MY 2022 (the first year impacted by the standards). This is consistent with what one
would expect to see in the model to the extent that consumers are more likely to purchase a new
vehicle if the price is lower compared to the augural standard, thus increasing the total on-road fleet
(again, because we are holding the used car fleet constant).

Figure 8, below, shows that when the DS module is turned “ON,” the total on-road fleet contracts
significantly for each of the Alternatives when compared to the augural standards, with the most
pronounced effect showing for the Preferred Alternatives. This finding is counter-intuitive. While we
would expect that the on-road fleet may shift from older to newer vehicles as new vehicle prices are
decreased under the Preferred Alternative compared to the augural standards, there is no reason to
conclude that the total number of vehicles driven by Americans would change to the extent modeled by
the DS module.
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Figure 8: Fleet Difference from Augural Standards by Calendar Year – DS Module On

Source: Global Automakers’ Modeling Analysis Run

Impact on Total VMT Resulting from Scrappage
We notice the same incongruity with respect to the impact of the scrappage model on total combined
VMT. Simply turning on the DS module results in an increase in VMT in all the scenarios modeled. We do
not understand why this would be, since vehicle scrappage should not have any impact on the total
number of miles Americans drive. (Note that scrappage effect on VMT is different from increased VMT
caused by the rebound effect, discussed above). By way of example, Figure 9 below shows the VMT
impact for the augural standards when DS module is turned “ON” compared to when it is turned “OFF.”
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Figure 9: VMT Increases in the Augural Standard with Dynamic Scrappage Module On

Source: Global Automakers’ Modeling Analysis Run

Again, we are unaware of any reason why scrappage would have any impact on the total number of
miles driven by Americans in a given year. The two variables should be entirely independent from each
other.

Global Automakers also ran the Volpe model with the DS module turned “OFF” and “ON” for each of the
Alternatives and compared them to the augural standards. This analysis, illustrated in Figure 10 below,
shows that as standards decrease from the augural standards, total VMT decreases as well, with the
most pronounced impact in the Preferred Alternative.
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Figure 40: VMT Comparison Between DS Module ON and OFF

 Source: Global Automakers’ Modeling Analysis Run

When the DSM is disabled, the model shows combined VMT dipping beginning in MY 2016, and then
increasing. The magnitude in the VMT decrease is more pronounced as stringency decreases, which is
principally the result of the rebound effect discussed above. In 2022, the impact of the VMT decrease
under the Preferred Alternative is roughly 60 trillion miles.

When the DSM is turned “ON,” VMT starts to decrease in MY 1998, and then spikes back up a bit
between MY 2022 to 2026. Again, this effect is more pronounced at lower stringency levels.
Significantly, however, turning the scrappage model on results in a much larger drop in VMT for the
various Alternatives. In 2022, the impact of the VMT decrease under the Preferred Alternative 1 is
roughly 90 trillion miles with the DSM “ON.”

Just as there is no reason to think that increased scrappage would cause Americans to drive significantly
more (as we explain above), there is also no reason to believe that the impact would be any more
pronounced from one Alternative to another. Rather, it appears that this significant change in VMT is
merely an artifact of some quirk in the DSM that one would not expect to see in the real world.
Moreover, this unexplainable drop in VMT appears to be the primary driver of the modeled safety
benefits of holding the CAFE and GHG emission standards flat.

Lack of Sensitivity Analysis
It appears that the agencies did not recognize these problems with the DS module, because they never
conducted a full sensitivity analysis with the DS module turned completely “OFF.” Based on our review
of the DS module, there are up to 25 separate parameters that can be adjusted. In conducting the
sensitivity analyses, NHTSA disabled only two of them—the scrappage price effect and the fleet share
and sales response, as shown in Table 1, below. NHTSA did not disable any of the other parameters, and
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even more significantly, there is no documentation to suggest that it ran a sensitivity case with the DS
module turned completely off.

Table 1: List of Sensitivity Cases
Sensitivity Case Description

0 Reference Case Reference Case
1 Consumer Benefit at 50% Assume 50% loss in consumer surplus – equivalent

to the assumption that consumers will only value
the calculated benefits they receive at 50% of the
analysis estimates

2 Consumer Benefit at 75% 75% loss in consumer surplus
3 Fleet share and Sales Response Disabled New vehicle sales will remain at levels specified

for MY 2016 in the market data input file.
4 Disable Scrappage Price Effect Keeps average new vehicle prices at MY2016

levels within the scrappage model throughout the
model simulation; this disables the effect of
slower scrappage when new vehicle prices
increase across more stringent scenarios.

5 Scrappage and Fleet Share Disable Disables both the scrappage price effect and the
fleet share and sales response

Source: Global Automakers assessment of NHTSA sensitivity cases

c.  Weight Effects
The NPRM also estimates a limited safety impact of between a -0.61 percent for light trucks to 1.2
percent for small cars fatality increase per 100-pound mass reduction attributable to the down-
weighting of vehicles in response to more stringent standards.52 NHTSA’s assessment of the weight-
safety issue for the proposal appears to be the same as it has been in recent years:

…societal effects of mass reduction are small, and mass reduction concentrated in larger vehicles
is likely to have a beneficial effect on fatalities, while mass reduction concentrated in smaller
vehicles is likely to have a detrimental effect on fatalities.53

Footprint-based standards were developed to minimize or eliminate safety concerns associated with
weight reduction.54 As NHTSA has stated, “any reasonable combination of mass reductions that held
footprint constant in MY 2017-2021 vehicles – concentrated, at least to some extent, in the heavier LTVs
and limited in the lighter cars – would likely be approximately safety-neutral; it would not significantly
increase fatalities and might well decrease them.”55 The agency concluded, in its updated analysis for
this rulemaking, that “[f]or all light-duty vehicles in the CAFE model, mass changes are estimated to lead

52 See SAFE Vehicles NPRM Fed. Reg. page 43132.
53 See PRIA page 1345.
54 “Footprint-based standards create a disincentive for manufacturers to produce smaller-footprint vehicles.”  PRIA
page 1332.
55 See PRIA page 1344.
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to a decrease in fatalities over the cumulative lifetime of MY 1977-2029 vehicles in all Alternatives
evaluated.”56 This conclusion is consistent with previous analyses.57

Given the small and uncertain weight effect and the fundamental difficulty in assessing anticipated
weight reduction strategies – there are very few vehicles that have implemented lightweight material
substitution strategies to an extensive degree, complicating analysis of such strategies – we conclude
that there is no clear basis for freezing standards levels due to weight reduction concerns.

Finally, Congress has established a policy of promoting enhancements in all regulatory areas (safety,
emissions, efficiency). In light of advances automakers have made in all of these areas simultaneously,
there is no reason to conclude that increasing fuel economy standards would somehow make vehicles
less crashworthy. Automakers are committed to making the safest vehicles on the road. As noted above,
vehicle safety, fuel economy, and emissions control are all improving rapidly (and together) in recent
years and will likely continue in the future. For the above reasons, we do not believe that safety
considerations should prevent increases in stringency of CAFE and GHG emissions standards.

V. Flexible Compliance Pathways Need to be Part of the Rulemaking
In addition to addressing the numeric stringencies of the standards, it is critically important that the final
rule provide for flexible compliance pathways to assist automakers in achieving those standards in the
most efficient manner and in a way that incentivizes investment in advanced emission-reduction
technologies. Two broad types of flexibilities are significant in the administration of the standards. The
first is allowances for advanced technology vehicles that incentivize technology investment and industry
innovation. The second are credits and adjustments that recognize real-world benefits of either fuel-
saving technologies that cannot be measured in the 2-cycle test (i.e., the off-cycle program) or early
compliance with the standards (i.e., averaging, banking, and trading of various types of credits). Both
credits are important to manufacturers and benefit consumers. Both types of flexibilities should be
maintained, and in some cases expanded or extended, to better serve the goals of EPCA and the CAA.

A. Programmatic Elements that Incentivize Investment in Advanced Technologies
The MY 2017-2021 regulations provide important flexibilities that encourage the rollout of advanced
technologies. Advanced technologies, such as BEVs, PHEVs, and FCEVs, continue to cost more than
gasoline-powered vehicles, but are an important part of industry’s shift to lower carbon transportation.
Industry recognizes that funding a shift to electrification is important to maintaining competitive
automotive manufacturing and export yet doing so independent of a level-playing field and regulatory
signals is nearly impossible if industry is to remain competitive. Additional credits are needed to balance
tomorrow’s goals with today’s technology costs. Thus, EPA should: (1) extend the 0 g/mi upstream
provision, without limitation, and (2) extend the advanced technology vehicle multipliers through MY
2026. NHTSA should consider including these credits as well to the extent that are not already captured

56 See PRIA at 1358.
57 “None of the estimated effects have 95-percent confidence bounds that exclude zero, and thus are not
statistically significant at the 95-percent confidence level.” See PRIA at 1348.
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under NHTSA’s existing alternative fueled vehicle credits and, like the precedent set by adoption of off-
cycle credits, consider including an advanced technology multiplier.

NHTSA and EPA raise several potential objections to incentives for advanced technology, including:

∂ The possibility that advanced technology credits may distort the market by incentivizing
manufacturers to build vehicles for which there is no natural market;

∂ The possibility that overly-complex credit schemes without sufficient transparency may
complicate the ability to understand manufacturers’ paths to compliance or create unnecessary
costs to track, account for and manage the credits;

∂ The possibility that advanced technology credits will induce manufacturers to invest in certain
government-favored technologies and encourage “rent-seeking” to protect those credits;

∂ The possibility that advanced technology credits may disadvantage manufacturers by
encouraging them to become overly reliant on credits instead of improving vehicles to meet
market demand.58

The agencies seek comment on how credits may be changed to avoid these negative effects, as well as
whether to allow all credits (other than those mandated by statute) to expire.59

Global Automakers strongly supports continued incentives for advanced technology vehicles in
coordination with reasonable and meaningful year-over-year improvements in fleet stringency. Global
Automakers also supports extending the sunset date of those policy incentives from MY 2021 to MY
2026. There is little disagreement that advanced technology vehicles will be needed, both here and
abroad, to maintain automakers’ competitiveness and meet societal goals for reductions in
transportation-related GHG emissions. There is also little disagreement over the fact that as these
technologies develop, their costs will come down; however, at present, the costs of vehicle
electrification still exceed their gasoline-powered counterparts. These vehicles will need to be part of
the future of the vehicle market, and thus manufacturers must build a foundation for these vehicles in
the market now. But consumers have been slow to accept these vehicles, in part because most states
have done little to provide infrastructure for these vehicles. As a result, these vehicles will struggle to
establish a foothold in the market without the temporary support that incentives provide. In the interim,
providing credits for these vehicles can help manufacturers use an integrated approach to how they
manage their fleet and rollout advanced technologies in a smart and cost-effective manner.

Based on these points of view, the potential objections to incentives for advanced technology vehicles
are easily addressed. The concerns that credits for advanced technology vehicles will divert resources
into vehicles for which there is no natural demand, encourage “rent-seeking,” or encourage
manufacturers to become reliant on these credits to the detriment of their rest of their fleets, are not
borne out by the evidence. First, the market share of these vehicles is currently very small – less than 1.5

58 83 Fed. Reg. at 43441-442.
59 Id. at 43442.
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percent of new vehicle sales – even though these incentives have been in a place for almost a decade.60

Because the market for advanced vehicles is so small, it is not likely that incentives will distort the much
larger market for conventional vehicles in any material way in the next seven years. Similarly, concerns
about the administrative complexity and transparency of these credits have not been raised during the
several years that they have already been in place. There is thus no reason that the extension of these
credits will result in a lack of transparency or administrative complexity.

The slowly-developing market for electric vehicles justifies the extension of the credits in these
regulations. Policy incentives supportive of industry’s pursuit of electrified vehicle technologies will help
bring them to market in greater numbers, more rapidly and at a more reasonable cost. Regulatory
incentives, which do not cost the government anything in terms of dollars, are the best means of
smoothing that transition. For these reasons, Global Automakers strongly supports extending advanced
technology vehicle multipliers until MY 2026.

Automakers recognize that many models of electric-drive vehicles depend on the use of the nation’s
electric grid to supply capacity to the vehicles. However, consumers do not choose the manner that the
grid uses to generate power. The automotive and the utility generation industries are two distinct
industries with different market realities and goals. While electric-drive vehicle charging is dependent on
the grid, automakers do not have input into the electricity generation choices and therefore should not
be responsible for emissions generated by another industry. The 0 g/mile upstream provision is critical
to maintaining the autonomy of each of these industries while also promoting a full-range of vehicle
options for consumers.

In addition, hybrid vehicles have been in the market for nearly 20 years, but these vehicles continue to
face consumer challenges, particularly when gasoline prices are low. The challenges of transitioning
hybridization beyond passenger cars has proven to be more complex than initially projected and
modeled. In addition, hybridization helps build the industrial manufacturing base for electrification. To
further encourage hybridization, EPA should expand its hybrid truck incentives, which is presently in-
place for full-size pickup trucks, to all light-duty trucks, without the minimum sales provision, through
2026. The agencies should consider a smaller incentive for passenger cars as well.

Inclusion of advanced technologies credits is important to the GHG and CAFE standards, because they
provide support to market signals and help smooth compliance costs. These incentives are the advanced
technology vehicle counterpart to the credits offered for technologies that improve efficiency in
conventional vehicles in the powertrain and beyond. Like the credits available for conventional vehicles,
incentives for advanced technology vehicles encourage manufacturers to innovate and to bring those
innovations to market more quickly.

60 Pannone, G.; Betz, B.; Reale, M.; and Thomas, J. “Decomposing Fuel Economy and Greenhouse Gas Regulatory
Standards in the Energy Conversion Efficiency and Tractive Energy Domain,” SAE International. March 28, 2017
(Accessed August 11, 2018).
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B. Credit Averaging, Banking and Trading that Facilitate Early Compliance
Earned and banked credits reflect manufacturer investment in technologies to improve fuel economy
and reduce GHG emissions beyond the levels specified by the regulatory targets, providing early
environmental benefits and additional fuel savings value for customers. Table X-1 of the NPRM outlines
the flexibilities currently provided with respect to the use of credits.61 Global Automakers supports
improving these aspects of the National Program, as outlined below.

1. Extend GHG Credits
EPA has requested comment on whether to allow credits to be carried forward for longer periods, or to
allow credits to never expire.62 Currently, GHG credits earned in MY 2010-2015 may be carried forward
until MY 2021, and other GHG credits are subject to the five-year carry-forward provisions. To be clear,
the GHG credits may only be used once; but once earned, they should remain viable until used. The
environmental rationale is that an avoided ton of GHG emissions is avoided in perpetuity, and thus the
credit associated with that avoided ton should not expire. GHG credits represent real and actual
environmental benefits that are not undone at five years. In addition, as EPA has noted, “longer credit
life would provide manufacturers with additional flexibility to further integrate banked credits into their
product plans, potentially reducing costs.”63 Thus, a longer credit life for GHG credits is warranted.

Additionally, Global Automakers requests that EPA allow for a one-time expiration date extension
through MY 2026 for GHG credits earned in previous years. How far back this carry-forward should
reach should be determined by the agencies, considering program stringency, industry’s needs, and
impact on programmatic benefits. Unexpired, previously-earned credits represent real and actual fuel
savings and GHG reductions and will be important for addressing compliance deficits, as seen in recent
MY 2016 and 2017 performance data. Credits provide a rationale for investment and allow automakers
an ability to account for the variability of product development cycles inherent in the auto industry.
Further, these same credits can help “provide flexibility to account for market conditions that may
impact year-over-year compliance.”64

2. Transfer of EPCA Credits
EPCA caps the amount of credits a manufacturer can transfer each year; for MY 2018 and beyond, that
limit is 2.0 mpg per year. Global Automakers has petitioned NHTSA to apply the limit when credits are
transferred, not when they are used. In the NPRM, NHTSA proposes the opposite approach, wherein it
intends to apply the limit when credits are used rather than when they are transferred.65 Global
Automakers opposes this proposal, because it is inconsistent with EPA’s program, is not statutorily

61 83 Fed. Reg. at 43442.
62 83 Fed. Reg. at 43464.
63 83 Fed. Reg. at 43464.  See also 77 Fed. Reg. at 62798 (Oct. 15, 2012) (noting that carry forward credits “provide
flexibility to account for market conditions that may impact year-over-year compliance”).
64 ICCT. Light-Duty Vehicle Greenhouse Gas and Fuel Economy Standards. 2017. Retrieved from:
https://www.theicct.org/sites/default/files/publications/2017-Global-LDV-Standards-Update_ICCT-
Report_23062017_vF.pdf.
65 83 Fed. Reg. at 43452.
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required, and is unnecessarily constraining, with little to no additional fuel savings. Global Automakers
incorporates the discussion on this issue from its earlier Petition for Direct Final Rule it filed with the
Auto Alliance.66

3. Trading of EPCA Credits
Under EPCA, credits may be traded between manufacturers in unlimited quantities, although traded
credits may not be used to meet the domestic passenger car standard. NHTSA seeks comment on
whether this trading program should be discontinued, noting the “potential for compliance flexibilities
to have unintended consequences.”67 NHTSA does not point to any specific unintended consequences,
but it does state that when credits are traded, “the public is not made aware of inter-automaker trades,
nor are shareholders. And even the agencies are not informed of the price of credits.”68

For the most part, when a manufacturer uses credits that they have obtained, it is to offset a short-term
gap and not as a long-term solution. For some manufacturers, these credits are used during periods
when the next steps of research and development are occurring to make gains in fuel efficiency and to
create the next generation of vehicles. Without such assistance, it is difficult for companies to remain
competitive as they meet today’s obligations while also planning to meet future standards.

Global Automakers recommends continuing the option for manufacturers to trade credits. It lowers
costs for manufacturers and consumers and results in real fuel savings across the fleet. Through existing
processes, manufacturers report on trades that are made to the agencies, which includes the credits in
their banks. The agencies may not be informed of the price of the credits at each trade. The fact that the
agencies are not informed of the price of credits for each trade and that this highly sensitive information
is held for competitiveness reasons is no justification for discontinuing the program. In private markets,
trades and prices often are not made public; this privacy does not mean that the markets operate any
less effectively, nor that the public at large does not benefit from the transactions that lower costs for all
parties. Nonetheless, the agencies do know which companies are trading credits and where and how the
credits are being used, which is the most important aspect of the program.

C. The Importance of Off-Cycle and Air Conditioner Efficiency Technologies
Off-cycle technologies spur innovation as manufacturers strive to improve the overall efficiency of
vehicles, not just the efficiency of the powertrain, and air conditioner efficiency technologies promote
additional fuel savings onboard the vehicle when the vehicle operates with the air conditioner on. The
off-cycle technology program is intended to encourage use of additional fuel saving technologies with
real-world emissions benefits not captured through laboratory testing. Since they provide efficiency
improvements for the vehicles, the off-cycle technology credits were considered as part of the EPA’s
standards-setting process since MY 2012 and later were recognized by NHTSA as efficiency

66 Petition for Direct Final Rule by Alliance of Automobile Manufacturers and Global Automakers to NHTSA and EPA
(June 20, 2016) at pp. 13-15.
67 83 Fed. Reg. at 43452.
68 83 Fed. Reg. at 42998.
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improvements in the MY 2012 – 2021 CAFE standards.69 Manufacturer and supplier resources have been
dedicated to developing, testing, and implementing these technologies since ONP started; these are real
fuel savings, but also real company investments, that would otherwise be stranded should the agencies
significantly alter or remove these credits.

As the agencies have recognized, fuel economy and GHG emissions are determined through regulated,
standardized testing procedures (the “2-cycle test”) that do not recognize the savings in fuel
consumption that certain technologies generate.70 As an example, the NPRM notes that because A/C is
turned off during 2-cycle testing, the reduction in energy demand that improved A/C technology yields is
not captured in the test.71 For 2017 and beyond, NHTSA has developed regulations to capture such
efficiencies in fuel economy values.72 For its part, EPA began recognizing off-cycle credits in the 2012-
2016 MY standards.73

At this juncture, however, we note the overall importance of these technologies in helping the industry
comply with the standards. For the 2016 MY, the fleet reduced GHG emissions by an average of three
g/mile (or about 0.5 mpg) through off-cycle technologies, not including A/C.74 A/C efficient technologies
provided another four g/mile reduction in GHG emissions in 2016.75 The recognition of off-cycle
technologies gives manufacturers a way to obtain a return on investments in technology and thereby
reduces the “first mover” disadvantage in new fuel economy technology. They also lower manufacturer
– and therefore consumer – costs by allowing manufacturers to choose the most cost-effective means of
complying with the standards, while at the same time providing real and actual fuel savings and
reductions in GHG emissions.

The agencies note, however, several potential objections to the off-cycle and A/C efficiency programs,
including the difficulty in administering the program and the opposition of certain groups to the
program on the grounds that many of the technologies are commonplace and not deserving of
incentivization.76 Global Automakers disagrees. Many of the benefits of off-cycle and A/C efficiency
technologies are specified in the regulations and therefore are easy to determine; these values can
always be reassessed and adjusted if sufficient data demonstrates a gap in the agency-determined
values.

69. “These credits reflect real world emissions reductions, so they do not raise the levels of the Achieved CO2
values, but they do allow manufacturers to meet their compliance targets with 2-cycle test CO2 emissions values
higher than otherwise apply.” US EPA. Regulatory Impact Analysis: Final Rulemaking for 2017-2025 Light-Duty
Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards. at 4-128.
70 83 Fed. Reg. at 43454.
71 Id.
72 Id.
73 Id.
74 See Greenhouse Gas Emission Standards for Light-Duty Vehicles: Manufacturer Performance Report for the 2016
Model Year (EPA Report 420– R18–002), U.S. EPA (Jan. 2018), at p. 41.
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf.
75 83 Fed. Reg. at 43053.
76 83 Fed. Reg. at 43467-469.



A - 38

Four of the Alternatives offered in the proposal would phase-out the benefits of off-cycle technologies.77

Global Automakers opposes the phase-out of these provisions for several reasons. First, these
technologies provide real-world environmental benefits that should be recognized and accounted. The
incentivization of these technologies is consistent with agencies’ mandates to conserve fuel and protect
public welfare.

Second, manufacturers and suppliers have invested substantial sums to develop these technologies on
the reasonable expectation that they would continue to be recognized. The cost of these technologies
must be amortized over the life of the vehicle. If the agencies no longer recognize the benefits of these
technologies, they will be imposing a loss upon the manufacturers in the form of stranded investments.
Global Automakers notes that the agencies suggest that the proposed phase-out of credits will avoid
hardship on manufacturers.78 No analysis is provided to support this finding. In fact, investments in off-
cycle technologies are amortized over the life of the vehicle platforms, which can be five to seven years
long.79 A phase-out that begins in three model years (i.e., the beginning of MY 2022) is not long enough
to allow manufacturers to fully amortize their investments in these technologies. In contrast, such a
phase-out may have the reverse effect of constraining manufacturers’ ability to meet the standards.

Third, phasing out these programs will deprive manufacturers of the freedom to use the lowest-cost
technologies to meet the standards. As the agencies themselves note, “the modeling shows that phasing
out the A/C efficiency and off-cycle programs decreases fuel consumption over the ‘no change’ scenario
but confirms that manufacturers will have to apply costlier technology to meet the standards.”80 This
costlier technology would also have to be procured, integrated and validated in a shorter than expected
period of time.

Moreover, the off-cycle program should be streamlined, not discarded. While the off-cycle program has
been amended, it continues to be unnecessarily restrictive and time-consuming, which slows product
investment and implementation. The program also represents an area where EPA and NHTSA have an
opportunity to better align, along with CARB, and fix the current system to account for real-world
emissions reductions and fuel economy savings in the same capacity, as well as through a timely and
efficient process. This will provide manufacturers with more certainty about benefits of off-cycle
technologies under consideration, bring technology into the field more quickly, and encourage
additional manufacturer and supplier investment in new, innovative fuel saving technologies.

To the extent that off-cycle technologies are validated based on manufacturer petitions under the
alternative approval method, Global Automakers favors adding new technologies to this “menu”

77 83 Fed. Reg. at 42990 (Alternatives 3 and 7).
78 83 Fed. Reg. at 43468-369.
79 “Automotive Product Development Cycles and the Need for Balance with the Regulatory Environment,” Center
for Automotive Research (Sept. 20, 2017); https://www.cargroup.org/automotive-product-development-cycles-
and-the-need-for-balance-with-the-regulatory-environment/.
80 83 Fed. Reg. at 43469; see also 83 Fed. Reg. at 43225 fn. 64.



A - 39

whenever a manufacturer has demonstrated the value of a new technology, which will further ease the
administrative burden of the program. The menu does not complicate the administration of the
standards. Global Automakers is willing to work with EPA on ways to streamline the program.

The agencies also note that the program may result in double-counting of the benefits of these
technologies because of specific features of the 2-cycle test and the 5-cycle test.81 To the extent that this
is an issue, Global Automakers recommends that the agencies fix this specific issue rather than discard
these beneficial programs entirely.

Finally, the fact that certain technologies are widely deployed throughout the industry is not a reason to
ignore their real-world benefits. While the off-cycle program may spur innovation, it also is designed to
recognize the benefits of technologies that actually reduce fuel consumption and decrease GHG
emissions that would not otherwise be counted by the standardized test procedure. Many times, these
emissions benefits result in the addition of complementary technologies to support powertrain and
chassis improvements and can be cost-effective approaches to managing the overall fuel efficiency of a
vehicle. Plus, as further noted below, the program does not yet operate at an efficient enough level to
promote innovative technologies earlier application in vehicles, so by default, the program requires a
certain level of widespread usage before credits are valued and applied.

Our primary requests to NHTSA and EPA regarding off-cycle technologies are to reduce programmatic
and process-related burdens, while still encouraging improvements to fuel economy and GHG emissions
reduction and maintaining the off-cycle technology program, as well as the A/C efficiency program. Our
requests to help streamline and improve the program include the following, and a markup of the current
regulations identifying the issues to be addressed is attached as Attachment B.

1. Defining a Time Limit to Address Applications
For the vast majority of comments on regulatory processes, the agencies have defined timelines for
public comment and response; this is not the case for applications for off-cycle technology grams per
mile requests. Certainty through a timelier response to applications would allow automakers to better
plan and would incentivize the use of advanced technology helping deliver greater environmental
benefits. While often times manufacturers meet with EPA prior to submitting an application, to discuss
methodology and data collected, even once an application is submitted, time delays to process the
application exist. For example, four months passed between the receipt of the application from Toyota
Motor North America and its public notice for comment.82 Despite recent activity to clear applications,
however, several application requests remain outstanding with no EPA response, and these pending

81 Id.
82 Toyota Motor North America’s application was submitted on December 7, 2017 (see note 5, above), but this
Notice was not published until February 26, 2018.
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applications need to be addressed in a timely manner, preferably before the close of the model year,
since the credits will be used to determine overall vehicle compliance.83

Going forward, Global Automakers recommends that EPA issue Federal Register notices for submitted
off-cycle applications under the alternative method within 30 days and issue a final decision within 90
days. In the event that EPA lacks resources to address all the details in applications, the agency could
partner with national laboratories, like the National Renewable Energy Laboratory, to conduct reviews,
provide input and even help validate requests, if needed. National laboratories understand both the
peer review process and the need for science-based, data-driven scrutiny of technology. Their
experience and third party nature make the labs clear allies in the analysis process, while reducing the
burden of review by EPA staff, and in coordination with CARB and NHTSA, when needed and
appropriate.

2. Expediting Approval for Applications and Adding to the Pick List
Once off-cycle technologies are approved by EPA for use by specific manufacturers, to the extent
additional automaker applications will contain the same request, EPA should evaluate a method to add
these technologies and/or the process for determining their credit values to the pick list. We suggest
that EPA streamline efforts to avoid reduplication of applications in situations where multiple
automakers have submitted petitions for same technology. This addition would greatly streamline EPA’s
process and the influx of requests for the same technology.

The current process for evaluating applications for off-cycle credit under 40 CFR § 86.1869-12(d) can
result in excessive time between notice for public comment in the Federal Register and completion of a
final application,84 and several application requests remain outstanding with no EPA response.85 Global
Automakers has previously commented, in the context of each application for the Denso A/C efficiency
technologies, that EPA streamline and standardize the off-cycle application process. This particular
technology has been requested for credit approval by six automakers (BMW, FCA, Ford, GM, Hyundai
and Toyota), and has thus far been approved for five of the six. EPA now has demonstrated experience
with applications for this technology, and this particular example demonstrates that process
improvements are needed to speed approval of previously-approved technologies.

The pick list has always served as a conservative starting point for off-cycle technology credit values and
provides a simple and easy path for achieving credits. Many technologies in recent years have been
applied for, and approved, by several manufactures citing robust scientific evidence for these values.
Following approval of new credit values for technologies, EPA and NHTSA should add these new credit

83 EPA. “Compliance Information for Light-Duty Greenhouse Gas (GHG) Standards.” Retrieved from
https://www.epa.gov/vehicle-and-engine-certification/compliance-information-light-duty-greenhouse-gas-ghg-
standards. (Accessed March 22, 2018).
84 Toyota Motor North America’s application was submitted on December 7, 2017 (see note 5, above), but this
Notice was not published until February 26, 2018.
85 EPA. “Compliance Information for Light-Duty Greenhouse Gas (GHG) Standards.” Retrieved from
https://www.epa.gov/vehicle-and-engine-certification/compliance-information-light-duty-greenhouse-gas-ghg-
standards. (Accessed August 22, 2018).
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values to the pick list, to encourage additional implementation of the technology by more
manufacturers and to allow for an equal playing field across industry. Examples of recent technologies
that could be added to the pick list include, for example, but are not limited to: advanced A/C
compressor, high efficiency alternator, and variable crankcase suction valve compressor.

This request is not intended to force EPA’s and NHTSA’s hands to add every technology to the pick list.
Indeed, some additional parameters may need to be included, like agreement that the value added to
the table may be a conservative estimate, that the equation to determine a credit would likely still
require some manufacturer or supplier generated data to substantiate the credit claim, or that some
threshold for applications for alternative technology values could be established to signal that a
technology is widely used prior to adding it to the pick-list. In the end, however, this process
improvement could greatly increase efficiency of the off-cycle technology program and would promote
innovation and fuel savings throughout the program. It would also provide additional certainty to
manufacturers, who have included off-cycle technologies in vehicles as part of their strategy for
improving efficiency, and ideally provide this certainty in advance of a model year.

It may also be appropriate to reevaluate and/or adjust existing credit values in the table, since many
automakers have applied for higher values than the table has offered, demonstrating that the original
values appear to be overly conservative. In the event that any values are adjusted, they must be done so
prospectively only.

3. Establishing a Supplier Process to Apply for Off-Cycle Credits
The fuel economy and GHG emission regulations have not only encouraged significant manufacturer
investment in the past years but have also encouraged and supported a renewed investment in
technology development by automotive suppliers. Suppliers are innovating at an unprecedented pace
and have devoted many resources to the development of more efficient, fuel saving technologies in
recent years, including many off-cycle technologies; but a chicken and egg scenario remains.

Suppliers develop technologies and work with manufacturers to incorporate them. The manufacturer
then has to take a “bet” on buying the technology, running it through testing, and ultimately submitting,
and waiting, for EPA approval before there is any guarantee of receiving credit for use of the technology.

A better way to encourage faster rollout of new and innovative technologies would be to allow suppliers
to request, from the outset, a grams per mile values for their off-cycle technologies. Suppliers could
submit an initial application for pre-approval by EPA, determining an appropriate and conservative
provisional off-cycle technology credit value. The resulting quantification would provide automakers a
minimum guarantee of off-cycle credit once the technology is incorporated onto vehicles. This would
help reduce process-related uncertainty and encourage earlier adoption of societally beneficial
technologies.

Global Automakers is supportive of the proposed concept as developed by the Motor Equipment
Manufacturers Association (MEMA). This proposed concept would provide a clear process to analyze the
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benefit of new technologies and how they might best be tested and incorporated into the off-cycle
technology program.86

4. Streamlining the Data or Testing Requirement Process
Some of the data required to accompany the alternative approach applications for off-cycle technology
is extensive, burdensome, and often poorly defined. The agency should explore ways to streamline the
data collection and/or testing process. One possible approach would be to provide a defined template
of requirements, information to be shared, and a standardized process for data review. In the
certification space, this is done on an annual basis with a collaboration between EPA and industry. These
process improvements would reduce burden on both industry and EPA.

5. Eliminate the 10 g/mi Fleet Cap
As more technology receives off-cycle credit values, this arbitrary cap will restrict innovation. EPA should
lift the cap now in anticipation of increased use of technologies, like start-stop, LED headlamps, and
even advanced safety technologies that may provide real-world emission and fuel saving benefits.
Global Automakers supports full elimination of the cap but could also support raising the cap to 15 g/mi.

6. Eliminate Regulatory Language that Prevents Off-Cycle Technology Credits for
Advanced Safety Technologies

Current EPA regulations prevent the ability to apply for off-cycle technology credits for advanced safety
technologies.87 Many of these technologies have real and measurable emissions benefits, resulting from
improved flow of traffic, less idling and reduced congestion resulting from fewer crashes. The current
EPA rule prohibits manufacturers from obtaining off-cycle credits for installing such technologies in
passenger vehicles.

EPA has the opportunity to revise the regulation to explicitly authorize off-cycle credit petitions for
advanced safety technologies, such as connected vehicle technologies, that can demonstrate emission
reduction benefits. The process of providing a methodology and data to support emissions benefits and
fuel economy savings is well established in the industry and with the agencies. Additionally, these
technologies continue to prove wider industry use and increased consumer adoption of the
technologies. The agencies can seize the opportunity to assist the market leadership in this country by
offering a path forward to gain benefits for investing in technology that has both safety and
environmental benefits. At a minimum, the regulatory text needs to be struck, to allow all parties an
opportunity to consider whether these technologies are appropriate under the GHG program. Adding
such a credit value would encourage manufacturers to implement this technology, accelerating both
real-world emission reductions and safer roadways.

86 Motor Equipment Manufacturer Association Comments to this Notice of Proposed Rulemaking.
87 40 CFR 86.1869-12.
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D. The Importance of Maintaining Non-CO2 Emissions in the EPA Program
EPA has also requested comment on whether to phase out regulation of non-CO2 greenhouse gases,
such as methane, nitrous oxide and A/C leakage and refrigerants.88 EPA proposes to do so in MY 2021.
EPA believes that the inclusion of these compounds in the current standards creates disharmony
between the NHTSA and EPA standards.

Global Automakers does not consider the regulation of non-CO2 GHGs to be a source of disharmony
between the regulatory regimes of NHTSA and EPA. As noted earlier, the regulations can be consistent
even if they are not identical, and Global Automakers prefers a small numerical divergence in EPA’s and
NHTSA’s standards if it provides for a consistent and certain federal policy, rather than resulting in a
separate patchwork of fragmented state regulations.

A/C refrigerant and leakage credits are important, because while they do not directly impact the
efficiency of the vehicle, with respect to EPA’s program, they provide real and additional GHG reductions
by reducing refrigerant leakage and encouraging a transition to lower global warming potential
refrigerants. In the context of the GHG program, this approach is smart and cost-effective, because it
does not require these changes, but instead works with the overall package of flexibilities to provide an
additional compliance path for reducing overall vehicle GHG emissions, according to the best strategy
for the vehicles and the customers that buy each vehicle.

We also support continuation of EPA’s A/C leakage credits, because they result in real world GHG
emissions reductions, are complementary to EPA’s program, and are better managed through a timely,
coordinated federal policy. Global Automakers does not support the proposal for implementing a
separate regulatory program to address A/C leakage for several reasons. First, if EPA separately
regulated these aspects of the program, it greatly limits the ability to select the most cost-effective
approach for technology improvements and result in a costlier, separate set of regulations that actually
relate to the overall GHG standards. A/C leakage and refrigerants are part of the overall vehicle system,
and since they result in real GHG emission reductions when controlled, they should be controlled as part
of the overall strategy and technology plan specific to each vehicle.

Second, it takes agency resources and time to promulgate separate and new regulations, and this would
result in a gap in controlling these elements, while also leaving the floor open for states to take separate
action in this area. In the time it takes to promulgate these rules, states may take separate action to
regulate, or even ban, refrigerants. This would result in a patchwork approach to regulating GHG
emissions, less integration in technologies to achieve separate sets of standards, and a potentially more
stringent compliance scenario since trade-offs could not be made for the most cost-effective
approaches. Global Automakers much prefers a coordinated, systematic approach to A/C leakage and
refrigerant, that allows for a smart, cost-effective approach to technology improvements on a per
vehicle basis to having to manage separate state standards, or even refrigerant bans, that attempt to fil
the gap in federal policy. Further, there is the potential that EPA’s CAA authority may not be as directly

88 83 Fed. Reg. at 42988.
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applicable if A/C leakage is controlled separately, or even by another branch of the agency. It is unclear
to what extent federal CAA authorities would apply if states took separate action in these areas; there
are several states that may consider taking action if EPA does not take it, and this would be problematic
without the ability for federal oversight. On the other hand, if these provisions remain part of the overall
vehicle GHG regulations, EPA maintains clear CAA waiver authority for any separate action to regulate
these aspects.

Third, the proposed phase-out could harm manufacturers economically. Our manufacturers have
already invested capital and know-how to develop technology to meet the current regulations. The
proposed phase-out also creates another risk that manufacturers will have stranded capital in
technologies that are not fully amortized. While EPA states that it will impose separate regulations for
MY 2021 and beyond, that is less than three years ahead. Phasing out these standards creates
uncertainty for manufacturers, who may find themselves subject to different regulatory standards for
these compounds in the future depending on the outcome of the rulemaking for the new regulations.

Continuing the availability of A/C leakage credits is critical to enabling EPA to meet its legal mandate to
drive more efficient vehicles, while allowing support for market competitiveness in the face of other
global actors.

Finally, EPA also asked whether, if it continues to regulate these compounds, the regulatory
requirements should be modified. At this point, Global Automakers recommends that they remain in
place per the existing program but continues to support that the N20 testing is not necessary.89

E. Treatment of E10 Test Fuel for GHG Testing
In 2013, EPA finalized the Tier 3 light-duty vehicle emissions regulations, which require the use of 10%
ethanol (“E10”) test fuel for fuel economy testing by MY 2020; however, EPA still has not issued the

89 In Global Automakers’ May 15, 2017 comments to EPA on the “Evaluation of Existing Regulations” [82 FR 17793,
April 13, 2017], we note:

Over the years, manufacturers have worked with EPA to address concerns with available
technology to test for N2O. Manufacturers have also raised concerns with test-to-test variability
and  the  cost  of  such  technologies.  At  one  point  in  time,  EPA  did  agree  to  delay  the  test
requirements as a result. These concerns, however, have not been addressed, and testing remains
a significant burden with little to no benefit to the environment or impact on meeting the GHG
standards.

Therefore, Global Automakers strongly recommends reducing the need for N2O testing or
eliminating these test requirements in their entirety. It should be sufficient to allow manufacturers
to attest to compliance with the N2O capped standards based upon good engineering judgement,
development testing, and correlation to NOx emissions. EPA could, however, maintain the option
to request testing to be performed for new technologies, only, which could have unknown impacts
on N2O emissions.

The elimination or significant reduction of these testing requirements for N2O may exceed
$600,000 per year in savings per manufacturer.
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regulatory changes necessary to enable such testing. This delay has eroded the expected lead time for
this changeover, cast doubt on the feasibility of the MY 2020 deadline, unnecessarily increased testing
burdens, and created considerable uncertainty in manufacturers’ product development and compliance
planning processes. Global Automakers reiterates our previous requests that the agencies use today’s
rulemaking to issue guidance to continue use of the current E0 test fuel until EPA and industry can
finalize the necessary test procedure adjustment regulation.

The provisions of 40 C.F.R. § 600.117 were put in the Tier 3 rule as a stopgap measure until EPA could
incorporate the necessary changes to allow E10 testing for fuel economy and GHG via new rulemaking.
EPA did not intend for a lack of new updated regulations to create the current situation where the MY
2020 regulations do not permit testing on either fuel (E0 or E10) for fuel economy and GHG reporting.

In recent discussions with EPA, industry has proposed several ways to address the yet-to-be issued
regulations, ranging from the issuance of a test procedure adjustment concurrent with the Tier 3 final
rule back in 2013 to, more recently, the issuance of a standalone, limited-scope rulemaking to postpone
the MY 2020 deadline for the test fuel changeover. Since there are no provisions in the existing
regulations to test on E0 or E10 starting in MY 2020, industry requested that EPA issue an extension of
the Tier 2 E0 testing provisions in 40 C.F.R. § 600.117 past its current expiration date at the end of MY
2019. Industry has also urged EPA to address test procedure adjustments in coordination with the next
rulemaking action – the current SAFE NPRM would provide such a forum to do this. In addition, industry
has requested that EPA issue a guidance letter that would have the effect of assuring no adverse action
against industry in the absence of updated testing regulations.

Measuring and accounting for CO2 in a consistent manner is critical for consistency and equity in
regulatory treatment regardless of the test fuel used. The measurement methods, which have been
used for many years for ethanol containing fuels, have correctly accounted for upstream GHG emissions
and have set a precedent for how CO2 from new ethanol fuels should be measured. EPA should
therefore seek to maintain consistency and should strive to avoid adopting arbitrary and inconsistent
approaches based solely on the amount of ethanol in the fuel.

The approach that EPA followed in implementing the measurement of CO2 emissions from E85 flexible
fuel vehicles (FFVs) establish a precedent to follow for how CO2 emissions should be measured from
other ethanol fuels. The CO2 emissions from E85 FFVs tested on E85 are reported as direct
measurements from the tailpipe of CO2 g/mile, without any adjustments.90 For E85 FFVs, EPA correctly
avoided double counting the benefits of ethanol-derived CO2.Had EPA increased the measured tailpipe
CO2 to debit the fuel for its improved CO2 performance, this would have constituted a double counting

90 See EPA Guidance CD-14-18, https://iaspub.epa.gov/otaqpub/display_file.jsp?docid=33581&flag=1: “…FFV
emissions will be based on measured CO2 results from emissions testing on the fuels on which the vehicle
operates.” November 12, 2014. And, see GHG and CAFE Final Rule, 75 Fed Reg 25433. “…EPA believes the
appropriate approach is to ensure that FFV emissions are based on demonstrated emissions performance.” May 7,
2010.
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of the benefits. EPA would have been then obligated to revise CO2 credits elsewhere, such as for ethanol
producers.

The 2012 GHG Final Rule established procedures for measuring emissions from FFVs that are operated
on both E10 and E85. In essence, automakers must measure tailpipe GHG emissions on both gasoline
and E85, and weight these two tailpipe results by a “utility” factor that reflects the percentage of time
FFVs are fueled with E85; there is no adjustment factor applied to the E85 results for FFVs. The GHG
Final Rule cites a methodology to allow for FFVs to receive credits for their real-world emissions 2012
benefits:

This methodology established a default value where ethanol FFVs are assumed to be operated 100
percent of the time on gasoline, but allows manufacturers to use a relative E85 and gasoline vehicle
emissions performance weighting based either on national average E85 and gasoline sales data, or
manufacturer-specific data showing the percentage of miles that are driven on E85 vis-a-vis
gasoline for that manufacturer’s ethanol FFVs. Since tailpipe GHG emissions from FFVs operated
on E85 are typically slightly lower than those from gasoline operation, this methodology provides
an opportunity for ethanol FFVs to earn GHG emissions credits, particularly if E85 use grows in the
future. 91 (Emphasis added)

Thus, the adoption of a CO2 adjustment factor for vehicles tested using other ethanol-containing fuels,
such as Tier 3 E10 fuel, would therefore be inconsistent with the treatment of CO2 emissions from FFVs.
In contrast, for estimating tailpipe emissions from 2020 and later MY vehicles certified to GHG standards
utilizing Tier 3 E10 fuel, EPA may be planning to count the CO2 from combusting ethanol.

A number of commenters on the 2012 GHG final rule thought that compliance with the tailpipe GHG
standards should include upstream or lifecycle benefits of biofuels. EPA’s response to these comments is
shown below.

Several commenters pointed out that cellulose-based ethanol and other renewable fuels have the
potential to yield large lifecycle GHG emissions benefits due to the CO2 uptake during plant
growth, and recommended that such fuels be given credits, or have compliance measured, to
reflect the upstream GHG emissions benefits. The use of biofuels with lower lifecycle GHG
emissions is already required under the Renewable Fuel Standard (RFS) program, which is designed
to achieve GHG emissions benefits through the required use of renewable transportation fuels
that have better lifecycle GHG emissions performance than the gasoline or diesel fuel that they
displace. EPA has already quantified the GHG emissions benefits associated with the RFS program.
Therefore, as noted above, providing an additional incentive in the MYs 2017-2025 GHG program,
which is focused on emissions from the vehicle and not lifecycle emissions, would not achieve any
greater use of renewable fuels than is already required under the RFS program, and thus would
not achieve any greater emissions reductions from the use of such fuel. Thus, providing an
additional incentive, or using lifecycle emissions for compliance, would reduce the need to take
other actions and thereby reduce the emissions benefits of the MYs 2017-2025 light-duty vehicle

91 EPA and NHTSA. 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions
and Corporate Average Fuel Economy Standards; Final Rule, 77 Fed. Reg. 199. October 15, 2012.
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GHG emissions program given that renewable fuel use is already required by and accounted for
under the RFS program.92

The commenters here are generally stating that upstream benefits of biofuels should be incorporated
into the tailpipe GHG standards and that ethanol-derived tailpipe CO2 should be counted as zero to be
consistent with the RFS.93 EPA is aware of this request from industry and appears to agree stating that
these upstream “would reduce the need to take other actions and thereby reduce the emissions
benefits of the MYs 2017-2025 light duty vehicle GHG emissions program.”94 EPA knew that its GHG
standards were based on emission testing of vehicles using E0, and that it was intending to transition to
an E10 certification fuel. EPA was therefore concerned that if it counted ethanol CO2 as zero as in the
RFS, that the relative stringency of its regulations would be reduced. Any CO2 emissions benefit from the
use of ethanol in gasoline is included in the RFS, but not passed on to the automotive manufacturers.

To avoid double counting the benefits of ethanol-derived CO2, and to make its treatment of ethanol
derived CO2 consistent between the RFS and GHG, and also Tier 3, rules, EPA should not count the CO2

derived from ethanol at all. It should only count the CO2 derived from gasoline in comparing vehicle
emissions to the standards, for both baseline and control cases. Thus, when tailpipe emission standards
are reduced, all the benefits will be only from gasoline. This would make the vehicle regulation
consistent with the RFS regulation and avoid double-counting reductions in ethanol-derived CO2.

As EPA and NHTSA evaluate and arrive at a SAFE Final Rule, the agencies should determine if there is a
need to explicitly take into account any stringency adjustment for the Tier 3 change to E10 test fuels for
fuel economy testing. The agencies should undertake this determination within the SAFE Vehicles Rule,
because considerations that could affect stringency should not be considered as separate issues but
should be handled together through a comprehensive evaluation. Performing this evaluation within the
SAFE Vehicles Rule reduces the need for additional rulemakings in accordance with Presidential
Executive Order 13777 and is the most logical and efficient approach to evaluating the necessity for
stringency adjustments.

There are other important issues in addition to the R-factor that EPA should address in regulations
pertaining to the E10 test adjustments. First, the regulations will need include an adequate phase-in
period for the new requirements. A significant testing burden for manufacturers would be created if the
new regulations do not adequately provide for reasonable carry-over and sequencing of tests. While
industry is appreciative of EPA staff’s acknowledgement of the need for a phase-in as it works to
promulgate the new test procedures, industry requests that EPA allow for an extended carry-over
period because of the delay that has occurred in releasing guidance or regulations for industry.

92 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel Economy
Standards: EPA Response to Comments, EPA-420-R-12-017, August 2012, page 6-135.
93 There is some precedent for this concept in existing regulations for estimating fuel economy from FFVs. The use
of the 0.15 adjustment factor to estimate fuel economy of FFVs operating on E85, (sometimes called the
petroleum displacement factor), is analogous to not counting ethanol derived CO2 for estimating tailpipe CO2.
94 EPA. Response to Comments: Final Determination on the Appropriateness of the Model Year 2022-2025 Light-
Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation



A - 48

Second, industry requested that EPA provide manufacturers with an updated method for calculating the
Net Heating Value (NHV) and Carbon Weight Fraction (CWF) of Federal Tier 3 Emissions Gasoline. EPA
has recognized in previous guidance letters that corrections to the NHV and CWF methods published in
the CFR are required.95,96 We ask that EPA apply updates to the methods from letter CD-95-09 and adopt
the use of modified ASTM International (ASTM) Test Methods D3338 and D3343 for fuels containing
ethanol rather than MTBE in the forthcoming NPRM. Again, industry is appreciative of EPA staff’s
acknowledgement of the need for adopting the use of these modified methods.

VI. Additional Issues for Comment

A. Standardized Template for Reporting
NHTSA is proposing to adopt a standardized template for reporting all required data for pre-model year
(PMY), mid-model year (MMY), and supplemental CAFE reports. Standardization of the report template
and the process can help provide transparency on what is reported to the agencies and at what time.

Further streamlining the report by making the PMY and MMY reports the same would allow many
manufacturers to continue the process of submitting PMY reports and then updating the MMY reports
with the same type of information. This would further simplify reporting and reduce burden for the
agencies as staff would be able to refer to a single, consistent document template for all reporting
requirements. An addition to this procedure would be to add a final model year (FMY) report that could
be an update to the MMY report. This would further clarify the reporting and would allow both NHTSA
and EPA to use similar end-of-model year reporting metrics.

NHTSA has taken the suggestion of streamlining reporting requirements for end-of-model year one step
further, by suggesting that reporting include additional data elements related to credit trading. In
theory, Global Automakers and our members agree that a standardized template with credit trading
information is appropriate, and there is already a template in use for these types of reporting
requirements that could be integrated into the end of model year report.97 The use of this template is
well established and can be implemented across agencies with very little lag time in learning. Industry

95 EPA recognized that the methods contained in 40 CFR 600.113 are not applicable to Phase II test fuel and other
oxygenated fuels. U.S. Environmental Protection Agency. “1994-16: Protocol for MPG Calculations for Vehicles
Tested on Phase II Gasoline.” August 5, 1994. Retrieved from:
https://iaspub.epa.gov/otaqpub/display_file.jsp?docid=14096&flag=1.
96 EPA provided in this guidance revised NHV and CWF calculations based on ASTM D3338 and D3343 for MTBE
containing fuels. This provides a precedent for revising the fuel economy equations for Net Heating Value and
Carbon Weight of Fuel. U.S. Environmental Protection Agency. “MPG Calculations for Certification Vehicles Tested
on California Phase 2 Gasoline.” June 1, 1995. Retrieved from:
https://iaspub.epa.gov/otaqpub/display_file.jsp?docid=14107&flag=1
97 EPA template for averaging, banking and trading of credits. Available at: https://www.epa.gov/regulations-
emissions-vehicles-and-engines/final-rule-control-air-pollution-motor-vehicles-tier-3#additional-resources.
(accessed September 14, 2018).
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would suggest combining the two templates (EPA’s AB&T and the PMY template) to streamline
reporting and reduce burden. It is not, however, clear that credit transaction prices should be reported.
There is no real value to the agencies knowing this information, and since this is confidential business
information (CBI) status, this information could not be shared publicly at any time.

B. Application of Fuel Savings Adjustment Factors to Credits Carried Forward or Back
Beginning in MY 2021

Global Automakers stands by the arguments made in its harmonization petition.98 Global Automakers
does not believe that the adjustment will result in a windfall of credits to manufacturers or disadvantage
manufacturers. Instead, it ensures that credits have a consistent value over time.

C. Vehicle Miles Traveled Estimate Alignment for Both Agencies
NHTSA has proposed to deny Global Automakers’ request for retroactive adjustment of the VMT
estimates of fuel savings.99 We, however, stand by our request made in the June 2016 harmonization
petition.100 Specifically, we request that NHTSA reconsider its position with regards to the VMT estimate
used in the adjustment factor. For the previous MYs 2012-2016, NHTSA had estimated VMT separately
by MY and added an additional estimate for MY 2011 in 2012. VMT needs to be better estimated,
because there is a potential to undervalue fuel savings per credit if estimates of VMT are off from actual
usage.

Estimating VMT remains complex – taking into account various factors such as fuel price, consumer use
of vehicles and fleet turnover – conditions that are wholly external to vehicle manufacturers. It is for this
reason that harmonizing VMT estimates for all model years of ONP is particularly important to
maintaining consistency in manufacturers’ compliance planning in light of market conditions and for
aligning the agencies approaches in modeling the final standards. Credit flexibilities are critical to
providing the support that ensures companies can meet the requirements of both programs with the
same fleet of vehicles. It is for this reason that industry has requested that NHTSA apply the EPA VMT
estimates to MYs 2011-2016.

D. Looking Beyond 2025
Much of the world, California, and automakers are already looking ahead to 2030, 2035 and beyond as
part of ongoing efforts to lower carbon in the transportation sector and ultimately increase
electrification of the light-duty fleet. Vehicle electrification is not happening in isolation; announcements

98 Global Automakers and the Auto Alliance. “Petition for Direct Final Rule with Regard to Various Aspects of the
Corporate Average Fuel Economy Program and the Greenhouse Gas Program.” June 20, 2016.
https://www.globalautomakers.org/OldSiteContentAssets/bulletin/Joint-Harmonization-Petition-for-GHG-and-
CAFE-assets/2017-06-20-joint-alliance-global-harmonization-petition-for-rulemaking-pdf.
99 83 Fed. Reg. at 43453.
100 Global Automakers and the Auto Alliance. “Petition for Direct Final Rule with Regard to Various Aspects of the
Corporate Average Fuel Economy Program and the Greenhouse Gas Program.” June 20, 2016.
https://www.globalautomakers.org/OldSiteContentAssets/bulletin/Joint-Harmonization-Petition-for-GHG-and-
CAFE-assets/2017-06-20-joint-alliance-global-harmonization-petition-for-rulemaking-pdf.
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and implementation of technologies that will lead to connected and automated vehicles continue to
come out of traditional and non-traditional industry players as well. In addition, ride sharing models and
alternative transportation options will influence the underlying nature of the automotive business.
Taken as a whole, these trends will likely provide a more efficient and safer future fleet of vehicles, and
the need to invest in these technologies should not be ignored.

Global Automakers believes that this NPRM needs to consider how to support a transition toward
decarbonization levels necessary to meet our mid-century climate goals. The “post-2025” regulatory
direction is critical, because these efforts require significant changes in customer behavior,
infrastructure, and the overall automobile market. These changes will also require billions of dollars of
investment, which must come from profitable vehicles, as well as protect against the inevitable
possibility of technology obsolescence and stranded investment.

It is critical to begin to adopt a long-range view for where industry trends are headed. The agencies can,
and should, weigh these competing priorities and consider how to properly balance all aspects of the
regulation through MY 2026. The Midterm Evaluation revealed that the world has greatly changed from
2012 to 2016, and we do not imagine that the rate of change will slow in the coming years. It for this
reason that we do not advocate promulgating final standards past MY 2026 unless that framework
comes with an opportunity for thoughtful mid-course correction along the way.

Rather, we support developing aspirational goals out to MY 2030, and a future rulemaking consistent
with those goals. These aspirational goals would include a clear outline of the responsibilities of
different stakeholders to meet those goals. For instance, more stringent fuel economy standards in 2030
would necessarily assume a certain market penetration of electric vehicles (EVs). This, in turn, would
depend on federal and state efforts to support the technology, such as infrastructure investment. The
later promulgation of the aspirational standards would depend in part on whether states have made the
necessary investments in electric charging and hydrogen refueling infrastructure.

VII. Asserting EPCA Preemption is not the Best Way to Preserve One National
Program

In the NPRM, NHTSA proposes to find that state regulations of motor vehicle GHG emissions and of Zero
Emission Vehicles (ZEVs) are both expressly and impliedly preempted under EPCA in order to ensure that
automakers will be required to comply with a single set of nationwide standards for fuel economy and
GHG emissions performance.101 While Global Automakers agrees with this important policy goal to
coordinate national standards, we do not believe that federal preemption is the best means for
achieving it. Enforcing EPCA’s preemption provision or obtaining a court order that California’s GHG
emission program conflicts with NHTSA’s administration of the CAFE program would require years of
uncertain litigation. Instead, we support a continuation of ONP with California, which would also result
in automakers complying with a single, unified set of fuel economy and GHG emission standards.

101 49 U.S.C. § 32901, et seq.
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As NHTSA points out in the NPRM, EPCA includes an express preemption provision stating:

When an average fuel economy standard prescribed under this chapter is in effect, a State or a
political subdivision of a State may not adopt or enforce a law or regulation related to fuel
economy standards or average fuel economy standards for automobiles covered by an average
fuel economy standard under this chapter.102

GHG regulations are expressly preempted, NHTSA asserts, because “GHG emissions, and particularly CO2

emissions, are mathematically linked to fuel economy; therefore, regulations limiting tailpipe CO2

emissions are directly related to fuel economy.”103 More specifically, NHTSA states: “Standards that
control tailpipe CO2 emissions are de facto fuel economy standards because CO2 is a direct and
inevitable byproduct of the combustion of carbon-based fuels to make energy, and the vast majority of
the energy that powers passenger cars and light trucks comes from carbon-based fuels.”104

NHTSA’s position on this question is long-standing and consistent. Back in 2005, NHTSA articulated its
position that a “state law that seeks to reduce motor vehicle carbon dioxide emissions is both expressly
and impliedly preempted” under EPCA.105 NHTSA concluded that “[s]ince the way to reduce carbon
dioxide emissions is to improve fuel economy, a state regulation seeking to reduce those emissions is a
‘regulation related to fuel economy standards or average fuel economy standards.’”106 NHTSA
reaffirmed and expanded on this view in the final light truck standards promulgated the following year:

In mandating federal fuel economy standards under EPCA, Congress has expressly preempted any
state laws or regulations relating to fuel economy standards. A State requirement limiting CO2
emissions is such a law or regulation because it has the direct effect of regulating fuel consumption.
CO2 emissions are directly linked to fuel consumption because CO2 is the ultimate end product of
burning gasoline... It is therefore NHTSA’s conclusion that such regulation is expressly
preempted.107

Despite this consistent view on the part of NHTSA and the technical discussion to support its conclusion
that state GHG regulations are “related to fuel economy standard,” asserting EPCA preemption is not
without litigation risk. As the agency notes in the NPRM, two district courts have found that California’s
GHG emission standards are not preempted under EPCA if California obtains a CAA Section 209(b)
waiver from EPA.108 We note, however, that the Green Mountain case was on appeal and that the case

102 49 U.S.C. § 32919(a) (quoted at 83 Fed. Reg. at 43,233.
103 83 Fed. Reg. at 43,234.
104 Id. at 42.999.
105 See Average Fuel Economy Standards for Light Trucks; Model Years 2008-2011, Notice of Proposed Rulemaking,
70 Fed. Reg. 51,414, 51,457 (Aug. 30, 2005).
106 Id.
107 See Average Fuel Economy Standards for Light Trucks Model Years 2008–2011, 71 Fed. Reg. 17,566, 17,654
(April 6, 2006).
108 Green Mountain Chrysler v. Crombie, 508 F.Supp.2d 295 (D. Vt. 2007); Central Valley Chrysler-Jeep, Inc. v.
Goldstene, 529 F. Supp. 2d 1151 (E.D. Cal. 2007).
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had been fully briefed and argued to the Second Circuit when the agreement for the first National
Program was reached. As part of that agreement, the industry dismissed the appeal of that case as well
as the appeal of Central Valley Chrysler-Jeep. Consequently, no appellate court has passed on the novel
theories adopted by the district courts concerning why the California regulations are not preempted
under EPCA. Reaching a final legal determination on this question will take years of costly litigation.

Moreover, as NHTSA discussed in the NPRM, California is considering regulatory amendments to its GHG
program to revoke its deemed-to-comply provision, which would effectively break the state from the
ONP.109 Should California finalize this rule (and we have explained to the state why it should not) at the
same time NHTSA pursues EPCA preemption, that would lead to a prolonged period of uncertainty
during which companies may take a conservative approach and assume that they will need to comply
with both the federal standards and California’s.110 This would be incredibly inefficient and drive up
compliance costs but would be the inevitable result from pursuing this strategy.

Another by-product of preemption, out of NHTSA’s control, is that in addition to CO2, there are other
non-CO2 sources of GHG emissions that left unregulated or separated from a federal policy, could very
likely result in separate state action to control, limit, or even ban sources. This type of state-level control
would be the worst situation for manufacturers, resulting in a patchwork of requirements and overly
stringent control and command regulations.

Instead of going down this path, we urge NHTSA to engage with California and reach an outcome akin to
the first and second agreements for ONP, where California agrees to be part of the final national
program. We believe this can be accomplished through the promulgation of aggressive but achievable
federal fuel economy and GHG emission standards through MY 2026 with California maintaining its
deemed-to-comply provision. This would yield that same result as asserting preemption—i.e., a single,
unified national program with 50-state compliance. Moreover, it would provide automakers with
increased certainty and keep separate state actions at bay.111 Automakers would not need to comply
with separate California standards while litigation is pending.

With respect to EPCA preemption of ZEV regulations, NHTSA is correct that it has never before
articulated a view that such regulations are expressly or impliedly preempted under EPCA. In the NPRM,
NHTSA states that state ZEV regulations are expressly preempted under EPCA, because they “directly

109 See 83 Fed. Reg. at 43,233 n.495.
110 This period of uncertainty may also lead to other states adopting and following California’s regulations, a trend
that has already started with the state of Colorado looking to finalize its first set of Section 177 California rules in
November 2018.
111 NHTSA states that after the finalization of the national program, the agency “erroneously saw this as obviating
consideration of EPCA preemption.” 83 Fed. Reg. at 43,233.  We disagree. While California’s adoption of its
deemed-to-comply provision would not impact the express preemption analysis, it does address the issue of
conflict preemption. California’s agreement to the National Program furthers one of the important policies EPCA is
designed to protect—i.e., “a national fuel economy standard.” Id.
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relate to fuel economy,”112 and are impliedly preempted, because they are “entirely at odds with critical
factors that Congress required NHTSA to consider in establishing fuel economy standards.”113 However,
for the same reasons we discuss above, we do not believe that asserting EPCA preemption of California’s
ZEV mandate is the best path forward to achieve ONP. While it is true that the ZEV mandate requires
automakers to utilize the most expensive technology to reduce fuel consumption, and address criteria
pollutant emissions, there may be other ways to both increase the electrification of the light-duty
fleet—a goal which Global Automakers unreservedly supports—and ensure that doing so does not
conflict with the policy aims of EPCA.

VIII. Global Automakers Does Not Support the Revocation of California’s
Waiver for its Existing Regulatory Programs While “Deemed to Comply”
Remains in Place

EPA states in the NPRM that it is proposing to withdraw the January 9, 2013 waiver of preemption for
California’s Advanced Clean Car (ACC) program, ZEV mandate, and GHG standards that are applicable to
new model year (MY) 2021 through 2025. EPA is offering three bases for this proposal: (1) under Section
209(b)(1)(B) of the CAA, global climate change is not a “compelling and extraordinary condition” in
California so as to justify its own emission standards,114 (b) even if climate change were a “compelling
and extraordinary condition,” California does not “need” its regulations to address it, and (3) under
209(b)(1)(C), the standards are inconsistent with Section 202(a) of the CAA.115 We address the GHG and
ZEV waivers separately, below.

A. GHG Waiver
Initially, we view EPA’s proposal to withdraw the 2013 waiver as essentially a proposal to reconsider its
earlier decision to grant the waiver. While an agency always retains the authority to reconsider its prior
decisions, it usually does so in the context of the rulemaking docket in which the underlying decision
was made, and not as an ancillary action in a completely separate rulemaking.

In any event, Global Automakers is concerned that EPA taking this action to reconsider the earlier
California waiver would lead to years of litigation and uncertainty. And just as with EPCA preemption, as
noted above, in the face of this uncertainty, automakers would be faced with the decision as to whether
to comply with the separate, more stringent California regulations until this issue is ultimately resolved
by the courts. This situation creates additional uncertainty as states, like Colorado that is already in the

112 According to NHTSA, the ZEV Mandate is related to fuel economy standards because “the only feasible means
to eliminate tailpipe CO2 emissions is by eliminating the use of petroleum fuel (i.e., electric or fuel cell propulsion),
and because the purpose of the ZEV program is to affect fuel economy.” 83 Fed. Reg. at 43,238.
113 83 Fed. Reg. at 43,238.
114 Section 209(b)(1)(B) provides that EPA shall deny the waiver if it finds that California “does not need such State
standards to meet compelling and extraordinary conditions.” 42 U.S.C. § 7543(b)(1)(B).
115 Section 209(b)(1)(C) provides that EPA shall deny the waiver if it finds that California’s “standards and
accompanying enforcement procedures are not consistent with section 202(a) of [the Clean Air Act].” Id.
§ 7543(b)(1)(C).
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process of adopting California regulations, look to adopt California’s standards, thereby increasing the
market share reach of the California GHG program.

For instance, we agree with EPA that California’s entitlement to a Section 209(b) waiver for its GHG
emission regulations will turn in large part on the agency’s interpretation and application of Section
209(b)(1)(B). That provision states that EPA shall deny the waiver if the agency finds that California
“does not need such State standards to meet compelling and extraordinary conditions” in the state.116

As EPA points out, the agency has articulated differing interpretations of this provision. Historically, EPA
has interpreted it to mean that California needs to have its own separate new motor vehicle program in
the aggregate to meet compelling and extraordinary conditions in California, and not whether the state
needs the specific standards under consideration. In 2008, in contrast, when EPA first considered
whether state GHG emission regulations meet the requirements for a Section 209(b) waiver, EPA
determined that the better reading of Section 209(b)(1)(B) would be to consider whether California
“need[s]” the standards at issue “to meet compelling and extraordinary conditions,” and the agency
denied the waiver on these grounds. Then, when EPA reconsidered that denial in 2009, the agency
reverted back to its traditional interpretation and granted the waiver.

No court has addressed this question, let alone determine whether the language of Section 209(b) is
ambiguous or susceptible to either of the competing interpretations.117 Therefore, should EPA withdraw
the California waiver, the automotive industry would be faced with years of uncertainty.

For this reason, Global Automakers does not support the withdrawal of the waiver for the current
California GHG emission standards, because they include a “deemed-to-comply” provision. Those
regulations include a deemed-to-comply provision, which states as follows:

116 42 U.S.C. § 7543(b)(1)(B).
117 We question whether, under well-settled cannons of statutory interpretation, Section 209(b)(1)B) can be read
as referring to California’s emission standards in the aggregate. There is a “natural presumption that identical
words used in different parts of the same act are intended to have the same meaning.” Envtl. Def. v. Duke Energy
Corp., 549 U.S. 561, 574 (2007). The term “such state standard” is used in both 209(b)(1)(B) and (C), and it should
be read consistently as between the two. Section 209(b)(1)(C) states that EPA shall deny the waiver if it finds that
“such State standards and accompanying enforcement procedures are not consistent with section 202(a) of this
part [42 USCS § 7521(a)].” It would make no sense to construe the term “such state standards” subsection (C) to
mean the California program in the aggregate, and EPA has always construed Section 209(b)(1)(C) as referring to
the standards before EPA for the waiver. For example, in EPA’s 2009 decision to grant a waiver for California’s GHG
emission program, the agency assessed “whether CARB’s GHG standards are consistent with section 202(a),
including lead time.” 74 Fed. Reg. at 32,777. In fact, EPA has in the past denied a waiver on the ground that the
specific standards before the agency were not consistent with Section 202(a) because they failed to provide
sufficient lead-time. See California State Motor Vehicle Pollution Control Standards, 43 Fed. Reg. 998, 1001 (Jan. 5,
1978) (in assessing certain aspects of California’s motorcycle emissions program, finding “that section 1958(f), as
now drafted, is inconsistent with section 202(a) of the Act” and therefore “deny[ing] California’s request for a
waiver of preemption for that section”). It follows, then, that the term “such state standards” must also refer to
the specific standards before the EPA waiver with respect to the “compelling and extraordinary” prong in
subsection (B).
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For the 2017 through 2025 model years, a manufacturer may elect to demonstrate compliance
with this section 1961.3 by demonstrating compliance with the 2017 through 2025 MY National
greenhouse gas program, [provided certain procedural prerequisites are met].118

As long as California maintains this national compliance option, there is no need for EPA to reconsider
the waiver. EPA should defer any decision on the waiver until such time as California formally revokes
the deemed-to-comply provision. In that case, the amended California GHG regulation would be
materially different from the one that EPA waived in 2013, and EPA could either revoke the 2013 waiver
(on the basis that California has materially altered its waived-standards) or declare that the amended
regulations are not enforceable until California seeks and obtains a waiver. Then, when California seeks
an EPA waiver for the amended GHG standards—which the state would need to do119—EPA could
determine whether the amended regulations meet the standard for a waiver under Section 209(b) of
the CAA.

In the interim, Global Automakers reiterates our request that the federal agencies work with California
to develop an outcome akin to the existing ONP. A single, unified national program is far preferred to
the uncertainty of litigation surrounding California’s waiver.

B. ZEV Waiver
EPA is also proposing to withdraw the waiver for California’s ZEV mandate on the same grounds as its
proposed withdrawal of the GHG waiver. In our view, however, the ZEV waiver should be treated
differently from the GHG waiver. California has a long history of addressing criteria pollutants and local
smog problem through its ZEV program. Courts have consistently held that California’s ZEV mandate is a
motor vehicle emission standard that is subject to CAA preemption.120 California has obtained several

118 13 C.C.R. § 1961.3(c).
119 We note that an action by California to revoke the deemed-to-comply provision would not qualify for a “within
the scope” determination by EPA. Rather, they would be subject to a full analysis under Clean Air Act Section
209(b) because the result would be a much more stringent California program than was otherwise intended.
Where a CARB regulatory amendment is “geared toward increasing the underlying stringency of the program,” or
“add[s] a new pollutant or other emission standard,” then that “would require full waiver consideration” under the
standard set forth in Section 209(b). See In the Matter of California State Motor Vehicle Pollution Control
Standards; Amendments to California Zero Emission Vehicle (ZEV) Regulation; 2003-2008 Model Years Within the
Scope Request; 2007 and Subsequent Model Years Waiver Request, Decision Document, at 20 (December 21,
2006). Removing or altering the deemed-to-comply provision is “geared toward increasing the underlying
stringency of the program” because: (a) having to comply with a California-specific GHG program is more
stringent—and would require greater fleet-wide GHG reductions in California—than the California regulation with
the “deemed to comply” provision, and (b) California’s GHG emissions regulations do not include some of the
programmatic elements that the federal program has, which provide manufacturers with alternate compliance
pathways and regulatory tools, thus easing the regulatory burden.
120 See, e.g., Engine Mfrs. Ass’n v. S. Coast Air Quality Mgmt. Dist., 541 U.S. 246 (2004) (holding that air quality
management district requirements that fleet owners purchase a certain number of ZEVs is subject to Clean Air Act
preemption); American Auto. Mfrs. Ass'n v. Massachusetts Dep't of Envtl. Protection, 163 F.3d 74 (1st Cir. 1998)
(finding that state zero emission vehicle mandates are presumptively preempted by the Clean Air Act); American
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waivers for its ZEV regulations dating back to 1993 before the development of its GHG emission
program.121

Although the ZEV mandate presents significant compliance challenges in California, Global Automakers
does not believe that those challenges are so insurmountable as to invalidate its waiver under Section
209 of the CAA, at least as to the implementation of ZEV in California. California’s market is in many
respects unique in its adoption of electric-drive vehicles, and in the overall vehicle market that makes it
more susceptible to EV adoption. For instance, the car-truck split in California is 47%/53% (as compared
to 33%/67% nationwide) and the all-wheel drive (AWD) and two-wheel drive (2WD) split in California is
27%/73% (as compared to 45%/55% nationwide) (See Table 2 on page A-59 below). Moreover,
California has made unparalleled investments of hundreds of millions of dollars in consumer incentives,
infrastructure and consumer awareness programs. As a result, the percent of new EV sales in California
for the first half of 2018 was over six percent, while the nationwide average still hovers at 1.5 percent
(with half of those sales attributable to California).122

However, for reasons we have articulated in a still-pending motion for reconsideration, which is
referenced in the NPRM,123 EPA needs to assess ZEV feasibility in Section 177 States. EPA has previously
taken the position that it is without authority to do so, but we view that as reading Section 209(b) too
narrowly. Given the fact that states adopting a California emission standard under CAA Section 177 must
take the California standards as they are, EPA can and should determine whether the ZEV mandate is
feasible in those states. In the next section of these comments, we discuss how EPA and NHTSA should
consider ways of addressing ZEVs in the context of a national program, which would go a long way to
alleviating compliance problems in the Northeast states. If that is not possible, and in the event that EPA
determines that the ZEV mandate is simply not feasible in the Northeast states, then the agency should
take appropriate action on the waiver.

IX. The Federal Agencies Should Maintain One National Program Through a
Negotiated Outcome with California

Rather than assert EPCA preemption or reconsider California’s Clean Air Act waiver, EPA and NHTSA
should maintain One National Program through a negotiated outcome with California.  This would
provide automakers with the long-term certainty they need to produce vehicles for a single national
market.  Global Automakers believes that the elements of a final rule discussed above—ensuring
meaningful year-over-year improvements to fuel economy and GHG emissions performance combined
with flexibilities that encourage investments in fuel-saving technologies—could form the framework for
such a negotiated outcome.

Auto. Mfrs. Ass'n v. Cahill, 152 F.3d 196 (2d Cir. 1998) (holding that ZEV mandates adopted by the State of New
York were preempted by the Clean Air Act).
121 See California State Motor Vehicle Pollution Control Standards; Waiver of Federal Preemption, 58 Fed. Reg.
4166 (Jan. 13, 1993).
122 Source: IHS Global Vehicle Registration Data for January through June 2018.
123 See 83 Fed. Reg. at 43,242 n.562.
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A. A Bifurcated System Makes Fleet Management More Difficult
It is critical that the agencies consider the economic impact of a bifurcated system—i.e., having one
standard in roughly 60% of the country and a stricter standard in at least 40% of the country.124 This
would mean that automakers would have fewer vehicles in each fleet over which they can amortize fuel
economy technology. For example, fewer engine platforms are needed if standards are roughly similar,
as this article discusses when considering the effects of a federal standard less stringent that a California
standard:

For example, making the product innovations required to meet increasingly stringent standards in
the California-led market may require investing in engineers to redesign products using lighter-
weight materials; a bifurcated standard would mean these firms would have many fewer vehicles
over which to amortize these fixed costs. Similarly, U.S. firms could compete with suppliers from
abroad in the stagnant portion of the market by automating processes, but again would have many
fewer vehicles over which to spread costs. Thus, scale economies in fuel-efficient technologies
would benefit overseas suppliers, particularly those competing in European and Asian markets
with more stringent standards and higher fuel prices.125

As discussed above, a unified national program that includes California and that allows for nationwide
compliance is the most efficient framework for automakers. EPA and NHTSA should therefore continue
their engagement with California and seek a compromise solution that achieves the policy goals of all
three agencies.

B. The Federal Agencies Should Consider How to Address ZEV Requirements in the
Context of a National Program

In addition to finding a nationwide solution to fuel economy and GHG emission regulations, we
encourage EPA and NHTSA to all address electric vehicles in the context of the national program.
California’s ZEV mandate is a significant obstacle to harmonization, because it forces automakers to use
one of the most expensive technologies – electric-drive technology – at a greater rate than would be
required to meet the GHG regulations alone.126 In addition, it has been particularly challenging to ramp
up sales of electric vehicles in the northeastern ZEV states, which are far behind California in developing
infrastructure, offering incentives, and otherwise developing their electric vehicle markets despite some
increased efforts over that past couple of years.

Automakers are now offering over 40 models of electric vehicles, which include plug-in electric and fuel
cell electric vehicles, and are estimated, based on automakers’ public announcements, to more than

124 83 Fed. Reg. at 43208-209.
125 https://www.brookings.edu/blog/the-avenue/2018/07/02/why-undermining-fuel-efficiency-standards-would-
harm-the-us-auto-industry/. July 2, 2018. (accessed 14 September 2018).
126 Customer acceptance remains one of the biggest barriers, and studies have shown that incentives,
infrastructure and consumer education programs are all needed to address this concern.
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double offerings in the next five years.127 Automaker investment in this technology will continue to
increase – estimated on the order of $100 billion by 2025; this investment should be encouraged in the
U.S. and not lost to other countries. Automakers’ progress related to electrification also represents
significant investment in product development, marketing and advertising, dealer and service training,
working with states and other stakeholders to build infrastructure, and looking for new and creative
ways to increase consumer education. Further, in the past year, automakers jointly launched a
consumer awareness campaign with several northeastern states, “Drive Change. Drive Electric.,” aimed
at increasing customer awareness about the many benefits these vehicles offer to help address
overarching concerns with customer acceptance of electric vehicles in the northeastern states.

Automakers are not only offering a wider selection of electric vehicles, but in a wider range of prices as
well. Due to manufacturer and federal incentives, and some state incentives, electric vehicles are more
affordable than ever. Automakers are discounting electric-drive vehicles in an effort to enhance sales.128

Leases on electric-drive vehicles can start at just $149/month.129 Although studies have cited the ability
of electric vehicles to reach cost parity with gasoline-fueled vehicles by 2025, there are still many
unknowns regarding price, as well as customer acceptance and infrastructure development that can be
partially managed through incentives and smart federal policies that promote innovation.130

As more electric vehicles come to market, increased efforts are needed to support the market—e.g.,
offering vehicle incentives and ensuring funding for incentives, growing charging infrastructure, building
out hydrogen refueling infrastructure, and addressing ongoing barriers (e.g., restrictions on hydrogen
vehicles on bridges and in tunnels). This is especially true in states that mandate sales of electric vehicles
and have committed to supporting growth of this market.

States where these vehicles are succeeding the most have a confluence of programs that are building up
electric chargers and hydrogen refueling stations, providing vehicle incentives, working to increase
customer awareness, devoting state and agency resources to help create the right market conditions,
have necessary legislative and gubernatorial support for funding, and more.

For instance, California has taken a significant step in this regard with Governor Brown’s Executive Order
B-48-18, which increases funding for California’s Clean Vehicle Rebate Project and building out the
infrastructure for electric charging and hydrogen refueling stations. It is thus no surprise that California

127 As of September 2018, three of the electric vehicles offered for sale are fuel cell electric vehicles (FCEVs). FCEVs
are reliant on the availability of hydrogen refueling stations in order to meet customers’ daily driving needs. As a
result, to date, FCEVs have been almost solely available in California, a state that is committing annual funding to
growing refueling infrastructure. We encourage all ZEV states to commit funding to building hydrogen refueling
stations, and further, we commend states, like Pennsylvania, who are offering potential grants for hydrogen
refueling stations using funds from the VW Appendix D settlements.
128 https://www.bloomberg.com/news/articles/2018-05-14/how-to-lease-a-50-000-bmw-for-less-than-a-subway-
pass.
129 https://www.carsdirect.com/deals-articles/best-green-car-deals.
130 https://www.bloomberg.com/news/articles/2018-03-22/electric-cars-may-be-cheaper-than-gas-guzzlers-in-
seven-years.
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has led the market for all electric vehicles, including plug-in hybrid, battery and fuel cell electric vehicles,
through hundreds of millions of dollars of state investment in consumer purchase incentives; electric
charging and hydrogen refueling infrastructure; state policy development and market-building
mechanisms; addressing codes, standards and permitting; agency implementation and planning
resources; and tireless efforts to find new ways to encourage consumers to go electric. This investment
has paid off, resulting in California’s new electric vehicle market share exceeding six percent, when the
rest of the nation’s new electric vehicles sales barely exceed one percent.

Yet there are significant differences between the California vehicle market and that in other states that
impact consumer acceptance of ZEVs. For example, California’s new vehicle market remains car
dominant, when the rest of the nation is moving to trucks; has a lower amount of AWD vehicles; and has
the highest percent of electric vehicles compared to Section 177 States, as shown in Table 2.

Table 2: Comparison of New Vehicle Sales in California, Section 177, and the United States

Jurisdiction
New Electric-Drive

Vehicle Market
Share131

Percent Sales of AWD
v. 2WD Vehicles (%)

Percent of New Car v.
Truck Sales (%)

California 10.2% 27/73 47/53
Western S177 States 6.0% 68/32 30/70

Colorado 3.7% 75/25 26/74

Oregon 6.3% 65/35 30/70

Washington 8.1% 64/36 34/66

Eastern S177 States 2.7% 67/33 31/69
Connecticut 3.2% 74/26 33/67
District of Columbia 6.3% 49/51 47/53
Delaware 2.9% 55/45 34/66
Massachusetts 3.5% 21/29 31/69
Maryland 3.6% 51/49 37/63
Maine 3.1% 78/22 22/78
New Jersey 2.2% 64/36 36/64
New York 2.6% 71/29 29/71
Pennsylvania 2.3% 68/32 30/70
Rhode Island 2.4% 68/32 22/67
Vermont 3.8% 80/20 23/77

All 50 States 3.4% 45/55 33/67
Source: IHS Global Vehicle Registration Data for January through June 2018.

Thus, since the ZEV mandate is designed for California’s market and market conditions, this can be
problematic for other states that must adopt the mandate in whole under Section 177 of the CAA,
regardless of whether the mandate is appropriate or feasible for that particular state’s vehicle market.132

131 “Electric-drive vehicles” includes hybrid electric, plug-in electric, and fuel cell electric vehicles.
132 Similarly, Global Automakers has concerns about whether California’s GHG standards, which are designed for
California’s conditions are feasible and/or can be implemented without additional amendments to account for a
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There are likely better ways to address the mandate and bring some certainty to automakers that the
U.S. as a whole wants to be a technology leader. Some ways to do this may include:

∂ The CAFE and GHG regulations should provide advanced vehicle technology multipliers and 0
g/mile upstream emissions, without limit, for battery electric, plug-in hybrid, and fuel cell
electric vehicles. These incentives are important market signals and regulatory mechanisms to
encourage investment in this higher cost technology, as we explain in other sections of this
document. They also allow manufacturers to earn credits for placing electric vehicles in markets
best suited to these vehicles.

∂ There should be a process whereby California and EPA, along with states, evaluate the feasibility
of the ZEV mandate in the other ZEV states, and if challenges are identified, work to implement
a California regulation with sufficient flexibility for the mandate’s implementation in the other
states.

∂ There may be additional policies, under the construct of a national agreement, that can help
temper the constraints of the mandate. This may include finding ways to continue or expand
pooling, i.e. creating a single pool of all ZEV states, or ensuring that the impact of the mandate
does not grow beyond the approximately 30 percent of the new vehicle market that is currently
covered by the ZEV mandate.

It is our hope that there is a robust dialogue between the federal and state agencies about the best
ways to address the industry’s shift to electrification under the umbrella of a unified national program.

X. Small Volume Manufacturers
The proposal does not address changes to the NHTSA or EPA regulations regarding exemptions from
standards for small volume manufacturers (SVMs). However, the current mechanisms for processing
SVM exemptions are not effectively functioning, and fundamental revisions are needed. The agencies
have numerous pending petitions from SVMs, several of them for multiple years in the past. In the final
rule establishing MY 2017-2025 standards, EPA stated that it “expects” that rulemakings on SVM
standards would “take about 12 months,” but this estimate has proven to be overly optimistic.133 No
new changes in vehicle design or performance are, of course, now possible to meet standards for past
model years. However, these open petitions create contingent liabilities in the accounting systems of
the SVMs, creating unjustified harm to the companies.

The unique situations facing SVMs under the CAFE and GHG programs are, we believe, well understood
by the agencies:

variety of fleet mixes, product plans, and customer preferences amongst states following California’s regulations.
See https://www.arb.ca.gov/lists/com-attach/29-leviii18-Wz5RLwRxB3oEXVU2.pdf.
133 77 Fed. Reg. 62791, October 15, 2012.
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∂ The ability of SVMs to meet the generally-applicable GHG and CAFE standards is restricted due
to their relatively long product redesign cycles, limited resources, and narrow product lines in
relation to the larger manufacturers.

∂ Moreover, the market for the vehicles produced by the SVMs is keyed to luxury and high-
performance attributes, which do not generally align well with high levels of fuel efficiency and
low carbon emissions.

∂ Given the small number of vehicles involved and traditionally small number of miles traveled
each year by these vehicles, the total energy and emissions effects associated with the SVM
fleet are negligibly small.

By contrast, the staff resource and administrative burdens associated with the SVM process, for both
the agencies and the SVMs, are disproportionately large. Analytic processes followed by full rulemaking
proceedings are potentially required for each exemption petition. We are sympathetic to the situations
facing NHTSA and EPA in dealing with SVM standards. When considering the range of responsibilities
assigned by Congress to the agencies, it is understandable that processing SVM petitions would be
assigned a lower priority. Nevertheless, the backlog of pending petitions creates significant financial
burdens for the SVMs, as noted above. A more effective approach for responding to petitions in a timely
manner is necessary.

In petitioning for standard exemptions and alternative standards, SVMs must navigate separate
administrative processes at NHTSA134 and EPA.135 We are now faced with the prospect of a third process
in the state of California, as a result of the recent “deemed to comply” rulemaking.136 Having three
separate government agencies undertaking essentially the same regulatory task, with overlapping
requirements results in administrative waste, potentially conflicting results, and negligible resulting
environmental benefits; three separate processes would be a completely irrational outcome for small
businesses.

Shortly after Congress established the CAFE program in 1975, it directed DOT to reduce administrative
burdens associated with SVM petitions. The Conference Report on this legislation states:

In addition, the conferees agreed to require the Secretary to review the exemption and standard
setting procedure to further reduce administrative burdens and to notify the Congress of his
findings…The conferees emphasize that in establishing alternate fuel economy standards, the
Secretary of Transportation may establish a single standard for the duration of the exemption.137

Thus, Congress was aware of the burdens associated with small businesses under the SVM process and
directed DOT to address the matter. The guidance and authority provided by Congress regarding CAFE
should be applicable to GHG standards as well, given the closely related elements of the programs.

134 49 CFR Part 525.
135 40 CFR 86.1818-12(g).
136 See https://www.arb.ca.gov/regact/2018/leviii2018/leviii2018.htm.
137 House of Representatives report No. 96-1402, 96th Cong. 2d Sess., September 25, 1980.
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Further reduction in burdens for the agencies would be to harmonize the definition for SVMs between
EPA and NHTSA. The two agencies define the fleet of vehicles differently based upon sales; however,
only the EPA subjects these volumes to the US:

(g) Alternative fleet average standards for manufacturers with limited U.S. sales.

…the terms "sales" and "sold" as used in this paragraph (g) shall mean vehicles produced for U.S.
sale,  where  "U.S."  means  the  states  and  territories  of  the  United  States.  […]  To  be  eligible  for
alternative standards established under this paragraph (g), the manufacturer's average sales for
the three most recent consecutive model years must remain below 5,000 […]138

This definition identifies the sales of the vehicles that are intended for the US market only and not, as
NHTSA stipulates, a manufacturing level for the globe.139 This distinction is critical because vehicles for
the US market are specially designed to meet our stringent vehicle safety standards. This means that
SVMs must consider the unique nature of the US market when considering selling a vehicle. EPA sets its
determination of SVM by a sales figure.

The method of defining a SVM through sales seems justified as vehicle sales translate to actual vehicles
on the road. Just because a vehicle is made in a model it does not require that it be sold or used during
that same model year. In considering vehicles’ impact on the dynamics of the fleet from a safety and
environmental perspective it is important to consider the actual vehicles on the road. Using the EPA
definition considers these actual vehicles on the road in this country and allows for the definition of SVM
to be related to local annual sales. Global Automakers and our members would ask that the agencies
use this rulemaking to harmonize the SVM definition using the sales metric.

Global Automakers and its SVM members would like to work with NHTSA and EPA, as well as California,
to rationalize the SVM standard-setting process. We recommend that the agencies pursue this
rationalization process in two steps. First, the agencies should undertake a “clean-up” proceeding to
address past and current model year petitions, for which alternative standards can have no effect on
vehicle designs. Second, we urge the agencies to harmonize their processes for the future, to enable a
single application by SVMs for both agencies, culminating in the issuance of harmonized standards
issued by each agency in advance of the applicable model years (i.e., standards of equivalent stringency,
enabling manufacturers to meet both agencies’ requirements with a single compliance plan), and
ultimately “deemed-to-comply” by California. In other words, we are urging a process similar to the
National Program for the larger manufacturers. This undertaking would be consistent with Trump
Administration regulatory reform efforts and would provide much needed long-term reductions in
administrative burden for the agencies, as well as the SVMs, with no associated impact on fuel efficiency

138 U.S. EPA. 40 CFR §86.1818-12 Greenhouse gas emission standards for light-duty vehicles, light-duty trucks, and
medium-duty passenger vehicles.
139  NHTSA. 49 CFR §525.5. States that any manufacturer that manufactures 10,000 or more passenger vehicles
from the second model year affected forward is ineligible for an exemption.
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improvements. The harmonized standards should take full advantage of statutory authority allowing a
single standard and proceeding to cover multiple SVMs and multiple model years.

XI. Conclusion
In conclusion, we appreciate that the agencies have taken the time to review the regulation and that
they are continuing to work, through a transparent rulemaking process, to determine a path to address
ongoing fuel efficiency improvements. As we have expressed in these comments, Global Automakers
and our members believe that the optimal outcome in a final rulemaking would yield meaningful
increases each year and feasible standards that encourage ongoing innovation and investment in the
auto industry, result in ongoing environmental benefits, and support a continuation of One National
Program with California.

The agencies, through this process should continue the work necessary to engage all stakeholders to
achieve these important objectives. Doing so will help keep the U.S. auto industry competitive in a
worldwide market that is transitioning to lower-carbon transportation, continue investment in the U.S.
auto manufacturing sector, and help the auto industry thrive under a level regulatory playing field that
allows for a smart approach to competition and efficiency improvements.

Further, the regulations should provide automakers options for cost-effective compliance management
and allow them to determine the best approaches to comply given diverse product mixes. These include
credits for early compliance, which help smooth compliance over multiple years and recognize efforts to
invest early in fuel-saving technologies; credits for advanced technologies to encourage investment in
more expensive technologies now in advance of future regulatory needs; real world emissions
recognition of off-cycle technologies and A/C efficiency improvements; and inclusion of non-CO2 GHG
emissions under EPA’s program to provide a consistent and flexible national policy for GHG
improvements, rather than resulting in separate state actions. The programmatic tools and flexibilities
should be retained, improved, and strengthened; this is a chance for the agencies to make policies
designed under the previous rulemaking work more efficiently and as intended. These measures provide
cost-effective options for achieving the fuel efficiency targets, encouraging the country’s leadership
when it comes to advanced technologies, and supporting efforts to provide a “common sense” approach
to making the most fuel-efficient fleet.

Finally, working with California to ensure the continuation of “One National Program” is a key element
that harmonizes separate federal and state regulatory programs and allows manufacturers to comply by
producing a single fleet of vehicles. Any situation where there is disharmonization between the
programs would create a patchwork of unworkable standards that would skew vehicle sales and
production and have a detrimental effect on industry and consumers. It would also result in a high level
of uncertainty, during which protracted and costly litigation would occur. The industry needs a
coordinated set of standards between the NHTSA, EPA and CARB so manufacturers can allocate their
resources to new and innovative technologies, instead of efforts to comply with inconsistent standards
with mixed policy signals.
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Global Automakers appreciates being able to provide detailed input on the proposed SAFE Vehicle
NPRM in recognition that there are a number of factors the agencies must fully examine to determine
the appropriate stringency of the standards out through MY 2026. We remain available to agencies to
answer any questions and provide additional information.
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The auto industry plays a critical role in the U.S. economy, supporting ten million jobs in all 50 states. It
is also an industry in transition, as automakers and other innovators are transforming personal mobility
with revolutionary advances in powertrain technology and vehicle automation. That is why now, more
than ever, the industry needs smart regulations that support investment and innovation in this country.

Global Automakers represents the U.S. operations of international motor vehicle manufacturers, original
equipment suppliers, technology companies, and other automotive-related trade associations. Our
member companies design and build cars, light trucks and components in the U.S. at 25 manufacturing
plants, supported by 39 research and development facilities. Our members account for over 40% of all
vehicle production in the U.S. and employ over 100,000 Americans at facilities across the county.

Global Automakers’ member companies are manufacturing more fuel efficient and cleaner cars and
trucks than ever before, with continued improvements underway and commitments to offer even more
vehicles with advanced technologies in the near future. At research and development facilities in the
U.S. and around the world, our members have engineered many fuel-saving innovations, including
engine and transmission refinements, aerodynamic improvements, expanded use of lightweight
materials, and reduced ancillary loads, among other technologies.

Our members have also brought to market dozens of alternative-fuel models, including plug-in hybrid-
electric and battery-electric vehicles, both of which use electricity from the grid to power the vehicle,
and fuel cell electric vehicles, which use onboard hydrogen to propel the vehicle by converting it to
electricity via fuel cells. Examples of these electric-drive vehicles now in the market include the Toyota
Mirai Fuel Cell, Honda Clarity Fuel Cell, Hyundai Ioniq battery-electric and plug-in hybrid electric, Nissan
LEAF battery-electric, and Kia Soul battery-electric vehicles.

These technologies are integral to our members’ long-term goals of providing highly efficient, low
carbon transportation to their customers and keeping pace with technology trends around the world. To
further these goals, members of Global Automakers have supported the “One National Program” (ONP
or National Program) for federal greenhouse gas (GHG) and Corporate Average Fuel Economy (CAFE)
regulations since its inception in 2009. This commitment included a midterm review of the regulations
promulgated in 2012 as part of the MY 2017-2025 standards.
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We believe the Administration took the correct steps in reaffirming the government’s commitment to a
robust and data-driven midterm review when it vacated the January 2017 rushed-through Final
Determination on the model year (MY) 2022-2025 standards by the previous Administration and then
issued a Revised Determination in April 2018. The April 2018 Revised Determination was based on
updated data and information and demonstrated that the current MY 2022-2025 standards are no
longer appropriate in light of changed market realities, including:

∂ Changing sales volumes (peak sales of 18.1 million in 2016 to 17 million in 2017);
∂ Smaller-than-expected fuel efficiency gains in MY 2016 and MY 2017;
∂ Changes in the car and truck fleet splits (in 2012, the projected car/truck split was 67%/33% for

MY 2025, but the current car/truck split has changed significantly to 48.5% cars/51.5% trucks);
and

∂ Lower than expected gasoline prices (in 2012, EIA reference price forecast of $3.86/gallon for
gasoline in 2025 (in 2010 dollars), and now the projected price is $2.92/gallon (in 2016 dollars)).

These examples are only a few of the significant industry changes since the 2012 final rule and the
previous midterm review. We agree with the agencies’ conclusion to revise the standards. In addition,
while the midterm review was intended to address MY 2022-2025, we agree with the agencies’
proposal to adjust the MY 2021 standards based on data indicating compliance issues for that model
year and the need to smooth the path for year-over-year improvements from 2020 through 2026.

The National Highway Traffic Safety Administration’s (NHTSA) and Environmental Protection Agency’s
(EPA) Notice of Proposed Rulemaking (NPRM) on the Safer Affordable Fuel-Efficient (SAFE) Vehicle Rules
[83 FR 42986, August 24, 2018] is an important first step in determining what those adjustments should
be. The agencies provided a new, updated analysis based on the most up-to-date data, using a proven
and long-developed modeling tool, known as the Volpe model, and offering numerous options to best
determine the right regulatory and policy path for ongoing fuel efficiency improvements in our nation.
Now, all stakeholders have an opportunity to come to the table as part of the public process to provide
input, data, and information to help shape the final rule.

The standards affirmed by the previous Administration in its waning days clearly needed to be
revised. The revisions we support, as summarized below and discussed in detail in our submission,
should provide for continuous improvements, flexible mechanisms for compliance in improving fuel
economy and reducing GHG emissions, and the maintenance of ONP for regulating fuel economy in the
most efficient and effective manner possible. Global Automakers’ position on the proposed rulemaking
can be broadly summarized as follows:
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1. The standards should continue the progress automakers have made in improving fuel
economy and reducing greenhouse gas emissions.

Fleet-average fuel economy has improved over 11 percent since 2011, from a combined average of 29
miles per gallon to 32.2 miles per gallon.1 It is important to continue this progress of improving
efficiency year over year through MY 2026 and beyond.

The SAFE Vehicles NPRM seeks comment on nine options for increasing stringency going forward. These
options range from the agencies’ “Preferred Alternative” (Alternative 1) of maintaining the existing
standards through MY 2020 and then keeping them flat through MY 2026; to the “no action” alternative
of keeping and codifying the current augural standards in place through MY 2026; to Alternatives 2
through 8, which propose various increases in stringency, with options for differing ramp rates for
passenger cars and light trucks, combined with either keeping or phasing out air conditioning efficiency
and off-cycle credits.2

In our view, none of the proposed options would yield the most optimal policy outcome—meaningful
increases in fuel economy, feasible standards that encourage ongoing innovation and investment, and
significant environmental benefits that support a continuation of One National Program with California.
It is critical that the agencies work with all stakeholders to achieve these important objectives. Doing so
will help keep the U.S. auto industry competitive in a worldwide market that is transitioning to lower-
carbon transportation and is continuing to invest in the U.S. auto manufacturing sector. It will also help
the auto industry thrive under a level, smart and efficient regulatory playing field.

In proposing its Preferred Alternative, the agencies relied heavily on the estimated net benefits from its
modeling. The overwhelming majority of those benefits result from a new Dynamic Scrappage (DS)
module that attempts to assess the impact of lower standards on fatalities and the associated societal
costs. We have found a number of anomalies in this module that call into question its reliability, and
therefore recommend that it not be used by the agencies in determining the appropriate standards.
When the DS module is disabled, the predicted benefits of the Preferred Alternative become negligible.

A unified national program needs to take a balanced approach to fuel economy and emissions
performance to ensure that the standards are aligned with market realities. American consumers play a
large role in determining the success of the program. Car buyers weigh a number of factors when
purchasing a new vehicle, such as vehicle utility, features, safety, fuel economy, and price, and their
needs and preferences vary widely across the country. Global Automakers has cited concerns with
increasing vehicle prices in our previous comments, and those concerns remain, but that should not
prevent continuing progress. Bringing a balanced approach to the regulations that continues progress
each year provides an important signal to industry to pursue cost-effective strategies to improving fuel
efficiency that also meet customers’ needs.

1 National Highway Traffic Safety Administration. Fuel Economy Performance Report. Retrieved from:
www.nhtsa.gov/cafe_pic.html. October 17, 2018.
2 Global Automakers supports the use of the Volpe model to assess the technical feasibility of the standards.
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2. The regulations need to provide automakers with flexible compliance pathways.

The current fuel economy and GHG emission standards include a number of regulatory mechanisms that
provide automakers options for cost-effective compliance management and allow them to determine
the best approaches to comply, given diverse product mixes. These include: (a) credits for early
compliance, which help smooth compliance over multiple years and recognize efforts to invest early in
fuel-saving technologies; (b) the off-cycle program and air conditioner efficiency program, both of which
account for real-world fuel economy improvements that cannot be measured in the prescribed test
procedures and can provide important cost-effective options for achieving the fuel economy targets;
and (c) advanced technology credits, which support the country’s leadership in electrification.

Each of these programmatic tools and flexibilities should be retained, improved and strengthened; this is
a chance for the agencies to make policies designed under the previous rule work more efficiently and
as intended. Walking away from them now could have the serious negative impact of making the
standards more stringent and costlier for manufacturers. Automakers and suppliers have invested
billions of dollars in developing advanced technologies that have been incentivized by the current
standards, whether under the advanced technology multiplier or the off-cycle and air conditioner
programs. Should the agencies jettison these programmatic elements, these significant costs could be
stranded, thus placing industry jobs at risk. This package of compliance mechanisms can, and should,
continue to promote ongoing innovation and efficiency improvements in our industry as part of the final
rule.

The NPRM also asks for comment on two additional aspects of EPA’s GHG program—air conditioning
(A/C) leakage and methane and nitrous oxide standards—that differ from NHTSA’s standards, because
these result in real world GHG emissions reductions rather than fuel efficiency improvement. Global
Automakers supports the continuing inclusion of these elements in the regulations, because they are
complementary to EPA’s program, and are better managed through a coordinated federal policy. They
are also important to maintaining regulatory flexibility through real GHG emission reductions and would
prevent the potential for additional bifurcated, separate programs at the state level.

Specifically, Global Automakers recommends that in addition to setting a strong and feasible ramp rate
for year-over-year fuel efficiency improvements (equally for passenger cars and light trucks), the final
rule should include a package of programmatic elements that provide automakers with flexible
compliance options that promote the full breadth of vehicle technologies. This package should consist of
the following items:

∂ Multipliers for advanced-technology vehicles through MY 2026 set at values that encourage
ongoing investment in advanced technologies, without diluting overall efficiency
improvements in the program.

∂ Upstream emissions for electric-drive technologies permanently set at zero grams per mile
(0 g/mi).
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∂ Strong hybrid electric vehicle (HEV) credits for light-duty trucks amounting to 20 g/mi, with
no sales threshold minimum and no performance requirement for the 2021-2026 MY. The
agencies should consider a smaller incentive for passenger cars as well.

∂ A one-time expiration date extension through MY 2026 for GHG credits earned in previous
years; the agencies should determine the applicable model years eligible for the extended
carry-forward.

∂ An increased off-cycle credit cap raised to 15 g/mi, and an updated “pick list” with the most
recent data concerning the values of the technology efficiency improvements.

∂ Additional improvements to the off-cycle program, including:
o Blanket approval for applications using specific technologies and calculation and

measurement procedures;
o Development of procedures to allow suppliers to apply for provisional credit at the

system or “pre-vehicle” level;
o Acceptance of the European Union eco-innovations process to help manage

resources and speed up technology improvements;
o Pre-approval of calculations and measurements prior to demonstration; and
o General regulatory fixes critical to improving the efficacy of this program.

∂ No GHG curve adjustments or GHG test procedure adjustment resulting from a change to
E10 test fuel.

∂ Inclusion of air conditioning refrigerant leakage and nitrous oxide and methane emissions
standards for compliance with the EPA standards for all model years, even if it means a
divergence from the NHTSA standards.

3. The agencies should work with California to ensure the continuation of “One National
Program.”

One of the key elements of the 2010 and 2012 rules from the industry’s perspective is that they provide
One National Program (ONP), which harmonizes separate federal and state regulatory requirements and
allows manufacturers to comply by producing a single fleet of vehicles for all 50 states. In the
alternative, manufacturers and consumers would be faced with a patchwork of unworkable standards
that would skew vehicle sales and production. Global Automakers appreciates the commitment
expressed by the agencies in the NPRM to ensure that automakers are not faced with inconsistent and
overlapping federal and state standards. However, we do not believe that the means proposed to
achieve this important goal are necessary—i.e., asserting preemption under the Energy Policy &
Conservation Act and withdrawing California’s waiver under Section 209(b) of the Clean Air Act. Taking
these steps would lead to years of litigation and uncertainty and make it extremely difficult for
automakers to plan their long-term investments. It could also force automakers to comply separately
with more stringent California regulations in the interim while litigation is ongoing, thus increasing
compliance costs and adding uncertainty surrounding the regulations.
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The benefits of an ONP cannot be overstated. The industry needs a coordinated set of standards
between NHTSA, EPA and the California Air Resources Board (CARB) so manufacturers can allocate their
resources to new and innovative technologies, instead of efforts to comply with inconsistent standards
with mixed policy signals. Any action that maintains ONP would obviate the need to address California
authority under preemption or the Clean Air Act but achieves the same goal of providing regulatory
certainty and reducing regulatory overlap. Therefore, Global Automakers emphasizes that maintaining
ONP through MY 2026 and beyond requires CARB’s participation, along with EPA’s and NHTSA’s, and
compromise among all of the agencies to determine the right policy outcome.

We understand that since the release of the NPRM, regulators from EPA, NHTSA and CARB have
renewed discussions in an effort to reach a joint outcome for this rulemaking. Global Automakers hopes
that these discussions will continue and is offering our industry perspective in these comments to help
provide an underlying framework that can inform the final outcome. Our hope is that these discussions
will result in a continuation of ONP that properly balances innovation, compliance, and customer needs,
while at the same time improving upon the previous regulations.

In the following attachments to this comment, Global Automakers provides detailed input on the
proposed SAFE Vehicle NPRM, examining a number of factors we hope the agencies will consider in not
only determining the appropriate stringency of the standards out through MY 2026, but also creating a
balanced and smart regulatory approach to ongoing fuel economy and GHG standards that is consistent
with current market and technology trends.

We appreciate your consideration of our comments. For questions regarding these comments, please
contact either:

Julia Rege
Director, Environment & Energy
(202) 650-5555
jrege@globalautomakers.org

Amandine Muskus,
Manager, Environment & Energy
(202) 650-5547
amuskus@globalautomakers.org
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PUBLIC COMMENTS SUMMARY  

The International Council on Clean Transportation (ICCT) provides these comments to The 
Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger 
Cars and Light Trucks, which proposes to revise the model year 2021–2026 light-duty vehicle 
greenhouse gas (GHG) emissions and corporate average fuel economy (CAFE) standards.  

This “public comments summary” discusses the major categories of deficiencies in the 
agencies’ analysis of technology inputs, modelling, and, ultimately, compliance cost projections.  
Our complete detailed discussion, with the supporting documentation and references for all 
content discussed in this summary, is available in the Appendix attached hereto.  

These comments demonstrate that the technology, cost, and benefit inputs and methodologies 
used by the agencies are deeply flawed and directly contrary to accepted scientific practices. 
The agencies have made unwarranted modifications to the previously-used and rigorously-
supported technology inputs in the joint-agency (i.e., Environmental Protection Agency, National 
Highway Traffic Safety Administration, California Air Resource Board) Draft Technical 
Assessment Report from 2016 and Environmental Protection Agency’s 2016 Proposed 
Determination and 2017 Final Determination, and the associated supporting documentation.  

The agencies have failed to include recent technology developments and also failed to provide 
reasonable explanations for their deviations from their previous assessments. The deviations 
made in analytical methods and the novel benefit-cost approach are error-filled and 
incompatible with real-world technology impacts from regulatory standards. Further, the novel 
regulatory analytical approach is out of line with any such vehicle regulation analysis, much less 
best practices, that we have seen in our two decades of work assessing vehicle technologies 
and policies in the United States and throughout the world.  

The agencies have, with their series of novel and largely unsupported new decisions, artificially 
inflated modeled compliance costs, while removing known real-world benefits. The overall result 
of the agencies’ decisions is to erroneously flip the regulatory 2021-2025 standards from being 
a societal benefit-cost winner (with 2-3 times greater benefit than cost for the current standards) 
to appear to be the opposite. This artificial flip is used to rationalize freezing the standards in a 
de facto de-regulation of vehicle GHG emission and fuel economy regulations from 2021 on, in 
proposed standards that are neither “appropriate” by EPA terms nor “maximum feasible” by 
NHTSA terms. 

Below we summarize our comments on the proposed rule in the areas of technology 
effectiveness, technology availability, technology pathways, modeling approach, technology 
cost, baseline technology, fleet rebound and safety, consumer value, regulatory certainty, 
international competitiveness, and zero-emission vehicles. We note that full substantiation of 
each point with the applicable references is provided in the Appendix that is attached.  

Technology effectiveness and availability 

The agencies have dramatically restricted the available technology improvements in their 
modeling of industry compliance with the Augural 2025 standards and other scenarios. The 
agencies artificially limit both the effectiveness and the availability of technologies that increase 
vehicle efficiency and reduce GHG emissions.  
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High-compression ratio (HCR) engine technology – in use today by at least six automakers – 
appears to be representative of the agencies’ invalid and biased decisions to disregard auto 
industry developments and remove highly cost-effective technology from use to meet future-
year standards. The agencies constrain HCR technology by disallowing it from 70% of the new 
vehicle fleet (i.e., for all vehicle models for companies that do not currently deploy it on their 
non-hybrid vehicles). By the agencies’ own analysis, HCR of levels 1 (HCR1) and 2 (HCR2), is 
highly cost-effective. The first clear evidence of this unreasonable constraint is that, when the 
agencies allow automakers to fully adopt the technology, a near complete shift to the technology 
occurs in the agencies’ model by 2025. Second, when the agencies remove their arbitrarily-set 
HCR constraints for other automakers in their CAFE model, the fleet complies with the 
standards with an average fleet savings of approximately $600 per vehicle in 2025 – 
approximately a 30% decrease in overall fleetwide compliance costs. A technology approach 
this cost-effective, and in use by Mazda and Toyota on non-hybrids (and also by Ford, General 
Motors, Hyundai, and Nissan, for example, on hybrids) is likely to be adopted more broadly by 
automakers - and is available to virtually all of them. By disallowing the automakers from adopt 
the most cost-effective technologies, the agencies are falsely increasing the modeled 
compliance costs and proving that their overall fleet compliance modeling effort is invalid. 

For the agencies to constrain HCR technology for use by other automakers, they have a 
responsibility to demonstrate why each of the other automakers cannot adopt this known 
technology in their fleet. The agencies, with their manufacturer-specific constraints, show they 
have not consulted the recent data record, including real-world technology deployment and 
existing agency data from EPA, to develop a realistic CAFE fleet compliance model. The 
agencies’ decision to set company paths based on their 2016 baseline fleet belies the historical 
record for technology adoption. The manufacturer-constraining logic of the agencies is shown to 
be faulty by the recent Toyota example: In the 2016 TAR, based on 2015 data, NHTSA had 
decided Toyota was disallowed from deploying HCR through 2025. Just one year later, Toyota 
deployed HCR in its model year 2016 vehicles, proving NHTSA’s modeling of Toyota to be 
wrong for model years 2017 through 2025. The agencies choice to neglect, ignore, or conduct 
adequate research on technology developments like this HCR trend discredits the agencies’ 
efforts to project fleet technology penetration. Also, examining the recent historical record, we 
find over 50 examples of companies applying efficiency technologies by 2016 that they had not 
utilized 8 years previously (on the analysis fleet used for the 2012 rule), debunking the 
agencies’ insistence in the CAFE model that it is somehow reasonable to limit future year 
technologies based on currently-adopted technologies by each manufacturer (see Sections 
I.A.1 and I.B.2 below). 

Beyond HCR engine technology, the agencies invalidly dismissed or removed many 
technologies that are viable and being actively deployed by the auto industry. The agencies 
have not justified why each company cannot deploy each of these technologies, and, in fact, 
many companies are proving that the agencies have made false and unsupportable 
assumptions with their technology constraints. Ongoing developments by Mazda assure that 
next-level HCR technology will be deployed. A model is already available in Europe, EPA has 
the benchmarked data and a corresponding engine map, and EPA has data on an advanced 
version with cooled exhaust gas recirculation and high energy ignition that the agencies have 
artificially excluded (see Section I.A.5). Similarly, the agencies acknowledge that homogeneous 
charge compression ignition (HCCI) for gasoline engines is in Mazda’s production plans for 
2019 (called Spark Controlled Compression Ignition, or SpCCI), yet they choose to dismiss the 
technology for deployment by all companies (including Mazda) through 2025 and beyond (see 
I.A.4). Other examples include artificial and unexplained restrictions on electric turbocharging or 
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“e-boost” which is in use by Volkswagen and Mercedes (see I.A.6), turbocharged HCR “Miller 
cycle” engines being used by Volkswagen and Mazda (see I.A.5), and variable compression 
ratio technology in use by Nissan (see I.B.2) which have each also been disallowed for all 
companies through model year 2025.  

At a minimum, if the agencies are going to argue that the fleet cannot adopt these technologies, 
they will need to systematically investigate what the automakers are already doing and what 
they have announced they will do within several years.  From the examples we found, it is 
apparent the agencies have not done this basic due diligence and have likewise disregarded 
essentially all of the prior administrative record projecting use of these technologies, all without 
explanation. If the agencies are going to adopt these technology constraints, they are 
responsible for arguing if, how, and why these constraints exist on a company-by-company 
basis. This means specifically demonstrating why each of BMW, Daimler, FCA, Ford, GM, 
Honda, Hyundai, Kia, JLR, Mazda, Nissan, Subaru, Volvo, and VW is incapable of deploying the 
technology. It is utterly inconceivable that all these companies cannot deploy each of these 
technologies—HCR2, cooled exhaust gas recirculation (CEGR2), Miller Cycle, variable 
compression ratio (VCR), HCCI, e-boost—which the agencies have decided inappropriately to 
constrain from use by all companies through 2025. This makes it clear that the agencies did not 
consult with the automakers on all these applicable but disallowed technologies. Because it is 
clear that there is going to be deployment of these advanced technologies in the 2025 
timeframe, it is apparent that one of the parties (automakers in providing info to the agencies, or 
the agencies in sharing reasons for their industry-wide constraints) is being less than 
straightforward. 

For the agencies to disallow technologies that were analyzed in the previous TAR and original 
2017 Final Determinations, that are being applied by automakers, and that are benchmarked 
and readily analyzable by EPA’s experts is highly problematic and unreasonable. This 
demonstrates an evident bias to remove technology that ultimately artificially makes the Augural 
2025 CAFE and adopted 2025 GHG standards appear to have higher modeled compliance 
costs in the proposed cost-benefit analysis. If the agencies do not allow all the above-mentioned 
efficiency technologies in their future-year fleet modeling, such that they can be deployed if and 
when cost-effective compared to other technologies, the agencies’ modeling effort in the CAFE 
modeling system will remain invalid. 

Separate from the question of limiting the availability of technologies, the agencies also made a 
series of assumption changes that greatly reduce the availability of given technologies. The 
agencies have greatly limited the availability of many load reduction technologies by pushing 
very large amounts of these technologies into the 2016 model year baseline fleet, thereby 
making the technologies unavailable for use in future years. These changes were dramatic. The 
agencies completely changed their assumed technology adoption in the model year 2016 
baseline in the NPRM (compared to the for 2015 baseline in the draft TAR and original 
Proposed Determination) to have over 7.6 million vehicles with mass-reduction technology 
packages, 3.2 million vehicles with aerodynamic packages, 7 million vehicles with low rolling 
resistance packages, 14.5 million vehicles with electric power steering, and 3.7 million vehicles 
with improved accessory packages (out of more than 16 million total sales). These would 
ostensibly amount to massive efficiency improvements; however, these assumed changes have 
not been substantiated as resulting in any test-cycle efficiency improvements in the model year 
2016 fleet versus the 2015 fleet. The adjusted baseline has been developed and presented 
opaquely, apparently based primarily upon estimations from automaker-supplied data, without 
critical analysis, vetting, or sharing of the necessary data to substantiate the changes and real-
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world benefits by the agencies. If the automakers and the agencies are not willing to provide 
make-and-model specific data for all these vehicle technologies in the 2015 and 2016 fleet to 
provide substantiation of the technological changes, the agencies will have acted inconsistently, 
and will remain highly susceptible to the appearance that they have yielded to biased industry 
data, buried technology in the baseline, and artificially removed applicable future-year 
technologies (See I.A.11-14) 

Another highly cost-effective technology area the agencies have eliminated from use in future 
model years within this proposed rulemaking is air-conditioning refrigerant emission reduction 
(See Section I.A.15). Stating their rationale to harmonize the standards, EPA has proposed to 
exclude air conditioning refrigerants and leakage from average performance calculations after 
model year 2020. This is inappropriate, as air conditioning GHG-reduction technologies are 
available, cost-effective, and experiencing increased deployment by many companies due to the 
standards. As evidence of the technologies’ availability and cost-effectiveness, at least 16 
companies have deployed some refrigerant leakage-related technologies and received GHG 
credits. At least four companies are deploying low-global warming refrigerants, replacing the 
main refrigerant R-134a with HFO-1234yf. EPA fails to acknowledge, much less discuss, these 
developments. This oversight implies that U.S. EPA engineering experts that administer, review 
automaker technology, and enforce these provisions have – inexplicably – not been involved. 
The proposed approach to eliminate these GHG provisions amounts to an incorrect, 
unsupported, and invalid action that removes about 15 g/mile emission reductions from 2021 
on, arbitrarily removes a cost-effective technology and GHG provisions that deliver 
approximately 16% of the total required g/mile GHG reductions from the existing 2017-2025 
rules, and about 40% of the g/mile GHG reductions from just the 2021-2025 model year 
regulations. 

The approach for off-cycle credit technologies is similar to the above ways in which the 
agencies have falsely and artificially restricted the deployment of technology. Even though this 
is an area where automakers have demonstrated the most bullish deployment and public 
positions to deploy more such technologies, the agencies are essentially assuming that the auto 
industry will continued to deploy off-cycle technologies worth just approximately 2.5 g/mile CO2 
from 2016 straight through to 2025 and beyond. The only reasonable compliance scenario is 
that the auto companies will each deploy all the off-cycle technologies that other automakers 
are already deploying in 2016, by model year 2025, based on our analysis that demonstrates 
the off-cycle technologies are evidently more attractive and cost-effective than many of the test 
cycle technologies. Thus, for the agencies to have a reasonably plausible scenario for the 
augural and adopted 2025 standards, they would have to include at least 15 g/mile CO2 
reduction from off-cycle technologies. The technologies are highly cost-effective and being 
deployed in greater sales penetrations than many of the test-cycle efficiency technologies that 
the agencies are analyzing. If the agencies do not assess up to at least 15 g/mile CO2 off-cycle 
technology use in their compliance assessment of the adopted 2025 GHG standards and 
Augural 2025 CAFE standards, their compliance scenarios can be dismissed as wholly 
unrealistic, as they are contrary to current trends and the automakers’ stated intentions to 
pursue far greater off-cycle technology credits. 

For the agencies to conduct a credible regulatory assessment they must remove all the 
technology availability constraints, re-incorporate and make available the full portfolio of 
technology options as was available in EPA’s analysis for the original 2017 Final Determination, 
and include at least 15 g/mile CO2 for off-cycle credits by 2025, to credibly reflect the real-world 
technology developments in the auto industry. 
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Technology packages and pathways 

Based on the ICCT’s global analysis of vehicle regulations, the EPA’s physics-based ALPHA 
model used in the mid-term evaluation offers the most sophisticated and thorough modeling of 
the applicable technologies that has ever been conducted for a vehicle regulation. This EPA 
model is based on systematic modeling of technologies and their synergies when combined as 
packages. It was built and improved upon by extensive modeling by and with Ricardo, a global 
engineering consultancy. It incorporated National Academies input at multiple stages. It has 
included many peer reviews at many stages of the modeling, and the associated technical 
reports were published in many technical journal articles and conference proceedings. This 
previous work in the TAR also used state-of-the-art engine maps based on benchmarked high-
efficiency engines.  

Despite these rigorous advances in vehicle simulation modeling, it appears that the agencies 
have completely and expressly disregarded the ALPHA model and its enhancements. Instead, 
the agencies have used Argonne National Laboratory’s Autonomie model and relied upon 
generally older and less applicable engine maps than the EPA data and modeling that 
underpinned the original 2016 Proposed and 2017 Final Determination. The input data and 
methodological choices used in the NPRM are less rigorous, and fewer peer review processes 
have been conducted to improve the work. The Autonomie model inputs have clear deficiencies 
as shown by its demonstrably inaccurate projections of efficiency values for individual 
technologies like turbo-downsized engines, CEGR engines, and stop-start systems, as well as 
multi-technology synergies among advanced engine, transmission, and hybrid technologies, as 
described in detail below. The Autonomie model does not include key efficiency technologies 
like advanced DEAC, VCR, Miller Cycle, e-boost, and HCCI. This is especially problematic as 
the agencies appear to have available engine maps from IAV on advanced DEAC, VCR, Miller 
Cycle, e-boost (and from advanced DEAC, VCR, Miller Cycle, e-boost, HCCI from EPA) that 
Argonne or the agencies have been unable, or decided not, to include in their modeling. 

The agencies have failed to defend their decision to abandon ALPHA and its updated inputs 
and their decision to exclusively adopt Autonomie and its evidently outdated inputs. The only 
way to have a chance of accurately estimating future technology usage is by using the most up-
to-date inputs and realistic modeling available. It appears that the agencies have inexplicably 
abandoned this approach to the detriment of their ability to competently model the likely 
scenarios for the 2025 auto industry. By adopting Autonomie, it appears that the agencies have 
become incapable or unwilling to model advanced technologies accurately, despite EPA’s vastly 
superior model, integration of input data from benchmarked engines on state-of-the-art 
technologies, and previous analysis on these technologies.  

The agencies must conduct a systematic comparison of the Autonomie modeling system and 
ALPHA model, and state why Autonomie was selected for use over ALPHA’s efficiency values 
for technologies and synergies. Part of this comparison should be to assess how the agencies’ 
model choice of Autonomie versus ALPHA impacts each of the major 2025 technology package 
synergies and where and why Autonomie provides different results from ALPHA. Because 
ALPHA is the dominant, preferred, and better-vetted model and was used by EPA in the original 
Proposed and 2017 Final Determination, the agencies are legally required to assess and 
describe whether and how the use of the ALPHA modeling would result in a different regulatory 
result for their analysis of the 2017-2025 adopted GHG and Augural CAFE standards. The 
agencies must conduct a proper vetting of their NPRM’s foundational Autonomie modeling, and 
must defend why they appear to have chosen to dismiss the superior and better vetted 
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technology modeling approach with more thorough and state-of-the-art advanced powertrain 
systems modeling and engine maps from the EPA ALPHA modeling. Unless and until the 
agencies conduct such a comprehensive and systematic comparison to determine whether the 
Autonomie modeling is superior to ALPHA, the agencies have no basis on which to use 
Autonomie, instead of the EPA ALPHA, as the technology package effectiveness input for fleet 
modeling system. Because the agencies have used the insufficiently vetted Autonomie within 
their CAFE modeling system in their final rulemaking, it is necessary that the agencies 
comprehensively model the final regulation in EPA’s complete modeling system and share the 
complete inputs and outputs and allow public comment on that analysis (See Sections I.B.1, 
I.B.2, I.B.4) 

In the construction of packages for the technology sequencing, the agencies have made 
systematic errors that poorly relate to realistic automaker decisions on adoption of technologies 
to comply with the CAFE and GHG standards. In the development of the pathways, the 
agencies have made many systematic errors that artificially and falsely constrain the availability 
of technologies based on subjective decisions on allowed technology packages. A primary flaw 
by the agencies is to constrain technologies and technology paths according to the original 
baseline technologies used on each make and model as mentioned above. This problem is then 
compounded because the agencies layer on additional subjective and unrealistic constraints on 
the combinations of technologies.  

There are many specific cases where viable technology combinations are disallowed by the 
agencies, despite being deployed by automakers. For example, turbocharging and cylinder 
deactivation (DEAC) are treated as mutually exclusive by the agencies, as are HCR1 and 
DEAC. However, as acknowledged by the agencies, these technology combinations are 
technically viable. Volkswagen’s most recent EA211 engine has both cylinder deactivation and 
uses the Miller cycle, which is, essentially, a turbocharged HCR engine. And Mazda now uses 
cylinder deactivation and HCR technology on its SkyActiv 2.5L engine. Of course, these are 
only current examples known in 2018, and many other automakers will continue to combine 
TURBO, HCR, and DEAC, as well as more technologies when they have cost-effectiveness 
synergies. It is critical that the agencies do not disallow any such combinations without 
substantiation, but their current subjective process of determining technology packages in 
pathways inherently precludes many dozens of such combinations.  

Another basic example of an arbitrary agency limitation on technology packages is that the 
CAFE model disallows the use of cooled EGR on naturally aspirated engines. A naturally 
aspirated engine, meaning one that is simply not turbocharged, is the dominant engine on the 
vehicle market today. This constraint is again belied by existing, real-world technology, as the 
model year 2018 naturally-aspirated Toyota Camry uses cooled EGR (and also HCR) and 
shows an efficiency improvement beyond the HCR engine.  

In order to enable meaningful public comment, and a credible decision-making process, these 
technology combination and pathway constraints must be explicitly documented and justified, 
which they are not. Unless and until the agencies justify each and every constraint they impose 
on any company, technology, and technology combination, the agencies must remove each of 
their manufacturer-specific, vehicle model-specific, technology-sequencing, and technology-
combination-based constraints in their modeling framework. This is necessary in order to have a 
credible and transparent regulatory assessment that does not obscure any unsupported or 
possibly biased decisions by agency modelers. If the agencies do determine that their 
constraints are valid, they must document the reasons for that conclusion, and provide an 
additional public comment opportunity.  



 

 7 

Due to our findings regarding the agencies’ incomplete analysis of existing technologies that are 
on production vehicles, we ask that the agencies do a complete update of their reference 
dataset to model year 2017. The model year 2017 dataset, including each model’s sales, fuel 
economy, CO2 emission rates, footprint, and the associated efficiency technologies is in the 
possession of the agencies due to EPA’s data-collection and enforcement responsibilities. The 
examples we discuss in our comments where the agencies are failing to acknowledge in factual 
terms what technologies the auto industry is deploying make it necessary that the agencies 
update their initial reference dataset, re-examine every technology that is on those vehicles, and 
use the updated 2017 dataset as the new basis for their future year compliance scenarios. This 
update and sharing the 2017 dataset at a make and model level will ensure the agencies 
compliance modeling is predicated on up-to-date data and the agencies are not neglecting real-
world trends, as with the examples we are sharing in these comments (e.g., related to HCR).  

We ask that, based on this update for a complete 2017 dataset, the agencies also provide a 
rigorous summary table that includes, for each significant efficiency technology used to comply 
with the adopted and augural future standards, the model year 2010, 2016, and 2017 sales and 
sales shares of those technologies. We also recommend that the agencies show the percent 
increase from 2010 to 2017, and from 2016 to 2017 for each technology, to show that the 
technologies (some of which they are constraining from use in their modeling) are being 
deployed in increasing numbers in the marketplace. We also ask the agencies to disclose the 
efficiency technologies that the automakers have disclosed will be on production vehicles by 
2025 (without naming automaker names, to avoid disclosing confidential business information). 
If the agencies do not do this, it would appear (based on our analysis of auto industry 
announcements) that the agencies are not fully disclosing information in their possession that is 
contrary to their own subjective technology constraints.  

Technology cost and cost effectiveness 

Overall, the modeled compliance cost of achieving the Augural 2025 NHTSA standards and the 
adopted 2025 GHG standards as assessed in the 2018 NPRM have increased by 50-100% 
from the joint-agency Draft TAR from 2016, and by over 100% from EPA’s original 2016 
Proposed Determination and 2017 Final Determination. This invalid high cost result was created 
by the agencies by making many dozens of unsupported changes in the technology 
effectiveness and availability inputs, the technology cost inputs, and the technology package 
constraints. The underlying decisions, assumptions, and constraints causing such high modeled 
compliance costs have largely been obscured from public view. To the extent possible during 
the agencies’ limited public comment period, the ICCT has attempted to discern and decipher 
the modeling code, hard-coded algorithms, subjective modeling decisions, and technology 
inputs from the agencies datafiles to understand all the changes, and we provide comments on 
our findings regarding the agencies’ cost assessment here. 

In terms of the cost of individual efficiency technologies, the agencies failed to capture the latest 
available information and, as a result, their assessment incorrectly and artificially overstates 
technology costs. Based on our analysis of the NPRM and its supporting information, and 
comparing it with best available information elsewhere, we point out several examples that 
illustrate how and where the agencies have failed to include the most accurate and updated 
information in their rulemaking. We note that these examples are not exhaustive but reflect the 
understanding we have been able to gain in the limited public comment period. These examples 
include variable valve timing, turbocharged downsizing, cooled EGR, where agency costs are 
generally 30% to 100% higher than best available estimates from automakers’ and suppliers’ 
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current real-world developments in 2018 (as analyzed by the ICCT and by the EPA). Other 
examples, one being advanced cylinder deactivation, the agency costs are even more 
exaggerated, by over 100%, based on the industry-developed innovations being far simpler than 
the agencies have assessed. The agencies also fail to reflect the findings from the best-
available technology studies, which clearly indicated that a 5-10% mass reduction by 2025 
actually reduces vehicle cost, and the auto industry will cost-effectively deploy at least 15% 
vehicle curb mass reduction in the 2025 timeframe at near zero net cost (and consistently less 
than $500 per vehicle) if the Augural 2025 and adopted 2025 GHG standards are maintained. 
Overall, the NPRM compliance costs are much higher than EPA’s original 2016-2017 Final 
Determination as well as ICCT’s estimates, and there are no overall or specific justifications to 
support all of these significant individual technology differences that lead to the major 
discrepancy.  Nor do the agencies explain their failure to use the up-to-date technology 
information that shows lower cost. (See Section I.C.1). 

The agencies’ errors in analyzing costs extend beyond the individual technology cost inputs to 
how they handle the selection and sequencing of technologies according to cost-effectiveness. 
In the construction of packages for the technology sequencing, the agencies have made 
systematic errors that do not reflect realistic automaker decisions on adoption of technologies to 
comply with the CAFE and GHG standards. Our analysis of the inputs and the outputs 
demonstrate a deeply flawed logic with nearly no quality control steps to ensure realistic 
sequencing of technology adoption that reflects best available data on technology costs and 
effectiveness.  

The first such technology sequencing problem is that the agencies follow the Volpe CAFE 
approach with dedicated mutually exclusive paths that allows for no "off ramps" for companies 
to ever change to many of the available and emerging technologies. Once a company’s vehicle 
models are on a specific path, they are forced to advance through what the CAFE modelers 
have determined as that specific future powertrain’s sequence of technology applications, 
without regard to effectiveness or value. A consequence of these fixed pathways is that the 
various vehicle models often do not select the most optimal cost-effective technologies by 2025. 
The more general related issue is that technologies are not applied to a vehicle based solely on 
cost-effectiveness (cost per fuel consumption or GHG improvement). Rather they follow a 
subjective modeler-constrained path as chosen by NHTSA CAFE analysts, unlike the previous 
objective cost-effectiveness-determined path by the EPA OMEGA fleet modeling approach. 
Therefore, some technologies add no or negative efficiency benefits at significant costs but are 
added anyway solely due to the fact that they have been placed as the next in line. 

We provide several examples from our analysis that show how the agencies’ CAFE model is 
working in its 2018 NPRM analysis, based on its inputs and algorithms. First, based on the 
inputs and model outputs, cooled exhaust gas recirculation (CEGR) is incorrectly modeled in the 
agencies’ datafiles. CEGR, added to TURBO2, has an assigned 0.0% effectiveness (a faulty 
Autonomie input) with $359 cost in 2025. This would thus add zero value to any automaker, yet 
the Augural 2025 analysis of the CAFE model forces CEGR on 38% of the new model year 
2025 fleet. When we at the ICCT simply block CEGR from use in the CAFE Volpe model, the 
result is to reduce the cost of compliance with the 2025 Augural standards by $116, on average 
across all new vehicles in model year 2025. This is an inexplicable result, as the CAFE model 
claims it is designed to choose the most cost-effective technology pathway for compliance. This 
is clearly not the case, as removing technology choices should never reduce the cost of 
compliance. This profound error reveals a CAFE modeling approach that is poorly vetted and 
not competent to reflect the real-world, in which auto companies will only choose cost-effective 
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technology approaches. As already pointed out, the agencies chose to run a sensitivity case 
which they activated HCR2—a highly cost-effective technology—in the CAFE model. This one 
change alone reduced the cost of compliance with the Augural 2025 standards by 
approximately $600. In another example of the flawed cost modeling, the benefits of the second 
level of turbocharging (TURBO2) over the first level (TURBO1) vary widely in the agencies’ 
modeling, with the benefit of TURBO2 over TURBO1 sometimes being negative. It is 
implausible for the more advanced TURBO2 package to be less effective than TURBO1, when 
each has all the same additional efficiency technologies included as a package. This appears to 
be a clear modeling deficiency without any real-world justification both in the Autonomie vehicle 
modeling and the CAFE fleet modeling, which both carry this error through the regulatory 
analysis. This is simply not a sensible result, as automakers would never add a next-generation 
technology that has significant cost but a negative effect on CO2 and fuel economy. Yet the 
agencies’ modeling includes penetration of TURBO2 regardless, demonstrating poor modeling 
and no vetting for whether the results have real-world validity. (See Section II.B.2)  

The agencies have apparently misrepresented the leading research on automotive battery costs 
and electric vehicle costs generally. The result of this is to make electric vehicles so costly that 
they are modeled to remain at approximately the same penetration in 2025 with the Augural 
2025 fuel economy and adopted 2025 GHG standards, as they are in mid-2018 (i.e., between 
1.5% and 2% of new vehicle sales). The agencies’ analysis of electric vehicle costs and the 
resulting extremely low penetration levels is not in line with automakers’ announcements, which 
include statements that they will produce far greater numbers of electric vehicles to comply with 
standards around the world. The agencies’ sensitivity case that puts its electric vehicle 
technology cost inputs in line with best available research, demonstrates this; with reasonable 
electric vehicle costs, the 2025 compliance costs fleetwide decreased by over $200 per vehicle. 

More generally, it is evident from the above that the agencies’ modeling is not a credible effort to 
project compliance scenarios that minimize the cost of compliance by industry in their future-
year compliance scenarios. In fact, their various technology constraints (in technology 
effectiveness, cost, and manufacturer/model/pathway-specific restrictions) all seem expressly 
counter to seeking the most cost-effective industry compliance paths. As a result, it is necessary 
that the agencies explain in detailed, categorical, and unequivocal terms how their modeling 
framework seeks to identify the most cost-effective viable technology paths for companies to 
comply with the standards, and that they make all the necessary changes to fix the issues 
above to assure their modeling effort provides a reasonable approximation of auto industry 
compliance with future-year standards. At a minimum, the agencies must also include modeling 
using EPA’s OMEGA and ALPHA models, and not just CAFE and Autonomie modeling, to help 
avoid the inappropriate elements of the CAFE modeling described above and in more detail in 
the Appendix. 

Baseline modeling approach 

The agencies have made an inappropriate decision to artificially reduce the benefits of the 
existing GHG and augural CAFE standards by subjectively adjusting their vehicle fuel economy 
and GHG emissions in the future reference fleet. The agency decision to assume continually 
improving fuel economy even in the absence of more stringent standards for their regulatory 
benefit-cost accounting wholly misrepresents available historical evidence, and it shows the 
agencies are not utilizing the extensive analysis from EPA and the research literature on this 
topic.  
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There are decades of clear historical data to inform the analysis of how to treat baseline fuel 
economy when standards are not increasing. The data clearly and unambiguously demonstrate 
that without regulations that require more stringent fuel economy or GHG standards, fuel 
economy will not increase and GHG emissions will not decrease. Only in periods where fuel 
economy or GHG standards have required improvement, improvements in test cycle fuel 
economy have occurred. Based on the EPA and NHTSA data, from 1975 to 1986, US fuel 
economy increased with more stringent standards. When standards did not get more stringent, 
from 1986 through 2004, no fuel economy and GHG benefits were realized, and in fact fleet fuel 
economy worsened. With the adoption of California’s GHG standards in 2004 (for model years 
2009-2016), and NHTSA light-truck fuel economy standards in 2002 (for model year 2005), fuel 
economy improvements resumed.  

This phenomenon has been very well studied in the technical literature. What happens during 
periods without required fuel economy improvement is that the industry deploys advanced 
engine, transmission, and load reduction technology, but they use these technologies mostly or 
exclusively to make higher-power, greater-acceleration, and larger vehicles. The agencies’ 
expert staff that handle and analyze this data know very well that this is the case, as they have 
a robust 45-year record in the EPA fuel economy trends database, as well as from NHTSA’s 
comparable data that is derived from EPA’s official compliance data. From the ICCT’s extensive 
analysis across the world, we know that internationally the same general result has held true. 
The only times we have observed any multi-year real-world fuel economy or CO2 improvement 
trends in the absence of stronger regulations was in European markets in the lead-up to 2010, 
when both fuel prices were several dollars higher per gallon than in the U.S., and automakers 
had instituted voluntary CO2 targets in lieu of standards for new 2010 passenger vehicles. Even 
there, regulators recognized the need for oversight, and the gains led to Europe developing CO2 
regulations to ensure even more verifiable emission reductions occurred. 

Despite this history, the agencies have made a novel and indefensible decision to assume that 
the fleet will realize improved fuel economy and GHG emissions reductions even when 
standards are flat due to the proposed rollback of standards for 2021 and beyond. The result of 
the agencies’ unfounded adjustment in the baseline, based on our analysis, is that the agencies 
are artificially removing over 20% of the GHG and fuel saving benefits that would result from 
maintaining the adopted model year 2025 GHG and Augural CAFE standards. The decision to 
assume an increasing efficiency even in the rollback scenario also has a result that would 
appear rather inconvenient to the agencies: It directly contradicts the agencies’ claim that their 
proposed flat 2021-2026 standards are the “maximum feasible.” (see Section II.A) 

Fleet rebound and safety 

Despite the compelling record on this issue to the contrary, the agencies project relatively large 
increases in traffic fatalities from the augural standards for 2021 through 2026. These projected 
additional fatalities are used as a basis for freezing the CAFE and GHG standards for 2021 
through 2026. The agencies finding is in direct opposition to U.S. trends, which show 
improvements in both vehicle efficiency and safety driven by government policy.  

In perhaps the one science-based bright spot is the agencies’ attempt to correctly model the 
impact of the vehicle regulations on safety, the agencies made progress in their assessment of 
automotive mass reduction technology’s impact on safety. The agencies have, within the 2018 
NPRM, finally recognized that any link between vehicle weight and safety is statistically 
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insignificant. The agencies recognize that the link is just as often positive as negative due to 
automakers’ exemplary vehicle design improvements over the years.  

However, the agencies have made some of the most inexplicable moves that we have ever 
seen across U.S. and global vehicle regulations by employing two tricks that artificially and 
falsely create a link between increased fuel economy and fleet fatalities.  

The first trick is that the 2018 NPRM doubled the rate used to calculate the “rebound effect” 
compared to their prior analyses from 10% to 20%. By doubling the rebound rate, the agencies 
claim that under the existing/augural standards, Americans will buy higher-efficiency cars and 
drive those cars at a greatly increased rate because they are cheaper to drive. This doubling of 
the rebound effect is in contradiction to both theory and data trends. Studies the agencies rely 
on for their new assumption are typically based on changes in fuel price, not changes in vehicle 
efficiency, and these studies overstate the rebound effect associated with fuel efficiency. 
Moreover, even studies of fuel price rebound indicate that the rebound effect has been 
decreasing over time. The agencies’ evaluation of the rebound effect in the 2016 TAR (and in 
EPA’s final 2016 TSD) more appropriately considered these effects - based on the same studies 
discussed in the NPRM – and, found that a 10% rebound effect was appropriate. Based on the 
most reliable data, the fuel price rebound effect will continue to decrease in the future and is 
likely to be well under 10% by 2025, and the fuel economy rebound effect may be lower still. 
Thus, the agencies cannot support the use of a higher value in their proposal. (See Section 
II.B.2)  

While the rebound effect is real, owners would not drive more if they did not perceive economic 
benefits to the additional driving, which include their consideration of the accident risk of driving 
more. In fact, the agencies admit in the NPRM that Americans choosing to drive more and the 
accident risks that driving carries should not affect the analysis of the costs and benefits of the 
standards, because when people drive more, they do so because they are benefiting from the 
driving—in their words, it is a “voluntary consumer choice.” The agencies have chosen to 
separate the additional accidents from the economic benefit of increased driving in the rule, 
creating a “loss” associated with additional accidents and fatalities balanced by an “economic 
benefit” of exactly the same dollar value. This allows the agencies to quote the additional 
fatalities and use them as justification for freezing the standards, while hiding the associated 
economic benefits deep in the details of the proposed rule.  

The second trick is that the agencies have created a new, untested, and ultimately erroneous 
“scrappage model” of used car impacts to suggest that the regulation will cause more driving of 
older, less safe vehicles. They attempt to model immensely complex market interactions in an 
entirely new and simplistic way, and they do so with completely unvalidated methods which 
have not been peer reviewed or apparently even internally reviewed with any rigor. The NPRM, 
as indicated in these comments above, dramatically exaggerates the compliance costs of the 
adopted GHG and Augural CAFE standards. These exaggerated costs are then plugged into 
the agencies’ new vehicle scrappage model to project scrappage effects.  The modeling then 
inexplicably projects a dramatic increase in the number of used cars in the vehicle fleet under 
the existing GHG and augural CAFE scenario, and a dramatic increase in the total number of 
vehicle-miles being driven, which, when multiplied by the agencies’ fatalities-per-mile figures, 
allow the agencies to ultimately assert that there will be more fatalities. By artificially revising 
rebound rate and arbitrarily asserting scrappage effects, the NPRM projects that both new and 
existing cars are going to be driven much more if standards are increased, which defies logic 
and economic theory. The error is then compounded because, unlike the rebound driving that 
the agencies admit is due to consumers voluntarily driving more and is not caused by the 
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standards, the agencies claim the scrappage-related increase in fatalities are caused by the 
standards. Just like rebound, the scrappage “costs” of the augural CAFE and existing GHG 
standards result (if at all) from consumers’ freely-made decision to drive more, and those 
decisions are similarly attended by consumer benefits that at a minimum exceed the costs of 
that driving. Therefore, just like rebound, these “costs” cannot be attributed to the rule. 

This mysterious, incredible increase in driving of existing vehicles biases the cost-benefit 
analysis by as much as $120 billion in reduced fatalities and non-fatal crash injuries. Including 
the impacts from the associated, alleged reduction in congestion and noise from this driving 
inflates the agencies’ estimated effect by another $52 billion. The agencies are citing these 
alleged reductions in fatalities and associated effects—from essentially forcing Americans to 
drive less—as the primary reason they need to roll back the CAFE and GHG standards. 

This scrappage-related cost-benefit analysis trick is so novel that NHTSA, in its many dozens of 
safety-focused regulations (which also add cost to vehicles) over the years, has never assessed 
or created any such model to do any such analysis, nor does it appear to have even mentioned 
the possibility of doing so. The attempt to estimate these effects was developed specifically, and 
apparently hastily with no chance for a comprehensive peer or other review, for use in the 2018 
proposed rollback of the CAFE and GHG standards. For the agencies to put forward a credible 
final regulation on vehicle fuel economy and GHG regulations, they have no choice but to 
remove the scrappage-related fatalities and associated costs. If the agencies do not remove the 
artificial scrappage-related fatalities and associated costs, NHTSA, the nation’s vehicle safety 
regulator, will cast into doubt its own expertise and credibility. (See Section II.B.3) 

Consumer value 

The NPRM continues a long-standing error of failing to consider the complete spectrum of 
benefits from efficiency technologies that are valued by drivers beyond the efficiency benefits. 
This failure is becoming more glaring over time, as efficiency technology deployment continues 
to add more attributes consumers are willing to pay for. The most common benefit is improved 
performance and drivability. One example is that adding more gears to the transmission 
improves maximum acceleration, improves launch feel due to a lower gear ratio in first gear, 
reduces noise on the highway by running the engine at lower speed, and reduces vibration and 
harshness by reducing the change in engine speed between shifts. Examples in automotive 
trade literature indicating these clear co-benefits include the Ford F150, Ford Mustang, 
Chevrolet Camaro, Honda Accord, and Lexus LC500. Variable valve timing (VVT), variable 
valve lift (VVL), and gasoline direct injection (GDI) technologies increase engine power in 
addition to improving efficiency. Also the higher-voltage, higher-power electrical systems on 48-
volt hybrids offer many potential consumer features desired by customers, such as part-time 
4wd, off-board power, heated seats, and other electric amenities. Examples of automakers 
marketing 48-volt systems for their efficiency and these additional types of benefits are the 
Dodge Ram and Jeep Wrangler. 

Other prominent examples of efficiency technologies delivering dual benefits are turbocharged 
engines and vehicle mass reduction. Downsized, turbocharged engines are usually sized to 
maintain constant power at high engine speed. However, even within these constraints, 
turbocharged engines can deliver their maximum power at lower engine speeds than naturally 
aspirated engines and have more torque at lower engine speeds. Examples from the trade 
literature regarding the dual fuel-saving and power benefits include the BMW Mini, Jeep 
Wrangler, Ford F150, Ford Mustang, and Honda Accord. Mass-reduction or lightweighting has 



 

 13 

many benefits beyond fuel savings, including faster acceleration, better ride, handling, braking, 
increased towing capacity, and greater payload capacity. In addition, aluminum, a common 
mass-reduction strategy, will not rust. Magazine reviews including these additional benefits 
include BMW 7-series, Chrysler Pacific, Cadillac, and Chevrolet Cruze. These are just examples 
of the nearly countless instances of automakers simultaneously marketing fuel efficiency 
technologies and non-efficiency benefits from those technologies. (See section II.C) 

The agencies have falsely ignored these very substantial benefits. If the agencies considered 
these effects, they would find additional vehicle benefits that they are currently not accounting 
for in the rulemaking. These benefits would also further counter the agencies’ erroneous 
assertion that increased fuel efficiency will result in depressed vehicle sales. 

Regulatory certainty and investments 

Beyond our objections on the benefits and costs, the agencies have failed to recognize 
additional social costs that the proposed regulation will impose. If the proposal goes forward, 
cities and states throughout the U.S. with obligations to clean air and climate change mitigation 
will be forced to achieve their reductions by other means. Subnational governments will be 
forced to use new and additional policies to recover the lost environmental benefits. States and 
cities that oppose the proposed rollback now account for 55% of the U.S. auto market, and 
these states and cities are ready to litigate against the federal rollback. To meet their clear air 
and climate requirements, these jurisdictions are ready to adopt stronger local policies that 
could be far more complicated for the auto industry if the proposed federal rollback goes 
forward. With the proposed freeze on national standard stringency from 2020 on, the cost to the 
industry will be realized in hugely uncertain and unpredictable ways. As the processes and legal 
decisions on these standards drag out, they will cause subnational governments to use new and 
additional policies to recover the lost environmental benefits. (See Section III). 

In addition to jeopardizing existing automotive technology investments across the country, the 
agencies are not appropriately accounting for the massive employment opportunities that result 
from the fuel savings from fuel economy and GHG regulations. The NPRM analysis failed to 
analyze how supply chain innovations are induced by the regulations and how fuel savings give 
consumers more money to spend on other goods and services, and therefore have additional 
indirect economic benefits. The NPRM did indeed model how the proposed rollback would result 
in a loss of 50,000 jobs per year by 2021 and 60,000 jobs per year by 2023. However, the full 
economy-wide employment gains from supply chain technology innovations and economy-wide 
benefits from the fuel savings—amounting to more than 300,000 jobs by 2035—were ignored. 
This jobs figure is based on a major Indiana University study originally contracted by the 
Alliance of Automobile Manufacturers that was submitted to the docket. The agencies failed to 
even mention this study or include any discussion of job impacts from reduced fuel 
expenditures. It is inexplicable why the agencies would want to destroy over 300,000 jobs by 
rolling back the efficiency standards as proposed. (See Section III). 

International competitiveness 

In addition, the agencies fail to comprehend how the indefinite relaxation of the standards would 
jeopardize the U.S. automotive industry. The agencies have not even compared the U.S. 
proposal to progress elsewhere around the world, such as in Europe, China, and other countries 
where vehicles continue to get more efficient due to significant regulatory requirements and 
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steady industry progress in those markets (including industry progress achieved by many of the 
same companies subject to regulation under the proposal). In the near-term, the proposed 
rollback will strand existing investments and prevent new investments in the U.S. by suppliers 
and automakers. Over the long-term the greater risk is that U.S. industry becomes unfit to 
compete in a global market that is moving to low-emission and high-efficient vehicle technology. 
(See Section IV) 

Zero emission vehicles 

The agencies sought comment on “the extent to which compliance with the ZEV mandate 
frustrates manufacturers’ efforts to comply with CAFE standards.” The agencies’ proposed 
approach to remove the authority of California and other states on low-emission vehicles is 
profoundly shortsighted. In 2018, the global auto market is at the early stages of a significant 
and unprecedented transition to an alternative fuel vehicle technology. This transition of course 
is toward zero-emission electric vehicles.  

Nearly every major automaker has, in some form or another, publicly indicated that they believe 
the future of the automotive industry is electric. These automakers include Audi, BMW, General 
Motors, Mercedes Benz, Mitsubishi, Nissan, Porsche, Renault, Škoda, Tesla, Toyota, 
Volkswagen, and Volvo. Many automakers have publicly shared details on their plans for an 
electric future, including targets and a timetable. The automakers’ announcements for electric 
vehicles total $200 billion in electric vehicle investments and over 15 million electric vehicle 
sales per year by 2025. This increase in electric vehicle sales, based on automakers’ 
announcements, amounts to an order of magnitude increase in 8 years. These announcements 
signal the timing to cross the proverbial "valley of death” to where electric vehicles ultimately 
reach significant production volume and achieve economies of scale needed for profitability. 

Electric vehicles are primarily manufactured in the region where they are sold. If the U.S. wants 
to be on the leading edge of the transition to electric vehicles—from an industrial perspective—it 
will need to support the growing U.S. electric market. However, the proposed rollback to the 
CAFE and GHG standards, and especially by withdrawing state authority to protect their air and 
the climate, would do the opposite of this. The proposal would strike a blow, not just to 
environmental goals, but also to long-term U.S. automotive leadership in new electric-drive 
technologies that nearly every automobile company leader is affirming are their future.  

The agencies’ proposal would virtually guarantee that the U.S., and its automotive industry in 
particular, is not playing an integral role in the world’s long-term transition to zero-emission 
mobility. With the agencies’ proposal, U.S.-based auto companies would be increasingly 
vulnerable over the long-term as a global shift to electric vehicles passes it by. 

Yet, the California-initiated Zero-Emission Vehicle regulation has kept the U.S. vehicle market 
apace with the global transition to electric vehicles. California alone amounts to half of U.S. 
electric vehicle sales with electric vehicle uptake that is over 5 times that of the rest of the U.S. 
Including the nine other adopting states, the ZEV regulation account for nearly two-thirds of U.S. 
electric vehicle sales. 

The immense progress to date to grow the U.S. electric vehicle market was, in part, because 
the federal government, California, and the auto industry were willing to come together in 2011 
to agree on stable long-term standards to 2025. It was also in large part due to the leadership of 
California and other states in utilizing their authority to implement their regulations and the 
supporting policy to help meet their longstanding clean air and climate commitments. We 
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recommend the agencies do not revoke the California waiver and take no action toward 
removing state-level regulatory authority. (Section V). 

Summary 

Overall, the agencies’ rationale for their proposed rollback is invalid and unsupportable by the 
best available data and methods. The EPA has not shown that the GHG standards for 2022-
2025 are inappropriate under the Clean Air Act or the agencies’ own Midterm Evaluation 
regulations; nor that the proposed standards or any of the alternatives considered are 
appropriate. Similarly, for the multitude of reasons discussed above and demonstrated below, 
the National Highway Traffic Safety Administration’s proposed freeze on post-2020 corporate 
average fuel economy (CAFE) standards does not satisfy the agency’s obligation to set 
standards that are the “maximum feasible” for 2021-2026 as dictated by statute. To the contrary, 
the agencies have failed to acknowledge, discuss, or rebut the expert assessments and robust 
analysis previously put forward jointly by the U.S. EPA, NHTSA, and California Air Resources 
Board in their Draft Technical Assessment Report, an analysis which demonstrates definitively 
that the standards remain appropriate, and that any rollback is without justification.  

Perhaps most problematic among the many issues is that the agencies did not apply their own 
applicable and best available data. In 2015-2017, the agencies developed and assembled an 
immense amount of new data, evidence, information, and analysis related to technology 
developments that have occurred since the 2012 rulemaking. This analysis culminated in the 
2016 Draft TAR and EPA’s 2017 Final Determination.  The level of technical scrutiny by the 
agencies, especially EPA, in 2015-2017 for a vehicle regulation is, as far as the ICCT is aware, 
unprecedented globally by a very large margin. Yet EPA and NHTSA have together ignored this 
massive and rigorous technical analysis almost entirely, instead adopting input and model 
constraints directly contrary thereto, generally without acknowledgment or explanation. This new 
data and other information from continued technology developments clarify and show how the 
standards are achievable and at lower cost than projected. The summarized comments above, 
and details in the attached Appendix illustrate how the agencies’ analysis is biased, incomplete, 
and opaque in its omission of best available information, including data that is known to be in 
their own possession due to extensive public research, compliance data, and the previous 
rulemaking documents.  

Contrary to the agencies’ suggestion, the agencies’ own abundant technical evidence 
demonstrates that the standards could be cost-effectively made more stringent. Nevertheless, in 
the interest of maintaining regulatory certainty for industry investments, we believe that 
maintaining existing adopted GHG standards for 2022-2025 is appropriate. Furthermore, we 
strongly urge NHTSA to finalize its Augural 2022-2025 standards to ensure alignment with the 
adopted EPA and California 2022-2025 standards. 

In the Appendix that follows, we elaborate on the agencies’ series of unacknowledged and 
unsupportable departures from the rigorous 2015-2017 technical analysis and the proposal’s 
arbitrary adoption of erroneous, outdated, unsupported, and invalid data and methods, and we 
suggest improved data and methods from which to make an appropriate regulatory analysis. 
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APPENDIX: DETAILED COMMENTS 

The International Council on Clean Transportation (ICCT) provides these comments to The 
Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger 
Cars and Light Trucks, which proposes to revise the model year 2021–2026 light-duty vehicle 
greenhouse gas (GHG) emissions and corporate average fuel economy (CAFE) standards. This 
Appendix supplements the shorter summary of the ICCT’s public comments, with additional 
details and references to the public comments above.1    

I. Technologies inputs and modeling methods 

This section discusses the agencies’ technology assessment related to its consideration of GHG 
and CAFE standards. The section includes subsections on technology availability and 
effectiveness, technology packages in the technology pathway modeling approach, and 
technology cost and cost-effectiveness assessment. 

Our comments are based on available technologies in the market today, announcements by 
automakers and suppliers on emerging technology, and the research literature. Much of the 
research contribution is from ICCT collaborations with automotive suppliers on a series of 
working papers in 2016, evaluating technology progress and new developments in engines, 
transmissions, vehicle body design and lightweighting. The collaborating supplier and research 
groups include Aluminum Association, BorgWarner, Dana, Detroit Materials, Eaton, FEV, 
Honeywell, ITB, Johnson Controls, Ricardo, and SABIC. In addition, ICCT extensively analyzed 
the technology inputs to, and the outputs from, the Volpe CAFE model, both for the NPRM and 
the TAR. We also compare the latest work with many of the rulemaking documents and data 
inputs from the agencies previous work, including the inputs and outputs for EPA’s ALPHA and 
OMEGA modeling, and the associated benchmarked engine data. These allowed us to assess 
the technology cost and effectiveness inputs used by the Volpe CAFE model, as well as the 
technology penetration rates and overall cost, GHG, and mile-per-gallon (mpg) data.  

A. Technology availability and effectiveness 

The agencies have ignored their own rigorous 2015-2017 technological assessment, and have 
adopted a series of invalid and unsupportable decisions which artificially constrain the 
availability and dramatically under-estimate levels of effectiveness of many different fuel 
economy improvement and GHG-reduction technologies and unreasonably increase modeled 
compliance costs. These include powertrain technologies, load reduction technologies, air-
conditioning technologies, and off-cycle technologies.  

                                                
1  These comments, and their attachments, refer both to the EPA GHG regulations and the DOT NHTSA CAFE 

regulations throughout. Even as the detailed comments below may at times refer to only the NHTSA CAFE or 
EPA GHG standards separately, each such instance shall be read as applicable and warranting consideration for 
the regulatory provisions in both programs.  
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1. High compression ratio engines 

Perhaps the foremost example of the agencies incorrectly constraining technology in the NPRM 
is for high compression ratio (HCR) engines. The agencies constrain this technology in two 
ways: by restricting its availability for uptake in the fleet and by ignoring improvements and 
developments by the automotive industry since 2014.  

In the 2012 Final Rulemaking, the use of Atkinson cycle engines was primarily considered only 
in hybrid-electric vehicle applications.2 Later, in the 2016 TAR, the agencies observed that this 
was because, in 2012, hybrids were the only mechanisms used to overcome low-end torque 
losses associated with the shift to an Atkinson Cycle.3 Thus, in 2012, application of Atkinson 
cycle engines in non-hybrids was “unforeseen.”4   

However, just two years into the 2012-2016 GHG program, Mazda employed Atkinson cycle as 
the foundation for the first non-hybrid HCR naturally aspirated engine (at a compression ratio of 
13.0:1 in the US) with exceptional efficiency and is already using this on most of their vehicles.5 
Toyota has maintained strong vehicle performance by combining an Atkinson cycle engine with 
variable valve timing and other technologies, and has also expanded its use to non-hybrid 
vehicles.6 HCR engines, as of model year 2016, were on diverse models, including many 
hybrids (by Toyota, Ford, Hyundai, Chevrolet, Nissan), and also non-hybrids like the Toyota 
Tacoma pickup, Lexus RX350 SUV, Lexus GS 350 luxury sedan, and many Mazda cars and 
SUVs.7 In total HCR engines made up over 1 million U.S. vehicle sales in model year 2016, or 
6% of total U.S. sales.8 Comparing this against the model year 2015 data of 4%9, deployment of 
HCR engines has expanded their market share in model year 2016 by approximately 50%. 

In the 2016 TAR, the agencies described HCR engines as “one of the most promising non-
electrified technologies capable of playing a major role in compliance with the standards through 
2025.”10 From the 2012 FRM to the 2016 TAR, EPA shifted from a projection of 0% HCR to 44% 

                                                
2  See e.g., 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel 

Economy Standards, 77 Fed. Reg. 62624, 62864 (Oct. 15, 2012).  
3  See EPA, NHTSA, CARB. Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle 

Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-
2025 at 5-31. 

4  EPA, NHTSA, CARB. Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025 at 5-1. 

5  Goto et al. “The New Mazda Gasoline Engine Skyactiv-G.” MTZ worldwide Issue no.: 2011-06: 40-46. Accessed 
June 2016. https://link.springer.com/article/10.1365/s38313-011-0063-8 

6  “Toyota claims record gasoline efficiency.” Ricardo Quarterly Review Q2 2014, p. 4. Accessed June 2016. 
http://www.ricardo.com/Documents/RQ%20pdf/RQ%202014/RQ%20 Q2%202014/RQ_Q2_2014_English.pdf  

7  See datafiles at National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling 
System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system  

8  See datafiles at National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling 
System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system  

9    EPA. Technology and Benefit-Cost Analysis files. https://www.epa.gov/regulations-emissions-vehicles-and-
engines/optimization-model-reducing-emissions-greenhouse-gases  

10  See EPA, NHTSA, CARB. Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-
2025 at 12-35 also at 5-4, 5-31. 
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HCR engines for a compliant 2025 vehicle fleet.11 Despite the rapid introduction of HCR engines 
and the higher market penetration projected by EPA in the 2016 Draft TAR, the agencies have 
dramatically reversed course in the NPRM. They now argue that only “a few” manufacturers 
produced HCR1 engines in model year 2016 and that these engines tended to be paired with 
hybrid technologies.12  

The agencies state that the technology “is not suitable for many vehicles due to performance, 
emissions and packaging issues, and/or the extensive capital and resources that would be 
required for manufacturers to shift from other powertrain technology pathways (such as 
turbocharging and downsizing) to standalone Atkinson cycle engine technology.”13 The agencies 
also suggested that HCR is not suitable for 6- or 8-cylinder engines.14 The agencies’ own data 
proves this is false: HCR technology is already used on V-6 versions of Lexus GS 350, GS 350 
F Sport, Lexus RX 350, Lexus 450h, Toyota Tacoma. These include non-hybrid models, pickup 
trucks, performance sedans, all-wheel-drive versions, four-wheel-drive versions, and mid-sized 
SUVs, and they deliver high-performance with up to 311 horsepower with the Lexus GS 350 
and 424 horsepower with the Lexus 450h. Despite these developments that indicate there are 
not limitations, the agencies have largely restricted HCR technology to the existing Mazda and 
Toyota models (and select hybrids) that already have it, and the agencies’ revised fleet 
penetration for naturally-aspirated HCR engines is only 26% to meet the Augural 2025 
standards, and just 17% for the proposal to freeze post-2020 standards.15 There is essentially 
no evidence or analysis to support restricting this technology or why some automakers would 
opt not to adopt a clearly cost-effective technology.  

The agencies’ own modeling, based on their effectiveness and cost inputs,16 shows that HCR 
technology is one of the most cost-effective pathways to comply with the standards. According 
to the agencies’ primary modeling in the agencies’ proposal, nearly all the vehicles that the 
agencies’ model allows to have HCR technology do indeed adopt HCR technology (30% of the 
fleet is allowed to apply the technology, and 26% of the fleet has the technology applied in the 
modeled standards for the adopted 2025 standards). This demonstrates how the agencies have 
restricted the use of a known cost-effective technology. 

This restriction on HCR is inconsistent with historical developments on engine technologies, 
based on data to which the agencies have complete access. Constraining HCR in their 2018 
modeling of 2025 compliance is like restricting all manufacturers that did not yet have 

                                                
11  EPA, NHTSA, CARB. Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 

Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025. at 12-35. 
12  The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 

Trucks, 83 Fed. Reg. 42986, 43038 (Aug. 24, 2018). 
13  83 Fed. Reg. at 43038.  
14  Ibid.  
15  Id. at 43316. 
16   Based on NHTSA datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and Effects 

Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system and also PRIA Figure 6-119 p 312 HCR1 tends to have a 12% effectiveness (range from 10-16%). For 
costs see Section I.C. below. 
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turbocharging or hybrids just eight years ago from deploying any of them today (e.g., in 2010 
versus 2018), which would have been wildly incorrect.17 The HCR constraint is an assumption 
with no foundation in the real-world. In fact, in the 2016 TAR, NHTSA projected that Toyota 
would not use HCR engines, with all 2025 scenarios having less than 1% market penetration.18 
This projection completely missed Toyota’s introduction of improved HCR engines on the 2018 
Camry and announcement of plans to spread this engine across their fleet.19,20 21 NHTSA has 
corrected this for the NPRM and projected that 64% of Toyota’s fleet will use HCR engines by 
2025.22 However, if NHTSA could be so wrong about Toyota just two years in advance, there is 
no justification to continue to restrict HCR engines for other manufacturers for another 8 years 
based solely on the fact that they had not yet adopted the technology in MY 2016. 

The agencies’ own data is contrary to this limitation. The agencies’ model year 2016 datafile in 
fact reflects the real-world trend that automakers have tended to first refine their application of 
HCR by applying the technology to hybrids, and then adopt the technology more widely. Mazda 
and Toyota have launched broader deployment beyond hybrids into non-hybrid models across 
their fleets, including high-performance applications such as luxury cars, SUVs, and pickups.23 
Ford, General Motors, Hyundai, and Nissan, have also now embraced HCR in their hybrid 
models, demonstrating that deployment across the rest of their fleets is possible. Yet the 
agencies artificially prohibit this broader application for all of these automakers without reasoned 
support for doing so.  

The constraints placed on HCR deployment appear to be uniquely restrictive among all 
technologies included in the Volpe CAFE model, disallowing this proven and cost-effective 
technology from approximately 70% of the model year 2020-2025 fleet. The great lengths the 
agencies have gone to artificially impose “skip” constraints for HCR in the CAFE modeling 
system demonstrates that the agencies have exerted an inexplicable and apparently deliberate 

                                                
17  Based on the agencies’ data, in 2008 there were 5 companies with turbocharging (FCA, Ford, General Motors, 

JLR, VW), but by 2016 there were 13 (BMW, Daimler, FCA, Ford, General Motors, Honda, Hyundai Kia, JLR, 
Nissan, Subaru, Toyota, Volvo, VW). See Table 3 below for these and many other such examples of expanded 
engine technology adoption across manufacturers over the same timeframe, showing that the agencies’ artificial 
manufacturer constraints are unwarranted based on their own data. 

18   EPA, NHTSA, CARB. Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025 

19  John German “How things work: OMEGA modeling case study based on the 2018 Toyota Camry” February 21, 
2018. https://www.theicct.org/publications/how-things-work-omega-modeling-case-study-based-2018-toyota-
camry 

20   Toyota introducing new powertrain units based on TNGA; transmissions, engine, hybrid system, 4WD. 
http://www.greencarcongress.com/2018/02/20180226-toyota.html  

21  Camry’s engine tech will spread across Toyota; Powerplant boosts performance and efficiency. AutoNews. August 
1, 2017. http://www.autonews.com/article/20170801/OEM01/170809949/camrys-engine-tech-will-spread-across-
toyota  

22  Outputs from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and Effects 
Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system  

23  Reference model year 2016 fleet, from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system, the agencies’ assertion that “[o]nly a few manufacturers produced internal 
combustion engine vehicles with Atkinson cycle engines in MY 2016” is demonstrably wrong. 83 FR at 43037. 
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bias toward forcing most of the automaker compliance technology toward higher cost, non-HCR 
turbocharging paths. It is indisputable that if Mazda and Toyota have developed a cost-effective 
technology solution in HCR that meets consumer demands and assists in regulatory 
compliance, it will be much more broadly deployed. As a result, the regulatory analysis must 
assess the technology’s broader potential adoption toward compliance with the existing/augural 
2022-2025 standards – not just in a sensitivity analysis but as a primary technology compliance 
pathway. As a result, the only reasonable and technically valid assumption is that HCR be 
allowed for application to all vehicle models’ engine redesigns through all the model years of the 
agencies’ compliance modeling analysis. 

Furthermore, the claim that shifting the CAFE powertrain technology pathways “requires 
extensive capital and resources that would be required for manufacturers to shift from other 
powertrain technology pathways (such as turbocharging and downsizing) to standalone 
Atkinson cycle engine technology”24 is not reasonable and does not support the numerous 
constraints imposed on HCR in the Volpe CAFE model. HCR is one of the most simple and 
cost-effective advanced engine pathways, and Mazda, one of the clear leaders in the 
technology, is much smaller in sales volume, number of engine lines, and R&D budget than 
many of the companies on which the agencies have imposed HCR constraints for non-hybrid 
engines (including BMW, Daimler, FCA, Ford, General Motors, Honda, VWA).25 26  

This indicates that the agencies are imposing a nonobjective constraint on use of HCR 
technology. Even if this “more capital intensive” logic about switching engine technology 
pathways were valid, the model would nevertheless have a hardwired bias against allowing 
HCR, based on other constraints it imposes. Thus, the model already prevents vehicles from 
switching pathways once a vehicle has been assigned an initial pathway. In the baseline fleet, 
less than 30% of the 2016 baseline fleet uses some form of advanced engine (turbo, HCR, or 
advanced cylinder deactivation), and thus is pre-assigned to that pathway. If the other 70% of 
vehicles were allowed to apply HCR technology, they would not have to switch between engine 
technologies in most cases, as they have not even started on an advanced engine pathway. Yet 
the model nevertheless prevents those vehicles from adopting the technology, demonstrating 
that the model has independent artificial limits applied that bar HCR from being applied to those 
vehicles. In addition, the notion that HCR technology is exclusive of turbocharging and cylinder 
deactivation is patently false. As explained below, engines employing the Miller cycle 
(essentially a turbocharged HCR1 engine) already exist today, and advanced cylinder 
deactivation has been both modeled and benchmarked on highly efficient, high compression 
engines.  

                                                
24   83 Fed. Reg. at 43038 
25   Mazda’s model year 2016 light-duty vehicle sales were about 458,000, the tenth largest automaker group, based 

on NHTSA’s data. See datafiles at National Highway Safety Traffic Administration, 2018, “Compliance and Effects 
Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system 

26  Mazda turns to more virtual engineering to cut costs. AutoNews. September 23, 2018. 
http://www.autonews.com/article/20180923/OEM06/180929908/mazda-virtual-engineering-prototype  
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Beyond the invalid restriction on HCR technology, the agencies also unreasonably restrict any 
improvements from HCR from ongoing auto industry developments. The agencies’ second level 
of HCR, named HCR2, is discussed in the NPRM but dismissed as “entirely speculative.”27 
HCR2 refers to a high compression ratio engine (14:1), paired with other changes such as 
cylinder deactivation, engine friction reduction, and cooled exhaust gas recirculation (EGR), as 
studied by EPA. Because EPA has access to data on benchmarked Mazda engines (one from 
Europe, and one from US prototype) applying this technology and achieving higher ratios 
(compression ratio 14:1)28, the agencies have artificially excluded a technology they know is 
applicable in the timeframe of the rulemaking. In addition, none of the additional technologies 
paired with the higher compression engine are speculative in nature, all of them have been 
produced in current vehicles and have been separately benchmarked for effectiveness. And 
additional technical development can be expected for all of these technologies.  

Moreover, EPA found that existing engine architectures are already well adapted for this 
technology, and indeed well adapted for the emerging next level HCR2 package of 
technologies, since the foundational technologies of gasoline direct injection, increased valve 
phasing authority, higher compression ratios, and cooled exhaust gas recirculation are already 
in widespread use.29 The HCR pathway becomes even more cost-effective when the emerging 
next level HCR2 technology is included. When the agencies remove their artificial constraints on 
HCR1 and HCR2 and allow technology improvement in a sensitivity analysis for HCR2, the 
HCR technology penetration is far greater and the overall fleetwide compliance cost is 
dramatically lower. Appropriately allowing all HCR technology in the modeling of the proposed 
standards, based on the agencies’ best available data on this technology as described in the 
Draft TAR, reduces the regulatory compliance with the standards by approximately $144 billion 
dollars – which is a 28% reduction in fleet wide compliance costs.30 Related to this, the agencies 
disingenuously try to suggest that it is too costly for companies to shift from engine pathways 
like turbocharged downsizing to HCR,31 while this modeling by the agencies shows massively 
reduced long-term compliance cost by making the switch. Essentially their own modeling 
showing the huge cost savings refutes any such rationale.  

For the 2016 TAR, EPA rigorously investigated potential improvements in HCR effectiveness by 
benchmarking a 2014 2.0L Mazda SKYACTIV-G engine, building and validating a simulation 

                                                
27 83 Fe. Reg. at 43038 
28  William Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 

Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx  

29  EPA, 2016 Proposed Determination Technical Support Document at 2-310. 
30  This is based on CAFE modeling showing “Reference case” costs are $502.1 billion and the “Include HCR2 

engines” sensitivity case costs are $357.7 billion. See PRIA Table 13-8 (page 1546). The fleet compliance 
technology cost impact and percent cost reduction with allowing HCR in the CO2 modeling are even larger, per 
PRIA Table 13-9. EPA and NHTSA. Preliminary Regulatory Impact Assessment: The Safer Affordable Fuel-
Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks 

31   83 Fed. Reg. at 43038. Shifting the CAFE powertrain technology pathways “requires extensive capital and 
resources that would be required for manufacturers to shift from other powertrain technology pathways (such as 
turbocharging and downsizing) to standalone Atkinson cycle engine technology” 
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using data related to performance and combustion processes.32 The agency found additional 
efficiency improvements were possible through the application of cooled EGR, an increased 
compression ratio, and cylinder deactivation.33 In a peer-reviewed paper published by SAE 
International (2016), EPA found the enhanced Atkinson Cycle engine (HCR2), to be a 
“promising alternative engineering path.”34 As noted above, in the 2017 Final Determination, 
EPA argued that the building blocks necessary to operate an engine in Atkinson mode were 
present in the MY 2016 fleet, and thus that the technology is commercially viable with ample 
lead time to more broadly incorporate Atkinson Cycle engines, enhanced by the rest of the 
HCR2 package of technologies, into the fleet.35 Such technologies included gasoline direct 
injection (GDI), increased valve phasing authority, higher compression ratios, and cooled 
EGR.36 As a result, EPA correctly observed that there was sufficient lead time to adopt the 
technology before MY 2022 and that it could be incorporated without requiring major vehicle 
redesigns.37  

In response to comments to the TAR, in its Proposed Determination, EPA thoroughly responded 
to concerns over knock limitations and fuel octane for HCR2, explaining its consideration and 
evaluation of those issues and how EPA had taken the issues into account in both its modeling, 
engine validation testing, and component cost estimation.38 To address comments on lack of 
physical tests from an engine with all the elements of HCR2, EPA explained that: 

“EPA provided physical engine dynamometer test results using a combination of 
Atkinson Cycle and cooled EGR and results from engine testing conducted using cooled 
EGR and Atkinson Cycle with physical deactivation of two out of four cylinders. Results 
were presented in TSD Chapter 2.3.4.1.8.1 of the Proposed Determination and showed 
that effectiveness used within the Lumped Parameter Model for this combination of 
technologies was conservative relative to engine dynamometer test data. Data with 
cylinder deactivation was also compared with published data from Mazda for one of their 
developmental engines using cylinder deactivation.”39 

EPA further explained: 

“Mazda presented data at the 2015 Vienna Motor Symposium from a SKYACTIV-G 
engine with a cylinder deactivation system at an advanced stage of development. The 
engine demonstrated effectiveness comparable to EPA estimates for applying cylinder 

                                                
32  EPA, NHTSA, CARB. Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 

Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025 at 5-280. 
33  Id. at 5-282. 
34  Id.  
35  EPA, 2017. Final determination on the appropriateness of the Model Year 2022-2025 Light-duty Vehicle 

Greenhouse Gas emissions standards under the midterm evaluation at 23. 
36  Id. 
37  Id. 
38  EPA, 2016. Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, section 
2.3.4.1.8 

39  EPA, 2017. Final determination on the appropriateness of the Model Year 2022-2025 Light-duty Vehicle 
Greenhouse Gas emissions standards under the midterm evaluation: Response to comments. P. 52 
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deactivation to ATK2 and comparable to EPA engine dynamometer testing of the 
SKYACTIV-G with 2 cylinders disabled. Mazda has used cooled EGR with previous 
production applications of their SKYACTIV-G engine, currently uses cooled EGR in the 
SKYACTIV Turbo engine in the 2017 Mazda CX9, and cooled EGR is currently used by 
Toyota and Hyundai in Atkinson Cycle engines for both hybrid electric vehicle (HEV) and 
in non-HEV applications. At the 2017 North American International Auto Show, Toyota 
announced that the base engine in the redesigned 2018 Toyota Camry would be 
Toyota’s 2.5L I4 Dynamic Force Engine with a peak brake thermal efficiency of 40%. 
The Toyota 2.5L I4 Dynamic Force Engine combines Atkinson Cycle with cooled EGR 
and a dual PFI/GDI fuel injection system. In 2016, Toyota’s Camry model was the best-
selling mid-size passenger car in the U.S. VW has already introduced a 4-cylinder Miller 
Cycle engine, the EA211 TSI® evo, which combines cylinder deactivation, cooled EGR, 
early intake valve closing, and turbocharging. Miller Cycle is essentially a boosted 
version of Atkinson Cycle.”40  

Thus, the agencies’ purported concerns in the NPRM over the use and effectiveness of cylinder 
deactivation in HCR2 engines—unsupported by data—have already been addressed and 
resolved by EPA’s updated engine maps and extensive testing plus the corroboration of these 
results when compared with data from current development vehicles. Despite the careful 
benchmarking of improved HCR engines by EPA, HCR2 is dismissed in the 2018 proposal as 
“entirely speculative.” Now, in the 2018 proposal, the agencies argue that EPA’s SAE paper 
referenced in the TAR represented only the “theoretical application of additional technologies [to 
Atkinson Cycle engines] in combination, like exhaust gas recirculation” and that such an 
enhanced Atkinson Cycle engine is “entirely speculative, as no production engine as outlined in 
the EPA SAE paper has even been commercially or even produced as a prototype in a lab 
setting.”41 This technology advancement is not speculative. Instead, it is based on real-world 
advancements that have already occurred as well as a logical and predictable advancements 
that will occur in technology in the near-term.  

Additionally, they state that, although “simulations with EPA’s HCR2 engine map produce 
results that approach (and sometimes exceed) diesel powertrain efficiency,” they purport that 
“the engine map has not been validated with hardware and bench data, even on a prototype 
level (as no such engine exists to test to validate the engine map).”42 Therefore, the agencies 
state that they do not include EPA’s SAE paper in the NPRM analysis “because there has been 
no observable physical demonstration of the speculative technology, and many questions 
remain about its practicability as specified, especially in high load, low engine speed operating 
conditions.”43 This dismissive statement is contradicted by evidence of record: the higher 
compression Atkinson engine “was previously available with [cooled exhaust gas recirculation] 
and a higher compression ratio in Japan and Europe and the application of [cylinder 
                                                
40  Id. at 52-53 
41  83 Fed. Reg. at 43038. 
42  83 Fed. Reg. at 43038. 
43  Id.  
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deactivation] on future applications of the [Mazda] SKYACTIV-G engine has been announced 
by Mazda. There are also production applications of [cooled exhaust gas recirculation] in current 
production engines (e.g. Mazda SKYACTIV-G Turbo, VW EA211 TSI evo) which are essentially 
boosted versions of these advances using engine dynamometer testing”.44 The agencies also 
state that “many engine experts questioned its technical feasibility and near-term commercial 
practicability” and that Fiat-Chrysler and the auto lobbying group, the Alliance of Automobile 
Manufacturers, based on their assertion that performance of the HCR2 engine package has not 
been validated, there are no physical test results replicating the modeling, and the technology is 
unlikely to meet consumer needs or be ready for commercial application.45 The agencies do not 
cite any further information to support the manufacturers’ claims. The agencies also claim that 
many engine experts questioned its technical feasibility and near term commercial practicality; 
however, the agencies do not identify any such comments or evidence, or agency analysis of 
them.46  

In fact, in the Technical Support Document for EPA’s Proposed and 2017 Final Determination, 
EPA addressed all these concerns brought forth by the Alliance (including the costs and 
effectiveness impacts of using regular octane fuel instead of premium fuel).47 It is clear that the 
agencies are opting to defer technical decisions to industry stakeholders and dismissing the 
EPA’s and other information cited in these comments in to apparently insert a deliberate bias 
into the model by severely restricting HCR technology for consideration in the their compliance 
modeling. Or, more precisely, it is clear that NHTSA is deferring to stakeholders, and that EPA 
has been forced to defer to NHTSA. In the interagency review documents, EPA, the agency with 
far more laboratory experience, applicable data, and modeling expertise at their disposal, 
observed: 

“There are Atkinson engine vehicles on the road today (2018 Camry and Corolla with 
cooled EGR and the 2019 Mazda CX5 and Mazda6 with cylinder deac) that use high 
geometric compression ratio Atkinson cycle technology that is improved from the first 
generation, MY2012 vintage “HCR1” technology. While it is true that no production 
vehicle has both cooled EGR and cylinder deac, as the EPA “HCR2” engine did, 
nonetheless, these existing engines demonstrate better efficiency than estimated by 

                                                
44  Proposed Determination TSD p. 2-309. See also discussion at Final Determination Response to Comment p. 52. 
45  83 Fed. Reg. 83 FR at 43038, fns. 141,142 
46  Id. 
47  EPA. Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, pp. 2-299 to 
2-307. EPA showed how its “difference” engine maps validly represented performance of the ATK2 [HCR2] 
packages including on different fuels (pp. 301-02); and that the difference maps submitted in the industry 
comment “provided no information to compare vintage or application of the actual engine or engines tested, and 
did not state whether or not testing was conducted”, lacking any information on “test and/or analytical methods, 
assumptions, fuel properties. environment test conditions, how the engine was controlled or how control was 
modeled, the number of data points gathered to generate the AAM ‘difference map’ to assure that identical testing 
and a sufficient fit of data was performed” (p. 301). In addition, EPA showed that concerns about knock due to use 
of cooled exhaust gas recirculation had been considered and resolved by ignition improvements (p. 302).  
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EPA. Therefore, it would be appropriate to continue to use EPA’s cooled EGR + deac 
engine map to represent “HCR2” engines.” 48  

The proposal completely disregards EPA’s accurate observations. It is thus clear that the 
agencies have artificially excluded a known technology that is applicable in the timeframe of the 
rulemaking. With many automakers already deploying the HCR1 technology in 2016, and (as 
EPA has found) technology that has improved beyond HCR1 in 2018 and 2019, suggesting that 
HCR technology will not improve belies how technology innovation occurs and its use 
proliferates across the industry. Further, while the agencies acknowledge that Toyota 
incorporated naturally-aspirated Atkinson technology into the 2018 Camry (the best-selling 
passenger car in the U.S.), they minimize the significance thereof, suggesting the specific 
source of efficiency gains in that vehicle are hard to attribute. The 2018 Camry packages HCR1 
with most of the technologies evaluated by EPA in their SAE paper; cooled exhaust gas 
recirculation (EGR), fast warmup, low friction lubrication, improved cam phasing, engine friction 
reduction, and improved accessories. An extensive analysis by ICCT demonstrated that the 
package of technologies on the 2018 Camry exceeded the efficiency gains projected by EPA’s 
OMEGA model – a fact which confirms, rather than undermines, EPA’s previous judgments 
regarding HCR2’s efficiency and market-penetration potential.49 Yet, contrary to both the 
agencies’ prior assessments and to real-world evidence that has emerged since then, the 
agencies now suggest without data that HCR2 is speculative and its efficiency levels are 
speculative, and therefore propose to limit both applications thereof and innovations thereto. 
These HCR technology restrictions are unsupportable by fact or theory. 

The 2018 Camry also demonstrates that early problems with low-end torque losses associated 
with Atkinson cycle engines have been completely solved. Compared to the 2015 2.5L Camry 
engine, the 2.5L high-compression ratio engine in the 2018 Camry has 14% more horsepower 
(203 up from 178) and 8% more torque (184 ft-lb up from 170 ft-lb), demonstrating that 
performance is no longer a concern with high-compression ratio engines. 

ICCT evaluated a MY2018 Camry that combines an HCR1 engine with several additional 
improvements in the areas of oil and engine friction reduction, cam phasing, transmission, 
steering, accessories, fuel injection, cooled EGR, rolling resistance and aerodynamic drag.50 
This vehicle was tested to determine actual emissions results, and these results were compared 
                                                
48  Docket Entry: E.O. 12866 Review Materials for The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 

Model Years 2021-2026 Passenger Cars and Light Trucks NPRM, Docket ID EPA-HQ-OAR-2018-0283-0453 
(hereinafter “EO12866 Review Materials”), File: 
“EO_12866_Review_EPA_comments_on_the_NPRM_sent_to_OMB,_June_29,_2018” at 82, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 

49  John German “How things work: OMEGA modeling case study based on the 2018 Toyota Camry” February 21, 
2018. https://www.theicct.org/publications/how-things-work-omega-modeling-case-study-based-2018-toyota-
camry. The agencies state that “Engine 25 may overstate the potential improvement with cylinder deactivation 
technology for the other vehicle classes. Figure 6-108 below shows the engine 24 BSFC map used for 2016 Draft 
TAR analysis. … Figure 6-109 shows the incremental difference BSFC and thermal efficiency between IAV engine 
24 versus engine 25,” PRIA at 303, but fail to explain how this compares to or undercuts the significant evidence 
discussed above showing the effectiveness of this technology. 

50  Id. 
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to those projected by EPA’s OMEGA model. The results were fully consistent with EPA’s 
projections for HCR2 engines, and showed EPA’s projections for HCR2 engine might 
understate their effectiveness. This evaluation of a real world vehicle that comes close to 
meeting all of the elements of an HCR2 engine makes it clear that HCR2 engines are far from a 
speculative technology.  

The agencies fail to recognize that the full extent of Toyota Camry 2018 improvements included 
HCR1, with a package with cooled exhaust gas recirculation (EGR), fast warmup, low friction 
lubrication, improved cam phasing, engine friction reduction, and improved accessories.51 Our 
analysis indicates that the available technologies including HCR exceed the agencies’ 
efficiency.52 The real world evidence to date of the ability of HCR engines to make significant 
progress towards production of HCR2 technology shows that the agencies’ refusal to allow for 
any future deployment of this technology in their primary analysis of the augural and adopted 
2025 scenarios53 is technically invalid. Based on the interagency dialogue between EPA and 
NHTSA, it is clear that EPA’s expert engineers also suggest including HCR2 broadly in the 
primary regulatory scenarios:  

“It would be appropriate to include HCR2 engine technology in the primary analysis 
case as representative of Atkinson engine vehicles on the road today (2018 Camry 
and Corolla with cooled EGR and the 2019 Mazda CX5 and Mazda6 with cylinder 
deac) that are improved from the first generation, MY2012 vintage “HCR1” technology. 
While it is true that no current production vehicle has both cooled EGR and cylinder 
deac, as the EPA “HCR2” engine did, nonetheless, these existing engines 
demonstrate similar efficiency”54 

The agencies also point to the complexity of modeling or projecting the overall efficiency of a 
package of technologies involving several components, such as HCR2, and note that the MY 
2018 Camry showed improved efficiency due in part to improved accessory loads or reduced 
parasitic losses from accessory systems (IACC).55 However this complexity issue is common to 
all of the technology packages included in either OMEGA or CAFE modeling. It is neither a new 
issue nor an issue that precludes making reasonable engineering judgments. For example, the 
agencies purport to have a concern that there is no engine map for an HCR2 production engine 
to verify efficiency projections. However, the agencies have projected efficiency rates for other 
technology packages where there is no engine map from a production engine. See 83 FR at 
43308, 39 (discussing advanced cylinder deactivation, considered an “emerging” technology, 
and stating that “Some preproduction 8-cylinder OHV prototype vehicles were briefly evaluated 
for this analysis, but no production versions of the technology have been studied. … Since no 
engine map was available at the time of the NPRM analysis, ADEAC was estimated to improve 
a basic engine with VVL, VVT, SGDI, and DEAC by three percent (for engines with more than 4 
                                                
51  Id. 
52  Id. 
53  See PRIA p. 302 
54 “EO_12866_Review_EPA_comments_on_NPRM_and_Preliminary_RIA_sent_to_OMB,_July_26,_2018”. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 1075. 
55  83 FR at 43038. 
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cylinders).”) That is the purpose of full vehicle simulation modeling, as done by industry and 
regulatory engineers alike – to project the efficiency impact when several different parts of the 
vehicle are simultaneously upgraded. In this case, the efficiency gains demonstrated for the 
2018 Camry far exceeded any gains allowed for just IACC.  

In this case, real world fact checking is also available by comparing the test results from the MY 
2018 Camry and the modeled results for HCR2 from the OMEGA model. This comparison 
supports the validity of the efficiency projection for HCR2, and, if anything, tends to show the 
projected efficiency is likely underestimated, not overestimated.56 In sum, in the NPRM, the 
agencies paint naturally-aspirated HCR2 as unproven with unacceptable performance tradeoffs 
and uncertain efficiency benefits. But the agencies improperly, and without data, dismiss the 
facts presented in the TAR and Final Determination, as described above, and the implications of 
the 2018 Camry improvements and rapid increases in HCR market share. All of these 
demonstrate that the technically valid approach is for the agencies to restore the availability of 
HCR2 and allow its use across vehicle models by model years 2025 in the regulatory 
compliance modeling. 

2. Cylinder deactivation 

The agencies have artificially and invalidly restricted the deployment of cylinder deactivation 
technology in the NPRM analysis. The unique structure of NHTSA’s technology pathways 
(discussed in detail below) seems to inexplicably, and without technical basis, disallow the use 
of deactivation technology on turbocharging and HCR paths. In fact, the projected application of 
cylinder deactivation (including advanced cylinder deactivation) for the augural standards 
actually decreases from 10% in the 2016 baseline fleet57 to 8% in the 2025 fleet.58 This is just a 
third of NHTSA’s projection of 23% in the Draft TAR. This is not a reasonable result for such an 
accessible, attractive, and evidently cost-effective of a technology that is already being deployed 
in 10% of 2016 vehicles. Also, without major changes in the technology input assumptions, this 
suggests the agencies have made significant technology modeling decisions in the technology 
pathway modeling that are obscured from public view or from agency discussion. There is, 
however, no technical reason for the agencies to disallow the use of cylinder deactivation more 
widely in its technology pathways.  

Contrary to the agencies’ constrained deployment of cylinder deactivation technology, the 
evident real-world trends shown in the agencies’ own data indicate how attractive and prolific 
this technology is. Cylinder deactivation is already applied on 1.7 million (or about 10%) of all 
                                                
56  Id. And see John German “How things work: OMEGA modeling case study based on the 2018 Toyota Camry” 

February 21, 2018. https://www.theicct.org/publications/how-things-work-omega-modeling-case-study-based-
2018-toyota-camry.  

57  Reference model year 2016 fleet, from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system 

58  Output files from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and Effects 
Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system  
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the baseline model year 2016 vehicles.59 Applications include cars, SUVs, and pickups, 
including high-performance versions, by a variety of major automakers (such as Honda Accord, 
Pilot, and Odyssey; Chevrolet Camaro and Silverado; Dodge Charger and Challenger).60  These 
applications combine cylinder deactivation with many advanced valvetrain and direct injection 
technologies.61 Some existing baseline combinations include turbocharging and cylinder 
deactivation, including by multiple General Motors and Volkswagen models.62 This 
demonstrates that the technology is viable in the marketplace and many automakers have found 
it to be highly cost-effective, even with model year 2016 standards, which are far less stringent 
than the adopted EPA 2025 standards and the Augural NHTSA 2025 standards. Furthermore, in 
its work to update its vehicle simulation database, EPA benchmarked and characterized 
continuous cylinder deactivation (termed ADEAC in the NPRM analysis) on an SUV and a 4-
cylinder sedan, demonstrating its effectiveness as a viable technology.63 

The real-world applications stand contrary to the artificial limitations in the agencies’ model. For 
example, as the agencies point out, as of 2013, Volkswagen had introduced turbocharging with 
active cylinder management in Europe64 on an in-line 4-cylinder engine and can deactivate two 
cylinders via cam-shifting under light load conditions. Because the proposal fails to provide 
appropriate description of why and how it restricts such viable technology combinations in its 
subjective construction of pathways, we cannot determine if this is an error in NHTSA’s unique 
technology pathways or a technically false assumption. Whichever of these is the case, the 
agency restrictions on the use of cylinder deactivation with the other engine technologies are 
invalid. Automakers certainly have the capability to apply cylinder deactivation together with 
more of the various other powertrain technology combinations. 

With respect to HCR2 technology, the agencies state that there are concerns that “noise, 
vibration and harshness (i.e., consumer acceptance issues) could limit the operation of cylinder 
deactivation on non-pick-up trucks.”65 This fails to hold up to the real-world application of 
cylinder deactivation in a wide variety of non-pickup applications, including SUVs. Again, the 
agencies own model year 2016 dataset makes it clear that cylinder deactivation is many pickups 
(by FCA and General Motors), but also on many SUV models (by FCA, Honda, General 
Motors), and cars (by FCA, Honda, General Motors, and Volkswagen group). Based on the 
dozens of models spanning different brands and vehicle classes, these issues have been 
readily addressed. In addition EPA also simulated performance of DEAC as part of a package 

                                                
59  Reference model year 2016 fleet, from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system 

60  Id. 
61  Id.  
62  Id. 
63  EPA, 2018. Benchmarking and Characterization of a Full Continuous Cylinder Deactivation System. Presented at 

the SAE World Congress, April 10-12, 2018. Retrieved from https://www.regulations.gov/document?D=EPA-HQ-
OAR-2018-0283-0029  

64  Volkswagen. 2015. http://www.volkswagen.co.uk/technology/petrol/active-cylinder-technology-act, last accessed 
January 19, 2018.  

65  PRIA at 303 
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with a higher compression (14:1 rather than 13:1) Atkinson engine. These simulations included 
kinetic knock modeling and calibration of the simulation to knock induction comparable to the 
original engine configuration for both Tier 2 and LEV III certification fuel.66 The proposal fails to 
acknowledge, much less address, this existing ample record of how concerns regarding engine 
knocking have been identified and resolved. 

The technically valid approach is to allow cylinder deactivation, including advanced cylinder 
deactivation with higher effectiveness, on all vehicle models by model years 2025 in the 
agencies’ compliance modeling analysis, including turbocharging and HCR pathways. Only by 
allowing all the valid technology permutations can the agencies allow their CAFE model to 
project cost-effective real-world technology combinations. If they do not remove these 
constraints, the agencies would be assuring that their model falsely selects less cost-effective 
technical approaches in their future-year fleet modeling.  

3. Turbocharging and cooled exhaust gas recirculation  

An additional area that the agencies are incorrectly constraining technology in the NPRM is 
advanced turbocharging. Automakers and suppliers have rapidly innovated and implemented 
turbocharging technologies, including underlying components of direct injection and cooled 
exhaust gas recirculation, since the original 2012 rulemaking. In reference model year 2016 
there were approximately 3.3 million vehicle new vehicle sales with turbocharging, constituting 
about 21% of total new sales in that year. Nearly every major automaker utilizes turbocharging 
technology, including BMW, Daimler, Fiat-Chrysler, Ford, General Motors, Honda, Hyundai-Kia, 
JLR, Mazda, Nissan, Subaru, Toyota, Volkswagen, and Volvo.67  

As the agencies pointed out in the 2016 draft TAR, many auto manufacturers that have 
launched third- or fourth-generation GDI engines and turbocharged GDI engines are now in 
volume production at 21- to 25-bar brake mean effective pressure (BMEP).68 The agencies 
address these improvements by separately modeling base 18-bar turbochargers (Turbo1) and 
22-bar and higher turbochargers (Turbo2). The model also allows the addition of cooled exhaust 
gas circulation (CEGR1) to Turbo2 engines, although not to Turbo1 engines or naturally 
aspirated engines. The limitation on naturally aspirated engines is contrary to the real-world - 

                                                
66   Draft TAR at 5-281, TSD at p. 2-294, 2-302 TSD p. 2-298-299. EPA compensated for the lack of validation of the 

kinetic knock model by engine displacements to reflect a reduction in vehicle BMEP. This accounted for the 
potential impact on performance due to knock protection measures used with regular grade fuel. EPA made 
adjustments to the ignition system in its dynamometer testing to prevent knocking when cooled EGR technology is 
used in the HCR2 package 

67  Reference model year 2016 fleet, from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system 

68  Environmental Protection Agency, National Highway Traffic Safety Administration, California Air Resources Board, 
July 2016, Draft Technical Assessment Report, https://www.epa.gov/regulations-emissions-vehicles-and-
engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas#TAR at 5-23 
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even the agencies’ baseline dataset shows CEGR in model year 2016 applied to naturally 
aspirated engines by Fiat-Chrysler, Subaru, Nissan, and Mazda.69  

Nevertheless, outside of the baseline fleet the agencies link CEGR to Turbo2 in their 
compliance modeling. And even this application is modeled incorrectly. The agencies find that 
“Turbo Charging with Cooled Exhaust Gas Recirculation (CEGR1) improves the knock 
resistance of Turbo2 engines by mixing cooled inert exhaust gases into the engine’s air intake. 
That allows greater boost levels, more optimal spark timing for improved fuel economy, and 
performance and greater engine downsizing for lower pumping losses. CEGR1 technology is 
used in only a few vehicles in the MY 2016 fleet, and many of these vehicles include high 
performance utility either for towing or acceleration.” 70  

Based on our scrutiny of the various agency proposal datasets, the agencies have analyzed 
their turbocharging technology steps in a way that is either a straightforward error or an 
unsubstantiated constraint. Notwithstanding the agencies’ description above that CEGR1 allows 
“improved fuel economy” and “greater engine downsizing”, the agencies modeled the step from 
Turbo2 to cooled EGR (CEGR1) as having a 0% effectiveness benefit, despite CEGR1 having 
an additional technical cost of about $359 per vehicle in 2025, which is clearly seen in the input 
files and the output files of the CAFE model.71 This is both contrary to the agencies’ own 
description and clearly erroneous, as manufacturers are adopting CEGR not just on Turbo2 
engines, but also Turbo1 and HCR naturally aspirated engines.  

In the real-world, automakers are adding CEGR technology to turbocharging (Turbo1 and 
Turbo2), and they are also deploying it on non-turbocharged engines, because it clearly has a 
significant non-zero benefit; otherwise they would not deploy it. If the agencies do not correct 
and explain this, they will be retaining an obvious nonsensical error. The most obvious and likely 
corrections are (1) include realistic effectiveness values for CEGR based on their real-world 
tested vehicle and simulation data, (2) appropriately allow CEGR be deployed in all other engine 
technology pathways at various stages (rather than only after Turbo2). To illustrate the extent to 
which CEGR1 is improperly modeled (and how the model itself fails its primary function of 
optimizing technology selection), removing CEGR1 reduces the 2025 average per-vehicle 
technology costs by approximately $116.72 In 2025 If the CAFE model properly ranked and 
chose technology by cost-effectiveness, then removing a technology choice would lead to an 
increase in cost, not the decrease found here.  

                                                
69  Reference model year 2016 fleet, from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system 

70  From NHTSA input and output datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and 
Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-
modeling-system 

71  From NHTSA input and output datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and 
Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-
modeling-system 

72  83 Fed. Reg. at 43037 
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As discussed in more detail below, this clearly demonstrates three problems with the modeling 
in the NPRM. The CEGR results demonstrate that: (1) the agencies have failed to appropriately 
evaluate CEGR effectiveness in accordance with real-world mpg and CO2 impacts, (2) have 
failed to vet their inputs against how auto industry leaders have actually implemented the 
technology, and (3) the CAFE model does not properly select technology based on cost-
effectiveness, thereby overestimating compliance costs. Regarding the first issue, the modeling 
of efficiency synergies by Argonne National Laboratory (ANL), upon which all of the efficiency 
calculations are based, is clearly wrong or not reflective of the technologies that automakers 
deploy if it suggests there is no independent benefit from CEGR. As to the second issue, the 
inputs for the Volpe model have evidently not been vetted for cost-effectiveness, as the model 
should only implement technologies that offer additional cost-effective benefit (a technology with 
a cost but with no benefit must logically fail any reasonable cost-effectiveness test).  

Another possible issue is that the CAFE model is erroneously summing technologies into 
packages that have a flawed internal logic without appropriate cost-effectiveness calculations or 
quality control checks. One description we found that could plausibly be read as attempting to 
describe the basis for CEGR’s zero-effectiveness value is that the agencies indicate reliance on 
manufacturer confidential business information.73 This would seem to be the most troubling 
possible explanation: that the automakers advised the regulators to count CEGR as having high 
cost and 0% effectiveness, and that the agencies still forced turbocharged vehicles in future 
years to include CEGR technology anyway, nevertheless attributing the full cost to the rules, 
and tried not to disclose it. This would certainly help explain the bias in the agencies’ analysis 
that ultimately drove up the vehicle costs so much higher than in the 2016 TAR. The only other 
viable reason we can see is that the agencies simply accepted poor and irrelevant data from 
their contractor who supplied the engine map that showed no CEGR benefit, and that was then 
used in the Autonomie simulation model. We examine the question of the quality of the engine 
maps used in the Autonomie model further below. Regardless, the agencies have to fix the 
underlying problems or their analysis will have no credibility.  

In other words, through one or more of these factors, the model is failing to optimize for cost-
effective compliance—which is its primary purpose. As a result, the compliance costs the model 
is projecting cannot be relied upon in a rulemaking. Regardless of the combination of the above 
issues that are in play, it is obvious that corrections are warranted, as is an explanation of how 
the agencies would create a such a modeling approach and use such unreasonable and 
unvetted results in its rulemaking. 

Having provided no evidence to the contradict their previous analysis in the Draft TAR, the 
agencies must apply a 3-4% benefit for CEGR1 (beyond a baseline turbocharged engine with 
variable valve timing and lift) across all vehicle classes. This estimate is based on EPA’s more 
rigorous original technology assessment in the TAR.74 This is one of many areas in the 

                                                
73   83 Fed. Reg. at 43037 
74  Environmental Protection Agency, National Highway Traffic Safety Administration, California Air Resources Board, 

July 2016, Draft Technical Assessment Report, https://www.epa.gov/regulations-emissions-vehicles-and-
engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas#TAR 
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rulemaking where the agencies have failed to support their dismissal of the original EPA 
analysis and its peer-reviewed, laboratory-benchmarked data. Also, as CEGR is already in 
production on multiple naturally aspirated engines (as described above, and as reflected in the 
agencies’ own analysis fleet), CEGR1 benefits must be extended beyond turbocharged engines 
to also be applicable to naturally aspirated engines.75 

Furthermore, the agencies in the NPRM have ignored entirely the more advanced turbocharging 
developments that continue to emerge . The agencies reject the deployment of such advanced 
turbocharging technology, arguing that “[t]urbo engines with very high BMEP have 
demonstrated limited potential to improve fuel economy due to practical limitations on engine 
downsizing and tradeoffs with launch performance and drivability. Based on the analysis, and 
based on CBI, CEGR2 turbo engine technology was not included in the NRPM analysis.” 76  

Newer designs use head-integrated, cooled exhaust manifolds and coolant loops that enable 
27-bar BMEP with greater benefits, including increased ability to downspeed the engine without 
pre-ignition and cost savings in the design of the turbocharger turbine housing.77 In addition 
electric-boost technology, discussed below, could even achieve 30-bar.78  

It would be appropriate for the agencies to allow more advanced 27-bar turbocharging with 
improved cooled exhaust gas recirculation (i.e., Turbo2 with CEGR2). The agencies considered 
advanced Ricardo vehicle simulation, peer-reviewed the analysis in the agencies’ original 
rulemaking,79 and conducted advanced benchmarking of turbocharging developments,80 
indicating that 27-bar turbocharging technology will be available in within the timeframe of this 
proposed rulemaking.  

4. Homogeneous charge compression ignition 

Homogeneous charge compression ignition (HCCI) has been the holy grail of gasoline engine 
efficiency for decades, but controlling the timing of ignition of the gasoline requires great 
engineering precision. Diesel fuel ignites immediately upon injection of fuel, so the ignition 
timing is controlled by the fuel injection, but for gasoline engines the fuel is pre-mixed and the 
gasoline ignites as the cylinder temperature rises due to compression.  

                                                
75   However, of course, if the agencies did not fix their unsupportable high-cost-no-benefit CEGR error, or their ability 

to select technologies only if they are cost-effective, as mentioned above, adding more CEGR to more packages 
would be ill-advised as it would simply compound the agencies invalid modeling. 

76   83 Fed. Reg. at 43037 
77  Environmental Protection Agency, National Highway Traffic Safety Administration, California Air Resources Board, 

July 2016, Draft Technical Assessment Report, https://www.epa.gov/regulations-emissions-vehicles-and-
engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas#TAR at 5-23 

78  Aaron Isenstadt, John German, Mihai Dorobantu, David Boggs, Tom Watson, October 2016, Downsized, boosted 
gasoline engines. https://www.theicct.org/publications/downsized-boosted-gasoline-engines  

79  Ricardo 27-bar  
80  William Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 

Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx and EPA 
benchmarking. Test Data Packages from Benchmarking. https://www.epa.gov/vehicle-and-fuel-emissions-
testing/benchmarking-advanced-low-emission-light-duty-vehicle-technology#test-data  
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Mazda solved the ignition timing problem by injecting a tiny amount of fuel directly at a spark 
plug and coordinating this additional fuel injection with a spark to precisely control the 
combustion timing and ignite the lean, pre-mixed fuel around it. Mazda calls this 
process Spark Controlled Compression Ignition (SPCCI), using the branding SKYACTIV-X. 
Here are key excerpts from Mazda’s statement:81 

● “A proprietary combustion method called Spark Controlled Compression Ignition 
overcomes two issues that had impeded commercialization of compression ignition 
gasoline engines: maximizing the zone in which compression ignition is possible and 
achieving a seamless transition between compression ignition and spark ignition.” 

● “Compression ignition and a supercharger fitted to improve fuel economy together 
deliver unprecedented engine response and increase torque 10-30 percent over the 
current SKYACTIV-G gasoline engine.” 

● “Compression ignition makes possible a super lean burn that improves engine 
efficiency up to 20-30 percent over the current SKYACTIV-G, and from 35-45 
percent over Mazda's 2008 gasoline engine of the same displacement. SKYACTIV-X 
even equals or exceeds the latest SKYACTIV-D diesel engine in fuel efficiency.”  

● As part of the new technology to achieve this vision, the company disclosed plans to 
introduce a next-generation engine called SKYACTIV-X in 2019. SKYACTIV-X will 
be the world's first commercial gasoline engine to use compression ignition. 

This is an excellent example of how advances in computer aided design, computer simulations, 
and on-board computer controls are accelerating technology development and enabling 
technologies that were never possible before. Gasoline compression ignition requires highly 
accurate simulations of how compression ignition can be controlled and extremely fast 
computers to be able to accomplish proper control and adjust for each combustion event (at 
4800 engine rpm, there are 80 combustion events every second). Mazda recently stated, “95 
percent of the time-consuming calibration work on Mazda's next generation of vehicles will be 
done digitally on a desktop, rather than the traditional way of trial and error on pricey prototypes. 
It uses desktop modeling for about 75 percent of its development work today, and relied on it for 
only 25 percent of the work in 2007.”82 Today, this computing power is readily available. 

The agencies acknowledge the benefits of HCCI and Mazda’s production plans for 2019, but fail 
to include it in their modeling, even for Mazda. The agencies argue that “HCCI has not been 
included in simulation and vehicle fleet modeling for past rulemakings and has not been 
included HCCI in this rulemaking as well; this is primarily due to the fact that manufacturers 
were not manufacturing HCCI engines at the time of the 2012 rulemaking, and accordingly there 
was a lack of conclusive and independently verifiable effectiveness, cost, and mass market 

                                                
81  Mazda Announces Long-Term Vision for Technology Development, 'Sustainable Zoom-Zoom 2030', August 8, 

2017. http://www2.mazda.com/en/publicity/release/2017/201708/170808a.html 
82  Mazda turns to more virtual engineering to cut costs, Automotive News, September 13, 2018. 

http://www.autonews.com/article/20180923/OEM06/180929908/mazda-shifts-from-prototype-to-desktop 
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implementation data available.”83 Although the agencies are correct that HCCI was not in 
production in 2012, it will be in model year 2019, and the agencies cannot continue to act as 
though this production-ready technology remains unavailable within the timeframe of the 
regulation.  

While Mazda is the first to solve the computational problems, enabled by Mazda’s commitment 
to virtual engineering,84 Mazda is a small company with a much smaller R&D budget than most 
other manufacturers. Given the large benefits of HCCI and the major competitive advantage it 
gives Mazda, other manufactures must soon follow. EPA has proven its ability to accurately 
estimate efficiency and cost for emerging technologies. For example, the agencies developed 
estimates for ADEAC in the NPRM and the associated modeling even without “conclusive and 
independently verifiable effectiveness”. It is essential for the agencies to develop and model the 
best possible estimates for HCCI and allow the technology to spread across the fleet. Not doing 
so would make the agencies negligent in their investigation into the viable available 
technologies available within the rulemaking timeframe. 

5. Miller cycle 

Miller Cycle was not evaluated for the 2012 rulemaking. For the midterm evaluation, EPA 
recognized the direct injection Miller cycle engine as one of the technologies that received a 
significant update since the 2012 final rule. The agencies described that a “[n]ew generation of 
turbocharged GDI engine combines direct injection, the ability to operate over a Miller Cycle 
(boosted Atkinson Cycle) with increased expansion ratio, wide-authority intake camshaft timing, 
and an optimized combustion process.”85  

As the agencies have observed, Miller Cycle “combine[s] direct injection, a substantial increase 
in geometric compression ratio relative to other boosted engines, wide authority intake camshaft 
timing, and variable exhaust camshaft timing, and an optimized combustion process enabling 
significant reductions in CO2 as compared to a standard direct injected engine. This is 
essentially Atkinson Cycle with the addition of a turbocharger boosting system. The addition of a 
turbocharger improves volumetric efficiency and broadens the areas of high-efficiency 
operation. The ability to reduce pumping losses over a large area of operation may allow 
avoidance of the additional cost of higher gear count transmissions. This technology was not 
considered in the 2012 Final Rulemaking.”86 Then, in the Draft TAR, EPA identified several 
recent or upcoming production models that used Miller Cycle engine technology, and identified 
the potential for longer term development of Miller Cycle technology.”87  

                                                
83  The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 

Trucks, Preliminary Regulatory Impact Analysis, page 240. 
84  Mazda turns to more virtual engineering to cut costs. Automotive News, September 23, 2018. 

http://www.autonews.com/article/20180923/OEM06/180929908/mazda-shifts-from-prototype-to-desktop 
85  Draft TAR at 5-4,5 
86  Id. at 5-9 
87  Id. at 5-15, 28, 31, 34, 41 
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However, in the NPRM, these Miller cycle engines (i.e., advanced high compression ratio 
turbocharged engines) have been inappropriately excluded from the agencies’ analysis. The 
agencies indicated that “[t]hese engines may be considered in the analysis supporting the final 
rule, but these engine maps were not available in time for the NPRM analysis.”88 Because the 
agencies have not incorporated the technology in the analytical modeling, they have greater 
reduced the allowable efficiency packages that are allowed in their future year compliance 
modeling.89  

Yet, as the agencies have pointed out, the technology has been in use and the agencies do 
have access to data and engine maps. Peugeot applied a 24-bar BMEP turbocharged Miller 
cycle engine in 2014.90 The MY 2016 Mazda CX-9 2.5L SKYACTIV Turbo engine similarly 
combines the use of Miller Cycle with cooled EGR.91 And Volkswagen introduced a Miller Cycle 
variant that has been accepted in the European marketplace92 and is now being used in the 
U.S. (Audi A4 and Volkswagen Tiguan), and EPA has even benchmarked the Volkswagen 
engine.93 The agencies’ decision to exclude this technology has artificially restricted the cost-
effective technology’s penetration and contributes to the agencies’ exaggerated costs. 

While the agencies discuss the Miller cycle engines to some extent in the NPRM and the PRIA, 
they exclude this technology in their modeling, citing the engine map was not available in time, 
as noted above. This logic is both unsound and demonstrably false. For another emerging 
technology (advanced cylinder deactivation), the agencies have used a simulated engine map. 
In the case of the Miller cycle engine, there is an IAV engine map.94 But, unlike advanced 
cylinder deactivation, the agencies have arbitrarily decided not to create a simulated engine 
map, and to instead exclude Miller cycle from the CAFE model without rational explanation. It is 
unclear why the agencies decided to restrict the use of the technology when they have engine 
map data and know the technology is emerging in the real-world.  

Moreover, as reported publicly, EPA also has access to Miller cycle engine maps. The agency 
has accessed the engine map for a 2-liter Volkswagen Miller Cycle engine. 95 Using this data in 

                                                
88  83 Fed. Reg. at 43051, fn. 174 
89  The description of the CAFE model now indicates that Miller Cycle has been removed from the engine technology 

pathway. Miller Cycle is no longer included at all in the turbocharging path (as it was for NHTSA’s CAFE modeling 
in the TAR). 83 FR at 43169, PRIA at 489, 493. 

90  Sellnau, M. “Advancement of Gasoline Direct Injection Compression Ignition (GDCI) for US 2025 CAFE and Tier 3 
Emissions,” SAE 2017 High Efficiency IC Engine Symposium. April3, 2017.cEGR 

91  NHTSA Benchmarking, “Laboratory Testing of a 2016 Mazda CX9 2.5 I4 with a 6 Speed Transmission.” DOT HS 
812 519. 

92  Eichler, F., Demmelbauer-Ebner, W., Theobald, J., Stiebels, B., Hoffmeyer, H., Kreft, M. “The New EA211 TSI® 
evo from Volkswagen.” 37. Internationales Wiener Motorensymposium 2016. 

93  NHTSA Benchmarking, “Laboratory Testing of a 2016 Mazda CX9 2.5 I4 with a 6 Speed Transmission.” DOT HS 
812 519. 

94   Engine map 23b High Compression Miller Cycle Engine with Variable Geometry Turbocharger. PRIA. Figure 6-
115, p 307-308 

95  William Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 
Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx  
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the TAR, EPA estimated that Miller cycle would improve fuel economy by 3% to 5% over an 
already highly efficient 24-bar turbo engine.96 And the agencies have benchmarked the MY 
2016 Mazda CX-9 2.5L SKYACTIV Turbo engine, which not only includes the use of Miller 
Cycle, but combines it with cooled EGR.97 This is another example where the agencies have 
neglected to include available information that EPA has already assessed and benchmarked in 
the TAR. The agencies’ decision to exclude this technology has artificially restricted the 
technology penetration and contributes to the agencies’ exaggerated costs. 

Because the Miller cycle has been proven in applications demonstrating significant efficiency 
benefits, and because the agencies have at their disposal the relevant data to assess those 
benefits, the agencies’ decision to artificially constrain application of the Miller cycle in the Volpe 
model is unrealistic and unreasonable. The agencies must include Miller cycle as an option for 
application on all turbocharging and HCR deployment paths, so it can be correctly incorporated 
in the compliance modeling in all instances in which it is cost-effective. 

6. Electric turbocharging 

Like for Miller cycle, the agencies have excluded electric-turbocharging from their analysis of the 
2025 standards, indicating “[t]hese engines may be considered in the analysis supporting the 
final rule, but these engine maps were not available in time for the NPRM analysis.”98 But, as 
with advanced cylinder deactivation, the agencies have a simulated engine map that could be 
applied for an electrically boosted engine.99 These “e-boost” systems comprise a higher voltage 
electrical system (48 volt) used to provide power to a small electric compressor motor within a 
turbocharger. This directly boosts the engine and spins up the turbocharger to greatly reduce 
turbo lag, thereby increasing the ability to downsize and downspeed the engine and also 
reducing backpressure, thereby providing significant efficiency benefits.100 The first E-boost 
system application in production was on the 2017 Audi QS7, although only in Europe.101 The 
first production system in the US is on the Mercedes 2019 AMG CLS53.102 Excluding an existing 
2017 technology that will be sold in the US fleet in model year 2019 shows the agencies have 
failed to thoroughly assess current technologies and have therefore fallen far short of 
considering the full range of potential deployment of probable 2025 technologies.  
                                                
96  Environmental Protection Agency, National Highway Traffic Safety Administration, California Air Resources Board, 

July 2016, Draft Technical Assessment Report, https://www.epa.gov/regulations-emissions-vehicles-and-
engines/midterm-evaluation-light-duty-vehicle-greenhouse-gas#TAR. See Table 5.64 

97  NHTSA Benchmarking, “Laboratory Testing of a 2016 Mazda CX9 2.5 I4 with a 6 Speed Transmission.” DOT HS 
812 519. 

98  The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. at 43051, fn. 174 

99   Engine map 24 High Compression Miller Cycle Engine with Electric. PRIA. Figure 6-116, p 308-309 
100  BorgWarner (2015). Technologies for enhanced fuel efficiency with engine boosting. Presented at Automotive 

Megatrends USA 2015, 17 March 2015. Slide 26 
101  Stuart Birch. “Audi claims first production-boosting on 2017 SQ7,” Automotive Engineering, March 6, 2016, 

http://articles.sae.org/14662/  
102  The All New 2019 Mercedes-AMG CLS53 Coupe. https://www.mbusa.com/mercedes/future/model/model-

2019_Mercedes_AMG_CLS53_Coupe#module=future-gallery&submodule=future-gallery-0&gallery=UNIQUE-
GALLERY-ID|0|0  
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The only reason provided by the agencies for not allowing deployment of this technology in their 
modeling is the absence of an engine map, as noted above. However, the simulated engine 
map could provide insights into the general improvements offered by e-boosting. By choosing to 
ignore the potential of this production-ready technology, while including others (advanced 
deactivation, e.g.), the agencies have acted arbitrarily. While the agencies have not quantified 
the efficiency and cost of E-boost systems, ICCT and the suppliers estimated efficiency benefits 
of 5% at a cost of about $400 for e-boost systems, based on our analysis of efficiency suppliers’ 
developments.103 he agencies must assess and include e-boost technologies, including all 
possible effectiveness and cost synergies with both Miller cycle and 48-volt mild hybrid systems, 
within their compliance modeling. For the agencies to not utilize their own modeling experts (i.e., 
at EPA), their preferred contractor for this rulemaking (Argonne) or last rulemaking (Ricardo), 
the supplier network that has developed this technology, or the automakers that have already 
deployed this technology shows a lack of effort to include this technology in their assessment 
that is supposed to include all applicable technologies through 2029. 

7. Stop-start systems  

The 12-volt stop-start system (12VSS) is a rapidly maturing technology, with applications on 
over 1.95 million, or 12% of, new model year 2016 vehicle sales.104 Companies that are 
deploying this technology in some form include BMW, Fiat-Chrysler, Ford, General Motors, 
Honda, Hyundai-Kia, Jaguar Land Rover, Mercedes, Nissan, Toyota, Volkswagen, and Volvo.105 
The agencies have invalidly reduced the effectiveness of the 12-volt start-stop system. Without 
acknowledgement or reasonable justification, the agencies have estimated that the CO2 and 
fuel consumption of the 12-volt start-stop system for a baseline 2016 vehicle has dropped in 
benefit from 4.1% in the TAR to 3.1% in the NPRM. When stop-start technology is applied in 
combination with relatively typical technologies, the agencies are effectively limiting the CO2 
effectiveness benefit of stop-start to approximately 1.0%.106 
 
In addition, the agencies are not appropriately including the full regulatory benefit of stop-start 
technologies due to their off-cycle improvements. At least 1.2 million model year 2015 vehicle 
sales by BMW, Fiat-Chrysler, Ford, General Motors, Honda, Hyundai-Kia, Jaguar Land Rover, 
Mercedes, Nissan, Toyota have start-stop technology and received off-cycle credits in the 
                                                
103  Aaron Isenstadt, John German, Mihai Dorobantu, David Boggs, Tom Watson, October 2016, Downsized, boosted 

gasoline engines. https://www.theicct.org/publications/downsized-boosted-gasoline-engines  
104  Reference model year 2016 fleet, from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system  

105  Id.  
106 This is the sale-weighted average across vehicle classes, when CEGR1, AT10L2, EPS, IACC, BISG, LDB, 

ROLL20, MR4, AERO20 are included with and without stop-start technology. See Table 5 below. These are 
based on the datafiles of the agencies at National Highway Safety Traffic Administration, 2018, “Compliance and 
Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-
modeling-system. We cannot determine why the results are effectively reduced from over 12% to more like 1%, 
but we discuss vehicle modeling issues below. 
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existing regulations. 107 These off-cycle credits for idle stop-start technology resulted in an 
additional 2.5 g/mile for cars and up to 4.4 g/mile for light trucks toward compliance, with similar 
credits under the CAFE standards – and automakers have been routinely petitioning for more 
credit.108,109 However, the agencies have inexplicably and unjustifiably excluded this associated 
compliance benefit in the modeling for the proposal. The agencies, based on compliance data 
held by EPA,110  would readily know precisely the percentage improvements for these start-stop 
technologies, including both on-cycle and off-cycle. This appears to be another case where the 
agencies are either intentionally ignoring the full compliance benefits of the technology or simply 
have ignored the knowledge and expertise of the EPA engineering and compliance staff. 
 
We recommend the agencies report a full listing of all the baseline 2016 vehicle models with 
stop-start technology, with their test-cycle, and off-cycle improvement in g/mile and percent 
effectiveness. Not doing so would be hiding relevant data the agencies have readily available to 
more rigorously assess existing stop-start technologies and their impact for the rulemaking. The 
agencies must ensure that the regulatory analysis correctly includes these valid test-cycle and 
off-cycle effectiveness values in its compliance assessment for all future-year regulatory 
scenarios. Not doing so would ignore applicable and available data, and it would also continue 
to artificially inflate the agencies’ technology penetration and cost estimate. 

8. Mild hybrid systems 

The agencies have not comprehensively assessed mild-hybrid technology effectiveness. The 
agencies have invalidly reduced the effectiveness of the mild-hybrid systems, both the belt- and 
crank-integrated starter generator (BISG and CISG) systems. Without reasonable justification, 
the agencies have estimated that the CO2 and fuel consumption benefit of BISG compared 
against 2016 baseline vehicles dropped from 9.5% to 6.1% since the Draft TAR assessment, 
while the benefit of CISG dropped from 16.1% to 5.8%.111 When the technology is applied along 
with technologies included in the modeling for the augural standards, the benefit of BISG 
dropped from 6.6% to 5.3% and the benefit of CISG from 10.1% to 4.4%.112 Given the high cost 

                                                
107  U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

108  Nic Lutsey and Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 efficiency standards. 
https://www.theicct.org/publications/US-2025-off-cycle  

109  U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

110  U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

111 These are based on all the input files of the agencies at National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system. We cannot determine how or why these reductions in effectiveness came about, 
however, it appears as though this is simply due to shifting to the Autonomie modeling system, on which we 
present many issues, further below. 

112  Id. 
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of the mild hybrid systems and the 33% market penetration projected for the augural case, this 
drop in efficiency is not only unjustified but has a major impact on the total cost projected in the 
NPRM for the augural standards. 
 
The agencies have also failed to examine available technology in the marketplace to determine 
the technology CO2 and fuel consumption reduction effectiveness. The 2019 RAM fullsize 
pickup with the V8 engine is offered with a stand-alone belt-integrated starter generator system 
option. The efficiency benefit for both 2wd and 4wd pickup trucks is 10%113, much higher than 
the agencies’ estimate of 5.7% versus baseline 2016 pickup trucks in the NPRM and also higher 
than the 8.1% benefit estimated in the TAR.114 In addition RAM did not apply engine downsizing 
with the BISG system on that truck, so there are also significant performance benefits that 
should be accounted for, meaning that for constant-performance the fuel consumption reduction 
would be even greater than 10%. The ICCT and supplier technology report on hybrids estimated 
that that the benefit of mild-hybrid technology, when adjusted for constant performance, is 
approximately 12.5%, remarkably similar to that actually achieved by the 2019 RAM pickup.115 
This system will be eligible for start-stop off-cycle credits that increase the benefit further.  
 
In addition, the agencies have failed to properly explain or assess the potential for advanced 
pickup truck credits for mild hybrid and other low-emission technologies that can achieve “game 
changer” credits. These credits amount to a bonus 10 and 20 g/mile CO2 credit, based on 
several provisions. We see no analysis of the cost-effectiveness of these credits; however we 
do see that the agencies are seeking comment on extending the credits and expanding their 
use to other vehicle segments.116 These technology credits amount to poor public policy, as the 
agencies are giving credit for technologies that are already being deployed to meet the 
standards, they are scarcely discussed or assessed as to their value or implications for 
individual companies selling pickups. Expanding these credits, without analysis of their impacts 
to date or the potential implications truly amounts to poor and unthoughtful public policy. We 
strongly recommend that the agencies do not expand “game changer” credit program for other 
vehicle types. As a matter of running a credible regulatory analysis, the agencies must properly 
assess the program’s value and implications on a fleet and individual company basis. They 
should, at a minimum, include the applicable credits on all the pickups that have stop-start and 
mild hybrid technology (these are 10 and 20 g/mile in benefit, at no additional technology cost) 
within the technology packages and pathways in the CAFE and OMEGA modeling. They should 
also examine whether any non-hybrid pickups might also be eligible for the credits in the 2025 
timeframe and present their assessment the public. 
 

                                                
113  Eric Junga, Pickups gearing up for huge fuel economy improvements. American Council for an Energy-Efficient 

Economy. July 19, 2018. https://aceee.org/blog/2018/07/pickups-gearing-huge-fuel-economy  
114  The agencies’ pickup truck BISG improvement estimates are somewhat less than the sales-weighted benefit for 

all vehicle classes of 9.5% in the TAR and 6.1% in the NPRM.  
115  Aaron Isenstadt, John German, Mihai Dorobantu, David Boggs, Tom Watson, October 2016, Downsized, boosted 

gasoline engines. https://www.theicct.org/publications/downsized-boosted-gasoline-engines  
116 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 

Trucks, 83 Fed. Reg. at 83 CFR p 43445. 
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We recommend that the agencies re-examine their mild hybrid benefits and revise them 
accordingly to include an CO2 effectiveness value of 12.5% – and including off-cycle and game-
changing pickup credits in the effectiveness. It is the responsibility of the agencies to include all 
applicable credits with their technology packages calculations and their projections, including 
any additional credits that will automatically accrue (e.g., off cycle, game changing pickup 
credits). This real-world example shows that agencies are not doing their due diligence on 
emerging technologies in the current marketplace—and also perhaps that automakers are not 
being forthcoming in describing their available technologies that they are deploying. 
 

9. Full hybrid systems 

The agencies also have several flaws in their modeling of full hybrid technology. First, the 
benefits of level 2 transmission efficiency and TURBO2 over TURBO1 are removed when P2 
strong hybrid systems (SHEVP2) are selected on the electrification pathway, and this 
inappropriately reduces the benefits of P2 hybrids when they use advanced transmission 
technologies.117 Although the limited comment period rendered us unable to quantify the specific 
cost impacts of this error, as the modeling for the augural case forecasts that 22% of the fleet 
will have SHEVP2 systems, 118 this has major impacts on the overall costs. The agencies do not 
acknowledge, justify, or substantiate this constraint It could be an error or a deficiency in the 
Argonne Autonomie modeling system’s ability to analyze such systems like the Ricardo and 
EPA Alpha modeling tools that were previously relied upon in the agencies earlier, more-
rigorous analysis.  

The agencies’ hybrid modeling also has clear deficiencies related to their inappropriate 
decisions on constraining HCR technology. As discussed above, the constraints on HCR 
applications on all vehicles, are preventing non-hybrid baseline vehicles from adopting the most 
cost-effective technologies (like HCR) if they become P2 hybrids. HCR technology is in use on 
hybrid models by most automakers that are deploying hybrids,119 and it appears to be a very 
likely combination by all real-world evidence, yet the agencies’ pervasive constraints are 
disallowing HCR on many hybrids for most automakers. This constrains BMW, Daimler, FCA, 
Honda, JLR, Subaru, Volvo, and Volkswagen from the likely most cost-effective hybrid-HCR 
approach (based on the hybrid leaders to date), based on our analysis of the agencies datafiles.  
 
                                                
117 These are based on all the input files of the agencies at National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system. We cannot determine how or why the agencies chose to model in this way as we 
only see these results according to the detailed datafiles that are largely obscured from public view. 

118 The 22% share of 2025 model year vehicles is from output files, from National Highway Safety Traffic 
Administration, 2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-
economy/compliance-and-effects-modeling-system.  

119 Hybrid HCR vehicles are in the reference 2016 datafleet for the automakers Ford, General Motors, Hyundai, Kia, 
Nissan, and Toyota. These are based on all the input files of the agencies at National Highway Safety Traffic 
Administration, 2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-
economy/compliance-and-effects-modeling-system.  
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Additionally, the agencies’ modeling is pushing turbocharging on hybrid packages, thus both 
restricting these packages’ effectiveness and increasing their costs. The artificially-imposed 
turbocharging-hybrid effectively reduces their package effectiveness because HCR-hybrids 
typically deliver 3-4% greater benefit than Turbo1 or Turbo2.120 Regarding costs, as identified 
above, because the agencies’ turbochargers have higher cost than HCR and the agency 
typically are falsely modeling ineffective CEGR with an additional $300 per vehicle despite no 
benefit (as described above), the agencies hybrid modeling is falsely propping up compliance 
costs.  

10. Transmissions 

The above discussion highlights a wide number of inconsistencies, errors, and various issues in 
assigning effectiveness and modeling deployment of various engine technologies. The agencies 
also apply flawed inputs with respect to the availability of high-efficiency transmissions. There 
has been a steady shift from 4- and 5-speed transmissions five years ago toward 6-and-greater 
speed transmissions through 2016.121 In the agencies’ model year 2016 reference sales 
database, 2.95 million (i.e., 18%) of new sales have automatic transmissions with 7-10 speeds. 
Companies in the 2016 reference fleet that have deployed these 7-and-greater speed 
transmissions include BMW, Daimler, Fiat-Chrysler, Ford, General Motors, Honda, Hyundai-Kia, 
Mazda, Nissan, Subaru, Toyota, and Volkswagen.122 Yet, as described below, the agencies’ 
treatment of these transmissions is incomplete and in direct conflict with these real-world 
developments. 

The agencies have failed to properly assess the effectiveness of high-efficiency transmission 
technologies. The following Table 1 summarizes the efficiency improvements for each 
transmission from the Volpe model, assessed using the technologies projected to be used by 
most vehicles for the augural standards: 
  

                                                
120 These are based on the input files of the agencies at National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system.  

121  Environmental Protection Agency. January 2018. The Light-Duty Automotive Technology, Carbon Dioxide 
Emissions, and Fuel Economy Trends Report. https://www.epa.gov/fuel-economy-trends and Reference 2016 
datafile from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system 

122  Reference 2016 datafile from National Highway Safety Traffic Administration, 2018, “Compliance and Effects 
Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system  
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Table 1. Efficiency improvement for given transmission improvements 

NPRM Volpe model using highest volume technologies from augural run (CEGR1, 
EPS, IACC, BISG, LDB, ROLL20, MR4, AERO20) 
Technology Compared to MPG benefit (sales weighted average) 
AT6 
AT8 
AT10 
AT6L2 
AT8L2 
AT10L2 

A5 
A5 
A5 
A5 
A5 
A5 

3.6% 
7.5% 
10.3% 
12.0% 
9.1% 
11.5% 

DCT8 DCT6 -1.9% 
 
The efficiency improvement for adding additional gears from AT6 to AT8 to AT10 make sense. 
However, the impact of adding level 2 transmission efficiency technologies123 varies wildly and 
produces absurd results. A 6-speed AT6L2 Is modeled as much more efficient (12.0% 
improvement) than a comparable 8-speed AT8L2 (9.1%) and even slightly more efficient than a 
comparable 10-speed AT10L2 (11.5%). Plus, the 8-speed dual-clutch automated transmission 
(DCT8) is modeled as being less efficient than a comparable 6-speed (DCT6). Accordingly, the 
agencies CAFE model predicts that there are no new cars that adopt DCT technology between 
2016 and their estimated compliance for the model year 2025 augural/adopted standards (i.e., 
they project a 3% market share remains from the 2016 reference fleet through 2025).  
 
The net impact is that the modeling projects there are no efficiency benefits, in fact, a slight 
efficiency loss, in moving along the transmission pathway from AT6L2 to AT10L2 transmissions, 
and from DCT6 to DCT8. Despite this, for the augural standards for model year 2025 the Volpe 
model projects only 0.1% of vehicles will use AT6L2 transmissions (12.0% benefit), but 33.2% 
will use AT10L2 transmissions (11.5% benefit), despite their higher cost and negative 
incremental value.124 Additionally, 4.1% use AT8 transmissions without level 2 (7.5% benefit) 
and 13.4% use AT10 transmissions without level 2 (10.3% benefit). These results strongly 
suggest there are major problems in the Argonne simulation and/or CAFE fleet modeling that 
make one of the tools incapable of rigorously modeling advanced transmissions that are in the 
market today and likely to be common in 2025. The results also suggest that the agencies made 
hidden assumptions to reduce the technology effectiveness of the high-efficiency level 2 
strategy of the transmission, without disclosure or justification. And the results show that the 
model fails at its sole purpose of projecting cost-effective compliance pathways, as in this case 
it adds cost but decreases efficiency, 

                                                
123  The exact technologies included in level 2 efficiency improvements are not defined in the NPRM or the PRIA, but 

likely include some combination of reduced parasitic losses, improved torque converter behavior, shift to neutral 
during idle, improvements in clutches and brakes, off-axis oil pump, and increased torque converter lock-up area, 
which are all discussed in the PRIA.  

124  From output files from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling 
System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system  
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The agencies have also failed to include the related transmission technologies being deployed 
for off-cycle credits (that are in addition to the test-cycle improvement). Transmission warm-up 
technologies are being deployed due to regulatory test-cycle benefits and off-cycle credits by 
Fiat-Chrysler, Ford, Honda, Hyundai-Kia, and Nissan in model year 2016.125 These are worth up 
to 1.5 g/mile for cars and 3.2 g/mile in CO2 credits (and equivalent converted fuel consumption 
credits). Even though transmission warm-up strategies are used by 3.7 million new 2016 
vehicles – about 23% of new 2016 vehicles126,127 – the agencies have not included this 
technology in their assessment of existing GHG and Augural 2025 CAFE standards. To 
appropriately model the model year 2025 standards, the agencies need to include these credits 
as applicable for these companies already using the technology, and any other companies that 
are likely to use them based on existing product plans and cost-effectiveness. This appears to 
be another of the many cases where the agencies did not include the EPA’s engineering 
expertise or compliance data.128 

The agencies must transparently show the combined efficiency and cost values of each 
combination of transmission technology (each gear count, levels 2 and 3, and what the levels 
include regarding shift logic and gear box efficiency improvement) in a logical cumulative set of 
steps from an automatic 5-speed, including how high-efficiency gearbox and optimized shifting 
strategy technologies are included. Otherwise it appears that that the agencies improperly 
modeled transmission effectiveness and/or restricted applicable and highly cost-effective 
transmission technologies. In addition, the agencies must use all their existing data on 
transmission off-cycle credits, and assume that every automaker will deploy the off-cycle 
technology with the maximum 2016 credit of 1.5 g/mile for cars and 3.2 g/mile in CO2 credits on 
all of their 2025 vehicles. Not including known off-cycle technology would apparently amount to 
negligently ignoring known low-cost compliance technology that are already experiencing very 
high use in 2016. 

11. Mass reduction technologies 

The agencies have invalidly restricted the use of lightweighting technology and its likely 
contribution to future-year industry efficiency improvements and compliance efforts. The 
agencies have made a dramatic and unjustified shift in the baseline fleet related to mass 
reduction. From the model year 2015 baseline used in the draft TAR to the 2016 baseline used 
in the proposal, the agencies have applied an artificial increase in vehicle mass reduction. 
                                                
125 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

126 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

127 Nic Lutsey and Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 efficiency standards. 
https://www.theicct.org/publications/US-2025-off-cycle  

128  U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 
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According to NHTSA’s datafiles, the 2015 fleet (Draft TAR) had 26% of vehicles sold with one of 
the mass reduction packages, whereas the 2016 fleet (NPRM) had 47% of vehicles (i.e., 7.6 
million vehicles).129 The agencies do not acknowledge this change, and do not even attempt to 
justify it. Moreover, the real-world fleet did not see increases in mass reduction of this 
magnitude in 2016. To the contrary, it appears that the agencies have applied mass reduction 
technology to vehicles in the model that did not have mass reduction applied in the real world. 
This unreasonable change thus fails to reflect real-world outcomes, and renders unavailable 
mass reduction technologies for these vehicles in the model. And without these technologies 
available, the model selects less cost-effective technologies instead, and the effect is to drive 
the modeled compliance costs higher.  

In addition, the agencies have also adjusted the glider mass fraction from 75% of total vehicle 
mass as used in the draft TAR, down to 50% for the NPRM. This has the effect of reducing the 
effectiveness of mass reduction technology. The agencies state that this change in glider mass 
fraction is due to “excluding…some interior system components (because of safety 
considerations).”130 This implies that the “interior system components” comprise 25% of total 
vehicle curb weight, which is an unreasonably high number for such systems. Moreover, even if 
those systems were that heavy, if such components were safety-critical and not open to 
lightweighting, they would have been a larger concern in all past rulemakings. In fact, the very 
studies used by the agencies to estimate costs show glider fraction greater than 75%, with 
numerous safety features considered.131 The agencies must specifically identify the “safety 
components” they are referring to, and justify the limitation they have placed on lightweighting in 
response.  

These are dramatic changes that remove technology from potential use in the 2017-2025 
analysis, and they are not substantiated with data showing the automakers actually deployed 
the technology in the real-world or data showing that the glider mass fraction has changed. As 
to the first problem - compounding the agencies’ lack of evidence, the agencies acknowledge 
the difficulties in assessing actual mass reduction for fuel efficiency purposes, as compared to 
mass reduction used to improve performance or offset weight of added features.132 Thus, in 
order to substantiate the changes made to the baseline fleet mass reduction assignment, the 
agencies need to show data on how these improvements are evident in the fleet and to quantify 
and include their realized benefits in the analysis. If an improvement of this magnitude had 
actually been implemented on-the-ground, it would be evident in fleet level miles-per-gallon and 
CO2 emissions (e.g., in EPA’s compliance data, Trends133 and Manufacturer Performance134 

                                                
129  Input files from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system  
130 PRIA at 417 
131 PRIA section 6.3.10.1.1.3, at 390 
132 Id. at 415 
133  Environmental Protection Agency. January 2018. The Light-Duty Automotive Technology, Carbon Dioxide 

Emissions, and Fuel Economy Trends Report. https://www.epa.gov/fuel-economy-trends  
134 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 
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reports). But, to the contrary, none of the improvements that would be associated with this 
additional mass reduction were reflected in the model year 2016 fleet.  

Another apparent error is that within that baseline fleet, the agencies appear to have estimated 
that the mass reduction of vehicle curb mass due to lightweighting technology is 2.3% (sales-
weighted across models based on their nominal baseline). By placing this technology in the 
baseline, the agencies are artificially removing the most cost-effective lightweighting from future 
use, which incorrectly increases the costs of all subsequent mass-reduction in the compliance 
modeling. Due to the very large cost and technology impact, and the lack of data substantiation 
by the agencies, the agencies must clearly and precisely share their estimated percent (and 
absolute pounds) mass reduction amount for each vehicle make and model in the baseline fleet 
(rather than simply showing binned categories), and their technical justification for each value. 
To not do so obscures the agencies’ new methods and data sources from public view, rendering 
their lightweighting calculations a black box. We also recommend that the agencies conduct two 
sensitivity analyses that assume that every baseline make and model has not yet applied ay 
lightweighting (that is, is setting their baseline to 0% mass reduction), that each has applied only 
those previous baseline mass reduction levels shown in the from TAR to demonstrate how 
much the agencies’ decision to load up more baseline technology affects the compliance 
scenarios, as it appears that the agencies may have made an unsupportable and non-rigorous 
assumption about mass reduction technology across the models.  

In the Augural standards, fleet-sales-weighted lightweighting technology increases from 2.3% in 
the baseline 2016 fleet to 7.5% by 2025, suggesting that the agencies think the fleet would only 
see a 5% reduction in average vehicle curb mass from 2016 to 2025. The agencies have 
incorrectly impeded the uptake of lightweighting in their regulatory analysis of the Augural 
standards. In addition to rendering mass reduction technologies unavailable by burying them in 
the baseline fleet, the agencies also appear to force unrealistically low deployment of further 
mass-reduction technology through 2025 by inflating associated costs (costs are discussed 
further below), and reducing net benefit by slashing the glider mass fraction. Based on our 
analysis of automaker announcements and the agencies’ baseline data file (See Table 2), there 
are many vehicle makes and models that demonstrate automakers can and are deploying mass 
reduction at levels from 5%-15% in the 2016-2017 model years across vehicle types, including 
small performance cars, midsize cars, SUVs, minivans, and pickups.135 There is no justifiable 
reason to expect that other models and other manufacturers would fail to also adopt the same 
or greater levels of cost-effective mass reduction in model years after 2016, instead of the much 
more limited adoption modeled by the agencies.  
  

                                                
135  Aaron Isenstadt and John German (ICCT); Piyush Bubna and Marc Wiseman (Ricardo Strategic Consulting); 

Umamaheswaran Venkatakrishnan and Lenar Abbasov (SABIC); Pedro Guillen and Nick Moroz (Detroit 
Materials); Doug Richman (Aluminum Association), Greg Kolwich (FEV). Lightweighting technology development 
and trends in U.S. passenger vehicles, December 19, 2016. http://www.theicct.org/lightweighting-technology-
development-and-trends-us-passenger-vehicles  
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Table 2. Sample of vehicle mass reductions 

Source Vehicle model Model year Mass reduction (kg) Mass reduction (%) Base year 
ICCT Ford F-150 2016 288 14% 2014 
 Acura MDX 2017 172 8% 2013 
 GM Cadillac CTS 2017 95 5% 2013 
 Audi Q7 2016 115 5% 2015 
 Chrysler Pacifica 2017 146 7% 2016 
 Opel Astra 2016 173 12% 2015 
 Chevrolet Malibu 2016 135 9% 2015 
 GMC Acadia 2017 318 15% 2016 
 Chevrolet Volt 2017 110 6% 2014 
 Chevrolet Cruze 2017 103 7% 2015 
 Mazda Miata 2016 67 6% 2015 
 Chevrolet Equinox 2018 182 10% 2016 
 Chevrolet Camaro 2016 177 10% 2015 
Agencies Chevrolet Corvette 

Chevrolet Malibu 
Honda Civic Sedan 
Hyundai Elantra 
Hyundai Veloster 
Kia Forte  
Kia Soul 
Mazda Mx-5 Miata 
Nissan Versa 
Ram Promaster City 
Toyota Prius C 
Toyota Yaris 

2016 105-160 10% Varied 

 Cadillac CT6 
Ford F150 
Kia Rio5 
Mazda CX-3 
Subaru BRZ 
Volvo XC90 

2016 85-165 7.5% Varied 

 

The agencies’ analysis (i.e., that the fleet in 2025 will have a 7.5% mass reduction (or 5% 
change from 2016 to 2025)) essentially indicates that some mass-reduction technologies will 
see increased uptake, but that, on average, the industry will not adopt even today’s best 
available technologies, and that there will be minimal innovation in the years between 2016-
2025. We recommend that the agencies assess why their analysis is so artificially conservative 
in 2025 compared even to the leading lightweighting designs in the 2016-2017 fleet. 
Specifically, the agencies must either correct their technology and cost analysis to reflect the 
continued developments, or explain why automakers have chosen to deploy lightweighting in 
successful products in 2016-2017 if they are not profitable or effective.  

Other demonstrations of how artificially and unreasonably restrictive the agencies are on their 
mass reduction assessment come from statements by the automakers that suggest that 10-15% 
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and greater mass-reduction are squarely part of their plans. Ford indicated that by 2020 it would 
see the full implementation of known technology, including weight reduction of 250-750 lbs on 
its vehicles.136 This level of lightweighting technology would roughly amount to 10% weight 
reduction, likely a lower percentage for smaller vehicles and higher percentage for larger 
vehicles. Toyota aims to reduce vehicle weight by 20% with its Toyota New Global Architecture 
that was first introduced in 2015 and then will be phased in through its vehicles through the first 
half of the 2020s.137 General Motors aims to shed 500 lbs (or about 10%) by 2016, and then as 
much as 1000 lbs (or 20%), from its trucks in the early 2020s.138 Mazda aims to reduce each 
model by 220 lb over 2011-2015 and another 220 lb from 2016 on.139 These company plans are 
still underway. From model year 2010 to model year 2016, the average new light-duty vehicle 
fleet average weight has remained virtually unchanged at about 4,000 lbs.140 As a result, these 
mass-reduction efforts are still ongoing and demonstrate that there is much more technology 
potential that goes well beyond what the agencies are projecting for 2025 mass reduction to 
comply with the Augural standards. 

Beyond making assumptions that largely fail to recognize these ongoing real-world mass-
reduction technology developments by companies, it appears clear that the agencies have 
invalidly nullified the most relevant detailed engineering studies on mass-reduction technology, 
demonstrating that potential mass reduction technology goes beyond the 10-15% mass-
reduction that is discussed above. Peer-reviewed studies by EDAG, FEV, Ford, and Lotus 
Engineering use state-of-the-art engineering teardown analysis and holistic vehicle safety 
simulation analysis to assess the technology potential and associated cost for mass reduction. 
These studies demonstrate that at least 20% mass reduction is available for adoption across 
vehicle classes by 2025.141 Much of this reference literature was based on California Air 
Resources Board staff analysis performed in conjunction with the federal agencies, so the 

                                                
136 Matthew J. Zaluzec. April 20, 2015. Ford: Go Further. https://www.engr.uky.edu/sites/default/files/ISM/Keynote1-

MattZaluzec-Ford-NCMS-Talk.pdf  
137 Autonews (2013). Toyota expects weight savings, mpg gains: R&D execs extol technology coming in 2015. 

http://www.autonews.com/article/20131125/OEM01/311259956/toyota-expects-weight-savings-mpg-gains  
138 Levine, M. (2010). Report: Pickup Truck Makers to Reduce Weight to Meet New Fuel Economy Targets. 

http://news.pickuptrucks.com/2010/12/report-pickup-truck-makers-work-to-reduce-weight-to-meet-new-fuel-
economy-targets.html  

139 Mazda Sustainability Report 2011. http://www2.mazda.com/en/csr/download/pdf/2011/2011_s_all.pdf  
140  Environmental Protection Agency. The Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel 

Economy Trends Report. https://www.epa.gov/fuel-economy-trends. 
141 EDAG (2011) Future Steel Vehicle. http://www.worldautosteel.org/projects/future-steel-vehicle/phase-2-results/ 

Prepared for WorldAutoSteel; FEV (2012) Light-Duty Vehicle Mass Reduction and Cost Analysis — Midsize 
Crossover Utility Vehicle. Prepared for US Environmental Protection Agency. EPA-420-R-12-026. 
http://www.epa.gov/otaq/climate/documents/420r12026.pdf; Lotus Engineering (2012) Evaluating the Structure 
and Crashworthiness of a 2020 Model-Year, Mass-Reduced Crossover Vehicle Using FEA Modeling. Prepared for 
California Air Resources Board. http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-
compressed.pdf; Singh, H. (2012). Mass Reduction for Light-Duty Vehicles for Model Years 2017-2025. Prepared 
for National Highway Traffic Safety Administration. Report No. DOT HS 811 666. 
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf (accessed in 2012); Geck, P. J. Goff, R. Sohmshetty, K. 
Laurin, G. Prater, V. Furman, 2007. IMPACT Phase II – Study to Remove 25% of the Weight from a Pick-up 
Truck. Society of Automotive Engineers. 2007-01-1727 https://www.sae.org/publications/technical-
papers/content/2007-01-1727/  
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federal agencies are well aware of these studies. As discussed below, the agencies also 
reinterpreted the results of the main study relied upon in the TAR in order to inflate costs.142 
Thus, it is troubling that the NPRM authors have chosen to disregard and distort analysis that is 
clearly directly applicable, and this is indicative that the technical assessment by the agencies 
has a clear technical bias towards reducing CAFE and GHG standards. Excluding these studies 
amounts to intentionally disregarding the most pertinent and rigorous engineering studies that 
are applicable to the rulemaking timeframe. 

The agencies must revise their treatment of mass reduction. They must adjust their technology 
inputs based on the most recent data,143 primarily to increase the maximum available mass 
reduction potential levels to include up to 20% and 25% mass reduction. A more reasonable 
result from the compliance analysis would indicate that the auto industry will cost-effectively 
deploy at least 15% vehicle curb mass reduction in the 2025 timeframe at near zero net cost 
(and consistently less than $500). The only vehicle class where such high mass reduction 
appears less likely is smaller cars,144 where there is typically lower amounts of mass reduction 
of less than 10%; therefore constraints at approximately 7.5%, as done in the TAR, appears to 
be warranted for small cars. Updating their cost estimates to be lower would reflect the best 
available data and actual industry practices to incorporate all the available and emerging mass-
reduction technologies.  

The agencies must also re-adopt the TAR methodology in which glider mass is assumed to be 
75% of vehicle mass, or provide detailed justification and evidence supporting the new value of 
50%. The agencies must provide a detailed and justified explanation of all mass reduction 
technologies that they have deemed to already have been applied to the model year 2016 
analysis fleet. Because of these types of changes that are opaquely buried in the agencies’ 
datafiles and unexplained, we believe the agencies have to reissue a new regulatory analysis 
and allow an additional comment period for review of their methods and analysis. 

12. Aerodynamics 

The agencies appear to have failed to appropriately and comprehensively consider all the 
applicable aerodynamic technologies that are being deployed by automakers. This is the case 
for both off-cycle credit and test-cycle aerodynamic technology. As a result of these changes, 
the agencies have artificially increased the modeled compliance costs and decreased the 
effectiveness of available aerodynamic drag reduction technology available as compared to the 
TAR.145  

Aerodynamic technology including the use of grill shutters are being deployed for regulatory off-
cycle credits by BMW, Fiat-Chrysler, Ford, General Motors, Hyundai-Kia, Jaguar Land Rover, 

                                                
142 Compare Figure 6-160 and Table 6-37 in the NPRM with Figure 5.141 and Table 5.175 of the Draft TAR, both of 

which are based on the same study of a MY2011 Honda Accord. 
143 Ibid. 
144 Aluminum Association. https://www.drivealuminum.org/wp-content/uploads/2018/08/Mass-Reduction-Chart.pdf 
145 PRIA section 6.3.10.1.2.1.1.8 and 6.3.10.1.2.1.1.10 
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Nissan, Subaru, and Toyota in model year 2016. 146 These are worth up to 0.6 g/mile for cars 
and 1.0 g/mile in CO2 credits (and equivalent converted fuel consumption credits). In the 2016 
fleet they are used by 3.2 million vehicles or about 20% of new 2016 vehicles,147 demonstrating 
that this cost-effective technology will be more broadly deployed post-2016. To appropriately 
model the Augural standards, the agencies would need to include the increasing use of the 
aerodynamic off-cycle technology credits as applicable across all companies through 2025. This 
means giving additional credits in future years for the likely use of grill shutters and any other 
off-cycle aerodynamic technologies. This appears to be another case where the agencies did 
not include the EPA’s engineering expertise or compliance data, who would be able to better 
advise based on their certification data from the off-cycle program.148 As discussed above, this 
is part of a broader issue, where the agencies are failing to acknowledge a clear and growing 
trend for automaker applying for and getting approvals for off-cycle technology that is lower cost 
than the test-cycle technologies the agencies are modeling (these aerodynamic off-cycle credits 
are approximately 2 g/mile out of 15 g/mile of expected off-cycle credit use by model year 
2025). 

In addition, the agencies make a different type of error in the treatment of aerodynamic 
technology in the reference model year 2016 data fleet. The agencies have artificially limited the 
availability of aerodynamic technologies in the CAFE model in future years by making a very 
significant and unjustified shift in the model year 2016 baseline fleet.149 From the model year 
2015 baseline to the 2016 baseline, the agencies have deemed approximately three times as 
many vehicles to have pre-existing aerodynamic improvements as they did in the TAR. The 
TAR’s 2015 fleet had about 8% vehicles sold with one of the aerodynamic packages, whereas 
the NPRM’s 2016 fleet had 53%.  

This is a dramatic change that removes technology from potential use in the 2017-2025 
analysis, and it is not substantiated with data to show that the automakers deployed the 
technology. The agencies justify this change by introducing new, intermediate aerodynamic 
improvement steps, which redistributes the baseline fleet into more advanced aerodynamic 
levels without observing or verifying real-world aerodynamic improvements. To substantiate this 
change, agencies need to show data on how these improvements are evident in the fleet and 
delivering benefits. If an improvement of this magnitude were true, it would be evident in fleet 

                                                
146 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

147 Input file with reference model year 2016 vehicle fleet from National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system  

148 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

149  Input file with reference model year 2016 vehicle fleet from National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system  
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level miles-per-gallon and CO2 levels (e.g., in EPA’s Trends150 and Manufacturer Performance151  
reports). But, to the contrary, none of the quantifiable mpg or CO2 benefits that would be 
associated with these additional aerodynamic improvements were reflected in any real-world 
evidence in the model year 2016 fleet. As with mass reduction, this seems to be a case of the 
agencies artificially burying efficiency technology in the baseline, rendering it unusable in the 
post model year 2016 compliance scenarios.  

Due to the very large cost and technology impact, and the lack of data substantiation by the 
agencies, the agencies must clearly and precisely share their absolute road load coefficients 
(i.e., the basis for any aerodynamic calculation) and exact estimated percent improvement 
(rather than binned percentage categories) for each vehicle make and model in the baseline 
and future modeled fleet, and their technical justification for each value. To not do so would 
obscure the agencies’ methods. The agencies must also conduct two sensitivity analysis cases 
that assume that every baseline make and model is set to 0% aerodynamic improvement and 
set to the previous baseline aerodynamic levels (i.e., from TAR) to demonstrate how much the 
agencies’ decision to load up more baseline technology affects the compliance scenarios, as it 
appears that the agencies may have made a unsupportable and non-rigorous assumption about 
aerodynamic technology across the models. Because of these types of changes that are 
opaquely buried in the agencies’ datafiles and unexplained, we believe the agencies have to 
reissue a new regulatory analysis and allow an additional comment period for review of their 
methods and analysis.  

13. Rolling Resistance 

Similarly, the agencies have made a dramatic and unjustified shift in the baseline fleet related to 
tire rolling resistance. From the model year 2015 baseline to the 2016 baseline, the agencies 
have introduced a massive increase in tire rolling resistance improvements. According to 
NHTSA’s datafiles, the 2015 fleet had 0% vehicles sold with one of the rolling resistance 
packages, whereas the 2016 fleet had 46% (i.e., more than 7 million vehicles).152 Nearly 20% of 
vehicles now have a 10% reduction in rolling resistance, and more than 26% have a 20% 
reduction in rolling resistance.153 This is a dramatic change that removes technology from 
potential use in the 2017-2025 analysis, and it is not substantiated with data to show that the 
automakers deployed the technology. To substantiate this, agencies need to show data on how 
these improvements are evident in the fleet and delivering benefits. If an improvement of this 
magnitude were true, it would be evident in fleet level miles-per-gallon and CO2 levels (e.g., in 

                                                
150  Environmental Protection Agency. January 2018. The Light-Duty Automotive Technology, Carbon Dioxide 

Emissions, and Fuel Economy Trends Report. https://www.epa.gov/fuel-economy-trends  
151 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

152  Input file with reference model year 2016 vehicle fleet from National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system  

153  Id  
 



 

 I-36 

EPA’s compliance data, Trends154 and Manufacturer Performance155 reports). But, to the 
contrary, none of the quantifiable mpg or CO2 benefits that would be associated with these 
additional rolling resistance improvements were reflected with any real-world evidence in the 
model year 2016 fleet. Again, this seems to be a case of the agencies artificially burying 
efficiency technology in the baseline, rendering it unusable in the post model year 2016 
compliance scenarios.  

In addition, the agencies adopt a new assumption that the fleet average coefficient of rolling 
resistance (0.009) is higher than that of the TAR (0.0075–0.009).156 This is quite confusing and 
perhaps troubling, as it would imply that the fleet rolling resistance got worse, but the agencies 
are deciding to provide baseline credit as if there was more rolling resistance technology 
deployed. In the vehicle simulation modeling supporting the TAR, rolling resistance varied by 
vehicle class. For example, compact cars had a rolling resistance coefficient of 0.0075, whereas 
midsize cars were 0.008, and small SUVs 0.0084. The agencies appear to attribute this 
difference to the agencies’ use of CBI on tire rolling resistance received since the TAR. This CBI 
was used to bin vehicles according to the level of rolling resistance reduction from the newly 
assumed fleet average 0.009. Using this logic, the agencies are essentially stating that nearly 
20% of all vehicles achieve 0.0081 (or better) rolling resistance value, and more than 26% 
achieve 0.0072 (or better). These values were considered as ROLL0 for midsize and compact 
cars in the TAR. Rather than changing the definition of rolling resistance technology to include 
improvements beyond the baseline, the agencies have, instead, redefined the technology 
available in the baseline. Again, this reduces the number of vehicles that can use tire 
improvements in future compliance years within the agencies modeling framework, artificially 
forcing companies to use other, more expensive technologies.  

Due to the very large cost and technology impact, and the lack of data substantiation by the 
agencies, the agencies must clearly and precisely share their absolute road load coefficients 
(i.e., the basis for any rolling resistance calculation) and exact estimated percent improvement 
(rather than binned percentage categories) for each vehicle make and model in the baseline 
and future modeled fleet, and their technical justification for each value. To not do so would 
obscure the agencies’ methods. The agencies must also conduct two sensitivity analysis cases 
that assume that every baseline make and model is set to 0% rolling resistance improvement 
and set to the previous baseline rolling resistance (from the Draft TAR) to demonstrate how 
much the agencies’ decision to load up more baseline technology affects the compliance 
scenarios, as it appears that the agencies may have made a unsupportable and non-rigorous 
assumption about rolling resistance technology across the models. Because of these types of 
changes that are opaquely buried in the agencies’ datafiles and unexplained, we believe the 

                                                
154  Environmental Protection Agency. January 2018. The Light-Duty Automotive Technology, Carbon Dioxide 

Emissions, and Fuel Economy Trends Report. https://www.epa.gov/fuel-economy-trends  
155 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

156 PRIA section 6.3.10.1.3.1.1 at 446; Draft TAR section 5.4.2.6.1, Table 5.219 at 5-503 
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agencies have to reissue a new regulatory analysis and allow an additional comment period for 
review of their methods and analysis. 

14. Electric power steering, improved accessories, low-drag brakes 

The agencies have likewise made several additional unjustified shifts in the baseline fleet in 
NHTSA’s data files. From the model year 2015 baseline to the 2016 baseline, the agencies 
have deemed use of electric power steering improvements to have increased from 38.5% to 
89% of vehicles sold; use of improved accessories to have increased from 0% to 20% of 
vehicles sold; and use of low drag brakes to have increased from 0% to 13% of vehicles sold.157 
Furthermore, the agencies have eliminated the TAR’s first level of accessory improvement and 
kept only the second level. They have thus assumed that 100% of the 2015 baseline has shifted 
to the first level of accessory improvement, and a further 20% of those have adopted the second 
level, thus mysteriously burying even more of the accessory efficiency technology in the model 
year 2016 reference fleet. If there is comprehensive data basis for this shift, it remains 
undisclosed by the agencies.  

Electric power steering, improved accessories, and low-drag brakes are worth 1-1.5%, 2%, and 
0.8%, respectively, in efficiency improvement against baseline vehicle technology. However 
putting this technology in the baseline removes it from potential use in the 2017-2025 analysis, 
and it is not substantiated with data to show that the automakers deployed the technology in the 
real world. To substantiate this, agencies need to show data on how these improvements are 
evident in the fleet and delivering benefits. If an improvement of this magnitude were true, it 
would be evident in fleet level miles-per-gallon and CO2 levels (e.g., in EPA’s compliance data, 
Trends and Manufacturer Performance reports). But, to the contrary, none of the quantifiable 
mpg or CO2 benefits that would be associated with these additional electric power steering, 
improved accessories, and low-drag brakes were reflected with any real-world evidence in the 
model year 2016 fleet. This seems to again be a case of the agencies artificially burying 
efficiency technology in the baseline, rendering it unusable in the post model year 2016 
compliance scenarios.  

Due to the very large cost and technology impact, and the lack of data substantiation by the 
agencies, the agencies must clearly and precisely share their technical justification for including 
all each individual case of these new electric power steering, improved accessories, low-drag 
brake technologies by make and model. To not do so would obscure the agencies’ methods. 
The agencies must also conduct two sensitivity analysis cases that assume that every baseline 
make and model is set to the same as the Draft TAR data to demonstrate how much the 
agencies’ decision to load up more baseline technology affects the compliance scenarios.   

                                                
157  Input file with reference model year 2016 vehicle fleet from National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system  
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15. Air conditioning 

Stating their rationale to harmonize the standards, EPA has proposed to exclude air 
conditioning refrigerants and leakage from average GHG performance calculations after model 
year 2020. This is inappropriate, as GHG-reduction technologies are available, cost-effective, 
and currently experiencing increased deployment by many companies due to the standards. As 
evidence of the technologies’ availability and cost-effectiveness, at least 16 companies (BMW, 
Ford, Fiat-Chrysler, General Motors, Honda, Hyundai, Jaguar Land Rover, Kia, Mercedes, 
Mitsubishi, Nissan, Subaru, Tesla, Toyota, Volkswagen, Volvo) have deployed some leakage-
related technologies and received GHG credits.158 In addition, at least four companies (GM, 
Honda, Jaguar Land Rover, Fiat-Chrysler) have begun deploying low-global warming 
refrigerants, replacing the main refrigerant R-134a with HFO-1234yf.159 EPA fails to 
acknowledge, much less discuss, these developments. This information is widely available in 
the U.S. EPA Manufacturer Performance Report.160 This major oversight implies that U.S. EPA 
engineering experts that administer, review automaker technology, and enforce this aspect of 
the program have not been consulted in this decision. 

Furthermore, we cannot find any analysis of the availability, cost, or cost-effectiveness of the 
emerging HFO-1234yf refrigerant technology in the NPRM or PRIA, when there were dozens of 
pages of assessment in the original rulemaking161 and there have been many technology 
deployments by at least 16 automakers since.162 Without offering credits in the GHG regulation, 
these technologies will not be deployed across the fleet, as they do not have associated 
consumer fuel-saving benefits that make them more attractive to consumers. Based on the 
extensive analysis in the original 2012 rulemaking and original 2017 Final Determination, it is 
clear that EPA has simply been incomplete in their technical assessment related to these 
refrigerant technologies and provisions within this rulemaking.  

EPA has an obligation to reduce greenhouse gas emissions and do so cost-effectively. 
Automakers and their suppliers reacted to the regulation and began investing in, and utilizing, 
the available credit system for refrigerant-based credits, as this was indeed part of a cost-
effective compliance approach to reduce emissions. This move to remove the refrigerant-related 

                                                
158 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

159 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

160 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

161 See “Air Conditioning Related Credits” at 77 Code of Federal Register (October 15, 2012), 62804-62810. Joint 
Technical Support Document: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards Page 5-1 to 5-61  

162 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  
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aspects of the rule clearly demonstrates that the EPA is forgoing a known cost-effective 
technology that effectively removes technology from deployment without basis. As a result, the 
agencies have failed in their analysis of likely industry compliance with respect to the refrigerant 
technology and made an inappropriate conclusion to remove the refrigerant provisions after 
2020. 

If the agencies remove these refrigerants from the program, they will effectively be ignoring the 
effects of known substantial climate pollutants. Removing refrigerant credits that were 
previously available for reductions of 13.8 gram CO2 per mile (g/mile) cars and 17.2 g/mile for 
light trucks inappropriately removes significant environmental protections, and it also undercuts 
existing investments by automakers and suppliers. Through model year 2016, based on U.S. 
EPA data163, companies have deployed the refrigerant and leakage technologies up to a fleet 
average of 6 g/mi, or about 40% of the maximum fleet average of 15 g/mile.  

EPA is obligated to adopt standards for the group of greenhouse gases, as specified in the 
related endangerment finding. This group of greenhouse gases includes the gases found in 
vehicle refrigerants and addressed by EPA’s current provisions for control of these gases. There 
is no technical or other basis to remove the provisions currently in place that control these 
GHGs and are part of satisfying EPA’s obligation to adopt standards that control emissions of 
the entire group of GHGs, not just some of them.164 Nor is there a clear or better option put 
forward to develop a separate standard for air conditioning leakage and refrigerant substitution 
to recapture the lost benefits. EPA indicates that “If the agency moves forward with its proposal 
to eliminate these factors, EPA would consider whether it is appropriate to initiate a new 
rulemaking to regulate these programs independently, which could include an effective date that 
would result in no lapse in regulation of A/C leakage.”165 However, dropping a substantial 
amount of environmental protection for a vague statement that it might be picked up at a later 
point, while creating uncertainty for industry who is well along on a path to deploy the 
associated technology, is not acceptable. Considering this regulation’s apparent overall bias 
toward less action, this appears to clearly be a move toward eliminating environmental 
protection, while making it appear for the moment as if EPA will perhaps eventually live up to its 
responsibility at some later date.  

Based on our above assessment, the agencies have made an incorrect, unsupported, and 
invalid proposal to exclude leakage and replacement refrigeration provisions. The agencies 
must fully maintain the original air conditioning provisions and their application in setting the 
footprint-indexed performance standards as previously, up to 13.8 g/mile (passenger cars) and 
17.2 g/mi (light trucks) more stringent GHG standards to incorporate their use from model year 
2021 on. Otherwise the agencies would be arbitrarily removing a cost-effective technology and 
GHG provisions that deliver approximately 16% of the total required g/mile GHG reductions 

                                                
163 Ibid. 
164 See 77 FR 62624, 627, 672, 770 (October 15, 2012). 
165 83 Fed. Reg. at 43194 
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from the existing 2017-2025 rules, and would amount to about 40% of the g/mile GHG 
reductions from just the 2021-2025 rules.166  

Moreover, to appropriately model the adopted GHG standards through model year 2025, the 
agencies must include the widespread use of these air conditioning technology credits as 
applicable across all companies. The agencies have not done so, demonstrating that this 
appears to be another case where the agencies did not include the EPA’s engineering expertise 
or compliance data.167  

Eliminating this environmental protection on automotive refrigerant emissions—a cost-effective 
provision; one agreed to between the industry, the previous administration, and the states; and 
one that industry is planning to live up to—is bad public policy; we recommend that the EPA 
does not go forward with its proposed approach to eliminate the air conditioning provisions from 
the GHG program. 

16. Off-cycle credit technologies 

The agencies’ assumptions regarding off-cycle credits (what the agencies propose to re-name 
as fuel consumption improvement values), and the model’s treatment of those credits/values, 
are both deficient and contrary to real-world historical evidence and to any reasonable 
projection of likely future technology penetration.  

The agencies sought comment on various flexibilities including the off-cycle crediting 
program.168 In particular, the agencies requested comments on expanding the program to 
include more technology, streamlining the process to approve credits, and also potentially 
removing the off-cycle provision altogether. These proposed ideas are presented by the 
agencies despite providing less analysis of the associated technologies than was presented in 
the original 2012 rulemaking or EPA’s 2017 Final Determination in the Mid-Term Evaluation that 
determined that the MY2022-2025 standards are appropriate under section 202(a).  

In particular, the agencies have failed to correctly assess the technology, costs, and 
effectiveness of both available and projected off-cycle technologies. Off cycle technologies have 
proliferated much more quickly than the agencies projected. In the rulemaking for model years 
2012-2016, these off-cycle provisions were established only for EPA but not for NHTSA i. In the 
model year 2017-2025 rulemaking these provisions were updated and expanded to include 
NHTSA. In that rulemaking the agencies projected just 2.5 g/mile on average for off-cycle 
credits in 2025. However, companies have already surpassed the agencies’ projection, with the 
                                                
166 These calculations of 16% (of 2016-2025 emission levels) and 40% (of 2021-2025 emission levels) are based on 

the fleet going from 268 g/mile in 2016, to 221 g/mile in 2021, to 173 g/mile in 2025, and based on the car-truck 
average air conditioning credit of approximately 15.6 g/mile. Also see for more related info from Nic Lutsey and 
Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 efficiency standards. 
https://www.theicct.org/publications/US-2025-off-cycle  

167 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

168  83 FR at 43444 and 43446-43447.  
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use of off-cycle credits increasing to that level in model year 2016.169 The use of off-cycle credits 
was worth more than 5 g/mile for individual companies like Fiat-Chrysler, Ford, and Jaguar Land 
Rover in model years 2015 and 2016.170 The off-cycle technologies are cost-effectively being 
applied by automakers as part of multiple automakers’ compliance strategies, and it is highly 
likely other automakers will adopt similar technologies. Simply adopting the leading technology 
in current use (through 2016) from each of the off-cycle technology areas would put the 
fleetwide off-cycle credit use at over 10 g/mile by 2020. This information is widely available in 
the U.S. EPA Manufacturer Performance Report,171 and it is a major oversight to not analyze the 
current and projected usage and present such information.172  

If the agencies had appropriately analyzed the implications of the off-cycle provisions, they 
would conclude that far greater use of the off-cycle provisions will occur by 2025, and this would 
greatly reduce the penetration of on-cycle technologies (e.g., engine, transmission, and hybrid), 
with major reductions in reducing overall GHG and CAFE compliance costs. The use of these 
provisions have been analyzed much more extensively by both U.S. EPA173 and Lutsey and 
Isenstadt (2018).174 than in the NPRM. It is clear that the agencies have presented an 
unsubstantiated, uninformed case in considering whether and how to expand and streamline the 
off-cycle provisions, or remove them, as well as in their compliance modeling of use and cost of 
this technology for compliance with the proposed freeze of the standards. The agencies do not 
provide a rationale for any of their proposals related to the off-cycle program, and specifically do 
not estimate technology cost, effectiveness estimates, future deployment by company, or cost-
effectiveness within technology pathways. Without any description or rationale, the NPRM 
leaves stakeholders to wonder whether off-cycle technology was excluded from the analysis 
due to a bias to make the regulatory assessment of compliance costs artificially higher. 

Any minimal and reasonable analysis of the how the off-cycle crediting provisions are being 
used by the industry would conclude that off-cycle credits will account for 15 g/mile (without 
further streamlining of the provisions), even up to 25 g/mile by 2025.175 These levels of off-cycle 
technology use account for 10-25% of the total required 2017-2025 GHG reduction, and 35-56% 
of the total GHG reduction as currently required over 2022-2025176. These implications are 
large, yet they have not been considered in the compliance analysis that naively assumes off-
                                                
169  U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 

Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf 

170 Id. 
171 Id 
172 For example, the NPRM only discusses the use of off-cycle technologies that generate credits under the menu 

option, and states that MY2016 manufacturers received menu based credits averaging 2.5 g/mile. 83 FR at 
43059, Table II-23.  

173 U.S. Environmental Protection Agency, 2017. Greenhouse Gas Emission Standards for Light-Duty Vehicles 
Manufacturer Performance Report for the 2016 Model Year. Accessed from 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf  

174 Nic Lutsey and Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 efficiency standards. 
https://www.theicct.org/publications/US-2025-off-cycle  

175 Ibid. 
176 Ibid  
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cycle credit use in model year 2025 is approximately the same as model year 2016 at about 2.5 
g/mile.177 The agencies need to explicitly include projections that describe how, with which 
technologies, and on which models automakers are likely to employ off-cycle technologies and 
receive well over 15 g/mile by 2025 off-cycle technologies, otherwise they appear to be 
purposely obscuring a known, widely used, and cost-effective path toward compliance on which 
nearly all automakers are clearly and obviously pursuing and increasing usage. 

This is not to say that there are no concerns about the current process for validation of off-cycle 
technologies. It is concerning how the agencies appear to disregard the need for robust 
evidence that clearly indicates every off-cycle technology has real-world benefits.178 If the 
agencies allow more use of off-cycle credits without clear validation of their real-world benefits, 
the regulations cannot serve their intended objectives to reduce GHG and fuel use. Allowing 
greater use of off-cycle technologies without validated real-world benefit would effectively be 
allowing more emissions and higher fuel use for any given stringency level. The off-cycle 
provisions should not be changed unless they are studied at least as rigorously as the test-cycle 
technologies that are analyzed as the primary means of compliance. However, the agencies 
have not done so. The manner in which the agencies have proposed to streamline the approval 
process179 and grant more technologies would fail this basic test. With the large implications of 
the proposed off-cycle crediting provisions, the regulatory agencies cannot credibly analyze the 
appropriateness of the effect of these proposals on the current 2025 standards or alternatives 
without fully analyzing the off-cycle credit provision and the applicable technologies.  

At the other extreme, the proposal to eliminate the off-cycle program is also unwarranted. 180 As 
described above, the agencies appear to have ignored the most recent data on technologies 
being deployed in significant numbers by leading companies, which technologies have resulted 
in significant, real-world reductions in GHG emissions and fuel consumption. Without robust 
analysis undermining this empirical record, the agencies must maintain the 2017-2025 
provisions for off-cycle technologies. At the same time, for the reasons described above, they 
also should not finalize any expansion or streamlining of the off-cycle credit program.  

This provision, as much as any in the rulemaking, shows how profoundly unthoughtful the 
agencies have been in thinking through all the regulatory elements and their actual implications 
for technology deployment. The off-cycle credit program, which could be worth up to half of all 
the total GHG reduction as currently required over 2022-2025 model years181 is proposed to 
either be strengthened or eliminated, without any significant analysis. Based on essentially no 
analysis, the agencies are proposing two extremes of streamlining or eliminating a key part of 

                                                
177 Based on  83 Fed. Reg. at 43160, Table II-79, fleet-wide off-cycle use through model year 2025 appears to remain 

at less than 3 g/mile CO2, essentially showing the agencies either made no effort to analyze the trend and 
automakers persistent attempts to get far more off-cycle technologies approved and credits, or that they are 
ignoring these credit trends in order to hide a highly cost-effective technology. 

178 Nic Lutsey and Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 efficiency standards. 
https://www.theicct.org/publications/US-2025-off-cycle  

179 83 FR at 43444.  
180 Nic Lutsey and Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 efficiency standards. 

https://www.theicct.org/publications/US-2025-off-cycle  
181 Ibid  



 

 I-43 

the regulation. Considering this is a cost-effective provision—and one agreed to by the industry, 
the previous administration, and the states offering a proposal that could swing either way is 
simply bad public policy. We strongly recommend that the agencies maintain the off-cycle 
program as is. 

Regardless of the chosen policy path, it is necessary that the agencies appropriately reflect that 
the fleet will use at least 15 g/mile in off-cycle technology to comply with the Augural standards, 
and analyze and project the specific technologies automakers will use to do so. In the real 
world, off-cycle technologies are more cost-effective, and are being adopted in advance of, 
many advanced engine technologies (e.g., turbocharging level 2) or mild hybrid technology.182 
This is more consistent with automaker technology deployment patterns today than the 
compliance pathways modeled in the NPRM. If the agencies do not make this change in their 
baseline and modeling, their modeling of industry compliance will be erroneous by ignoring 
mainstream existing industry technology with trends that are clearly showing increasing 
adoption of off-cycle technologies that are evidently cost-effective for most automakers in the 
baseline 2016 fleet.  

Because of this glaring omission of what is a top auto industry compliance approach and top 
request for flexibility, we believe the agencies have to reissue a new regulatory analysis that 
includes at least 15 g/mile in off-cycle technology use in the central regulatory scenario, and 
allow an additional comment period for public review.  

In summary, as the section demonstrates, there are significant errors in how the agencies have 
developed their primary technology inputs for their regulatory analysis. Our findings are 
corroborated by EPA’s communications with NHTSA officials, as shared in interagency emails 
and posted in the rulemaking docket. EPA notified NHTSA of many technologies having 
incorrect effectiveness values and poor assumptions on technology application which 
are inconsistent with the trends in the current vehicle market: 

“EPA has observed and presented to NHTSA that several of their inputs regarding 
technology effectiveness are incorrect. These technologies include some applications of 
advanced transmissions, 12V stop/start, cooled EGR (CEGR), crank integrated starter 
generator (CISG), turbo-charged GDI engines, strong hybrids and the application of high 
compression ratio engines (HCR1). For each of these technologies EPA has identified 
either errors in the input data or incorrect assumptions regarding the application of the 
technology which are inconsistent with trends seen in the current vehicle market. Each 
incorrect technology input contributes to a higher estimate of average vehicle cost to 
meet future standards.”183  

Based on our research into the rulemaking data, and as discussed above, there is no evidence 
that NHTSA responded to correct these incorrect data inputs that EPA pointed out. 

                                                
182 Ibid 
183 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 57. 
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B. Technology packages and pathways 

In addition to the agencies’ invalid assessment of several of the individual technologies, the 
agencies assessment of combinations of technologies in packages that are used in all their 
compliance scenarios is erroneous in several important ways.  

1. Vehicle simulation modeling 

The latest analysis for the NPRM should improve upon the body of analytical work in the 
previous rulemakings. However, this rulemaking relies upon a modeling tool and inputs that 
have largely dismissed the seminal, rigorous, and well-vetted analysis used in the EPA analysis 
in the 2016 TAR and the original Final Determination in January 2017.  

Based on the ICCT’s global analysis of vehicle regulations, the EPA’s physics-based ALPHA 
modeling offers the most sophisticated and thorough modeling of the applicable technologies 
that has ever been conducted. The EPA modeling is based on systematic modeling of 
technologies and their synergies. It was built and improved upon by extensive modeling by and 
with Ricardo.184 The EPA approach incorporated National Academies input at multiple stages, 
including to inform the development of the initial Ricardo vehicle simulation and the follow-on 
ALPHA development, benchmarking engines to develop robust engine maps, the use of 
engineering teardown analysis for costs, and its method for estimating the learning-by-doing for 
future year costs.185 It has included many peer reviews at many stages of the modeling and the 
associated technical reports published by engineers in many technical journal articles and 
conference proceedings.186,187 This previous work in the EPA analysis in the TAR also used 
state-of-the-art engine maps based on benchmarked high-efficiency engines.188 Despite these 
rigorous advances in vehicle simulation modeling, it appears that the agencies have inexplicably 
abandoned this approach, expressly disregarding the EPA benchmarked engines, ALPHA 
modeling, and all its enhancements since the last rulemaking.189  

                                                
184  77 FR at 62702, 62711. Also see Joint Technical Support Document: Final Rulemaking for 2017-2025 Light-Duty 

Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards, beginning page 
3-76 

185  Wililam Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 
Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx 

186  Environmental Protection Agency. Advanced Light-Duty Powertrain and Hybrid Analysis (ALPHA) Tool. 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/advanced-light-duty-powertrain-and-hybrid-
analysis-alpha  

187  Wililam Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 
Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx 

188  Environmental Protection Agency. Engine Mapping Process Documents. https://www.epa.gov/regulations-
emissions-vehicles-and-engines/advanced-light-duty-powertrain-and-hybrid-analysis-alpha#engine-mapping and 
Benchmarking Advanced Low Emission Light-Duty Vehicle Technology. https://www.epa.gov/vehicle-and-fuel-
emissions-testing/benchmarking-advanced-low-emission-light-duty-vehicle-technology  

189  This discussion refers to modeling, because it is the combination of the vehicle simulation model itself as well as 
all the inputs (such as engine maps) and technology pathways that lead to modeling results.  
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Instead, the agencies have relied on inputs based on Argonne National Laboratory’s Autonomie 
modeling and relied upon generally older engine maps than the EPA data and modeling that 
underpinned the original Proposed and Final Determination. The modeling used in the NPRM is 
less rigorous and fewer peer review processes have been conducted to improve the work. The 
agencies insufficiently defended their choice of vehicle simulation model and outdated inputs. 
We have flagged dozens of technology and cost issues throughout these comments that any 
serious peer-review process would have identified and forced the NHTSA and or the 
Automomie modeling team to fix before going forward with a major rulemaking based on their 
modeling approach.  

Engine maps. To accurately estimate state-of-the art technology, the foundation is up-to-date, 
state-of-the-art engine maps as inputs and to ensure realistic vehicle simulation modeling. The 
heart of this is the engine maps. The EPA has a world-class spectrum of benchmarked engines 
that is apparently vastly superior to what the agencies have presented in the rulemaking . EPA’s 
benchmarked engines for the applicable advanced-technology engines include the following: 190 

• Turbocharged engines 
o 1.6L Ford EcoBoost –2013 Ford Focus (Euro) 
o 1.6L Ford EcoBoost – 2013 Ford Escape 
o 1.6L PSA Valvetronic turbo – 2012 Peugeot 
o 2.7L V6 EcoBoost (2015 Ford F150) 
o 1.5L I4 (2016 Honda Civic) 
o 2.5L I4 Skyactiv-G (Mazda CX-9) 
o 1.0L I3 EcoBoost (2014 Ford Fiesta)  
o 2.0L I4 (VW) with and without Miller cycle operation 
o 1.4L I4 (VW) – from a copyrighted 2016 Ricardo Report 
o Tula ‘Dynamic Skip Fire’ I4 turbocharged  
o GT-Power modeling of cooled-EGR and Variable Nozzle Turbocharger/Variable 

Geometry Turbocharger (VNT/VGT) 
• Naturally aspirated, high-compression ratio, and cylinder deactivation engines 

o 2.5L I4 Ecotec engine - 2013 GM Malibu 
o 2.5L I4 Skyactiv – 2014 Mazda 6 
o 2.0L I4 Skyactiv – 2014 Mazda 3 (13:1 CR) 
o 2.0L I4 Skyactiv – 2014 Mazda 3 (14:1 CR – Euro) 
o 4.3L V6 Ecotec3 with cylinder deac - 2014 GM Silverado 1500 2WD 
o 2.5L I4 Toyota TNGA – 2018 Toyota Camry (in-process) 
o 2.5L I4 TNGA prototype engine (from Toyota Aachen paper) 
o 4.3L V6 Ecotec3 with cylinder deac - 2014 GM Silverado 1500 2WD 
o 6.2L V8 GM – 2011 Tula demonstration of ‘dynamic skip fire’ in GMC Denali 
o 1.8L I4 VW Jetta – 2015 Tula demonstration of ‘dynamic skip fire’ (in-process) 

                                                
190  Wililam Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 

Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx 
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o Tula ‘Dynamic Skip Fire’ V8 naturally aspirated engines 
o Prototype Mazda SkyActiv with 14:1 CR + Cooled EGR and high energy ignition 

Instead of using this immense resource of laboratory data, the rulemaking is predicated upon a 
handful of engine maps by IAV. Based on our reading of the NPRM and its PRIA, the 
rulemaking is based primarily on 5 engine maps developed IAV to model advanced engines in 
Autonomie: 191 

• Engine #12: Turbo 1.6L direct injection with variable valve timing and lift 
o Engine #13: Downsized version of engine #12 
o Engine #14: CEGR added to engine #13 

• Engine #24: Model year 2014 SkyActiv 2.0L (HCR1) 
o Engine #25: CEGR+DEAC added to engine #24 (HCR2) 

To analyze the advanced efficiency technologies, the agencies essentially decided to use the 
more limited IAV modeling of two engines (Engine 12 and 24), with three derivatives of those 
engines, without advanced turbocharging of greater than 24 bar, Miller Cycle, or e-boost 
engines. Beyond the question of the limited IAV-based engine maps that used for the advanced 
technologies, there also appear to be clear errors in those engine maps. Based on the 
interagency dialogue between EPA and NHTSA, regarding engine #12, EPA indicated “Based 
on the information provided in this NPRM, the assumptions used for fuel octane, heating value, 
and carbon content do not appear to be internally consistent and representative of GHG 
performance of turbocharged engines over the certification cycles”192. Based on our reading of 
the applicable documentation, it appears to be clear that no changes were made to the engine 
map by the agencies to address this problem,193 and this problem essentially affect all engines 
on the turbocharged engine pathway. It is also unclear if or how engines have validated their 
derivative simulated engines #13 and #14 with physical testing and/or state-of-the-art vehicle 
simulation modeling to the level of quality of EPA’s simulation modeling. Engines #24 and #25 
are sourced as coming from EPA data,194 which again signifies that the real sources for the best 
available information is from the more comprehensive benchmarked engine data for engine 
maps from the EPA expert engineers.  

Furthermore, beyond the clear disparity in the applicable engine lists utilized above, there is an 
indication that NHTSA did not utilize all EPA’s more extensive engine technology based on the 
interagency dialogue between EPA and NHTSA: “EPA has not been consulted by NHTSA 
regarding a list of engine technologies which NHTSA should consider for the purposes of this 

                                                
191  See PRIA, starting page 270 and page 287. Also see Argonne National Laboratory. A Detailed Vehicle Simulation 

Process To Support CAFE Standards. https://www.regulations.gov/document?D=NHTSA-2018-0067-0007, 
starting at page 177 

192 “EO_12866_Review_EPA_comments_on_NPRM_and_Preliminary_RIA_sent_to_OMB,_July_26,_2018”. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 1058. 

193 Based on a comparison of PRIA section 6.3.2.2.20.9 and Figure 6-81 
194  See . Also see Argonne National Laboratory. A Detailed Vehicle Simulation Process To Support CAFE Standards. 

https://www.regulations.gov/document?D=NHTSA-2018-0067-0007, see page 189 and 190 for reference to EPA, 
2016 as the source of these engines.  
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Notice of Proposed Rulemaking”195 More generally, the agencies have a responsibility to more 
clearly and consistently show sources for all their assumed engine effectiveness values from the 
engine maps cases and as presented in tables in NPRM and PRIA, where there are many 
different effectiveness values for various technologies throughout. Based on the interagency 
dialogue between EPA and NHTSA, it is clear that EPA tended to agree with this:  

“NHTSA cites to manufacturer CBI in numerous instances throughout this table. In 
most cases shown in the table, publicly available data are available for these 
technologies from many sources, including EPA benchmarking testing, vehicle 
manufacturer data, and Tier 1 supplier data from peer-reviewed engineering journal 
publications. Whenever possible, data from publicly available sources that can be 
independently scrutinized should be chosen over Manufacturer’s CBI data for 
transparency and to provide the public with a meaningful opportunity to comment.”196 

As a result we ask the agencies to clearly specify every instance where confidential business 
information was used, and also specify each place that information was used when publicly 
available data were available. We ask the agencies to summarize these instances in a 
comprehensive table in order to transparently reveal their approach to handling the technology 
inputs for all their models. In addition we ask that the agencies’ clearly show the publicly 
available data that was not used, compare the public data with the confidential business 
information that was used, and defend their choice to use the industry data. 

Based on our reading of the proposed rule and its documentation, it is clear that the agencies 
inappropriately handled two aspects of their IAV-based engine maps in a manner that shows the 
agencies’ bias and makes their modeling with the engine maps they use in Autonomie and 
CAFE invalid. The IAV modeling and agency engine maps were adjusted in a way that 
unjustifiably and artificially reduces the effectiveness of the technologies. The entire set of 
turbocharging technology engine maps were updated to reflect operation on 87 AKI regular 
octane fuel, which the agencies explained as a necessary change because they believed the 
previously used agency maps used in the TAR required the use of premium fuel.197  

However, the agencies are ignoring how the agencies had already previously addressed this 
question. EPA’s testing shows CO2 emissions using 87 AKI, 10% ethanol (E10) fuel actually 
reduces GHG emissions over the combined cycle compared to Tier 2, 0% ethanol (E0), 93 AKI 
fuel.198 This reveals that the basic adjustment the agencies are deciding to make, due the way it 
is a crude adjustment rather than base on rigorous study, is in the wrong direction for some 

                                                
195 “EO_12866_Review_EPA_comments_on_NPRM_and_Preliminary_RIA_sent_to_OMB,_July_26,_2018”. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 1021. 
196 “EO_12866_Review_EPA_comments_on_the_NPRM_sent_to_OMB,_June_29,_2018”. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 37. 
197 83 Fed Reg page 43037. Also see PRIA p 270. For figures illustrating the adjustment see page 288 (Figure 6-83) 

and page 289 (Figure 6-84) 
198  EPA, 2016. Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document. Table 2.71, p 
2-320 
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technologies because GHG-per-mile emissions can actually being lower with the switch to 
higher octane ethanol blends. The agencies can easily fix this by relying on EPA’s better vetted 
engine maps, which would ensure their results are valid, and at least directionally correct. EPA 
has accounted for cost and effectiveness of technology used to protect for operation on regular 
octane fuel199 by increasing costs and reducing effectiveness. In addition, manufacturers are 
required to confirm that vehicles not labeled as “premium fuel required” do not show emissions 
changes over all test cycles (including fuel economy label test cycles like the US06) when using 
regular octane fuel.200 Reducing effectiveness for fuel differences, in the way that the agencies 
have done with IAV engine maps, is unrealistic and inappropriate. 

The handling of CEGR in the engine maps is another indication of the limitations that agencies’ 
approach, as compared with EPA’s valid, rigorous, and well documented engine maps. The IAV 
handling of CEGR is not correct for use in this rulemaking. In IAV’s handling of CEGR, the 
technology is used for knock abatement in the NPRM.201 This helps to explains why the 
agencies in the NPRM (and NHTSA in the Draft TAR) are falsely showing no benefit of CEGR, 
as they have simply modeled the incorrectly chosen a CEGR technology that is not applicable. 
CEGR is manifestly capable of delivering GHG and efficiency benefits, as it is being deployed 
by manufacturers, as discussed above. However IAV (and thus Autonomie and CAFE model) 
are analyzing something different – a knock-abatement form of CEGR technology rather than 
CEGR as an efficiency technology. Modeling the type of CEGR technology the delivers 
efficiency benefits is the purpose of the rulemaking’s assessment of available efficiency 
technologies. The agencies explicitly state that, “[b]ecause IAV’s models are not trained for 
emissions, cEGR was only considered for areas that are knock-limited and/or to reduce 
combustion temperatures.” 202 In the Draft TAR203 and in the Proposed Determination,204 EPA 
illustrates how important CEGR can be for reducing emissions and fuel consumption at part-
load, which is more important for drive-cycle effectiveness.205 The real-world examples of 
engines with CEGR described above demonstrate how CEGR is a viable and attractive 
efficiency technology being deployed by companies. No explanation is given as to why EPA’s 
modeling is not considered for application of CEGR, as the technology has high potential to 
reduce GHG emissions and increase efficiency, and EPA has demonstrated it can properly 
model it based on its validated data. Had EPA’s extensive modeling been incorporated in the 
NPRM, the effectiveness of CEGR would have been more realistic. 

                                                
199  Ibid. 
200  EPA, 2016. Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document. Table 2.71, p 
2-221 

201 PRIA, page 271. 
202 Ibid. 
203 Draft TAR, Figure 5.99 
204 EPA, 2016. Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document. Fig 2.106 
205 EPA, 2016. Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document. PD p2-302 
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Unfortunately, the agencies indicate that there are other engines that IAV did study, but that the 
agencies did not include: The agencies did include more advanced turbocharging (24- to 27 
bar), Miller Cycle, turbocharging with cylinder deactivation, e-boost, and variable compression 
ratio.206 In addition the IAV modeling included technology combinations that the agency 
pathways are explicitly disallowing. For example, IAV in engine map 25a, modeled an advanced 
cylinder deactivation (ADEAC) engine based on a turbo engine with CEGR and VVT, yet the 
agencies make TURBO and ADEAC exclusive of one another in their technology pathways 
(which we point out is clearly not appropriate from an engineering standpoint). Note that these 
are all areas above that we mention above as critical for the agencies to assess the viable 
engine technologies, and the unconstrainted use of all viable technology combinations and 
pathways, for the timeframe of this rulemaking. This is mystifying: the agencies knowingly 
disregarded EPA’s benchmarked engine maps, instead opting to only use a more limited set of 
engine maps, and then they chose to not use all of the ones available. We do not know the 
reasons; for example, either the engine maps were not of high quality, were not well vetted, 
could not be ably utilized in the Autonomie model, were not reviewed by the engineering experts 
at the EPA, or perhaps the agency staff decided not to use them for other reasons. Regardless 
it is clear that the agencies have decided to disregard the superior data for a limited and less 
credible set of engine maps.  

After the choice of engine maps, the critical question for the agencies was about whether 
ALPHA or Autonomie modeling was best to handle the complex synergies of all the technology 
packages. The agencies justify their sole reliance on Autonomie to develop model inputs by 
claiming that the Autonomie model addresses several analytical needs, and that several years 
have been spent by DOE developing, applying, and expanding the means to use distributed 
computing to exercise its full-vehicle simulation. It has scalability and flexibility in terms of 
expanding the set of technologies used for research purposes. The agencies appear to place 
special weight simply on convenience and how Autonomie is used by the U.S. Department of 
Energy, which uses the tool in making budget and other planning decision for its Vehicle 
Technologies Office, and that it meets EPA legal requirements, which do not require that it use 
any specific model.207  

In addition, one particular issue is especially troubling regarding the agencies’ decisions 
regarding their engine maps inputs. EPA’s communications with NHTSA officials, as shared in 
interagency emails and posted in the rulemaking docket, reveal that EPA notified NHTSA that 
their data were clearly out-of-date: 

“EPA has also noted that more recent and representative data are available. In their Draft 
TAR analysis, NHTSA applied engine maps developed by IAV in 2013 from a DOE-
funded project unrelated to the assessment of CAFE standards. During the course of 
EPA’s evaluation of the NHTSA analysis, NHTSA informed EPA that they were using the 

                                                
206 PRIA figures 6-115, 6-116, 6-58 through 6-64, 6-111 through 6-113 
207 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 

Trucks, 83 Fed. Reg. at 43000 and 43001. And also there is a mention at PRIA at p 188 to say the OMEGA model 
was previously used. 
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same IAV engine maps for their NPRM analysis. These maps were out of date at the time 
of the 2016 Draft TAR and we have additional, and newer data, further strengthening our 
conclusions that the engine maps used in the CAFE analysis are not representative of 
what the industry is currently producing and will be producing in the 2020~2030 time 
frame assessed in the CAFE model. This out-of-date characterization of modern engines 
also contributes to the higher estimated vehicle cost.”208  

Based on our research into the rulemaking data, there is no evidence that NHTSA responded to 
correct these incorrect data engine map inputs that EPA pointed out or updated the engine 
maps in question. In fact, despite being notified of this, NHTSA still used the same IAV engine 
maps in the NPRM and even reduced the efficiency of the simulated engines, as indicated 
above. 

Vehicle performance. There are also substantial and pervasive errors in how the agencies 
have developed nearly many of their primary technology inputs for their regulatory analysis 
related to their deficient analysis of vehicle performance. The agencies, in analyzing the 
technologies above and then developing their multi-technology packages from them, made 
major changes in the vehicle powertrain and load reduction. With such shifts from the vehicle 
technology packages, there was apparently no calibration or adjustment to ensure the vehicles 
in future years deliver similar performance. An example is that when vehicle lightweighting is 
deployed at up to a 7% mass reduction, the engine is not resized even though less power would 
be needed for the lighter vehicle, meaning any such vehicles inherently are higher-
performance.209 As the EPA points out, “mass reduction, advanced transmissions, or other load 
reduction will increase acceleration performance. This additional benefit is not accounted for in 
the CAFE model.”210 The result of this is that the “CAFE Model Projects Unquantified and 
Unmonetized Increase in Vehicle Performance.” 211 We have found no evidence that the 
agencies have solved this issue, and we address this issue further in Section II.C below. 

Vehicle simulation modeling. It is notable that the agencies’ explanation and justification for 
its sole reliance on Autonomie full-vehicle simulation modeling and rejection of ALPHA full-
vehicle simulation modeling fails to discuss ALPHA modeling in detail and to compare and 
contrast the two models. The EPA cannot select its modeling tool arbitrarily, yet it appears that 
the EPA has whimsically shifted from an extremely well-vetted, up-to-date, industry-grade 
modeling tool to a less-vetted, academic-grade framework with outdated inputs without even 
attempt to scrutinize the change. Moreover, the agencies are legally obligated to acknowledge 
and explain when they change position. The agencies cannot simply ignore that EPA previously 
concluded that the ALPHA modeling accurately projected real-world effects of technologies and 
                                                
208 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 57. 
209 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 106. “Engines are resized only 
when constructing an initial conventional or hybrid package or when applying over 7.5% mass reduction” 
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technology packages.212  Instead, the agencies must now explain and directly compare the 
modeled efficiency differences and how they have fundamentally altered the regulatory 
technology penetration and compliance cost estimations. The modeled vehicle technology 
outputs, because they are so fundamental as the starting point for nearly every other aspect of 
regulatory assessment (including technology penetration, compliance cost, rebound effect, 
overall cost-benefit analysis), deserve the most scrutiny and vetting of all agency decisions. 
However, counterintuitively, the agencies have barely scrutinized and discussed this deviation 
from the EPA’s TAR, 2016 Final TSD, Proposed Determination, and Final Determination.  

We recommend that the agencies conduct a systematic comparison of the Autonomie modeling 
system and ALPHA modeling, and state why Autonomie modeling was selected for use over 
ALPHA’s modeling of technologies and synergies. ALPHA modeling, of course, also can serve 
as a corroborative cross-check on the Autonomie simulations (and vice versa), as occurred in 
the TAR.213 Otherwise, it seems obvious that the agencies have subjectively decided to use the 
modeling that increases the modeled cost, providing further evidence of a high degree of bias 
without an objective accounting of the methodological differences and the sensitivity of the 
results to their new decision. Only with a thorough comparison of the ALPHA and Autonomie 
modeling and their validity can the agencies explain why the millions of dollars and dozens of 
person-years of expert technical work by expert auto industry engineering firms FEV and 
Ricardo, and EPA engineers, have been forgone for what seems like a hasty and opportunistic 
use of the NHTSA and Argonne analysis.  

Part of this recommended comparison should be to assess how the agencies choice of 
Autonomie modeling versus ALPHA modeling impacts each of the major 2025 technology 
package synergies and where and why Autonomie provide different results from ALPHA. 
Because ALPHA is the dominant, preferred, and better-vetted modeling and was used in the 
original Proposed and Final Determination, the agencies are responsible for assessing and 
describing how the use of the ALPHA modeling would result in a different regulatory result for 
their analysis of the 2017-2025 adopted GHG and Augural CAFE standards. While the agencies 
are conducting a proper vetting of their NPRM’s foundational Autonomie modeling, they must 
also defend why they appear to have chosen to dismiss the be superior and better vetted 
technology modeling approach with more thorough and state-of-the-art advanced powertrain 
systems modeling and engine maps from the EPA ALPHA modeling, as discussed above. 

As part of this assessment of the modeling frameworks, the agencies should also disclose how 
much commercial business is conducted by the Ricardo, IAV, and Argonne Autonomie teams 
that underpin the modeling of EPA and NHTSA, respectively, including how much related 
research they have done for auto industry clients over the past ten years. We mention this 
because we strongly suspect that Ricardo, upon which EPA built its ALPHA model, has done at 
                                                
212 EPA has explained in the past why it developed ALPHA for use in modeling. A recent discussion occurred in the 

mid-term evaluation, See EPA’s Technical Support Document 2-268 for the proposed Determination and 
Response to Comments document pp 25 – 29, for the Final Determination. EPA must identify and describe how 
and why it developed these modeling tools and inputs and used them, instead of Autonomie modeling and related 
inputs, in the past including the very recent past, and fully justify the abrupt departure for this rulemaking.  

213 See Draft TAR at pp. 2-9 to 2-10. 
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least an order of magnitude (in number of projects, person-hours, and budget) more work with 
and for the automotive industry than the IAV and Autonomie teams have in direct work for 
automotive industry clients. A conventional government procurement effort that competitively 
vets potential research expert teams would presumably have selected for such automotive 
industry credentials and experience, yet it appears that the agencies are wholly deferring to 
Autonomie’s less rigorous research-grade modeling framework and data due to convenience 
and easier access by the NHTSA research team, rather than for any technical improvement, 
and this is to the detriment of showing clear understanding of real-world automotive engineering 
developments (as demonstrated by many erroneous technology combination results throughout 
these comments).  

Related to this, we recommend the agencies disclose how and whether the ALPHA and 
Autonomie models have been routinely strengthened by incorporating cutting edge 2020-2025 
automotive technologies to ensure they reflect the available improvements for the technologies 
discussed above. It appears the agencies have opted to use a simpler, less-vetted model with 
more outdated and falsely conservative assumptions that do not reflect emerging efficiency 
advancements. Specifically, per the comments elsewhere in these comments, we mention two 
areas in particular. First, there is the question of the benchmarked engines by EPA and IAV and 
whether each can reasonably stand as a foundation for automotive developments and 
technology combinations discussed in Section I above. Second, there is the question about 
whether the ALPHA and Autonomie models realistically and validly model synergies between 
technologies. For example we mentioned the problem of CEGR not having a benefit above and 
the transmission issues in Table 1. Below there are additional synergy issues with turbocharging 
effectiveness in Figure 2, and other synergy issues in Table 5. A systematic comparison is 
needed as a matter of due diligence on the agencies’ choice to dismiss the original work, and it 
would also ultimately bring the immense amount of person-years of recent and applicable 
engineering work by EPA engineers and their contractors into this rulemaking process. 

Similar to scrutinizing the modeling approach, the agencies must directly compare every 
efficiency technology in the 2016 Draft TAR and original EPA TSD and Proposed and Final 
Determination analysis against the NPRM and explicitly show and defend every change that has 
been made. As evident from the comments above, the opaque and often counterintuitive and 
erroneous results within the input and output files seem designed to obscure the complete list of 
technical input changes that contribute to the agencies essentially increasing the Adopted 2025 
and Augural 2025 compliance cost by 2-3 times since the TAR. The agencies must also 
compare all the major technology package pathways (i.e., all combinations with high uptake in 
the Adopted and Augural 2025 standards) in the current NPRM versus the 2016 Draft TAR and 
the 2016 TSD and original Final Determination analysis. Without doing so, it otherwise appears 
that the agencies switched from a better-vetted model and system of inputs with more recent 
input data to a less-vetted model and system of inputs as a way to bury many dozens of 
changes without transparency or expert assessment (as illustrated in the above errors and 
invalidated data on individual technologies). The three aspects of technical inputs, technology 
pathways, and modeling methodology are named together here because they appear to be 
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interlinked in ways that only the agency staff can disentangle to describe which 10 or 20 or 100 
changes are responsible for approximately doubling compliance cost. 

Related to this, the agencies must conduct and disclose a systematic investigation and 
comparison of the modeling work of EPA’s, Ricardo’s, and Argonne’s 2014-2018 model year 
engine benchmarking and modeling of top engine and transmission models. The findings from 
above indicate that much of the EPA benchmarking and state-of-the-art modeling has not been 
included in the NHTSA and Argonne modeling, and this contributes to many erroneous findings 
that suggest there is only limited technology improvement available. While the agencies are in 
their process of conducting a proper vetting of their NPRM’s foundational Autonomie-based 
modeling, we recommend that they rely on what appears to the be superior and better vetted 
technology modeling approach with more thorough and state-of-the-art advanced powertrain 
systems modeling and engine maps from the EPA ALPHA modeling. 

2. Technology availability, applicability, and pathway constraints.  

The agencies have created a system of technology constraints that illogically restrict the 
adoption of technology in the future. The agencies essentially are imposing modelling 
constraints that restrict when technologies can be introduced on models and preclude vehicle 
models from migrating between different technologies over the 9 years of their analysis from 
model year 2016 through 2025 for the Augural standards.214 For instance, companies in many 
cases are not allowed to adopt technologies that aren’t already on their 2016 fleet, such as 
switching to HCR in lieu of turbocharged downsizing or switching from conventional automatic 
transmissions to DCTs. The logic that the agencies have hard-coded into their algorithm and 
methodological approach for their technology pathways, and their fleet modeling constraints on 
“skips” in the market input file, limits the migration and deployment of technology in a way that 
defies recent automotive history. This is evident even within the agencies’ own data used to 
develop their rulemaking. 

To demonstrate how arbitrary and unrealistic the agency’s proposed technology constraints are, 
Figure 1 and Table 3 show that there are approximately 50 instances that we found from the 
agencies’ data where a company that did not have a given powertrain technology in their 2008 
model year vehicles had that technology deployed on their 2016 model year vehicles. Table 3 
illustrates the rapid increase in technology deployment in less than 9 years, including naming 
the associated companies that newly deployed each technology by 2016. It shows how the 
agencies’ decisions to restrict available technology on a company-specific and fleet-wide basis 
to their current product offerings are contrary to recent industry practice and are thus invalid.  

                                                
214  In addition to the discussion here, please see discussion above with respect to HCR1 and HCR2, 

Turbodownsizing, and cylinder deactivation technologies, among others. 
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Figure 1. Number of automakers with given powertrain technology, 2008 and 2016215 
  

                                                
215 Datafiles from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system, and datafiles 
from U.S. EPA original 2017-2025 rulemaking https://www.epa.gov/regulations-emissions-vehicles-and-
engines/final-rule-model-year-2017-and-later-light-duty-vehicle  
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Table 3. Companies with given technology deployment in model year 2008 and 2016 new 
vehicles216 

Technology Companies with technology in 
2008  

Companies with technology in 2016 

Variable valve lift 4 (BMW, Honda, Subaru, VW) 7   (BMW, FCA, General Motors, Honda, 
Nissan, Toyota, VW) 

Direct injection 7 (BMW, Daimler, General Motors, 
Honda, Mazda, Toyota, VW) 

14 (BMW, Daimler, FCA, Ford, General 
Motors, Honda, Hyundai Kia, JLR, 
Mazda, Nissan, Subaru, Toyota, 
Volvo, VW) 

Turbocharging 4 (Ford, General Motors, JLR, VW) 13 (BMW, Daimler, FCA, Ford, General 
Motors, Honda, Hyundai Kia, JLR, 
Nissan, Subaru, Toyota, Volvo, VW) 

Cooled EGR - 4  (FCA, Mazda, Nissan, Subaru) 
Cylinder deactivation 3 (FCA, General Motors, Honda) 4  (FCA, General Motors, Honda, VW) 
High-compression ratio - 6  (Ford, General Motors, Hyundai Kia, 

Mazda, Nissan, Toyota) 
Mild hybrid (Stop-start or integrated 
starter generator) 

1 (Honda)  10 (BMW, Daimler, FCA, Ford, General 
Motors, Honda, JLR, Nissan, Volvo, 
VW) 

Full hybrid 1 (Toyota) 7   (Ford, General Motors, Honda, 
Hyundai Kia, Nissan, Subaru, Toyota, 
VW) 

8-speed transmission 1 (Toyota) 7   (BMW, FCA, Hyundai Kia, JLR, 
Toyota, Volvo, VW) 

9-speed transmission - 4   (Daimler, FCA, Honda, JLR) 
Total companies with above 
technologies 

21 77 

Based on agencies baseline data from original 2012-2026 rulemaking and latest 2020-2026 rulemaking 
 

Along with the multitude of examples in Table 3, the decision by Toyota to switch to HCR 
engines discussed above is a particularly noteworthy example that illustrates the faulty agency 
logic in subjectively deciding to constrain manufacturer options. In the draft TAR, the agency 
manufacturer constraints indicated that Toyota would move primarily to turbocharged engines 
by 2025, with 0% share of HCR engines.217 However, by model year 2016, just one year after 
the TAR model baseline, Toyota had a fleetwide Atkinson naturally-aspirated engine penetration 
of 20.5% and started a later-realized switch to HCR on the high volume non-hybrid 2018 
Camry.218 The CAFE model for the draft TAR employed the same kind of general technology 
constraint as the current CAFE model, and the draft TAR disallowed HCR use for Toyota 
through 2025, while in the real world the cost-effective technology was already substantially 
deployed in 2018. To their credit, the 2018 NPRM removes the constraint on Toyota, and the 

                                                
216 Datafiles from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system, and datafiles 
from U.S. EPA original 2017-2025 rulemaking https://www.epa.gov/regulations-emissions-vehicles-and-
engines/final-rule-model-year-2017-and-later-light-duty-vehicle  

217 “Technology Utilization report” in output datafailes from 2016 Draft TAR “Compliance and Effects Modeling 
System.” National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system 

218 Input datafiles from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling 
System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system 
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modeling predicts nearly 64% HCR penetration for Toyota by 2025. Nonetheless, in a single 
year’s time, Toyota’s technology choices demonstrated that NHTSA’s modeling constraints are 
incorrect and unfounded for all other automakers as well, yet those constraints remain in the 
model. The Toyota example demonstrates that it is invalid to assume that because a 
technology—in this case, HCR—is not deployed by a manufacturer in a specific year, it cannot 
or will not be deployed by that manufacturer going forward. Yet the agencies have hard-wired 
the model to prevent other automakers from utilizing HCR technology during the analysis period 
because they are not using it in 2016.  

Essentially, the agencies’ modeling approach with manufacturer-specific constraints ignores this 
overwhelming recent history, including this especially pointed Toyota example, and perpetuates 
the same kind of unfounded modeling constraints in the NPRM. Any time that the agencies 
constrain the adoption of cost-effective technology by 2025—as the NHTSA CAFE modeling 
system does for dozens for technology cases through its manufacturer constraints and the fixed 
technology paths—they are creating a false model that artificially props up and inflates their 
estimated modeled compliance cost. The recent historical data, with many of the exact same 
technologies and other incremental next steps of those technologies that are already emerging 
with various automakers (as discussed above), clearly shows that the agencies cannot 
reasonably justify their manufacturer-specific constraints or their rigid technology pathways that 
restrict baseline makes and models from being able to embrace new technologies. If the 
agencies continue to use these constraints, they have to justify specifically, company-by-
company, why each automaker physically cannot adopt existing cost-effective technologies 
(rather than their current opposite approach that fixes companies’ products to a more limited 
technology path, based on the baseline 2016 technology) 

The agencies, based on their own extensive data on company technology deployment (e.g., the 
data shown in Table 2), ignore or dismiss these examples. Toyota’s HCR switch appears to be 
the most glaringly incorrect modeling decision illustrating how invalid the model’s logic is, but it 
is not the only one. The agencies’ artificial technology constraints prevent 10 companies (BMW, 
Daimler, FCA, Ford, GM, Honda, JLR, Subaru, Volvo, and VW) from utilizing HCR technology 
on all their non-hybrid models (8 of these are prevented on all models including hybrids), even 
though the agencies estimate HCR is highly cost-effective and already projected by the model 
to be in use by 6 companies by 2025.219 This fails to acknowledge how a competitive auto 
industry works and how competitive suppliers strive to achieve the same or greater efficiency at 
lower costs. This constraint also is not supported by the recent historical record. These 
examples -- based on the agencies’ own data -- show how the agencies are using artificial 
manufacturer-driven constraints that do not stand the test of how the automotive industry works. 
Continued use of manufacturer-specific technology constraints for any of the above discussed 
technologies is unsupportable, as suppliers and automakers have the full capacity to deploy 
these technologies within the nine years from model year 2016 to 2025. 

                                                
219 Output datafiles from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling 

System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system 
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The agencies’ modeling constraints are thus inconsistent with their own engineering data and 
compliance data. The only other explanation we can think of is that the automakers are 
supplying false or incomplete information that is unduly restrictive in saying which technologies 
can be deployed by 2025. As illustrated by Table 3 above, automakers have a tremendous 
ability to adopt technologies – even technologies that are not on their current models or 
anywhere within their full U.S. sales fleet – within 8 years of lead time. If the automakers are 
indicating they cannot adopt technologies by 2025 that are available in 2016-2018 by other 
automakers, the historical record clearly indicates otherwise for a wide variety of technologies 
across most companies.  

Beyond the company-specific constraints, the agencies’ compliance model also artificially 
constrains automakers by blocking the availability of known technology on a fleet-wide basis. 
Table 4 lists technologies that are already in production or for which production plans have been 
announced that are not allowed in the agencies’ modeling, as well as technologies that are 
severely limited in application by the model. We make several observations based on our 
analysis of the agencies’ constraints and technology omissions as compared to the automakers’ 
actual technology developments. 
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Table 4. Summary of technologies, NPRM model technology constraints, and notes about 
production 

Technology In NRPM NPRM discussion Production & comments 
Miller Cycle No “These engines may be considered in 

the analysis supporting the final rule, 
but these engine maps were not 
available in time for the NPRM 
analysis.” 

Included in TAR 
2017 Audi A4, 2018 VW Tiguan 
2017 Mazda 

E-boost  No Audi 2017 SQ7 diesel 
Mercedes 2019 AMG CLS53 

CEGR2  No Removed because 27-bar turbos also 
removed 

Included in TAR 

HCCI  No Not included “primarily because 
effectiveness, cost, and mass market 
implementation readiness data are not 
available” 

2019 Mazda SPCCI  

Beltless CVT  No “This technology may be commercially 
available as early as 2020.” 

 

Variable 
compression 
ratio 

No 

“VCR technology appear to be at a 
production-intent stage of development, 
but also appear to be targeted primarily 
towards limited production, high 
performance and very high BMEP (27-
30 bar) applications.” 

2019 Infinity QX50  
2019 Nissan Altima 
 

HCR2  No, only HCR1 
and IACC are 
allowed  

EPA’s future engine concept “remains 
entirely speculative”, as it has never 
been commercially produced and the 
engine map has not been validated 
even on a prototype level. 
“The CAFE model allows for 
incremental improvement over existing 
HCR1 technologies with the addition of 
improved accessory devices (IACC)” 

HCR2 included in TAR  
2018 Camry improves on HCR1 with 
not just IACC, but cooled EGR, fast 
warmup, low friction LUB, improved 
cam phasing, and engine friction 
reduction. ICCT tech brief showed 
techs exceeded EPA’s efficiency 
projections 

Cylinder 
deactivation 

Limited to base 
engines 

Modeling outputs show it cannot be 
combined with HCR or turbocharging 

Multiple production models from 
GM, VW, and Mazda already 
combine turbocharging and cylinder 
deactivation 

DCT Limited to 
existing 
applications (3% 
of fleet) 

“Today’s analysis limits the application 
of improved DCTs to vehicles that 
already use DCTs.” 

DCT transmissions are more 
efficient and early drivability 
problems have been solved 

CEGR1  Limited to 
TURBO2 
engines 

Technology pathways only allow CEGR 
to be added to TURBO2 

2018 Camry uses cooled EGR on 
naturally aspirated engine. (no 
turbocharging) 
Some TURBO1 engines use CEGR 
(ex: 2016 Mazda turbo) 

VVL Modeling 
constraints limit 
application 

52% share in augural case The model forces 55% hybrids into 
the fleet before maximizing the use 
of low-cost conventional 
technologies. This is unrealistic 

GDI 92% share in augural case 
TURBO2 8% TURBO1 share in augural case 
Advanced 
engines 

10% of engines use neither HCR nor 
turbocharging in augural case 

Level 2 
transmissions 

18% of transmissions do not include 
level 2 improved efficiency 

 

What is especially befuddling is that the agencies included advanced cylinder deactivation in 
their modeling yet still constrained it from being used for compliance. As noted above, the 
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agencies’ modeling outputs show it cannot be combined with HCR or turbocharging. In addition, 
they stated “[t]oday’s analysis relied on CBI to estimate costs and effectiveness values of 
ADEAC. Since no engine map was available at the time of the NPRM analysis, ADEAC was 
estimated to improve a basic engine with VVL, VVT, SGDI, and DEAC by three percent (for 4 
cylinder engines) six percent (for engines with more than 4 cylinders).” 220 If reasonable 
estimates could be made for ADEAC without fully validated engine maps, there is no reason to 
exclude other technologies on these grounds, especially considering the deep expertise by the 
agencies and their state-of-the-art technology simulation capabilities with the ALPHA modeling. 

One major example is HCR level 2 (HCR2). Despite the facts that (as discussed above) the 
agencies have cost and effectiveness data for this technology, many automakers are already 
deploying the HCR1 technology, and the 2018 Camry has already put most of the HCR2 
technologies into production, the agencies did not allow any application of HCR2 by 2025. 
Suggesting that HCR technology will not improve belies how technology innovation occurs and 
its use proliferates across the industry. Just as advanced cylinder deactivation and 
turbocharging technologies are emerging, next-generation level 2 HCR engines will also 
emerge. Because the agencies have access to data on higher compression ratio engines221,222, 
it is readily feasible to make it available fleetwide in the timeframe of the rulemaking.  

As discussed above, other omissions for technologies that are already in production, or for 
which production plans have been announced, are Miller cycle, E-boost, improved cooled EGR 
(CEGR2), gasoline homogeneous charge compression ignition (HCCI), and variable 
compression ratio (VCR). Miller cycle, E-boost and CEGR2 are well known and understood 
technologies that have been extensively modelled, including in the TAR, and are already in 
production. There is no justifiable reason to exclude these technologies. HCCI will be on a 
production vehicle in 2019, and is a potentially groundbreaking technology with major efficiency 
benefits that should not be ignored. Nissan’s version of VCR is a Nissan exclusive technology 
for the foreseeable future, but Nissan clearly has substantial plans for this engine that should be 
included in the agencies’ compliance modeling.223 Further information on these viable 
technologies that have planned introductions are mentioned above. Again, the only explanations 
we can surmise for the agencies’ system of omissions and constraints are that the agencies 
have biased the analysis against including all the viable technologies by inserting their own 
artificial constraints (either for lack of research, lack of analytical effort, or not fully utilizing all 

                                                
220  83 Fed. Reg. at 43039 
221 Wililam Charmley, 2018. Presentation to National Academies of Science Committee on the Assessment of 

Technologies for Improving Fuel Economy of Light-Duty Vehicles – Phase 3. 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188071.pptx  

222 Ellies, B., Schenk, C., and Dekraker, P.,‘‘Benchmarking and Hardware-in-the-Loop Operation of a 2014 MAZDA 
SkyActiv 2.0L 13:1 Compression Ratio Engine,’’ SAE Technical Paper 2016–01–1007, 2016. Available at 
https://www.sae.org/publications/technical-papers/content/2016-01-1007/ and Lee, S., Schenk, C., and McDonald, 
J., ‘‘Air Flow Optimization and Calibration in High-Compression-Ratio Naturally Aspirated SI Engines with Cooled-
EGR,’’ SAE Technical Paper 2016–01–0565, 2016. Available at https://www.sae.org/publications/technical-
papers/content/2016-01-0565/  

223 “Nissan variable-compression engine gets first shot at volume with new 2019 Altima.” Automotive Engineering. 
March 29, 2018. https://www.sae.org/news/2018/03/2019-nissan-altima-new-york-auto-show-reveal 
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the agencies’ best analytical tools and data) or that the auto industry is providing information 
that erroneously suggests their innovation is far less than what is demonstrated both above and 
in the agencies’ own previous analyses.  

An HCR2 sensitivity analysis conducted by the agencies illustrates how sensitive overall costs 
of compliance are to the artificial restrictions on technology in the NPRM. Simply making HCR2 
available reduced the cost of complying with the Augural standards in 2025 by over $610, or 
nearly one third of the central case of $1,908, even with all the other unreasonable modeling 
constraints and algorithms in place.224 This sensitivity run validates that modeling inputs for 
HCR2 have been fully developed and that it is a cost-effective technology, but the agencies 
have invalidly and artificially constrained it from being used in the primary regulatory 
assessment as described above. 

This sensitivity of overall costs to restrictions on conventional technology is important in other 
ways. As noted above, the agencies’ modeling for the augural case does not come close to 
maximizing the use of low-cost conventional technology. 48% of the fleet does not use variable 
valve lift (VVL), 8% does not use gasoline direct injection (GDI), 8% of the fleet uses basic 
TURBO1 systems instead of upgrading to TURBO2, 10% of engines are not upgraded to either 
HCR or turbocharging, and 18% of the fleet does is not upgraded to level 2 transmission 
efficiencies.225 These technology limitations constrain the ability of manufacturers to meet the 
augural standards and force the model to add very expensive hybrid systems (32% BISG and 
22% full hybrids) instead.226 

3. Technology combination constraints 

In the development of the pathways, the agencies have made many systematic errors that 
artificially and falsely constrain the availability of technologies based on subjective decisions on 
allowed technology packages. The agencies’ primary flaw is to constrain technologies and 
technology paths according to the original baseline technologies used on each engine, 
transmission and platform. When the agencies affix baseline powertrains (e.g., turbocharged 
baseline vehicles are irrevocably committed to the agencies’ turbo path) they are artificially 
constraining powertrains for nine years. This is a common problem that pervades the agencies’ 
CAFE modeling approach. This problem is compounded because the agencies layer on 
additional constraints due to its subjective and false constraints on the combinations of 
technologies allowed in each pathway.  

                                                
224 HCR2 sensitivity analysis “Compliance report” output datafile and standard-setting “compliance report” output 

datafile from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system 

225 Standard-setting “technology utilization report” output datafile from National Highway Safety Traffic Administration, 
2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-
economy/compliance-and-effects-modeling-system 

226 Standard-setting “technology utilization report” output datafile from National Highway Safety Traffic Administration, 
2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-
economy/compliance-and-effects-modeling-system 
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There are many specific cases where viable technology combinations are not allowed. This 
demonstrates the existence of illogical technology steps and pathway constraints that clearly 
would not be allowed if the agencies had properly built their model based on what is happening 
in the auto industry. For example, turbocharging and cylinder deactivation (DEAC) are treated 
as mutually exclusive by the agencies, as are HCR1 and DEAC.227 However, as acknowledged 
by the agencies, these technology combinations are technically viable. Volkswagen’s most 
recent EA211 engine has both cylinder deactivation and uses the Miller cycle, which is, 
essentially, a turbocharged HCR engine.228 Mazda also now uses cylinder deactivation on its 
SkyActiv 2.5L engine, which, again, uses a high compression ratio.229 These real world 
examples demonstrate the absurdity of the agencies’ constraints. 

An even more basic example of arbitrary limitations on technology packages is that the model 
prohibits the use of cooled EGR on naturally aspirated engines.230 The model only permits this 
technology as the final step on the turbo pathway. This constraint is again belied by existing, 
real-world technology. As described above, the model year 2018 naturally aspirated Toyota 
Camry uses cooled EGR (and high compression ratio) and shows on-the-ground efficiency 
improvement beyond the HCR1 engine. Given this real-world, tested application of cooled EGR 
(CEGR1) to a naturally aspirated engine, the model’s prohibition on applying CEGR1 to 
naturally aspirated engines is another unreasonable and unjustified constraint.  

The agencies’ primary way to implement these package constraints appears to be by obscuring 
the arbitrary and unrealistic constraints in pre-determined technology paths. In other words, the 
agencies have – without basis in the real world – simply made certain technologies unavailable 
within certain pathways, such that, for example, a vehicle within the HCR pathway cannot adopt 
CEGR1, but a vehicle within the turbocharging pathway can.231  

To recognize the actual automotive technology developments that are occurring, the agencies 
would need to remove these artificial constraints and allow all the above mentioned technology 
combinations (Turbo-DEAC; HCR1-DEAC; HCR-CEGR1) to be utilized by every manufacturer if 
and when they are cost-effective. In addition, as mentioned below in the cost section, there are 
many further turbocharging combinations that are erroneously not included in the analysis, 
including adding the Miller cycle for an additional 4%-5% benefit; axial flow turbines and variable 
geometry turbos for 1-2% benefit; and e-boosting for a 2%-5% benefit (greater if coupled with a 
48-volt mild hybrid system).232 Not including all these combinations as options on the technology 

                                                
227 PRIA section 6.4.2.4.2 at 491, and Figure 6-181 
228 Again, all of this information has already been documented y EPA and informed its determination that the 2025 

standards remain appropriate under the Clean Air Act. See Proposed Determination Technical Support Document 
at 2-309. 

229 2018 Mazda CX-5 specifications at 2. https://www.mazdausa.com/siteassets/pdf/features--specs/2018/cx-
5/2018_mazda_cx5_features_specs.pdf 

230 PRIA Figure 6-181 shows CEGR is only on the Turbo Engine Path, which is exclusive of all other advanced 
engine paths (including HCR and ADEAC), p. 491. 

231 Ibid. 
232  Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); David Boggs (Ricardo); Tom Watson (JCI). 

Downsized boosted gasoline engines, October 28, 2016. http://www.theicct.org/downsized-boosted-gasoline-
engines 
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paths for all automakers by 2025 would amount to a false agency modeling constraint that 
artificially inflates their estimated compliance costs. 

Further, in order to enable meaningful public comment, these technology combination and 
pathway constraints must be explicitly documented and justified, which they are not. Until the 
agencies justify each and every constraint they impose on a company, technology, and 
technology combination basis, the agencies must remove their manufacturer and model-specific 
technology-sequencing and technology-combination based constraints in their modeling 
framework. This is necessary in order to have a credible and transparent regulatory assessment 
that does not obscure any possibly biased decisions by agency modelers. The agencies should 
provide this critical information and provide an additional public comment opportunity. 

4. Failure to consider cost-effectiveness when adding technologies 

In the construction of packages for the technology sequencing, the agencies have made 
systematic errors that do not reflect realistic automaker decisions on adoption of technologies to 
comply with the CAFE and GHG standards. Table 5 summarizes specific technology examples 
that demonstrate a deeply flawed logic with nearly no quality control steps to ensure realistic 
sequencing of technology adoption that reflects best available data on technology costs and 
effectiveness.  

Examination of the modeling code and outputs suggests that part of the Volpe CAFE problem is 
the mutually exclusive path design that allows for no "off ramps" as standards increase in 
stringency, as described above. Moreover, once you're on a path, you're forced to walk through 
what the CAFE modelers have determined as the path for each starting point. A consequence of 
this is the model may not select the most optimal technologies, since its pathways are fixed. 
Another issue is that technologies are not applied to a vehicle based solely on cost-
effectiveness (cost per fuel consumption or GHG improvement). Rather, technologies are 
applied based on a calculation that considers all vehicles applying that technology or 
combination in a manufacturer’s fleet.233 The result is that changing input parameters for one 
vehicle, engine, platform, or vehicle type affects the entire model output. We list several 
examples from our analysis that show how the agencies’ CAFE model is working to cause this 
effect, based on its inputs and algorithms. 

Cooled exhaust gas recirculation. CEGR1 added to TURBO2 has 0.0% effectiveness with $359 
cost in 2025, as falsely modeled in the agencies’ data files. This, according to the agencies’ 
modeled assumptions, is not an attractive technology, yet for the Augural case the CAFE model 
forces it on 38% of the fleet. When we blocked the adoption of CEGR1, it reduced the 2025 
Augural standards cost of compliance by $116. This is a ridiculous result, as removing 
technology choices should never reduce the cost of compliance, and it reveals a CAFE 

                                                
233 Model Documentation for 2018 NPRM at equation 45 in section 5.3.2,  https://www.nhtsa.gov/corporate-average-

fuel-economy/compliance-and-effects-modeling-system#compliance-and-effects-modeling-system-downloads 
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modeling approach that is poorly vetted and fails at its sole purpose of projecting auto 
companies’ future cost-effective technology approaches. 

Stop-start 12-volt. The agencies assume SS12V has direct manufacturing costs of $403-$498 
for just a sales-weighted average reduction in fuel consumption of 1%.234 EPA’s Proposed and 
Final Determinations’ analyses appropriately find SS12V costs nearly $100 less with 3-4% 
benefit.235 Unfortunately, evaluating the impact of these erroneous assumptions regarding 
12VSS on the total cost of compliance is more difficult than it is for CEGR1. CEGR1 is at the 
end of a technology pathway, so blocking the technology has no impact on other technologies. 
However, 12VSS is at the beginning of the electrification pathway, so simply blocking 12VSS 
would reduce the cost of BISG hybrids, as the model adds the incremental cost of BISG over 
12VSS. Thus, we were not able to definitively assess the impact of including 12VSS in the 
model. Nevertheless, the fact that SS12V is not as cost effective as other technologies in the 
chain suggests that it likewise causes an unrealistic increase in compliance costs. BISG is an 
example of a technology that comes after SS12V in the agencies technology sequence even 
though it appears to be more much more cost-effective. The agencies assume BISG has direct 
manufacturing costs of $1,459–$1,710, incremental to a baseline vehicle with no electrical 
improvements or electrification.236 With all the same assumptions used to estimate average 
SS12V effectiveness, the agencies’ data indicates that BISG has a sales-weighted average 
reduction in fuel consumption of 5.3%.237 Thus, BISG has an estimated cost-effectiveness of 
$275–$322 per percent reduction in fuel consumption, whereas SS12V has a cost-effectiveness 
of $403–$498 per percent reduction in fuel consumption. Reasonable modeling for fleet 
compliance (by agencies, or in the real-world by automakers) would do a better job at selecting 
technologies according to their cost-effectiveness. 

Improved turbocharging (TURBO2). The modeled benefits of TURBO2 over TURBO1 vary 
widely, depending on the vehicle class and technology combination. EPA graphed the 
incremental benefit of TURBO2 over TURBO1 for the CAFE modeling and found many 
instances where the benefits were negative (Figure 2).238 For the combination using the highest 
volume technologies from the augural standard run, with AT10L2 transmissions, all of the 
vehicle classes had a benefit of at least 0.7%. Given the high incremental cost of TURBO2, 
$446, it is likely that TURBO2 is cost-effective for some vehicle classes but not others. 

                                                
234 This is the sales-weighted average across vehicle classes, when the most popular technologies in 2025 (CEGR1, 

AT10L2, EPS, IACC, ELEC, LDB, ROLL20, MR4, AERO20) are included with and without stop-start technology. 
“ELEC” may be “CONV” or “SS12V”. These are based on the datafiles of the agencies at National Highway Safety 
Traffic Administration, 2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-
average-fuel-economy/compliance-and-effects-modeling-system. 

235 EPA Proposed Determination Technical Support Document at Tables 2.88 and 2.89, p. 2-336 
236 PRIA Table 9-3 
237 This is the sales-weighted average across vehicle classes, when the most popular technologies in 2025 (CEGR1, 

AT10L2, EPS, IACC, ELEC, LDB, ROLL20, MR4, AERO20) are included with and without BISG technology. 
“ELEC” may be “CONV” or “BISG”. These are based on the datafiles of the agencies at National Highway Safety 
Traffic Administration, 2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-
average-fuel-economy/compliance-and-effects-modeling-system. 

238  Email 5 - Email from William Charmley to Chandana Achanta - June 18, 2018” and is available at: 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453  
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Figure 2. Incremental effectiveness of TURBO2 on a medium-sized performance SUV 
plotted for various transmission packages. 

 

This is another example of obvious errors in ANL modeling, which is exacerbated by CAFE’s 
unreasonable modeling constraints, It is unsupportable both that the incremental benefit of 
TURBO2 over TURBO1 should vary by 10% depending on the baseline vehicle model and 
technology, and that the technology would be added despite sometimes having a negative 
incremental benefit. The Volpe CAFE model appears to compound the ANL modeling problem 
by adding TURBO2 for scenarios where the cost-effectiveness is very poor due to the high cost 
of the technology. This is another illustration that the Volpe CAFE model is adding technologies 
without first checking to assure they are cost-effective. 

10-speed transmissions, DCTs, EPS. The impacts of the other technologies listed in Table 5 are 
small. As described above, AT10L2 is erroneously modeled as being less effective than AT6L2 
in many technology combinations.239 Moreover, although AT10L2 is also slightly cheaper than 
AT6L2 (although this makes no sense) and so the modeled cost-effectiveness is almost as good 
as the AT6L2 despite having lower efficiency, AT10L2 is nevertheless less cost effective than 
AT6L2. Thus, the shift from AT6L2 to AT10L2 adds cost while reducing both overall 
effectiveness and cost-effectiveness - thus, it should never be adopted as modeled. Yet, as 
described above, AT10L2 is projected to be adopted by a significant portion of the fleet (more 
than 30%). Similarly, DCT8 transmissions carry a direct manufacturing cost of $349 more than 

                                                
239 PRIA Figure 6-151. The effectiveness of AT10L2 vs AT6L2 can also be seen by comparing the fuel consumption 

improvement values of AT10L2 and AT6L2 (with other technologies held constant) within the ANL database 
“FC1_Improvements.csv” (contained within the CAFE model source code and viewable through the CAFE model 
user interface), which serves as an input into the CAFE model. 
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DCT6 but actually reduce efficiency over DCT6.240 Although their market penetration was 
restricted to 1.2% of the fleet, and so the impact in 2025 is less than $10 per vehicle, the fact is 
these transmissions should never be applied if they have negative effectiveness. Yet the model 
does apply it. And Electric power steering (EPS) likewise has no benefit for the augural case 
scenario and costs $94.241 It is already used on 88% of the baseline 2016 fleet, so the 
incremental impact on 2025 compliance is only about $13. But, again, a rational model would 
never apply this technology modeled to have zero benefit. Yet, again, the model irrationally 
applies it anyway. 

Regardless of the impact on total costs, inclusion of technologies with little, no, or negative 
efficiency benefits does not make any sense and illustrates two separate problems with the 
NPRM modeling. The ANL simulations, on which the efficiency benefits are based, cannot be 
accurate. The benefits of TURBO2 engines, cooled EGR, 10-speed automatic transmissions, 8-
speed DCT, electric power steering, and stop-start systems are well established. This is 
supported by the rapid adoption of these technologies by manufacturers, who would not use 
them if they did not have significant efficiency benefits. These estimates by ANL can only be the 
result of major problems with their modeling. In addition, it shows that the Volpe model is not 
even assessing the cost-benefit of adding incremental technologies, much less using 
incremental cost-benefit as the basis of adding technologies. If something so basic as 
preventing the addition of technologies with little or even negative benefit is not being done, it 
suggests that there is little or no optimization of costs in the Volpe model. And given that 
projecting cost-effective compliance pathways is the model’s sole purpose, it is evident that the 
model fails in that purpose. 

 

                                                
240 Transmission direct manufacturing costs from PRIA Table 9-2. Transmission effectiveness estimated in two ways: 

(1) by comparing the fuel consumption improvement values of DCT8 and DCT6 (with other technologies held 
constant) within the ANL database “FC1_Improvements.csv” (contained within the CAFE model source code and 
viewable through the CAFE model user interface), which serves as an input into the CAFE model; (2) using the 
sales-weighted average across vehicle classes, when the most popular technologies in 2025 (CEGR1, TRANS, 
EPS, IACC, BISG, LDB, ROLL20, MR4, AERO20) are included with and without DCT8 technology. “TRANS” may 
be “DCT6” or “DCT8”. These are based on the datafiles of the agencies at National Highway Safety Traffic 
Administration, 2018, “Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-
economy/compliance-and-effects-modeling-system. 

241 Direct manufacturing costs from PRIA Table 9-3. Effectiveness is based on the sales-weighted average across 
vehicle classes, when the most popular technologies in 2025 (CEGR1, AT10L2, EPS, IACC, BISG, LDB, ROLL20, 
MR4, AERO20) are included with and without EPS technology. These are based on the datafiles of the agencies 
at National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling System.” 
https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system. 
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Table 5. Addition of technologies with little or no efficiency benefit. 
NPRM Volpe model using highest volume technologies from augural run  

(CEGR1, AT10L2, EPS, IACC, BISG, LDB, ROLL20, MR4, AERO20) 

Technology Compared to MPG benefit 2025 Cost 
increment 

Technology 
penetration 

TURBO2 TURBO1 
Varies by vehicle type 

0.7% to 6.5% 
$446 55% 

CEGR1 TURBO2 0.0% $359 37.7% 
AT10L2 AT6L2 (0.5%)* ($13) 33.2% 
DCT8 DCT6 (1.9%)* $545 1.2% 
EPS -- 0.0% $112 99.9% 

SS12V No electrification 1.0%* $509 14.1% 
* sales-weighted average 

 

5. Recommendation for agencies’ retrospective review 

We urge that the agencies must examine efficiency technology retrospectively with an aim to 
improve their manufacturer-based logic in the CAFE model. The agencies have inserted many 
constraints in their modeling that bind automakers in 2025 to the technologies (and technology 
pathways) that are in their baseline 2016 fleets. This incorporates a narrow and unfounded 
approach that ignores the historical record regarding how the industry adopts technologies over 
a nine-year period. It appears clear from the turbocharging example how restrictive the 
agencies’ approach has been. As discussed above, in 2016, BMW, Daimler, Fiat-Chrysler, Ford, 
General Motors, Honda, Hyundai-Kia, JLR, Mazda, Nissan, Subaru, Toyota, Volkswagen, and 
Volvo have many models with turbocharging; however, these companies had very few such 
models with turbocharging in model year 2007, nine years previous. The agencies’ restriction on 
all technologies to existing 2016 baseline adoption (including turbocharging, CEGR, cylinder 
deactivation, HCR) shows that the agencies have failed to fully utilize the historical EPA data242 
at their disposal to develop a more rigorous method for how technology adoption really occurs 
across companies. 

As a result, based on a retrospective view on how turbocharging has been widely deployed, we 
make the general recommendation that the agencies’ modeling allow all companies to adopt 
any combinations of turbocharging, CEGR, and HCR technologies by 2025, regardless of their 
baseline 2016 technology adoption. Without such a change, the agencies are falsely and 
unreasonably constraining realistic cost-effective scenarios in their rulemaking assessment. 
This would reflect what is happening in the fleet in 2016-2018, and it also reflects how 
automaker- and supplier-developed technologies each have the ability to migrate across all 
companies over a 9-year span. We recommend all necessary underlying corrections within the 
CAFE modeling to ensure that this more realistic and less-restrictive technology adoption is 
allowed. 
                                                
242  Environmental Protection Agency. The Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel 

Economy Trends Report. https://www.epa.gov/fuel-economy-trends 
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Overall, there are many cases identified above where the approach used to impose constraints 
on deployment or migration of technology across the fleet is improperly restricted, contrary to 
recent evidence of industry practice as well as contrary to the competitive and other factors that 
clearly support the expectation of continued and further migrations of technologies as 
developments are made by suppliers and manufacturers. However, the objections to the 
artificial technology migration constraints employed in the CAFE modeling are not limited to 
these many specific instances. The basic approach underlying such constraints appears to be 
subjective in nature, and is not based on a clear and transparent analysis of data and evidence. 
The agencies must reject this approach. They need to identify each and every technology 
constraint imposed in their modeling, and provide a clear engineering and evidence based 
justification for each such constraint. Absent such a justification, the default assumption must be 
that the industry and the competitive market will make decisions based on cost and 
effectiveness alone, and the CAFE modeling should impose no additional constraint other than 
to seek the minimum cost compliance solution among available technologies. As described in 
detail above, the model currently fails entirely to do so.  

Unless or until there is a systematic vetting of the agencies new system IAV-Autonomie-CAFE 
modeling (including fixes identified in these comments), the previous approach using EPA’s 
engine maps ALPHA and OMEGA modeling seems vastly superior as a reliable framework to 
assess the impacts of the regulation. At a minimum, the agencies must also include modeling 
using EPA’s OMEGA and ALPHA models, and not just CAFE and Autonomie modeling, to help 
avoid the inappropriate elements of the CAFE modeling described above. 

Due to our findings regarding the agencies’ incomplete analysis of existing technologies that are 
on production vehicles, we ask that the agencies do a complete update of their reference 
dataset to model year 2017. The model year 2017 dataset, including each model’s sales, fuel 
economy, CO2 emission rates, footprint, and the associated efficiency technologies is in the 
possession of the agencies due to EPA’s data-collection and enforcement responsibilities. The 
examples we discuss in our comments where the agencies are failing to acknowledge in factual 
terms what technologies the auto industry is deploying make it necessary that the agencies 
update their initial reference dataset, re-examine every technology that is on those vehicles, and 
use the updated 2017 dataset as the new basis for their future year compliance scenarios. This 
update and sharing the 2017 dataset at a make and model level will ensure the agencies 
compliance modeling is predicated on up-to-date data and the agencies are not neglecting real-
world trends, as with the examples we are sharing in these comments (e.g., related to HCR).  

We ask that, based on this update for a complete 2017 dataset, the agencies also provide a 
rigorous summary table that includes, for each significant efficiency technology used to comply 
with the adopted and augural future standards, the model year 2010, 2016, and 2017 sales and 
sales shares of those technologies. We also recommend that the agencies show the percent 
increase from 2010 to 2017, and from 2016 to 2017 for each technology, to show that the 
technologies (some of which they are constraining from use in their modeling) are being 
deployed in increasing numbers in the marketplace. We also ask the agencies to disclose the 
efficiency technologies that the automakers have disclosed will be on production vehicles by 
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2025 (without naming automaker names, to avoid disclosing confidential business information). 
If the agencies do not do this, it would appear (based on our analysis of auto industry 
announcements) that the agencies are not fully disclosing information in their possession that is 
contrary to their own subjective technology constraints.  

We conclude by pointing out there are many flaws that EPA pointed out to NHTSA, but these 
flaws have not, apparently, been constructively responded to or resolved. EPA identified 
numerous flaws and problems with the CAFE model, including problems that are new since the 
Draft TAR. 243,244   Based on this, the OMEGA model is preferable, since it does not suffer from 
these issues, and has been more thoroughly vetted for these exact issues. EPA’s OMEGA and 
NHTSA’s Volpe differ in redesign and refresh rates. However, based on extensive analysis with 
and adjustments with the various model inputs and methodologies, EPA concludes that it is not 
the difference in redesign frequency in OMEGA versus Volpe that generates the large 
differences in compliance costs. Rather, it is more fundamental differences in inputs, 
constraints, and anomalies within the CAFE model that are driving its high costs. 245 This is fully 
consistent with our own independent analysis of the rulemaking data files, as indicated 
throughout these comments. 

C. Technology cost and cost-effectiveness 

The agencies failed to capture the latest available information and, as a result, their assessment 
incorrectly and artificially overstates technology costs. Based on our analysis of the NPRM and 
its supporting information, and on comparing it with best available information elsewhere, we 
point out several examples that illustrate how and where the agencies have failed to include the 
most accurate and updated information in their rulemaking. Note that, although the agencies 
handle costs in different ways at various stages in the rulemaking (e.g., total vs direct 

                                                
243 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 11. “While the results of the 
EPA-Revised version of the CAFE model are now directionally closer to our previous work where we used our 
own tools and models for the 2012 FRM, 2016 DTAR, and 2016 Proposed Determination, we are not endorsing 
the use of our modified version of the CAFE model for use in policy setting for the GHG program, in part because 
of the range of issues we have previously identified with the modeling inputs and assumptions—such as unduly 
high battery costs, production-ready but unconsidered and/or overly constrained technologies and technology 
application processes, etc.—that are outside of the scope of this memo and are not addressed by the EPA-
revised version of the CAFE model.” 

244 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 32. “although the “EPA Revised” 
version of the CAFE model has corrected some issues, there are still outstanding issues with this model. Thus we 
cannot endorse the use of our modified version of the CAFE model for use in policy setting for the GHG program. 
In part, this is because of the range of issues we have previously identified with the modeling inputs and 
assumptions—such as unduly high battery costs, production-ready but unconsidered and/or overly constrained 
technologies and technology application processes, etc.—that are outside of the scope of this memo and are not 
addressed by the EPA-revised version of the CAFE model.” 

245 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 108.  
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manufacturing, and for different years), costs as used below are intended to show 2025 direct 
manufacturing costs, and incorporate manufacturer learning.  

We note that because the agencies present cost data in so many different ways in dozens of 
different places in the NPRM, impact assessment, and supporting data files, the precise 
agencies’ costs are obscured and not transparent. We have done our best to corroborate each 
agency cost below from at least two places in the agencies’ documentation. This difficulty in 
understanding the costs was also shared by EPA staff, who were ostensibly involved in the 
analysis. As shared in interagency emails and posted in the rulemaking docket. “The CAFE 
model vehicles_report output file provides vehicle price increases, which in some cases is the 
same as the tech cost increase, and other cases significantly higher” 246 Without a clear 
explanation of the methodology, it is unclear precisely how price increases are determined, as 
well as the relationship between the technology costs, fines, and price increases. Regardless, 
based on the best available information, including the text and the input and output data files, 
we provide comments below on the agencies cost estimates. 

1. Individual technologies 

Direct injection. The agencies substantially overestimate cost of gasoline direct injection (GDI), 
a high-volume compliance technology in use by many automakers. They have not examined the 
most updated and applicable information. ICCT, together with FEV EU, specifically calculated 
updated costs for gasoline direct injection in 2016.247 Their cost estimates were $28-$52 per 
cylinder. FEV’s costs are scaled to V6 and V8 engines using FEV I3 cost divided by EPA’s I3 
cost. In contrast, the agencies estimated that GDI costs $59 per cylinder over variable valve 
timing (VVT) ($78 per bank). The ICCT and FEV figures are summarized Table 6, alongside 
our attempt to isolate the applicable GDI costs (total, and incremental costs to VVT). ICCT’s and 
FEV’s technology working paper found costs to be substantially lower than the agencies 
assessment, which did not reference the ICCT’s and FEV’s 2016-published work. For Table 6, 
note that I-configuration engines have one cylinder bank and V-configuration engines have two 
cylinder banks. 
  

                                                
246 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 51. 
247  David Blanco-Rodriguez, 2025 Passenger car and light commercial vehicle powertrain technology analysis. FEV 

GmbH. November 21, 2016. https://www.theicct.org/publications/2025-passenger-car-and-light-commercial-
vehicle-powertrain-technology-analysis and Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); 
David Boggs (Ricardo); Tom Watson (JCI). Downsized boosted gasoline engines, October 28, 2016. 
http://www.theicct.org/downsized-boosted-gasoline-engines 
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Table 6. Technology cost for direct injection 

 Cost 
I3 I4 V6 V8 

Agency proposal (total) $233 $287 $466 $573 
Agency proposal (over VVT) $162 $216 $323 $430 
Updated data (ICCT, FEV) $120 $160 $240 $320 

 
Cooled exhaust gas recirculation. The agencies invalidly overestimate the costs of cooled 
exhaust gas recirculation (CEGR) for gasoline engines. As with direct injection, the agencies 
have not investigated or discussed the information ICCT previously published and shared on 
cooled EGR costs. FEV specifically calculated updated costs for gasoline CEGR.248 They 
calculated a cost of $116 for inline engines (4-cylinder) and $149 for V engines (i.e., V-6 and V-
8). The most updated costs, based on ICCT and FEV data, as compared to our best estimate of 
the comparable agencies’ costs, are in Table 7. The agencies assumed CEGR applies as the 
last step in the turbocharged engine pathway, thus the costs are incremental to the penultimate 
turbo technology (TURBO2). Furthermore, as pointed out elsewhere in these comments, the 
FEV estimate of cooled EGR effectiveness is 2.5%, whereas the NPRM estimate is 0%. As a 
result, for CEGR, the agencies have artificially added a technology, which it falsely indicates has 
no benefit, and then artificially increased that technology costs, thus compounding multiple 
errors. As with all tables presented in this section, note that Table 7 shows direct manufacturing 
costs adjusted for manufacturer learning.249 Elsewhere, we also cite the total cost of CEGR 
($359), which includes the retail price equivalent markup. 
 
Table 7. Technology cost for cooled EGR 

 Cost by engine type 
Inline V 

Agency proposal (over TURBO2) $244 $244 
Updated data (ICCT, FEV) $116 $149 

 

High compression ratio engines. In the case of HCR, in addition to the agencies’ invalid 
decision to make HCR1 unavailable for most vehicles, they inappropriately increased HCR1 
costs above what is indicated from best available data and the agencies’ previous TAR analysis. 
Table 8 illustrates the agencies costs in comparison to more appropriate and up-to-date data. 
The agencies estimated the base cost of HCR1 at $550-$1,108 incremental over variable valve 

                                                
248  David Blanco-Rodriguez, 2025 Passenger car and light commercial vehicle powertrain technology analysis. FEV 

GmbH. November 21, 2016. https://www.theicct.org/publications/2025-passenger-car-and-light-commercial-
vehicle-powertrain-technology-analysis and Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); 
David Boggs (Ricardo); Tom Watson (JCI). Downsized boosted gasoline engines, October 28, 2016. 
http://www.theicct.org/downsized-boosted-gasoline-engines 

249 Direct manufacturing costs are found PRIA Tables 9-1 through 9-9. Learning rates are found in PRIA Table 9-94 
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timing (VVT).250 Improvements due to learning over time reduces this to $402-$809 by 2025.251 
The Proposed Determination estimate for HCR costs, however, were $93-$222, incremental to 
GDI (see above costs) and VVT ($65-$139).252 This is a clear case where the agencies appear 
to have not used the best available data from EPA which has extensively analyzed this 
technology and its associated cost, nor have the agencies justified how they have increased the 
associated costs, apparently by a factor of three. The agencies should reinstate the better 
justified and more deeply analyzed original Proposed Determination HCR cost numbers from 
EPA for this rulemaking.  

 
Table 8. Technology cost on high-compression ratio engines, incremental to VVT 

 Cost 
I3 I4 V6 V8 

Agency proposal (over VVT) $408 $402 $592 $809 
Original, appropriate EPA costs with GDI (over 
VVT) $213 $253 $380 $542 

 
Miller cycle for turbocharged engines. The Miller cycle, essentially Atkinson Cycle engine 
operation and technology, applied on a turbocharged engine, was not included in the model by 
the agencies. Most of the cost of the Atkinson engine (above) is due to increased scavenging to 
maintain performance and extend the efficiency region. However, for the Miller cycle, this 
performance function is duplicative of the 24-bar turbo system with a variable geometry 
turbocharger added in the Proposed Determination to maintain performance for the Miller 
cycle.253 Thus, Atkinson cycle costs are valid for naturally aspirated engines but these costs 
should not be applied for the Miller cycle. Miller cycle is estimated to improve efficiency 4-5% 
over an already-turbocharged engine.254 The agencies have erroneously excluded Miller cycle 
approach, and it should be reinstated as viable for all automakers that can use turbocharging or 
HCR technology, as the agencies own data reveals it be very cost-effective technology and is 
already in production (by Volkswagen and Mazda), as described above. This is another case 
where the agencies appear to have not used the best available data from EPA which has 
extensively analyzed this technology and its associated cost. 

Advanced cylinder deactivation. The agencies estimated a greatly exaggerated cost of 
advanced cylinder deactivation for that level of the technology due to their lack of investigation 
into the necessary bottom-up technology costs. Table 9 compares the agencies’ inappropriately 

                                                
250 PRIA Table 9-1 
251 PRIA Table 9-94 
252 VVT direct manufacturing costs are found PRIA Tables 9-1 through 9-9. Learning rates are found in PRIA Table 9-

94 
253 Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); David Boggs (Ricardo); Tom Watson (JCI). 

Downsized boosted gasoline engines, October 28, 2016. http://www.theicct.org/downsized-boosted-gasoline-
engines 

254 Id. 
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high costs as compared to our costs from our working paper255 (which was submitted in the 
Proposed Determination and not responded to). We find the appropriate advanced cylinder 
deactivation cost to be based on variable valve lift (VVL) technology of $121 for a 4-cylnder 
engine, plus an additional $32 for noise, vibration, and harshness (NVH) improvements. The 
agencies’ previous Joint TSD for the 2012 rulemaking, p 3-81, states that engines equipped with 
“mechanisms required for cylinder deactivation” would only need this level of NVH. The 
rationale for especially high agency costs are unclear, but their costs appear to account for 
finger-follower de-lashing on a fixed block of cylinders (half the cylinders of a V6 or V8), which is 
not needed for dynamic cylinder deactivation. 
 
Table 9. Technology cost and fuel consumption reduction for cylinder deactivation  

 
Cost Fuel consumption 

reduction I4 V6 V8 
Agency advanced deactivation (over VVT) $835 $1,253 $1,671 3% - 6% 
Dynamic deactivation (ICCT, FEV) $153 $248 $320 6.5% - 8.3% 

 

These findings are corroborated by EPA’s communications with NHTSA and other officials, as 
shared in interagency emails and posted in the rulemaking docket. EPA indicates that the 
agencies’ assumed cost for ADEAC is 2 to 4 times the cost of industry-quoted costs for the 
version of the technology in production in MY2019. 256 This is troubling that the assumed agency 
cost would so wildly diverge from important information, and that the agencies would choose not 
to share this clearly applicable information other than buried in interagency dialogue. 

Turbocharging. One of the more substantial technology areas that the agencies are incorrectly 
overestimating costs is in turbocharging packages. Advances in these technologies increasingly 
expand the efficiency frontier and make turbocharging more cost effective. Related to this, the 
agencies have overestimated the costs by hundreds of dollars per application of the 
turbocharging package. 

First, a principle benefit of turbocharging is the capacity for engine downsizing, which can 
reduce the parts and complexity of the engine when cylinder count decreases. Downsizing 
reduces the cost of the turbocharger system and associated engine changes, especially when 
the number of cylinders can be reduced. This is demonstrated by the widespread substitution of 
4-cylinder turbos for naturally aspirated V6 engines in the fleet. It appears that the agencies 
have not appropriately downsized the fleet to maintain constant vehicle utility and performance. 
                                                
255  Aaron Isenstadt and John German (ICCT), Mihai Dorobantu (Eaton). Naturally aspirated gasoline engines and 

cylinder deactivation, June 21, 2016. http://www.theicct.org/naturally-aspirated-gas-engines-201606 and David 
Blanco-Rodriguez, 2025 Passenger car and light commercial vehicle powertrain technology analysis. FEV GmbH. 
November 21, 2016. https://www.theicct.org/publications/2025-passenger-car-and-light-commercial-vehicle-
powertrain-technology-analysis 

256 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 48. “The cost of ADEAC is 2-4 
times higher than industry quoted costs for the version of the technology which is going into production in 
MY2019” 
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Because there are many buried analytical assumptions, the agencies need to comprehensively 
report in their “vehicle report” file, the final engine displacement, the maximum power of each 
engine, the maximum torque of each engine, the initial and final curb weight of each vehicle (in 
absolute terms), and estimated 0-60 mph acceleration time of each model in their compliant 
Augural 2025 fleet, and then allow an additional public comment opportunity. Without showing 
this data, the agency is showing that they have not even attempted to accurately analyze the 
future year fleet for their performance. It also appears clear that the agencies are intentionally 
burying a critical assumption, whereby their future fleet has not been appropriately downsized, 
and it therefore has greatly increased utility and performance characteristics. Any buried 
increase in performance is an unaccounted for benefit of the standards and related 
inappropriate over counting of the compliance costs.  

As previously determined by the agencies and the National Academy analysis, engineering 
teardown studies are the ideal basis for technology cost analysis.257 Yet compared to FEV 
engineering teardown analyses258 as well as EPA’s detailed technology benchmarking analysis 
for the TSD and Proposed Determination, the agencies have greatly increased turbocharging 
costs. Based on the FEV teardown and EPA analysis, turbodownsizing costs for 18-bar 
turbocharging range from a -$391 (i.e., a benefit due to moving from 6 to 4 cylinders) to a cost 
increase of $376 (for shift from V8 to V6).259 These, along with EPA’s more rigorous 
assessments of 24-bar and CEGR technology from its original Proposed and Final 
Determination, are in Table 10.260 As evident in the table, the latest agencies’ cost estimates for 
turbo-downsizing are greatly exaggerated, and these differences are not substantiated with 
improved data. One aspect of the overestimate is the fact that downsizing to an I4 from a V6 
shows virtually no difference in cost, despite real world evidence that such a change is 
accompanied by much-reduced costs, or even net savings. We recommend the agencies revert 
back to EPA’s previous analysis in the TAR and original Final Determination on these 
downsized turbocharged engine costs.   
  

                                                
257 Draft TAR section 5.3.2.1 at 5-229 
258  Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); David Boggs (Ricardo); Tom Watson (JCI). 

Downsized boosted gasoline engines, October 28, 2016. http://www.theicct.org/downsized-boosted-gasoline-
engines 

259 Id. and Draft TAR Tables 5.68 through 5.72 
260 EPA compares its 24-bar BMEP engine to current modern turbo-downsized engines in the Proposed 

Determination TSD Figures 2.113 through 2.115. EPA’s response to comments begin on 2-318 of the Proposed 
Determination TSD; and section 2.5.2 of the Final Determination Response to Comments. 
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Table 10. Technology cost on turbocharging and downsizing 

 
Cost 

I4 to I3 V6 to I4 V8 to V6 
Agency 18bar turbo (over VVT) $638 $642 $1,052 
Agency 24bar turbo (over 18bar) $204 $204 $343 
Agency CEGR (over 24bar) $244 $244 $244 
Updated, appropriate (ICCT, EPA) 18bar (over VVT) $315 ($391) $376 
Updated, appropriate (ICCT, EPA) 24bar (over 18 bar) $223 $223 $387 
Updated, appropriate (ICCT, EPA) CEGR (over 24 bar) $116 $116 $149 

 

That turbocharging costs in the NPRM have been inappropriately inflated is supported by a real-
world example. The 2018 Ford Fusion is offered with 3 engine options, a 2.5L naturally 
aspirated, a 1.5L turbo, and a 2.0L turbo. The 2.5L is standard on the Fusion SE and the 1.5L 
turbo is a $400 option.261 As the agencies apply a Retail Price Equivalent of 1.5 to establish 
retail prices,262 this means that the technology cost of the Fusion 1.5L turbo is less than $270 – 
less than half the estimate in the NPRM and even less than the ICCT and EPA’s updated 
estimate shown above.  

The errors in the agencies’ cost analysis of turbocharging goes beyond the above comparisons. 
In particular, as discussed above, the step from turbocharging to cooled EGR offers no CO2 or 
fuel consumption effectiveness benefit in the model, contrary to the real-world. Also as 
discussed above, the agencies own benchmarking and simulation modeling clearly show that 
there is a benefit to CEGR on top of turbocharging of 3-4%, demonstrating that the agencies’ 
modeling contains obvious error. Although the real-world cost-effectiveness of this technology 
demonstrates that it is appropriate to include it within an improved and appropriate progression 
of technologies on turbocharged engines, the CEGR efficiency values (and the algorithms’ 
general failure to choose only cost-effective technologies) must be fixed. Other turbocharging 
technologies are also available that can further reduce fuel consumption, yet were not 
considered at all in the NPRM. The Miller cycle can provide an additional 4%-5% benefit at a 
cost of $0 - $67; axial flow turbines and variable geometry turbos offer 1-2% benefit for $67; and 
e-boosting alone can provide another 2%-5% benefit (greater if coupled with a 48-volt mild 
hybrid system) for $400.263 

 

                                                
261 Ford Fusion engine options shown in https://www.msn.com/en-us/autos/ford/fusion/2018/options/se-fwd/sd-

BBCjYN9 and https://shop.ford.com/build/fusion/2018/, both accessed in October 2018. 
262 PRIA section 9.2.5 at 1202 
263  Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); David Boggs (Ricardo); Tom Watson (JCI). 

Downsized boosted gasoline engines, October 28, 2016. http://www.theicct.org/downsized-boosted-gasoline-
engines 
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Mild hybrid 48-volt hybrid systems. 48-volt mild hybrids are another example of a technology 
where the agencies’ cost is inflated. This is supported by both the ICCT/supplier technology 
report on hybrids264 and by a real world example, the 2019 RAM 1500 pickup truck. 
 
There appears to be discrepancies in the agencies’ reporting of battery costs in the PRIA 
compared to the input files of their compliance model. In a departure from the draft TAR, the 
agencies separate battery and non-battery costs and bury the battery costs used in the CAFE 
model inside a database.265 266 267 Not only is this database exceedingly difficult to access to 
modify battery costs (as battery costs should be a user input), but it makes it much harder to 
see how battery costs affect mild hybrid costs over time. On top of this, the agencies appeared 
to have used outdated and grossly overstated battery costs in their analysis. This conclusion is 
based on the tables in section 6.3.9.12 of the PRIA, as well as the outputs of the agencies’ low 
battery cost sensitivity run of the Volpe model. In that run, which used battery costs more 
closely in line with EPA’s and leading research on battery costs (see more on this below), the 
per-vehicle cost of compliance with 2025 standards decreased by $214.268 We were unable to 
make these written and datafile costs match up and NHTSA and Volpe staff did not respond to 
our request for clarification. Our best estimate of BISG costs from the NPRM are listed in Table 
11, but these may not be completely accurate, due to the agencies incomplete efforts to 
disclose all their assumptions to the public in an discernible and accessible way. 
 
Contrasting with the agencies’ analysis is the 2019 RAM 1500 pickup truck, which, when it was 
first introduced early in the summer of 2018, offered a BISG hybrid system as a free standing 
option for $800269. The price increment was recent raised to $1,450270.The 48-volt system is 
branded as an “eTorque” system that provides 130 pound-feet of electric torque for greater 
utility and acceleration.271 Even with the new, higher price, applying the agencies RPE of 1.5, 
this means the direct manufacturing cost is less than $1,000, much less than the $1,616 direct 
manufacturing cost estimate in the NPRM for 2016 pickup trucks.272 
 

                                                
264 John German. Hybrid vehicles: Trends in technology development and cost reduction, July 23, 2015, 

https://www.theicct.org/publications/hybrid-vehicles-trends-technology-development-and-cost-reduction 
265 PRIA section 6.3.9.12 at 375 
266 2018 CAFE Model Documentation, section 4.7.2 at 46. 
267 “Battery_Costs.csv” input datafile of the agencies at National Highway Safety Traffic Administration, 2018, 

“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system. 

268 Low battery cost sensitivity analysis “Compliance report” output datafile and standard-setting “compliance report” 
output datafile from National Highway Safety Traffic Administration, 2018, “Compliance and Effects Modeling 
System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system 

269 Aaron Cole. The Car Connection. https://www.thecarconnection.com/news/1115635_2019-ram-1500-truck-will-
cost-33340-to-start-around-60k-fully-equipped  

270  Mark Phelan. USA Today. https://www.freep.com/story/money/cars/mark-phelan/2018/08/24/2019-ram-mild-
hybrid-first-drive-mark-phelan/1069729002/  

271 Id. 
272 PRIA at 1113, Table 9-3 
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Note that the eTorque system offers improved performance and drivability and contributes to 
higher payload and towing ratings for 2019 compared with 2018.273 In fact, the very branding of 
the option as eTorque suggests that RAM believes the utility benefits are of value to customers 
– yet the agencies have completely failed to account for the consumer value of the utility 
benefits. Therefore, this is not an equal-performance comparison.  
  
The agencies modeled costs for BISG systems for cars and small SUVs appear to be even 
more off base. In particular, the cost of BISG systems are modeled as being approximately 
$600 more expensive for cars and small SUVs than those for pickups and medium SUVs.274 
This appears to run counter to the agencies’ own brief descriptions of battery and electrification 
costs in the PRIA.275 It is also contrary to basic engineering logic, which holds that a system 
which would be smaller and have lower energy and power requirements would be less 
expensive, not more. 
 
Based on the joint 2016 ICCT/supplier analysis of 48-volt mild-hybrid systems276 48V hybrid 
system cost is $600-$1,000 (with costs lower on the lower side for cars and higher side for light 
trucks) in the 2025 timeframe. As discussed above, the RAM 1500 pickup has already validated 
the ICT figures in 2019. In contrast, the agencies’ figures are contrary to this best-available 
research and real-world evidence. Using these updated estimates would reflect industry 
practices for developing these systems, ensure constant-utility, and match the technology 
improvement of 10-15% for the given technology benefits. The agencies must use more 
reasonable cost estimates in their rulemaking.   
 
Table 11. Technology cost on 48-volt mild hybrids 

 Cost CO2 and fuel consumption reduction effectiveness 
Agency BISG (over IACC) $1,365 – $1,616 5.7% - 6.7% 
ICCT technology report – mild hybrids $600 – $1,000 10% - 15% 

 
Full hybrids. The agencies have substantially overestimated the costs of full hybrid vehicles. 
Because we continue to be unable to decipher the agencies’ multiple and inconsistent hybrid 
cost components, we analyzed the complete vehicle costs (rather than the bottom-up cost 
components) for strong hybrids. But we emphasize that, due to the confusing and inconsistent 
costs in this technology, among others, the agencies must release a clear explanation of these 
cost components, and provide an additional opportunity for public comment.  

                                                
273 2018 RAM Pickup specifications: https://www.edmunds.com/ram/1500/2018/features-specs/ 
 2019 RAM Pickup specifications: https://www.edmunds.com/ram/1500/2019/features-specs/ 
274 Compare PRIA Table 6-32 (cars & small SUVs) with PRIA Table 6-33 (trucks and medium SUVs) 
275 PRIA Tables 6-29 and 6-30 
276 Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); David Boggs (Ricardo); Tom Watson (JCI). 

Downsized boosted gasoline engines, October 28, 2016. http://www.theicct.org/downsized-boosted-gasoline-
engines 

 



 

 I-77 

We analyzed the agencies’ final output files in the Augural standard analysis, which indicate 
their full hybrid vehicle costs – for all the vehicles that had hybrid technology applied during the 
compliance period (i.e., removing those models that were already hybrid in 2016). This revealed 
the modeled incremental price increase for hybrids was approximately $6,600 per hybrid vehicle 
in 2017, decreasing to $4,800 in 2025.  
 
As analyzed in our previous work,277 this is not a plausible result, considering hybrid component 
costs and full-vehicle prices in the marketplace in 2016 as well as the technology improvement 
that continues to enter the fleet. Full hybrid systems are options on dozens of mass market 
vehicles. The agencies have continued to fail to properly analyze those dozens of hybrids in the 
marketplace, their much lower costs than the agencies are assuming, and their rapid 
improvements due to high-activity among automakers and suppliers to competitively develop 
lower cost components.  
 
The agencies must set a maximum cost premium for full hybrids (which improve CO2 and fuel 
consumption by 30%-35%) of $2,500 in 2017, declining linearly to $1,400 by 2025 for mid-size 
cars and crossovers.278 The cost components would also likely scale by vehicle power 
requirements, up for pickups, down for smaller cars, which the agencies must also account for 
in the modelling.  
 
The agencies must completely and transparently disclose the basis for their cost estimates, to 
enable the public to clearly connect the bottom-up cost components (e.g., battery and power 
electronic costs) to full vehicle costs for all vehicle models that have hybrid costs applied in the 
existing and Augural 2025 standards. To date, the documentation (or lack thereof) provided by 
the agencies veils from public view their justifications for unrealistically high hybrid cost 
estimates—one of the most important technology cost estimations to assess the Augural 
standards’ compliance cost, as the NPRM projects that 22% of vehicles will need full hybrid 
systems to meet the augural standards. The various components of these costs be made 
explicit and justified with real-world analysis and evidence. After disclosing these costs, the 
agencies must provide another opportunity for public comment. 

Mass reduction. The agencies have unjustifiably impeded the uptake of mass reduction 
technology, and have unrealistically inflated the associated costs. As discussed above, it 
appears that the agencies have invalidly assumed that 47% of baseline vehicles already have 
some level of this technology , thereby artificially removing the most cost-effective lightweighting 
from future use. This means that for nearly half of vehicles to adopt any lightweighting at all, 
they must skip past the least expensive options, and adopt only more advanced, more 
                                                
277  John German (ICCT). Hybrid vehicles: Trends in technology development and cost reduction, July 23, 2015. 

http://www.theicct.org/hybrid-vehicles-trends-technology-development-and-cost-reduction. This work has been 
shared with the agencies on multiple occasions before the 2018 NPRM  

278  John German (ICCT). Hybrid vehicles: Trends in technology development and cost reduction, July 23, 2015. 
http://www.theicct.org/hybrid-vehicles-trends-technology-development-and-cost-reduction. This work has been 
shared with the agencies on multiple occasions before the 2018 NPRM  
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expensive options. This incorrectly increases the costs of all subsequent mass-reduction in the 
compliance modeling.  

Moreover, the agencies have unrealistically inflated the costs associated with the various levels 
of mass reduction. There are numerous material improvements in development that were not 
considered in the rule,279 such as higher strength aluminum,280 improved joining techniques for 
mixed materials, third-generation steels with higher strength and enhanced ductility,281 a new 
generation of ultra-high strength steel cast components, and metal/plastic hybrid components.282 
And these developments are just a sample of the developments discussed in the joint 
ICCT/supplier technology working paper on lightweighting that are ignored in the proposal. 283  

The National Academies284 specifically endorsed tear-down studies as the most appropriate way 
to get at vehicle technology costs. These studies are typically more accurate and far more 
transparent than the older method of surveying manufacturers, and such whole-vehicle studies 
are key to capturing holistic vehicle level mass-reduction technology costs. There are many 
such studies that have assessed mass reduction technology and costs since 2011. Peer-
reviewed studies, including by EDAG, FEV, Ford, and Lotus Engineering use state-of-the-art 
engineering teardown analysis and holistic vehicle safety simulation analysis to assess mass-
reduction technology and its cost; these studies demonstrate that at least 20% mass reduction 
is available for adoption across vehicle classes by 2025.285 Yet the agencies have either 

                                                
279 In PRIA section 6.3.10.1.1, no mention is made of higher strength aluminum, third generation advanced high 

strength steel, nor improved joining (for example glue or other adhesives). The lightweighting study used as the 
basis for mass reduction costs (PRIA Table 6-37), shows only material substitution using none of the above-listed 
materials. 

280  Richard Truett. “Novelis: Automakers test stronger aluminum.” Auto News. August 10, 2015. Web. Accessed July 
2016. http://www.autonews.com/article/20150810/OEM01/308109982/novelis:-automakers-test-stronger-
aluminum  

281  Ryan Gehm. “NanoSteel confident its new AHSS is ready for volume production.” Automotive Engineering. July 
17, 2016. Web. Accessed July 2016. http://articles.sae.org/14908/ 

282  Mana D. et.al “Body-in-white Reinforcements for Light-weight Automobiles”, SAE technical paper # 2016-01-0399. 
Nagwanshi D. et.al, “Vehicle Lightweighting and Improved Crashworthiness – Plastic/Metal Hybrid Solutions for 
BIW”, SPE ANTEC, technical program, 2016. 

283 Aaron Isenstadt and John German (ICCT); Piyush Bubna and Marc Wiseman (Ricardo Strategic Consulting); ); 
Umamaheswaran Venkatakrishnan and Lenar Abbasov (SABIC); Pedro Guillen and Nick Moroz (Detroit 
Materials); Doug Richman (Aluminum Association), Greg Kolwich (FEV). Lightweighting technology development 
and trends in U.S. passenger vehicles, December 19, 2016. http://www.theicct.org/lightweighting-technology-
development-and-trends-us-passenger-vehicles  

284 National Academies. Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-Duty Vehicles. 
2015. https://www.nap.edu/catalog/21744/cost-effectiveness-and-deployment-of-fuel-economy-technologies-for-
light-duty-vehicles  

285  EDAG (2011) Future Steel Vehicle. http://www.worldautosteel.org/projects/future-steel-vehicle/phase-2-results/ 
Prepared for WorldAutoSteel. FEV (2012) Light-Duty Vehicle Mass Reduction and Cost Analysis — Midsize 
Crossover Utility Vehicle. Prepared for US Environmental Protection Agency. EPA-420-R-12-026. 
http://www.epa.gov/otaq/climate/documents/420r12026.pdf; Lotus Engineering (2012) Evaluating the Structure 
and Crashworthiness of a 2020 Model-Year, Mass-Reduced Crossover Vehicle Using FEA Modeling. Prepared for 
California Air Resources Board. http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-
compressed.pdf; Singh, H. (2012). Mass Reduction for Light-Duty Vehicles for Model Years 2017-2025. Prepared 
for National Highway Traffic Safety Administration. Report No. DOT HS 811 666. 
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf (accessed in 2012); Geck, P. J. Goff, R. Sohmshetty, K. 
Laurin, G. Prater, V. Furman, 2007. IMPACT Phase II – Study to Remove 25% of the Weight from a Pick-up 
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incorrectly interpreted or invalidly nullified the most relevant detailed engineering teardown 
studies on mass-reduction technology.  

In the Draft TAR, the agencies based their direct manufacturing costs on a study that reduced 
the mass of a MY2011 Honda Accord by first shedding glider weight, then downsized powertrain 
components to maintain equivalent performance. The cumulative cost per kilogram before 
powertrain downsizing was $2.69 (for a net reduction of 10.74% of the curb weight, or 13.6% of 
the glider weight).286 After downsizing the powertrain—which led to cost savings—the net cost 
per kilogram was estimated to be $1.20 (20.52% reduction in curb weight).287 This same study 
was used in the NPRM. However, in the NPRM, only glider weight reduction is ever considered, 
without the cost-offsetting engine downsizing. Thus, not only do the agencies omit a key cost 
component that reduces total costs, they also erroneously improve vehicle performance, 
contrary to their own assertion and intention to assume a constant performance trend. 
Additionally, the omissions mean the agencies fail to account for associated the powertrain 
weight reductions (which allow higher total mass reduction - up to 20% total mass reduction - 
and thus even greater efficiency benefits at a lower cost per kilogram than glider weight 
reduction alone), and instead create a new mass reduction cost curve that peaks at 20% 
reduction in glider mass at nearly $16 per kilogram. The agencies do not offer explanation to 
justify this sudden and dramatic increase.288 The agencies acknowledge the potential to enable 
powertrain downsizing and realize its associated fuel efficiency benefits by reducing glider mass 
by more than 10%. However, it is unclear if, and how, costs are reduced while downsizing, as 
well as the precise changes to fuel efficiency.  

We recommend the agencies adjust their technology cost inputs to reflect best-available 
technology studies.289 The correct cost assumption from all these studies is that a 5-10% mass 

                                                
Truck. Society of Automotive Engineers. 2007-01-1727 https://www.sae.org/publications/technical-
papers/content/2007-01-1727/. Caffrey et al, 2015. Cost-Effectiveness of a Lightweight Design for 2020-2025: An 
Assessment of a Light-Duty Pickup Truck https://www.epa.gov/sites/production/files/2016-10/documents/2015-01-
0559_0.pdf. Caffrey et al, 2013. Cost-Effectiveness of a Lightweight Design for 2017-2020: An Assessment of a 
Midsize Crossover Utility Vehicle. https://www.sae.org/publications/technical-papers/content/2013-01-0656/  

286 PRIA at 393 and Table 6-37 
287 Draft TAR Table 5.175, p 5-422 
288 PRIA Figure 6-160 
289 EDAG (2011) Future Steel Vehicle. http://www.worldautosteel.org/projects/future-steel-vehicle/phase-2-results/ 

Prepared for WorldAutoSteel. FEV (2012) Light-Duty Vehicle Mass Reduction and Cost Analysis — Midsize 
Crossover Utility Vehicle. Prepared for US Environmental Protection Agency. EPA-420-R-12-026. 
http://www.epa.gov/otaq/climate/documents/420r12026.pdf; Lotus Engineering (2012) Evaluating the Structure 
and Crashworthiness of a 2020 Model-Year, Mass-Reduced Crossover Vehicle Using FEA Modeling. Prepared for 
California Air Resources Board. http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-
compressed.pdf; Singh, H. (2012). Mass Reduction for Light-Duty Vehicles for Model Years 2017-2025. Prepared 
for National Highway Traffic Safety Administration. Report No. DOT HS 811 666. 
ftp://ftp.nhtsa.dot.gov/CAFE/2017-25_Final/811666.pdf (accessed in 2012); Geck, P. J. Goff, R. Sohmshetty, K. 
Laurin, G. Prater, V. Furman, 2007. IMPACT Phase II – Study to Remove 25% of the Weight from a Pick-up 
Truck. Society of Automotive Engineers. 2007-01-1727 https://www.sae.org/publications/technical-
papers/content/2007-01-1727/. Caffrey et al, 2015. Cost-Effectiveness of a Lightweight Design for 2020-2025: An 
Assessment of a Light-Duty Pickup Truck https://www.epa.gov/sites/production/files/2016-10/documents/2015-01-
0559_0.pdf. Caffrey et al, 2013. Cost-Effectiveness of a Lightweight Design for 2017-2020: An Assessment of a 
Midsize Crossover Utility Vehicle. https://www.sae.org/publications/technical-papers/content/2013-01-0656/ 
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reduction by 2025 reduces vehicle cost, and the auto industry will cost-effectively deploy at least 
15% vehicle curb mass reduction in the 2025 timeframe at near zero net cost (and consistently 
less than $500). The agencies should thus increase the maximum available mass reduction 
potential levels to include 20%-25% mass reduction to reflect the potential and associated costs 
as shown in the leading teardown studies.290 This would reflect actual industry practices to 
incorporate all the available and emerging mass-reduction technologies.  

Electric vehicle battery costs. Electric vehicles are by and large unnecessary for companies 
to comply with the 2025 augural fuel economy and existing GHG standards, as demonstrated by 
the agencies’ analyses in the Draft TAR and the EPA 2016-2017 Proposed and original Final 
Determination.291 This remains true in the NPRM,292 even with all of the artificial restrictions 
placed on conventional powertrain technologies as discussed in Section II. Nonetheless, we find 
that the agencies’ inputs have failed to reflect the leading industry data on how rapidly these 
technologies are approaching cost parity with combustion vehicles. Overall the agencies appear 
to have overestimated electric vehicle costs dramatically. The agencies have purported to utilize 
state-of-the-art tools including the DOE BatPac model on battery costs, but their cost 
calculations have erroneously pushed up electric vehicles’ incremental costs above $10,000 per 
vehicle. The agencies have thus introduced errors that have artificially pushed up the battery 
costs much higher than indicated by BatPac and other experts in the field.  
 
Table 12 summarizes the most reliable available projections of electric vehicle battery costs for 
2020-2030.293 The agencies have not analyzed these studies to understand the potential for 
cost-effective electric drive technology. The data include a variety of different technologies, 
production volumes, and cost elements. Although there are differences in the methods, they 

                                                
290 Ibid. 
291 Draft TAR Tables 12.29 through 12.42; Proposed Determination Table IV.5 (not the technical support document) 
292 PRIA Tables 7-49, 7-53, 7-57 
293 Ahmed, S., Nelson, P., Susarla, N., Dees, D. (2018). Automotive Battery Cost Using BatPac. IEA Workshop on 

Batteries for Electric Mobility. https://www.iea.org/media/Workshops/2018/Session2ShabbirAhmedANL.pdf  
Anderman, M. (2016). The Tesla battery report: Tesla Motors: Battery technology, analysis of the Gigafactory and 

Model 3, and the automakers’ perspectives. Retrieved from http://www.totalbatteryconsulting.com/industry-
reports/Tesla-report/Extract-from-the-Tesla-Battery-Report.pdf  

Anderman, M., (2018, June). The xEV Industry Insider Report. Retrieved from 
https://totalbatteryconsulting.com/industry-reports/xEV-report/Extract-from-the-2018-xEV-Industry-Report.pdf  

Anderman, M., (2018). Progress in EV-Battery Cell Cost and Performance: How Far and How Fast?. SAE Hybrid 
Vehicle Symposium. Retrieved from http://www.pvsheridan.com/SAE-
2018/2.30%20pm%20-%20Menahem%20Anderman,%20Total%20Battery%20Consulting.pdf  

Berckmans, G., Messagie, M.,, Smekens, J., Omar, N., Vanhaverbeke, L. & Van Mierlo, J. (2017) Cost Projection of 
State of the Art Lithium-Ion Batteries for Electric Vehicles Up to 2030. Energies 2017, 10(9), 1314. Retrieved from 
http://www.mdpi.com/1996-1073/10/9/1314  

Davies, C., (2017). VW I.D. EV boast: We’ll hugely undercut Tesla’s Model 3 says exec. Retrieved from 
https://www.slashgear.com/vw-i-d-ev-boast-well-hugely-undercut-teslas-model-3-says-exec-17491688/  

Holland M., (2018). Tesla aiming to break $100/kwh at cell-level later this year. https://evobsession.com/tesla-aiming-
to-break-100-kwh-at-cell-level-later-this-year/  

Lienert, P, & White, J. (2017). GM races to build a formula for profitable electric cars. Retrieved from 
https://www.reuters.com/article/us-gm-electric-insight/gm-races-to-build-a-formula-for-profitable-electric-cars-
idUSKBN1EY0GG  

UBS. (2017). UBS evidence lab electric car teardown: Disruption ahead? Retrieved from 
https://neo.ubs.com/shared/d1ZTxnvF2k/  
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generally include in some variation of material, process, overhead, depreciation, warranty, and 
profit costs; an exception is that the Ahmed et al (2018) study excludes profit. In addition, the 
table shows statements regarding battery costs from automakers. These are in the three bottom 
rows. As shown, most of the studies and automaker statements show battery pack costs 
declining to $150/kWh by 2020-2023 and then to about $120-135/kWh by 2025. The exception 
is Tesla, which (as shown in the bottom row) reports an accelerated cost-decline, stating that it 
reached $150/kWh in 2018 and will reach $100/kWh by 2022, associated with its earlier high-
production than others. 

 
Table 12. Battery electric vehicle pack cost ($/kWh) 

Source 2020 2022 2025 2030 Notes 
Ahmed et al, 
2018 

143 134 122  Pouch NMC 6,2,2-graphite, production volume-based; includes total 
cost to automaker for material, process, overhead, depreciation, 
warranty 

Anderman, 
2018a 

 142   Cylindrical 21700, NCA 83,13,4, production volume-based; includes 
cost of material, capital, pack integration, labor, overhead, 
depreciation, R&D, general administration, warranty, profit 

Anderman, 
2018b 

160  130  Pouch NMC 8,1,1-graphite, production volume-based; includes cost of 
materials, capital, pack integration, labor, overhead, depreciation, 
R&D, general administration, warranty, profit 

Berckmans 
et al, 2017 

191 165 120 80 Pouch NMC 6,2,2-graphite, production volume-based; includes 
material, process, labor, overhead, depreciation, profit 

UBS, 2017 184  133  Pouch NMC 6,2,2-graphite, production volume-based; includes 
material, process, labor, overhead, depreciation, profit 

Davies, 2017 152    Volkswagen statement. Associated with planned production volume of 
100,000 per year by 2020 for I.D. series 

Lienert & 
White, 2017 

160 133   General Motors statement. Associated with Chevrolet Bolt, production 
volume has not been stated 

Holland, 
2018 

130 100   Tesla statement. Stated Model 3 production volume of 500,000 with 
associated Panasonic battery production in Nevada by 2020 

NMC = Nickel Manganese Cobalt Oxide; NCA = Nickel Cobalt Aluminum; Unless cell and pack costs provided within study, cell-to-
pack cost ratio of 0.75 assumed; Unless stated otherwise within study, matching production volumes to year assumes 100,000 
units/year in 2020 and 500,000 units/year for 2025; See studies for additional details, sensitivity analysis, differing chemistries, etc  
 

Our findings are corroborated by EPA’s analysis of the chosen Autonomie/CAFE battery costs 
used in the proposal, as shared in interagency emails and posted in the rulemaking docket. The 
battery costs appear to be 20% to 40% higher that the estimates that EPA has found in the 
same BatPaC model used by ANL. 294 Based on the interagency dialogue between EPA and 
NHTSA, it is clear that EPA’s experts not only found battery costs to be too high compared to 
their own analysis of the BatPac model that was used, but NHTSA did not even provide enough 
information to allow EPA to understand why the newly-assumed battery costs were so 
inexplicably high:  
                                                
294 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 66. “The cost of batteries for 
hybrid and plug-in vehicles is in most cases significantly higher than expected based on the most recent 
projections derived from DOE’s BatPaC model.” The info indicates that the final chosen in NHTSA/ANL battery 
costs for MY2029 were as follows: BISG batteries 40% higher than BatPaC MY2021; SHEVP2 20% higher; 
BEV200 40% higher; PHEV50 23% higher than EPA PHEV40 
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“Overall, battery costs included in this analysis are higher than what EPA has obtained 
from the most recent version of the BatPaC model. There is not enough detail provided 
for EPA to determine what is contributing to these higher costs, but two potential 
factors are notable. First, the text refers to both ANL/ESD-15/28 and the BatPac 
model, so there are potentially inconsistencies in the application of assumptions from 
one of these sources to the other. Second, the text frequently refers to the BatPaC 
model to lend authority to the battery cost estimates, without providing sufficient 
information on the much more significant issue of how battery sizing or other model 
inputs were determined, much less the battery sizings or cost estimates that 
resulted”295 

The agencies have not resolved, reconciled, or even discussed these clear problems in 
NHTSA’s erroneous use of the BatPac numbers their rulemaking documentation. The agencies 
have largely obscured their battery electric vehicle (BEV) cost sources or calculations, making it 
nearly impossible for even very interested researchers to understand how all the BatPac costs 
translate into BEV costs that can be compared with other full-BEV costs in the literature. To 
enable meaningful public comments, these sources and cost calculations must be made explicit 
and the agencies must provide an additional public comment opportunity. 

Furthermore, from the datafiles available, it appears clear that the agencies have not assessed 
the ability for BEV efficiency improvements from load reduction (weight, rolling resistance, 
aerodynamic) to reduce the battery and power electronic component sizing, thereby reducing 
battery costs. If BEVs battery and other component costs are considered appropriately, cost 
parity with conventional combustion vehicles will be reached in the 2025-2027 timeframe.296 

In addition, the agencies prevented their fleet compliance model from allowing battery electric 
vehicles from being applied in their analysis of the Augural standards. If the agencies include 
appropriate BEV costs (where BEVs achieve cost parity in the 2025-2027 timeframe), and 
remove all their constraints on electric vehicles, they would appropriately realize that the 2025 
standards are more cost-effective when electric vehicles are included. 

Tier 3 vs Tier 2 fuel. In the NPRM modeling the agencies incorrectly apply fuel economy and 
CO2 penalties to the switch from Tier 2 to Tier 3. In its Proposed Determination, EPA explicitly 
states that it did not base any technology effectiveness values on engines requiring high octane 
fuel.297 On the contrary, EPA selected technologies assuming regular 87 AKI fuel and included 
technologies “necessary to protect for operation on such fuels.” Thus, if the agencies had 
appropriately used the most up-to-date and recently vetted vehicle simulation tool available to 
                                                
295 “EO_12866_Review_EPA_comments_on_NPRM_and_Preliminary_RIA_sent_to_OMB,_July_26,_2018”. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 1142. 
296 Paul Wolfram and Nic Lutsey. Electric Vehicles: Literature review of technology costs and carbon emissions. 

International Council on Clean Transportation. http://www.theicct.org/lit-review-ev-tech-costs-co2-emissions-2016 
and Pete Slowik and Nic Lutsey. Evolution of incentives to sustain the transition to a global electric vehicle fleet. 
https://www.theicct.org/publications/evolution-incentives-sustain-transition-global-electric-vehicle-fleet  

297 EPA Proposed Determination TSD at 2-211. In addition, EPA showed that use of Tier 3 fuel often resulted in 
reduced CO2 emissions compared to use of Tier 2 fuel. Id. 
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them (i.e., ALPHA modeling), they would not have needed to inappropriately modify the engine 
maps for advanced engine technologies. We also discuss this fuel topic above, as it applies to 
the agencies choices of, and their adjustments to, engine maps. 

Learning curves. A subtle change by the agencies in this NPRM is in the learning curves of all 
technologies. In the NPRM, the agencies use a decaying exponential function. In the TAR, the 
agencies used fixed rates of cost decline over set time increments.298 EPA’s learning curve rates 
used in the TAR and in its Final Determination used a decaying curve, but less steep than the 
NPRM. In the NPRM, the agencies used safety technology as a proxy for fuel efficiency 
technology in order to determine learning effects.299 As a result, the learning curves for many 
important fuel efficiency technologies are not as steep as in the TAR. That is, the decrease in 
cost over time is lower in the NPRM than it is in the TAR. Safety technology was chosen for the 
NPRM because it is used by almost every manufacturer. The nature of fuel efficiency 
technologies (particularly advanced ones) is that not every manufacturer will use them, 
especially not when they are first introduced. Consequently, the choice of safety technology as 
a model for fuel efficiency technology leads to lower rates of learning. This is further 
emphasized by the fact that EPA in both the TAR and its Final Determination also used 
decaying exponential learning curves based on empirical data. These curves were, broadly 
speaking, less steep than NHTSA’s in the TAR, but were also steeper than the agencies’ curves 
in the NPRM. 

Examples comparing the TAR and NPRM differences due to learning rate discrepancies include 
(over the years 2016-2025): 

● Turbodownsizing (all levels) show 18%-24% slower learning rate 
● 67% reduction in learning for VVT, VVL, SGDI, DEAC 
● 21% reduction in learning for HCR (as compared to EPA’s Atkinson cycle engine) 
● 29% reduction in learning for batteries (as compared to EPA’s battery learning curves) 

To show the impact of changing learning rates, the agencies should run a sensitivity analysis 
similar to the ICM sensitivity run (using EPA’s indirect cost multipliers). In the learning rate 
sensitivity, the agencies should consider the learning rates used in the TAR, as well as EPA’s 
learning rates in its Final Determination. Without doing so and without conducting a peer review 
of the change in approach, it appears clear the agencies have decided to switch to a new 
costing method that affects all future costs, but without any significant research justification, 
vetting, or review. 

Indirect costs and retail price equivalent. The agencies abandoned their previously-used 
indirect cost multiplier method for estimating total costs, which was vetted with peer review, and 
more complexly handled differing technologies with different supply chain and manufacturing 
aspects. The agencies have, at this point, opted to use a simplistic retail price equivalent 
method, which crudely assumes all technologies have a 50% markup from the direct 

                                                
298 Draft TAR at 5-435 
299 PRIA section 9.3.2, p 1209 
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manufacturing technology cost. We recommend the agencies revert back to the previously-used 
and better substantiated ICM approach. 

 

2. Technology package cost effectiveness  

In the construction of packages for the technology sequencing, the agencies have made 
systematic errors that do not reflect automaker decisions on adoption of technologies. We point 
out several specific examples that we believe are representative of a deeply flawed logic with 
nearly no quality control steps to vet for realistic sequencing of technology adoption reflecting 
best available data on technology costs and effectiveness.  

The effect of artificial exclusion of improved technologies and restrictions on market penetration 
discussed in this section are exacerbated by their impact on the technology cost-benefit curve. 
Manufacturers usually add technology from the most cost-effective (i.e. the largest efficiency 
benefit per dollar) to the least cost-effective. If low cost technologies are ignored or constrained 
in the model, more costly technologies must be used instead. This is illustrated in Figure 3, 
which shows the incremental benefits and costs for technologies assessed by EPA in their Final 
Determination.300 As the figure demonstrates, the slope of the curve rises smoothly from one 
technology to the next, as each proves slightly less efficiency gain-per-dollar than the last. As 
discussed further below (and shown in Figure 4), the technology pathway curves for the NPRM 
do not rise smoothly, instead jogging between more and less cost-effective technologies as they 
progress. This causes compliance to be more expensive, in part because limitation on cost-
effective technology early in the path forces the model to adopt the more expensive 
technologies later in the path. For example, The NPRM analysis projects that 32% of all 
vehicles needed 48V mild hybrids and an additional 22% needed full hybrids to comply with the 
augural standards.301 As can be seen in the figure, 48V hybrids are far above the “elbow” 
separating cost-effective to cost-ineffective technologies in the agencies’ and Draft TAR 
analysis – they were the least cost-effective option assessed by EPA. And full hybrids, were not 
even included in EPA’s Draft TAR modeling because they were not needed, are far higher cost 
and less cost-effective even than 48V hybrids. Thus, it appears that limitations on cost-effective 
conventional technologies below the elbow in the NPRM modelling have forced the model to 
adopt technologies at the top end of the curve to compensate, dramatically increasing the total 
cost of compliance for every restriction. 

                                                
300 Nic Lutsey, Dan Meszler, Aaron Isenstadt, John German, Josh Miller. Efficiency technology and cost assessment 

for U.S. 2025–2030 light-duty vehicles. March 22, 2017 https://www.theicct.org/publications/US-2030-technology-
cost-assessment  

301 “Compliance Report” outputs from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, 
“Compliance and Effects Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-
and-effects-modeling-system 
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Figure 3. Lowest cost efficiency technology progression for CO2 reduction in passenger 
cars and crossover vehicles. 

 

The following is a series of findings regarding these technology constraints based on our 
analysis of many sensitivity cases using the same CAFE model used by the agencies, to 
explore how the agencies’ CAFE model is working based on its inputs and algorithms. We found 
that examining the outputs corroborates the conclusion that many of the inputs and 
methodological choices of the agencies are erroneous, as discussed above. 

● Cooled exhaust gas recirculation. CEGR1 added to TURBO2 has 0.0% effectiveness 
with $359 total per-vehicle cost in 2025. These assigned characteristics would make this 
an unattractive technology for manufacturers, with added cost and no benefit. We 
investigated further to see how the agencies’ fleet compliance modeling utilized the 
technology. When we blocked the adoption of CEGR1, it reduces 2025 Augural 
standards cost of compliance by $116. Of course removing a technology should not 
decrease the cost of meeting the standard, as that should mean removing the 
technology results in the adoption of a different and less cost effective set of technology. 
The model is supposed to be designed to choose the more cost effective technologies 
first and the less cost effective later, not the other way around. This reveals a CAFE 
modeling approach that is poorly designed and subject to poor quality control, and fails 
in its sole purpose of projecting on auto companies’ cost-effective technology 
approaches using the agencies’ technology and cost inputs. 

● High compression ratio. As a sensitivity analysis, the agencies chose to run the CAFE 
model in which they activated HCR2. This one change alone reduced the total per-
vehicle cost of compliance with the Augural 2025 standards by $690. Because the 
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agencies restricted the use of HCR2 in their primary analysis, this shows that the 
agencies intentionally excluded a highly cost-effective technology (by their own analysis) 
in the rulemaking analysis. As discussed above, they apparently did so based on an 
invalid technical assumption. In the ICCT modeling, we found that by activating HCR2 as 
well as making all technology applicable to all automakers’ engines, transmissions, and 
platforms, compliance costs with the 2025 Augural standards were reduced by $817. 

● Electric vehicles. The agencies also ran their model with reduced battery costs, which is 
directionally appropriate as their estimated battery and overall electric vehicles are well 
out of line with leading research, as indicated above. This scenario appears to reduce 
the cost of compliance by $220. Through a combination of incorrectly high electric 
vehicle prices (that do not reflect ANL302 or other leading battery research groups’ 
work)303, and modeling restrictions on electric vehicles, the agencies have unduly inflated 
technology costs of electric vehicles to comply with the standards.  

Figure 4 illustrates the cumulative effect of the agencies’ unsubstantiated technology cost and 
effectiveness inputs, as well as inappropriate constraints on technologies and manufacturers, 
using the agencies modeling.304 For a Medium Car (MedCar) vehicle class, following the 
turbocharging (Turbo) path in blue results in a 37% reduction in fuel consumption at a cost of 
over $5,000. On the other hand, using the agencies’ own technology inputs and following the 
HCR path (brown) leads to similar levels of fuel savings at a cost of around $3,450. As 
explained above, the HCR path is only available for a select group of engines from a select 
group of manufacturers, due to artificial and inappropriate decisions made by the agencies’ 
modeling. 

                                                
302 Ahmed, S., Nelson, P., Susarla, N., Dees, D. (2018). Automotive Battery Cost Using BatPac. IEA Workshop on 

Batteries for Electric Mobility. https://www.iea.org/media/Workshops/2018/Session2ShabbirAhmedANL.pdf  
303  Anderman, M. (2016). The Tesla battery report: Tesla Motors: Battery technology, analysis of the Gigafactory and 

Model 3, and the automakers’ perspectives. Retrieved from http://www.totalbatteryconsulting.com/industry-
reports/Tesla-report/Extract-from-the-Tesla-Battery-Report.pdf  

Anderman, M., (2018, June). The xEV Industry Insider Report. Retrieved from 
https://totalbatteryconsulting.com/industry-reports/xEV-report/Extract-from-the-2018-xEV-Industry-Report.pdf  

Anderman, M., (2018). Progress in EV-Battery Cell Cost and Performance: How Far and How Fast?. SAE Hybrid 
Vehicle Symposium. Retrieved from http://www.pvsheridan.com/SAE-
2018/2.30%20pm%20-%20Menahem%20Anderman,%20Total%20Battery%20Consulting.pdf  

Berckmans, G., Messagie, M.,, Smekens, J., Omar, N., Vanhaverbeke, L. & Van Mierlo, J. (2017) Cost Projection of 
State of the Art Lithium-Ion Batteries for Electric Vehicles Up to 2030. Energies 2017, 10(9), 1314. Retrieved from 
http://www.mdpi.com/1996-1073/10/9/1314  

Davies, C., (2017). VW I.D. EV boast: We’ll hugely undercut Tesla’s Model 3 says exec. Retrieved from 
https://www.slashgear.com/vw-i-d-ev-boast-well-hugely-undercut-teslas-model-3-says-exec-17491688/  

Holland M., (2018). Tesla aiming to break $100/kwh at cell-level later this year. https://evobsession.com/tesla-aiming-
to-break-100-kwh-at-cell-level-later-this-year/  

Lienert, P, & White, J. (2017). GM races to build a formula for profitable electric cars. Retrieved from 
https://www.reuters.com/article/us-gm-electric-insight/gm-races-to-build-a-formula-for-profitable-electric-cars-
idUSKBN1EY0GG  

UBS. (2017). UBS evidence lab electric car teardown: Disruption ahead? Retrieved from 
https://neo.ubs.com/shared/d1ZTxnvF2k/  

304 The origin in Figure 1 represents the most common medium sized car (MedCar) in the model’s 2016 baseline. 
Such a vehicle already has low friction lubricants and engine friction reduction (LUBEFR), variable valve timing 
(VVT), 6-speed automatic transmission (AT6), 5% mass reduction (MR1), and 5% aerodynamic drag reduction 
(AERO5). 
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Figure 4. Primary technology paths taken by the medium sized technology class in the 
CAFE model 

As Figure 4 shows, the two technology paths and especially the agency primary path do not 
follow a smoothly increasing curve where each successive technology has lower cost-
effectiveness than its predecessor (i.e., with a higher slope from one point to the next). Rather, 
there are several points where the slope indicating highly cost-effective technologies are being 
chosen after less cost-effective technologies. If the model reflected the real world and an 
appropriate regulatory impact assessment, the model would project that the auto industry would 
choose the most cost-effective technology first, and the lines would have continually increasing 
slope. Even these sporadic chart lines are merely simple illustrations of the flaws in the 
agencies’ technology paths. As indicated in the comments above there are many more 
anomalous, erroneous, and inappropriate technology constraints that the agencies have chosen 
to integrate in their modeling algorithms. 

Figure 5 compares the agencies’ August 2018 (NPRM) projection of total technology costs for 
compliance with EPA’s original 2016 Proposed and 2017 Final Determination. This shows that 
the agencies have dismissed (largely without explanation or justification) much of the existing 
2016-2017 technical work on the efficiency technologies, and adopted inappropriate modeling 
constraint on technology deployment the result of which is to artificially push automakers into 
very high cost technology paths in the compliance modeling of the Augural standards. The 
figure also shows the ICCT’s total technology cost estimates from 2017, which feature more up-
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to-date estimates of cost and effectiveness than even the TAR.305 And even more technology 
has been developed since ICCT’s 2017 assessment, which further lowers the cost to comply 
with the standards. 

 

 
Figure 5. Comparison of the primary medium-sized car pathways in the NPRM, EPA 
Proposed/Final Determination, and ICCT 
 

For the same level of maximum fuel consumption reduction assumed by the agencies, EPA’s 
own cost projections from the TAR are $2,700 lower, and ICCT’s are $3,600 lower.306 In other 
words, to achieve the fuel consumption improvement required by the Augural standards, the 
agencies’ new 2018 cost is 100% higher than the EPA 2016 cost. These findings are 
corroborated by EPA’s data analysis, as shared in interagency emails. NHTSA’s inputs lead to 
the application of technology packages that are $1,000 to $2,000 more costly than the most 

                                                
305 Nic Lutsey, Dan Meszler, Aaron Isenstadt, John German, Josh Miller. Efficiency technology and cost assessment 

for U.S. 2025–2030 light-duty vehicles. March 22, 2017 https://www.theicct.org/publications/US-2030-technology-
cost-assessment Note that EPA and ICCT cost curves have been shifted to align with the baseline in the 
Agencies’ August 2018 primary path. The origin of the EPA and ICCT curves represents a vehicle with LUBEFR, 
electric power steering, aerodynamic drag reduction, low drag brakes, VVT, 6-speed automatic transmission, 10% 
mass reduction, and 10% reduction in rolling resistance. In the cited paper, this point corresponds to the first 
technology package applied to a baseline vehicle with no technologies. 

306 Id. 
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cost-effective packages.307 And the ICCT updated cost estimate is 35-45% lower than EPA 
2016. Based on this, the agencies’ 2018 rulemaking appears to effectively have technology 
costs that are 3.5 times the cost of ICCT’s estimated cost to achieve compliance with the 
Augural 2025 standards. But the EPA 2016 and ICCT 2017 curves are based on more up-to-
date data and analysis, including consideration of the most recent automotive technology 
deployment developments as described above. And this is the result for only one major, high 
volume vehicle segment (medium-sized cars). Our assessment of other vehicle classes appears 
to be consistent with this one example. 

As with technology effectiveness and deployment, discussed earlier, there are many cases 
identified in this section where the estimate of technology costs is contrary to the best evidence 
and to real world adoption of the technologies. There are also several cases where the 
modeling results show a clear lack of logic in the choice of technologies, by choosing a lower 
cost effective technology before a higher cost effective technology. However our objections to 
the invalid assignment of technology costs and to improper modeling are not limited to these 
specific instances. The agencies need to identify each and every technology cost input used in 
their modeling, and provide a clear engineering and evidence based justification for why that 
cost differs from the costs employed in the extremely well documented and well justified Draft 
TAR and in EPA’s 2016 TSD and 2017 Final Determination, taking into account the above 
discussion of significant new evidence developed since those prior estimates were made. 
Absent such disclosure and justification, the default assumption needs to be that the prior costs 
estimated based on the most recent data are more appropriate than the estimates used for the 
proposal.    

D. Summary of data and methodological issues 

The technology for compliance with the standards is developing as or more quickly and cost-
effectively as predicted in the agencies’ past analyses. There are many technical paths to 
comply with the 2025 standards using only combustion technology. Automaker innovation is 
outpacing what the agencies projected in 2012, and the costs for compliance appear to be 
similar or lower than originally projected.  

1. Removal of or rejection of pertinent data in rulemaking.  

In both EPA’s Proposed and Final Determination and the draft Technical Assessment Report 
and TSD for the midterm evaluation of the 2022-2025 fuel economy and GHG standards, the 
agencies conducted a massive amount of work to update the technologies and the technology 
cost and effectiveness assessments since the 2017–2025 rulemaking. The new NPRM and 
PRIA analysis ignores, suppresses, dismisses, or restricts its use. In summary, these omissions 
include removal of existing efficiency and GHG-reduction technologies; not using available 
                                                
307 “Email 5”: Email_5_-_Email_from_William_Charmley_to_Chandana_Achanta_-_June_18,_2018. 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 104 “Using the NHTSA inputs, 
as provided, manufacturers are projected to apply, on average, technology packages that are $1,000-$2,000 more 
costly than the most cost-effective packages.” 
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results from state-of-the-art vehicle simulation modeling; not using available industry-leading 
and peer-reviewed engineering teardown studies; not using the most recent estimates of 
technology cost and effectiveness; failure to include multiple technologies already in production 
or for which production phans have been announced; and ignoring recent work performed and 
data gathered by EPA. The agencies fail to clearly identify all of the many technologies and 
technology packages where they have changed their position on technology cost or 
effectiveness, and explain and justify the basis for the change.  

We also emphasize two findings. First, in the Draft TAR and Final Determination, EPA observed 
the real-world advances toward production vehicles using HCR2 technology, and determined 
that that technology could be adopted by automakers during the compliance period. In the draft 
TAR, without rational explanation, the agencies now describe this technology as “speculative” 
and have omitted the technology from their primary compliance scenarios altogether. This is a 
dramatic change, as the agencies’ own sensitivity run allowing HCR2 technology to be used 
reduced compliance costs by over $610. This single technology reduces the compliance cost for 
the augural standards to $1,292, on par with NHTSA and EPA estimates in the TAR. And this is 
only one example - there are many other examples in the NPRM of technologies that are not 
allowed or for which use is constrained without rational justification.  

Second, the agencies have adopted estimated costs for individual technologies that lack real-
world support. For example, the 2019 RAM 1500 pickup truck offers a 48V BISG hybrid system 
as a stand-alone option, which offers a real world comparison to the estimates in the NPRM. 
The NPRM estimates for adding a BISG system to a pickup truck were an efficiency 
improvement of 5.7% at a manufacturing cost, without the retail price increase, of $1,616. This 
results in a cost of $284 per 1% efficiency improvement. In comparison, the BISG system on the 
2019 RAM pickup costs $1,450, which, after factoring in the 1.5 RPE markup, yields a 
manufacturing cost of $967. Official fuel economy values from fueleconomy.gov show that BISG 
on the RAM improves efficiency by 10.1% on the 2wd version and 10.3% on the 4wd version, 
for an average cost of $95-per-one percent efficiency improvement – just a third of that modeled 
in the NPRM. But this does not include the performance, drivability, and utility benefits of the 
BISG system realized on the RAM as well (meaning that the technologies’ full potential was not 
realized in efficiency gains alone). As Fiat-Chrysler calls this system eTorque, it suggests that 
these other benefits are valuable to their customers. Roughly assuming half cost is properly 
assigned to these other consumer benefits (and thus the full efficiency potential is approximately 
double what was realized), the cost-per-one percent efficiency improvement drops to less than 
$50, or about a sixth of the NPRM estimates. These two examples illustrate how much the 
agencies have ignored, suppressed, dismissed, and restricted data and inputs for the NPRM. 

2. Changes since the Draft TAR, TSD, and Final Determination 

The agencies have created a new system of handling technology inputs and dismissed the older 
system that underpinned all the GHG regulations. However, the agencies have not justified and 
explained their choices to reject the vast amount of research and information gathered by the 
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agencies during the midterm evaluation prior to the Proposed Rule. For example, as a result of 
the new model and inputs, we find the following issues: 

• Largely without explanation, EPA abandoned its use of its superior engine maps, ALPHA 
simulation, and OMEGA fleet modeling tool, and thereby also abandoned its efficiency, 
availability, technology cost, and compliance cost estimates. The agencies instead used 
NHTSA’s inferior IAV-Autonomie-CAFE modeling system, and inadequately analyzed 
compliance scenarios for the EPA Greenhouse Gas Emission program. 

• EPA abandoned its use of its superior engine maps based on benchmarked high 
efficiency engines, and instead uses NHTSA’s outdated engine maps. 

• Without explanation, EPA abandoned its use of its superior ALPHA vehicle simulation 
modeling which has a better and more proven track record in handling technology 
combinations. Instead the agencies are relying on a less vetted Autonomie tool that 
struggles to handle engine-transmission synergies and suffers from older engine maps 
and lack of updating from the latest automotive powertrain developments. 

• HCR costs went up (from EPA’s values), ADEAC cost went up, GDI costs went up, 
CEGR1 costs went up, turbocharging (and turbocharged downsizing) costs went up, 
complete strong hybrid vehicle costs went up, and battery costs went up. Further cost 
increases may yet be undiscovered.  

• The agencies buried mass reduction, low rolling resistance tires, aerodynamic 
improvements, electric power steering, improved accessories, and low-drag brakes into 
the baseline fleet. With these baseline shifts, the agencies, without acknowledgement, 
made dramatic updates to the technologies deemed to have been applied in the 
baseline fleet, without any real-world justification for doing so. Doing this removes 
technology for later use, and artificially pushes companies to adopt more costly 
technology.  

• The agencies abandoned their previously-used indirect cost multiplier method for 
estimating total costs (which was vetted with peer review, and more complexly handled 
differing technologies with different supply chain and manufacturing aspects) in favor of 
only using a retail price equivalent (which crudely assumes all technologies have a 50% 
markup from the direct manufacturing technology cost). 

• CEGR1 was revised to have an efficiency level of 0%, but the agencies imposed the 
technology on the fleet anyway. 

• EPA removed HCR2 technology and instead the agencies studied the technology as a 
sensitivity case (which showed that it greatly reduced compliance costs).  

• The agencies have adopted the assumption that automakers cannot apply numerous 
technologies unless they were already applying them in model year 2016 (HCR for all 
companies that have not applied it in 2016; various individual technologies and 
technology combinations on a given model—by-model basis depending on their 
technology baseline in 2016) 

• The agencies have adopted the assumption that certain technologies cannot be applied 
together (e.g., Turbo-DEAC; HCR1-DEAC; HCR1-CEGR) 

• The agencies have removed Miller Cycle as an available technology 
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• The agencies reduced their effectiveness estimates for stop-start and mild hybrid 
technology 

• The agencies reduced their effectiveness estimates for 7-, 8-, 9-, and 10-speed 
transmissions, and specifically assign advanced 10-speed transmissions a negative 
value compared to advanced 6-speed transmissions 

• The agencies reduced their effectiveness estimate for dual clutch transmissions, and 
specifically assign 8-speed dual clutch transmissions a negative effectiveness value 
compared to 6-speed dual clutch transmissions 

• The agencies have removed any analysis of the availability, cost, or cost-effectiveness 
of the refrigerant HFO-1234yf, which previously was capable of very cost-effectively 
delivering GHG benefits of up to 13.8 g/mile (cars) and up to 17.2 g/mile (light trucks). 

• The agencies have removed analysis of automakers’ ongoing efforts to adopt air 
conditioning technology, the cost-effectiveness of those technologies compared to other 
technologies, and have failed to even describe the lost benefits from the substantial 
removal of GHG benefits (up to 40% of GHG reductions from the adopted 2021-2025 
standards) that would result. 

• Overall, EPA has doubled its compliance cost estimates, based primarily or entirely on 
modeling changes, without real-world justification. 

• Overall, NHTSA has increased its compliance cost estimates by approximately 50%-
100% (depending on the precise summary cost numbers from the rulemaking 
documents), based primarily or entirely on modeling changes, without real-world 
justification. In the TAR, NHTSA estimated 2025 technology costs to comply with the 
augural standards would be $1,161 and EPA’s estimated costs were $894, dropping to 
$875 in the Final Determination. Yet, despite new technology developments that improve 
efficiency at lower cost, the agencies have increased the compliance cost to $1,908. A 
clear summary of the causes for this massive increase in cost are not directly addressed 
in the NPRM, suggesting that the agencies know that the cost increase cannot be 
justified by any real and updated data that has newly arisen from their NPRM research. 

3. Summary of errors in rulemaking analysis 

The agencies’ development of artificial and incorrect manufacturer constraints, construction of 
erroneous technology packages, and use of fundamentally flawed fleet modeling leads to 
results that do not reflect least-cost compliance.  

The model’s approach to limiting technology availability and constraining manufacturers does 
not reasonably reflect the real-world choices made by automakers and suppliers to develop and 
proliferate cost-effective technology. Technology is available for all manufacturers as the 
methods of improving vehicle fuel consumption and reducing emissions are well-known, as 
discussed and referenced above. Additionally, the model fails to correctly capture the rate at 
which technologies can penetrate the fleet through manufacturer product refresh and redesign 
cadence, which results in new technology introduction by each company at a faster rate than 
the agencies are suggesting (See Table 3). Due to the model’s flawed algorithms, structure, and 
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hard-coded constraints, the model’s use leads to bizarre technology applications and 
combinations that grossly inflate the costs of compliance. 

Compounding these flaws are the methodological errors used in vehicle modeling. Outputs of 
the model indicate that technology packages do not follow the most cost-effective paths, nor are 
vehicles and fleets truly optimized. Slight changes in technology effectiveness and cost inputs, 
along with constraints in technology availability, result in dramatically increased costs of 
compliance. By using outdated data and ignoring recent updates and innovations, the agencies 
developed technology packages that are incorrectly less effective and more expensive. By the 
agencies’ analysis, some technologies have negligible effectiveness, yet significant cost, and 
explicably are widely deployed in future year standards. The agencies also did not explicitly 
model or attempt to estimate costs for several applicable technologies, for example: e-boost, 
variable compression ratio, Miller cycle, gasoline compression ignition, cooled EGR on naturally 
aspirated engines, and cylinder deactivation on advanced engines. Though the agencies are 
always going to be somewhat behind in their assessments of potentially promising technologies 
due to data availability constraints, the assessments in the NPRM are woefully and unjustifiably 
deficient. We emphasize that the single most important factor in the accuracy of costs and 
benefits for projections is the use of the latest, most up-to-date technology data and 
developments. Using older data guarantees that the cost of meeting the standards will be 
overstated, as it does not include more recent technology developments and thus defaults to 
more expensive technology, such as full hybrids, the costs of which are themselves greatly 
exaggerated. Assuming that the end of innovation has been reached and basing projections on 
what was in production in 2016, which the agencies have essentially done, ignores technology 
developments that have been achieved since then and developments in process, and this 
invalidly overstates the cost of future compliance. 

The agencies’ technical analysis for the proposal fails to use the best evidence available and 
uses improper constraints on technology and its deployment. There is clear evidence of 
numerous cases where the inputs to the model on cost, effectiveness, and technology 
deployment are improper, and clear evidence of significant cases where the model produces 
illogical and invalid results. There are unexplained adjustments to the baseline technology, 
without evidence to support the change and inconsistent with the fleet average performance for 
recent years. For each technology, technology package, and modeling constraint there is a 
systematic failure to identify the estimate or choice the agencies made in the 2012 rulemaking 
and Mid-Term Evaluation, the evidence and reasoning underlying that prior estimate or choice, 
the changes made for this proposal, and the evidence and reasoning justifying this change. 
Overall this reflects a failure to properly develop, do quality control on, and vet the model and its 
inputs, and a failure to conduct reasoned and decision making. The result is a proposal that 
significantly overestimates the cost and underestimates the cost-effectiveness of compliance, 
for the current standards as well as for various alternatives. 
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II. Cost-benefit methodology 

In this section we provide comments in areas of the rulemaking related to how the agencies 
have conducted their cost-benefit analysis. Overall we find their cost-benefit analysis to be an 
unusual and novel approach that we have not seen before in U.S. regulations or elsewhere 
around the world. The agencies’ new alterations in their analysis include creating a new 
approach to adopt technology into a baseline fleet in the absence of stronger standards, 
adopting a method that suggests consumers do not value fuel economy, to projecting lower 
sales of new vehicles and more driving and fatalities in older vehicles, and finally combining all 
their new costs and benefits to suggest that decreasing fuel economy will produce net societal 
benefits. We summarize our comments on the agencies’ new analysis in the sections below. 

A. Baseline dynamics 

The agencies have made an inappropriate decision to artificially reduce the regulation benefits 
and increase the estimated costs of the current standards by adjusting their vehicle fuel 
economy and GHG emissions baseline fleet. Here we use the term “baseline fleet” to refer to 
the projected fleet under the agencies’ proposed rollback scenario (that is, their projections of 
achieved mpg and GHG emissions levels in the absence of increasingly stringent standards 
over time). The agency decision to assume a continually improving fuel economy baseline in the 
absence of standards is new, misrepresents all available historical evidence, and shows the 
agencies are not utilizing the agencies’ own extensive analysis and data on this topic.  

There is a long history with clear data to inform this decision about how to treat baseline fuel 
economy when standards are not increasing. The data clearly and unambiguously demonstrate 
that when fuel economy or GHG standards do not get more stringent, new vehicle fleet-wide 
fuel economy will not increase and GHG emissions will not decrease. Because it appears that 
the agencies are not drawing upon their own data, which provides a rich historical record, we 
present the applicable official EPA data in Figure 8 below. As depicted, the periods where fuel 
economy and GHG standards require improvement, improvements in test cycle fuel economy 
occur. On the other hand, the period where standards did not get more stringent, from 1986 
through 2004, no fuel economy and GHG benefits are evident. With the adoption of California’s 
GHG standards in 2004 (for model years 2009-2016), and NHTSA light-truck fuel economy 
standards in 2002 (for model year 2005), fuel economy improvements resumed.  
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Figure 6. Test cycle fuel economy 1975 through 2016 based on official EPA data308 

 

This phenomenon has been very well studied in the technical literature. What happens during 
periods without fuel economy improvement is that the industry deploys technology to make 
higher-power, greater-acceleration, and larger vehicles309. The agencies’ expert staff that handle 
and analyze this data know that this is the case, as they have a robust 45-year record in the 
EPA fuel economy trends database, and comparable NHTSA data that is derived from EPA’s 
official compliance data from the entire auto industry. We note that, from the ICCT extensive 
analysis elsewhere around the world the same general result is true.310 The only times we have 
observed any real-world fuel economy or CO2 improvements in the absence of regulations are 
in European markets where fuel prices are several dollars higher per gallon than in the U.S., 
and when automakers had instituted voluntary CO2 targets in lieu of standards for new 2010 
passenger vehicles. This ultimately led to Europe developing CO2 regulations to ensure 
verifiable emission reductions occurred.311 

                                                
308  Environmental Protection Agency. The Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel 

Economy Trends Report. https://www.epa.gov/fuel-economy-trends 
309  Environmental Protection Agency. The Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel 

Economy Trends Report. https://www.epa.gov/fuel-economy-trends. Nicholas Lutsey and Daniel Sperling, 2005. 
Energy Efficiency, Fuel Economy, and Policy Implications. Transportation Research Record: Journal of the 
Transportation Research Board. Volume: 1941 issue: 1, page(s): 8-17 

310 The ICCT analyze aspects of global CO2 and efficiency standards, which are in place where approximately 80% of 
the world’s light-duty vehicles are sold. See https://www.theicct.org/chart-library-passenger-vehicle-fuel-economy  

311  See International Council on Clean Transportation. European vehicle market statistics, 2017/2018. (November 28, 
2017) Ed Peter Mock. https://www.theicct.org/publications/european-vehicle-market-statistics-20172018.  
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Despite this history, the agencies have made a novel decision to assume that the fleet sees 
improved fuel economy and GHG emissions even when standards are flat, as in the agencies’ 
proposed rollback of standards for 2021 and beyond. In the NHTSA CAFE analysis of its 
Augural 2022-2025 standards, the agencies project that fleet would see improved GHG 
emission levels of 201 g/mile (on the test cycle) in 2025.312 The proposed rollback would keep 
the GHG standards at about 241 g/mile for 2021-2026.313 The novel conclusion of the agencies 
in this NPRM was to project that the fleet, under the proposed regulatory freeze from 2021 on, 
still would realize a real-world GHG reduction down to 232 g/mile - thus beating the standard by 
nearly 10 g/mile. As shown above, the historical record for fuel efficiency certainly does not back 
this assertion. The result of the agencies unfounded adjustment in the baseline is that the 
agencies have artificially removed 22% of the GHG and fuel saving benefits that would result 
from maintaining the adopted 2025 GHG standards and the Augural 2025 CAFE standards. The 
decision to assume an increasing efficiency under the rollback also has a presumably 
inconvenient result for the agencies: It directly contradicts the agencies’ claim that their 
proposed 2026 standards are the “maximum feasible” and should remain flat from 2021 on.  

 

 
Figure 7. Estimated CO2 emissions for proposed rollback standards, agencies’ assumed 
improvement that occurs with the rollback, and Augural 2021-2025 standards under 
CAFE scenarios.  

 

                                                
312 Outputs from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and Effects 

Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system 

313 83 Fed. Reg. at 42989, Table I-3 
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B. Fleet rebound, vehicle activity, and safety 

The switch to footprint-based CAFE and GHG standards has been widely credited with 
diminishing safety concerns with efficiency standards. Footprint standards encourage larger 
vehicles with wider track width, which reduces rollovers, and longer wheelbase, which increases 
the crush space and reduces deceleration forces for both vehicles in a two-vehicle collision. 
Despite the compelling record on this issue, the agencies project relatively large increases in 
traffic fatalities, over 1000 per year, for the augural standards for model years 2021 through 
2026. These projected additional fatalities are used as a basis for freezing the CAFE and GHG 
standards for model years 2021 through 2026. The agencies’ finding is in direct opposition to 
U.S. trends, which show improvements in both vehicle efficiency and safety driven by 
government policy.  

1. Vehicle fuel economy and safety background 

Vehicle fuel economy and safety have improved remarkably. Figure 8 compares annual 
highway fatalities per 100 million miles314 and the in-use fuel economy (mpg) of all cars and light 
trucks on the road315 in the U.S. from 1970 to 2015. The trends show reasonably steady 
increases in in-use fuel economic and decreases in fatalities per 100 million miles for 35 years.  
In fact, the period from about 1980 to 1990 has simultaneously some of the steepest increases 
in fuel economy and decreases in fatalities. A simple linear regression of fatalities per 100 
million miles as a function of in-use fuel economy has an r-squared of 0.93. These suggest that, 
statistically, higher in-use fuel economy has been strongly correlated with lower fatalities, 
contrary to the claims of the agencies. Of course, there are a multitude of driver, road, and 
vehicle safety technology factors that affect fatalities that might be correlated with fuel economy.  

 

                                                
314 Traffic Safety Facts 2015, DOT, NHTSA, 2017 Edition, Chapter 1, Table 2. 

https://crashstats.nhtsa.dot.gov/Api/Public/Publication/812384  
315 Transportation Energy Data Book, Edition 36.1, Released April 30, 2018 by Oak Ridge National Laboratory,  Table 

4.3. https://cta.ornl.gov/data/tedbfiles/Edition36_Chapter04.pdf  
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Figure 8. 1970-2015 U.S. highway fatalities per 100 million miles and in-use fuel economy 

 

Comparing new vehicle fuel economy with crash test results offers a more direct comparison of 
the efficiency and safety of individual vehicles. Figure 9 compares average new car and new 
light truck fuel economy (mpg)316 with results from five different crash tests conducted by IIHS 
on model year 1995 to 2018 vehicles.317 The proportion of vehicles that were rated “good” in 
IIHS’s moderate overlap, side impact, head constraints/seats, roof strength, and small overlap 
crash tests are plotted individually. The rapid rise in the proportion of new vehicles rated “good” 
in each of the crash tests reflects both an increase in the number of vehicles tested by IIHS 
using the new test as well as automakers adapting their designs to address the problems 
highlighted by the test when it was brought on line. While the lower proportion of vehicles tested 
in the first year or two after a new test is introduced contributes to the rapid increase in the 
number of vehicles rated “good”, it is still clear that manufacturers are rapidly responding to the 
new crash tests with robust safety designs, regardless of the absence or present of new vehicle 
CAFE and GHG standards. In fact, manufacturer response to the moderate overlap crash test 
introduced by IIHS in 1995, a period when efficiency standards were not changing, was slower 
than manufacturer responses to new crash tests after introduction of efficiency requirements.  

 

                                                
316 ICCT Global Passenger Vehicle and Light Truck mpg, 

https://www.theicct.org/sites/default/files/Global_PV_figure_data_20180406.xlsx 
317 IIHS personal communication. And IIHS crashworthiness evaluation programs and the U.S. vehicle fleet — a 2017 

update.  Highway Loss Data Institute Bulletin Vol. 34, No. 18 : September 2017 
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Figure 9. New vehicle (car and light truck) fuel economy (mpg) and proportion of vehicles 
rated “good” in IIHS crash tests 

The positive trends in both fuel economy and safety were driven by government regulations.  
The large majority of the fuel economy and GHG reductions required by government 
regulations are achieved with powertrain technology. Prominent examples include 
downsizing engines for better efficiency while maintaining performance with turbocharging, 
improved transmissions and additional gear ratios, higher compression ratio for higher 
efficiency, Atkinson cycle engines that extract more useable work from combustion, and hybrids. 
But these are just the major steps – there are a host of other technologies that also improve 
efficiency. In addition, there are improvements in aerodynamic design to reduce drag, 
reductions in tire rolling resistance, and higher efficiency accessories and pumps. None of these 
affect safety in any way. Among the technologies, lightweighting sometimes receives added 
scrutiny, but the agencies have pointed out it does not have a statistically significant effect on 
safety. 318  

In 2007, NHTSA chose to adopt size-based adjustments instead of weight-based adjustments 
because they promote better safety design. Footprint standards encourage larger vehicles with 
wider track width, which reduces rollovers, and longer wheelbase, which increases the crush 
space and reduces deceleration forces for both vehicles in a two-vehicle collision. Support for 
the negligible impact of footprint-based standards on safety is widespread: 

● In the 2012 rulemaking adopting 2017-2025 standards, EPA and NHTSA concluded that 
“the standards should not have a negative effect on vehicle safety as it relates to vehicle 
size and mass.”319  

                                                
318 83 Fed Reg. 43111. “None of the estimated effects have 95-percent confidence bounds that exclude zero, and 

thus are not statistically significant at the 95-percent confidence level.” 
319 Joint Technical Support Document of the 2012 original 2017-2025 rule at 2-2 
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● The safety analysis in the 2016 joint EPA/NHTSA Draft TAR found, “small net fatality 
decreases over the lifetimes of MY2021-2025 vehicles.”320  

● The 2015 NAS study that reviewed the 2017-2025 standards found that “the empirical 
evidence from historical data appears to support the argument that the new footprint-
based standards are likely to have little effect on vehicle safety and overall safety.”321 

● The Insurance Institute for Highway Safety has said "The Obama-era changes to the 
rules, essentially using a sliding scale for fuel economy improvements by vehicle 
footprint, addressed safety concerns that IIHS raised in the past."322  

● Automakers themselves have noted, they are “increasingly using lightweight materials to 
help meet greenhouse gas (GHG) and fuel economy standards without having to 
sacrifice the safety and performance of their vehicles.”323  

● The head of the Alliance of Automobile Manufacturers stated during testimony, “The 
auto industry invests more than $100 billion annually in research and development to 
improve vehicle fuel economy and safety, and this investment is paying off as vehicles 
on the road today are safer, cleaner, and more fuel-efficient than ever before.”324 

It is clear that, as designed, footprint-based systems remove incentives to build smaller cars that 
might be less safe. Thus, fuel economy and GHG standards have no measurable impact on 
safety. In fact, no country or region in the world other than the U.S. has raised concerns about 
their fuel economy or CO2 standards affecting vehicle safety. 

Looking forward, there are important synergies between efficiency and safety, and major areas 
of potential improvement that continued from the recent positive trends. High-strength steel, 
aluminum, and carbon fiber are increasingly employed in new vehicle designs not just because 
they are lighter and help comply with fuel economy and GHG standards, but because they have 
better crash properties than conventional steel and help improve NCAP scores. This is not 
reflected in NHTSA’s current vehicle safety analyses, which are based upon historical data (the 
newest vehicles in NHTSA's current crash data set date from model year 2011). 

 

2. Two tricks being used to artificially create fatalities 

The agencies falsely claim that rolling back the CAFE and GHG Standards will reduce traffic 
fatalities. The reductions in projected fatalities discussed by the agencies are not related to 
changes made to cars and trucks under the CAFE and GHG standards. The agencies claim 
                                                
320  Draft TAR at 8-61 
321  National Research Council, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-Duty 

Vehicles (Washington, DC: National Academies Press), 2015. doi:10.17226/21744. (see p. 13, specifically). 
322  Safety Gains From Heavier Cars May Be Cited to Cut MPG Rules. Bloomberg. February 12, 2018. 

https://www.bloomberg.com/news/articles/2018-02-12/safety-of-heavier-cars-may-be-used-to-lower-u-s-fuel-
efficiency  

323 Joint statement of the Association of Global Automakers and the Alliance of Automobile Manufacturers, Jan. 21, 
2016, available at: https://autoalliance.org/2016/01/25/car-vehicle-lightweighting-study-provides-good-insight-on-
automakers-efforts-to-increase-ghgfuel-economy/). 

324 House Energy and Commerce Committee Hearing, Mitch Bainwol Witness Statement, Sept. 22, 2016, available 
at: http://docs.house.gov/meetings/IF/IF17/20160922/105350/HHRG-114-IF17-Wstate-BainwolM-20160922.pdf 
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fatalities result from more stringent standards because, with the standards, Americans 
voluntarily decide to drive more. Effects like these cannot reasonably be attributed to standards 
that make vehicles lower polluting and more fuel efficient. Otherwise, anytime we have policies 
or programs to invest in our roads and highways or make cars more accessible by improving 
financing, the associated driving—and any related accidents—would have to be evaluated from 
a cost-benefit analysis perspective on those programs. Of course we do not do that. 

The agencies are using two different tricks to falsely justify a future increase in modeled driving 
(“vehicle miles traveled” or VMT) under the standards—and then they use the increased driving 
projections to argue that vehicle accidents and fatalities will increase under the adopted GHG 
and Augural CAFE standards.  

The first trick is that the proposed rule doubles the rate used to calculate the “rebound effect” 
from the rate used in prior analyses from 10% to 20%. The rebound effect is used to estimate 
how much more individuals drive a car that is more fuel efficient and therefore cheaper to drive 
relative to a car that is less fuel efficient and more expensive to drive. By doubling the rebound 
rate, the agencies can claim that under the augural standards Americans who buy more fuel-
efficient cars will drive those cars much more because they are cheaper to drive.  

This doubling of the rebound effect is in contradiction to both theory and data trends. The 
rebound effect is not fixed. Vehicle owners adjust how much they drive based upon how much 
they value their time and the marginal cost of driving. The value of time goes up as disposable 
income increases, such that economic growth causes owners to value the time necessary to 
drive more highly and making the fuel-cost of driving relatively less important, thus decreasing 
the rebound effect. Similarly, improving vehicle fuel economy decreases the marginal cost of 
driving, making any further reductions in fuel consumption relatively less important and 
decreasing the rebound effect. Small and VanDender wrote the first report discussing and 
analyzing these trends.325 

Most studies are based upon changes in fuel price, not changes in vehicle efficiency, and 
limited data suggest that customers respond more strongly to changes in fuel prices. Thus, 
studies based upon fuel price overstate the rebound effect. Limited data also suggest that 
customers respond more strongly to increases in the cost of fuel than to decreases, also 
overstating the rebound effect for reductions in vehicle fuel consumption. Finally, more recent 
studies tend to support that the rebound effect has been decreasing over time.  

The agencies’ evaluation of the rebound effect in the 2016 TAR appropriately considered these 
effects and, found that the best available data supported a 10% rebound effect. However, the 
NPRM reverses course and ignores all of these considerations, giving equal weight to all 
studies – including studies on non-U.S. market and older studies. Further, note that economic 
growth is projected to continue into the future and baseline vehicle fuel economy is improving 
due to standards already adopted for 2011 to 2020. Thus, contrary to the doubling of the 
                                                
325 Small, K. and Van Dender, K., 2007a. “Fuel Efficiency and Motor Vehicle Travel: The Declining Rebound Effect.” 

The Energy Journal, vol. 28, no. 1, pp. 25-51.  
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rebound effect in the NPRM, the rebound effect will continue to decrease in the future and is 
likely to be well under 10% by 2025.  

While the rebound effect is real, owners would not drive more if they did not perceive economic 
benefits to the additional driving, which include their consideration of the accident risk of driving 
more. And, in fact, the agencies admit in the NPRM that Americans choosing to drive more, and 
the accident risks that driving carries, should not affect the analysis of the costs and benefits of 
the standards, because when people drive more, they do so because they are benefiting from 
the driving—in their words, it is a “voluntary consumer choice.” However, the agencies have 
chosen to separate the additional accidents from the economic benefit of driving more in the 
rule, creating an artificial “loss” associated with additional accidents and fatalities balanced by 
an “economic benefit” of exactly the same dollar value. This allows the agencies to quote the 
additional fatalities and use them as justification for freezing the standards, while hiding the 
associated economic benefits (equal in magnitude, in the opposite direction) deep in the details 
of the proposed rule. Even the agencies admit that exactly offsetting the cost and benefits is 
insufficient, as they acknowledge that “at a minimum” the real world benefits exceed the real 
world costs.326 

The second trick is that the agencies have created a new, untested model of used car 
impacts—which attempts to model something in an entirely new way and which has not been 
peer reviewed—to look at the effects on the used car market of changes in the cost of new cars. 
The NPRM dramatically exaggerates the compliance costs of the current standards relative to 
the analyses of costs that were completed in 2012 and in 2016. The agencies’ exaggerated 
compliance costs are plugged into their new fleet scrappage model while ignoring the value that 
consumers place on fuel savings from more efficient vehicles, which results in an increase in the 
cost of new cars and to a modeled small decrease in new car sales. The modeling also 
inexplicably projects a dramatic increase in the number of used cars in the vehicle fleet ,and 
thus a dramatic increase in the total number of vehicles being driven. Even more inexplicably, 
the model indicates there will be a dramatic increase in how much used cars are driven. The 
problems in the scrappage modeling, or perhaps at least some of its most glaring flaws, would 
have presumably been caught if the agencies had conducted a comprehensive peer review and 
validation of their novel scrappage modeling approach, as was suggested by EPA.327 However, 
the scrappage model has not been reviewed and validated since the addition of the scrappage 

                                                
326 83 Fed. Reg. at 43107 (“[i]f consumers choose to do so, they are making a decision that the utility of more driving 

exceeds the marginal operating costs as well as the added crash risk it entails.” (emphasis added)); id. at 43,158 
(“rebound-related fatalities and injuries [are] . . . offset by societal valuations that at a minimum exceed the 
aggregate value of safety consequences plus added vehicle operating and maintenance costs” (emphasis 
added)). 

327 EPA commented “"Many of the policy conclusions of this proposal, especially regarding safety, rely on the new 
scrappage model’s findings. How has the model been reviewed and validated?” See 
“EO_12866_Review_EPA_comments_on_the_NPRM_sent_to_OMB,_June_29,_2018”. 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. Page 161. 
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model.328 It is unclear why the agencies would make such a dramatic, novel, and consequential 
move within a rulemaking like this, without comprehensive expert scrutiny. 

Thus, from the two tricks, the agency modeling in the NPRM projects both new and existing cars 
are going to be driven much more if standards continue to be increased (per the adopted 2025 
GHG standards and augural 2025 CAFE standards), which defies all logic and economic theory. 
The error is further compounded because, unlike the rebound effect that the agencies admit is 
due to consumers voluntarily driving more and is not caused by the standards, the agencies 
claim this increase in driving is not voluntary consumer choice and the related fatalities are 
caused by the standards.329 Finally, note that this modeling has never been applied to any of 
NHTSA’s safety regulations (which they also project will add future year costs to new vehicles) – 
rather it was developed specifically for the 2018 proposed rollback in the CAFE and GHG 
standards.  

This mysterious, incredible increase in driving of existing vehicles biases the cost-benefit 
analysis of the proposal by as much as $120 billion in reduced fatalities and non-fatal crash 
injuries. Including the impacts from the associated, alleged reduction in congestion and noise 
from this driving inflates the agencies’ estimated effect by another $52 billion. The agencies are 
citing these alleged reductions in fatalities and associated effects—from getting Americans to 
drive less—as the primary reason they need to roll back the CAFE and GHG standards.  

For the agencies to put forward a credible final regulation on vehicle fuel economy and GHG 
regulations, they have no choice but to remove the scrappage-related fatalities and associated 
costs. If the agencies do not remove the artificial scrappage-related fatalities and associated 
costs from the regulatory analysis, NHTSA, the nation’s vehicle safety regulator, will cast into 
doubt its own expertise and credibility. 

 

3. Direct impacts of lightweighting on safety 

The potential direct impacts of weight reduction on safety are extremely small compared to the 
two factors just discussed, but are discussed here for completeness. NHTSA and other 
organizations, such as DRI and Lawrence Berkeley National Laboratory, have analyzed the 
historical impacts of vehicle size and weight for the last 15 years. NHTSA’s most recent study, 
from 2016, is included in the NPRM, using updated data. NHTSA’s latest safety analysis results 
in slightly lower fatalities if weight is reduced while holding vehicle size constant than the 
previous study from 2012 used in the TAR.330 

                                                
328 CAFE Model Peer Review. https://www.regulations.gov/document?D=NHTSA-2018-0067-0055 See bottom of p. 

303. The model was updated to include scrappage after the peer review was conducted 
329 The proposed rule claims the additional fatalities are due to older vehicles with less safety features remaining on 

the road longer, but the vast majority of the additional fatalities are driven by the inappropriate increase in travel. 
330 83 Fed Reg. 43111. “None of the estimated effects have 95-percent confidence bounds that exclude zero, and 

thus are not statistically significant at the 95-percent confidence level.” 
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In the agencies’ assessment of weight reduction and fatalities, the agencies found that any 
effects of weight reduction and fatalities are not statistically significant at the 95-percent 
confidence level. This is a positive recognition of where the leading research in the field has 
been consistent in past years. However, for the proposed rule, the agencies decided to use the 
results that were statistically not significant, and an assumption that mass reduction is done 
relatively evenly across vehicle classes and sizes, to suggest that there would still be a small 
increase in overall fatalities of 160 per year.  

This assumption of constant mass reduction for all vehicles is not consistent with historical or 
projected weight reduction, which has been concentrated primarily in medium to large vehicles 
and trucks. The Ford F150 aluminum body pickup truck is the primary example. Based on info 
from the Aluminum Association, it appears that the largest weight reduction is primarily in larger 
vehicles331 Using any reasonable assumption about larger weight reduction in larger vehicles, 
the impact of weight reduction on overall fatalities would likely be slightly positive. Also note that 
these historical analyses do not fully consider the better crash properties of high strength steel 
and aluminum compared with conventional steel, which will reduce overall fatalities in the future.  

We recommend that the agencies acknowledge that more mass reduction is occurring on larger 
vehicles and incorporate this development in their modeling. We also recommend that agencies 
acknowledge their own results regarding how mass reduction is not statistically linked with 
fatalities, and, as a result, remove any related fatalities (positive or negative) from their 
regulatory analysis. We also recommend that NHTSA, within this rulemaking, report on their 
leading research, research from the literature, and automaker developments, on how 
lightweighting designs that the auto industry is pursuing are positively impacting vehicle crash 
and crash avoidance properties. 

C. Consumer value of technology features 

The NPRM continues a long-standing error of failing to consider technology benefits that are 
valued by consumers, in addition to the efficiency benefits. This failure is becoming more glaring 
over time, as technology deployment continues to add more attributes consumers are willing to 
pay for. The most common benefit is improved performance and drivability, but many 
technologies also offer other benefits. 

1. Transmission gears.  

Adding more gears to the transmission improves maximum acceleration by keeping the engine 
closer to its maximum power output, improves launch feel due to lower gear ratio in first gear, 
reduces noise on the highway by running the engine at lower speed, and reduces vibration and 
harshness by reducing the change in engine speed between shifts. Magazine reviews include 
the following— 

                                                
331 https://www.drivealuminum.org/wp-content/uploads/2018/08/Mass-Reduction-Chart.pdf  



 

 II-12 

• Ford F150. “For the ever-critical towing aspect of trucking, the 10-speed doesn’t disappoint. 
We drove a 2017 F-150—with a big dual-axle trailer that Ford claimed amounted to 9900 
pounds of ballast—back to back with a 2016 model with the same load. Although we can’t 
speak to the V-6’s power advantage over its predecessor, the 10-speed holds a clear edge. 
Its extra ratios afford more options when downshifting, such as when descending a steep 
grade, and the shifts are even rev matched in Tow/Haul mode for maximum smoothness. 
The six-speed, by comparison, is slower to shift and feels lumpier when selecting a lower 
gear; it can also be caught out trying to choose among gears.”332 

• Ford Mustang. “The new 10-speed auto is one thing that doesn’t need fixing on the street. 
On our favorite roads, it was perfect. Even with its software update, the EcoBoost still runs 
out of breath at high rpm, but you wouldn’t know it because this transmission knows exactly 
how to use all its gears to keep the engine in the meat of its power. That includes both 
shifting at the horsepower peak and downshifting under braking so you’re right at the torque 
peak when you’re ready to accelerate out of the corner.”333 

• Chevrolet Camaro. “One of the most stand-out features of Chevy's brutish Camaro ZL1 is its 
optional 10-speed automatic transmission. The gearbox, also found in the 2017 Ford F-150 
Raptor, was able to help get the ZL1 around the Nurburgring in a blistering 7:29.6.” “What's 
interesting is just how much spacing there is between some of the gears. Through the first 
six gear ratios, every gear is very closely spaced, clearly aimed for maximum power output 
and performance. But as the car shifts into seventh, the RPMs drop significantly, indicating 
that gears seven through ten are optimized for economy driving. It's like having a close-ratio 
racing gearbox and an economy-minded transmission all in one.”334 

• Honda Accord. “When the Accord’s new 2.0-liter engine is paired with the 10-speed 
automatic, it’s a few tenths of a second quicker to 60 mph than the outgoing V-6 despite its 
lower horsepower rating. It takes only 5.5 seconds to zip from zero to 60 mph, which puts 
this Accord in the company of sports sedans.”335 

• Lexus LC500. “In most driving conditions, the [10-speed] transmission is an excellent match 
for the engine, adding to the fun by holding gears and downshifting smartly.”336 

2. Variable valve and direct injection technologies  

Variable valve timing (VVT), variable valve lift (VVL), and gasoline direct injection (GDI) 
technologies increase engine power in addition to improving efficiency. VVT and VVL optimize 
valve timing to avoid compromises between efficiency and power, allowing more air to enter the 
engine when more power is needed. Because GDI injects fuel directly into the cylinder, 
evaporation of the fuel in the cylinder has a cooling effect, allowing more air and fuel to be 
burned without detonation.   

                                                
332 https://www.caranddriver.com/reviews/2017-ford-f-150-35l-v-6-ecoboost-10-speed-first-drive-review 
333 http://www.motortrend.com/cars/ford/mustang/2018/2018-ford-mustang-ecoboost-first-test-chip-shoulder/ 
334 https://www.roadandtrack.com/new-cars/car-technology/videos/a33243/the-10-speed-chevy-camaro-zl1-shifts-

into-eighth-gear-at-180-mph/ 
335 https://www.caranddriver.com/reviews/2018-honda-accord-in-depth-model-review-2018-honda-accord-fuel-

economy-review-car-and-driver-page-3 
336 https://www.edmunds.com/lexus/lc-500/2018/review/ 
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3. Turbocharging 

Downsized, turbocharged engines are usually sized to maintain constant power at high engine 
speed. However, turbocharged engines can deliver their maximum power at lower engine 
speeds than naturally aspirated engines and have more torque at lower engine speeds. This 
means that turbocharged engines have better drivability, as the driver does not have to wait for 
the transmission to downshift to accelerate and provides an effortless acceleration feel, which is 
highly desired by many customers. They also climb steeper hills without having to downshift the 
transmission, and provide more towing ability. Magazine reviews include the following— 

• BMW Mini. “It also is a major improvement over its 4-cyl. predecessor, the very competent 
1.6L Prince engine, which BMW jointly developed with PSA Peugeot Citroen. The entry-
level Mini’s torque increases by 42%, and 0-60 mph acceleration is chopped by 2.3 seconds 
compared with the Prince. Fuel efficiency increases as much as 8%.”337 

• Jeep Wrangler. “Although the turbo 2.0-liter’s 270-hp output is lower than the base V6’s 
engine’s, the 4-cylinder feels faster. Its twin-scroll turbocharger spools quickly, summoning 
295 lb.-ft. of peak torque earlier in the rev range than the V6 does, making for good 
response.”338 

• Ford F150. “The other EcoBoost engine is a turbocharged 3.5-liter V6 that puts out 375 
horsepower and 470 pound-feet of torque. That torque rating is higher than anything rivals 
offer, and it’s a major reason why this engine is the best one for towing.” “All of the F-150’s 
engines are strong, but the turbocharged engines are the best towing options. They can tow 
heavy trailers without feeling the least bit strained, even when going uphill.”339 

• Ford F150. “We really liked the F-150’s previous combination of the 3.5-liter EcoBoost and 
the six-speed automatic. The powertrain provides plenty of thrust and is nicely polished, 
which was enough for us to give it a win in a recent two-truck comparison test with the V-8–
powered F-150.”340 

• Ford Mustang. “Regardless of which mode you prefer or how you dial in the settings, there’s 
no denying the EcoBoost Mustang is damn quick on a back road once you figure out how to 
drive it right. This was born out at the test track, as well. At 5.3 seconds to 60 mph and 13.9 
seconds in the quarter at 97.2 mph, this is the quickest EcoBoost Mustang we’ve ever 
tested.”341 

• Honda Accord. “The Accord has nixed its old V-6 and naturally aspirated four-cylinder 
engines in favor of a pair of downsized turbo fours, and the results are generally positive. 
Both new engines returned strong results in our testing, with the 2.0T model matching the 
impressive efforts of the outgoing V-6. The Accord’s entry-level turbocharged 1.5-liter 
engine trounces the EPA figures of the previous 2.4-liter four-cylinder that it replaces. The 

                                                
337 http://wardsauto.com/2015/2015-winner-mini-15l-turbocharged-dohc-3-cyl 
338 http://www.nydailynews.com/autos/latest-reviews/drive-redesigned-2018-jeep-wrangler-review-article-1.3694649 
339 https://cars.usnews.com/cars-trucks/ford/f-150/performance 
340 https://www.caranddriver.com/reviews/2017-ford-f-150-35l-v-6-ecoboost-10-speed-first-drive-review  
341 http://www.motortrend.com/cars/ford/mustang/2018/2018-ford-mustang-ecoboost-first-test-chip-shoulder/ 
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2.0-liter turbo nets very modest fuel-economy gains compared to the V-6 it replaces, and the 
EPA’s ratings were borne out in our real-world testing.”342 

Consumer demand for turbocharged engines is dramatically illustrated by the Ford 3.5L 
EcoBoost engine offered on their F150 pickup truck. The 3.5L V6 turbocharged engine was an 
optional engine on the F150. In the first model year, Ford charged an extra $1750 over the 
standard 3.7L V6 engine, or $595 over the 5.0L V8 standard in higher trim levels. Ford originally 
expected that 20% of customers would pay the additional $595 for the smaller engine.343 The 
reality was that 45% of F150 customers paid $595 for the 3.5L EcoBoost and sales were higher 
than the standard 5.0L V8 (the F150 offered two other engines that combined for about 15% of 
sales, with 40% for the 5.0L V8).344 Certainly the better efficiency of the smaller engine was 
desirable, but customers also wanted the higher low rpm torque and greater towing capacity of 
the 3.5L EcoBoost. These drivability and performance benefits make consumers more 
accepting of downsized-boosted engines, avoiding any tradeoffs that might make consumers 
balk at the technology.   

4. Lightweighting 

Lightweighting has many benefits beyond fuel savings that have substantial value to customers. 
These benefits include faster acceleration and better ride, handling, and braking, as well as 
higher towing and payload capacity. Aluminum also will not rust. Magazine reviews include: 

• BMW 7-series. “The 2016 BMW 7 Series is a better dancer than the S-Class largely 
because it’s lighter on its feet. Much of the new unibody, including the center tunnel, is 
made of carbon fiber — a payoff of BMW’s huge investment in the stuff for Project i. That 
helps melt away up to 190 pounds compared with the last 7 Series and represents a 
100-pound advantage over a similarly equipped S-Class. The 7 Series is thus quicker 
than before, even though its engines — a revised 4.4-liter turbo V-8 and an all-new 3.0-
liter turbo inline-six — make similar power to their counterparts in the outgoing car.”345 

• Chrysler Pacifica. “This is Chrysler’s sixth generation of the superlative kid hauler, which 
has never been quicker, better-looking, or more fuel efficient, and we promptly awarded 
it Best Van on our 10Best Trucks and SUVs list. Impressively, the new van managed to 
shed some weight in its redesign while getting substantially stiffer and acing NHTSA and 
IIHS crash tests.”346 

• Cadillac CTS. “Since its launch in 2003, the CTS sedan has been Cadillac's stylish, fun, 
and agile sports sedan. This model shed a couple of hundred pounds, grew four inches 
longer, and acquired a plusher, more posh interior. In short, it emerged from GM's 

                                                
342 https://www.caranddriver.com/reviews/2018-honda-accord-in-depth-model-review-2018-honda-accord-fuel-

economy-review-car-and-driver-page-3 
343 Aaron Isenstadt, John German, Mihai Dorobantu, David Boggs, Tom Watson, October 2016, Downsized, boosted 

gasoline engines. https://www.theicct.org/publications/downsized-boosted-gasoline-engines 
344 Ibid. 
345 http://www.automobilemag.com/news/2016-bmw-7-series-review/ 
346 https://www.caranddriver.com/reviews/2017-chrysler-pacifica-long-term-test-review  
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finishing school as one of the most driver-focused midsized luxury sedans you can buy. 
The CTS delivers an inviting blend of comfort, quietness, and sporty driving 
performance.”347 

• Chevrolet Cruze. “The new Cruze benefits from a weight-reduction program that reduced 
weight up to 250 pounds from the previous car, despite the fact that the new car’s 
wheelbase is 0.6-inch longer. The Cruze’s light weight and stiff chassis contribute to 
smooth, composed handling.”348 

The additional value of lightweighting is supported by the 2015 fuel economy technology report 
published by the National Academy of Sciences (NAS),349 which projected that manufacturers 
will reduce light-truck mass by 20% in 2025, despite high cost. They reached this determination 
because “implementation of mass reduction techniques can provide several benefits that might 
be attractive to an OEM.”  

As a specific example, the Ford Motor Company website for the F-150 pickup truck emphasizes 
the multiple benefits of lightweighting, not just fuel economy, “Doing something the right way 
often results in multiple benefits. Case in point: going from steel to high-strength, military-grade, 
aluminum alloys in the F-150 cab and bed. Hardening aluminum alloy through heat-treating 
produces greater strength. Working with aluminum alloy also allows engineers to increase 
gauge (or thickness) where needed to achieve extra strength without increasing weight. The 
stronger F-150 weighs up to 700 lbs. less than the previous generation, resulting in greater 
power-to-weight ratio, enhanced fuel efficiency, plus higher maximum payload and tow ratings 
that are best in class. Yet another benefit — resistance to dents and corrosion.” 350 

5. 48-volt mild hybrids 

The higher-voltage, higher-power electrical system on hybrids could offer many potential 
consumer features desired by customers; such as part-time 4wd, off-board power, heated seats, 
wiperless windshield systems, ride control systems, steer-by-wire, four-wheel steering, voice-
activated controls, voice-recognition security systems, video systems, cellular phones, 
navigation systems, audio amplifiers, high-speed Internet access, stability control, short-range 
radar and video-camera warning systems, visibility systems for older drivers, and systems to 
detect and wake drowsy drivers. Other benefits result from the electric motor’s ability to reduce 
turbo lag and improve drivability of turbocharged engines (see the E-boost discussion in Section 
II.A.)  

While the use of higher electrical power to provide consumer features is somewhat hard to 
predict, a concrete benefit is that the electric motor can instantly deliver all of its power at low 
motor speeds, increasing lower engine speed torque. The drivability and performance benefits 
are similar to those of turbocharging, except that the low speed torque is available instantly and, 
                                                
347 https://www.consumerreports.org/cars/cadillac/cts/2015/overview 
348 https://www.freep.com/story/money/cars/mark-phelan/2016/04/21/first-drive-2016-chevrolet-cruze-premier-

compact-car/83321892/ 
349 National Research Council, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for Light-Duty 

Vehicles (Washington, DC: National Academies Press), 2015. doi:10.17226/21744. (see pp. 6–10, specifically). 
350 https://www.ford.com/trucks/f150/features/Tough/?intcmp=vhp-featcta-tough, accessed October 5, 2018. 
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thus, is even better than turbocharging where the torque boost is delayed by turbo lag. 
Magazine reviews include: 
• Dodge RAM pickup truck. “The total eTorque system, cables and all, adds about 100 

pounds of weight to the truck. What you get in return for the weight penalty is a 90 lb-ft of 
torque boost with the V6 and a full 130 lb-ft worth of help with the V8.”  “The 2019 Ram 
comes either with a 3.6-liter V6 outputting 305 hp and 269 lb-ft of torque or a 5.7-liter V8 
with 395 hp and 410 lb-ft. And those peak numbers are unaffected by the eTorque system. 
The extra oomph comes in when the gas engines are at low speed, like between idle and 
1,500 rpm, before they are able to produce bigger torque numbers on their own. The hybrid 
system broadens the torque band as opposed to adding to peak torque available.”  “And 
that’s just fine. Peak torque is useless when you’re trying to pull your 22-foot deck boat out 
of the water at 0-2 mph. Adding torque down low not only helps get heavy loads moving 
from a standstill, it takes stress off the powertrain while doing so.”351 

• Jeep Wrangler. “It is paired with an 8-speed automatic and features a new eTorque mild-
hybrid system with a belt-driven 48-volt starter/generator and regenerative braking. The idea 
here is to inject electrically fed torque immediately following accelerator application to 
reduce lag, and to improve efficiency when coasting and by shutting the engine off sooner 
as the Wrangler comes to a stop.” “Considering that a 4,000-lb Alfa Romeo Stelvio can 
sprint from zero to 60 mph in around 5.5 seconds, the slightly heavier Wrangler 4-door 
should be able to manage the same feat in about six seconds. And that’s not factoring in the 
electric power assist from the eTorque system, which you can definitely feel in the seat of 
your pants.”  “But considering that the eTorque hybrid system supplies fuel shut-off during 
coasting and deceleration, intelligent battery charging, and regenerative braking, it should 
have no trouble improving upon the V6 engine’s ratings of 18-city/23-highway.”352 

As discussed in Section II.B. and the magazine review, the eTorque system on the 2019 RAM 
1500 pickup truck improves performance and drivability and contributes to higher payload and 
towing ratings for the 2019 pickup truck. In fact, the very branding of the option as eTorque 
suggests that RAM believes the utility benefits are more important to customers than the fuels 
savings.   

In summary, it is clear from the discussion in this section, that many efficiency technologies offer 
other benefits that are highly valued by consumers.  In particular, the consumer benefits of 
turbocharging, lightweighting, and 48v hybrids are likely just as large as the value consumers 
place on the fuel savings. Yet the agencies modeling both assumes that automakers will deploy 
some of the technology for performance benefits rather than fuel economy (contrary to the 
agencies’ statements that they only model performance parity), and assigns 100% of the costs 
to the fuel economy and GHG standards. This is not appropriate and dramatically understates 
the benefits of efficiency technology and overstates the cost to reduce fuel consumption and 
CO2. 

                                                
351 http://autoweek.com/article/technology/2019-ram-etorque-system-torque-down-low#ixzz5EMQzduXx 
352 http://www.nydailynews.com/autos/latest-reviews/drive-redesigned-2018-jeep-wrangler-review-article-1.3694649 
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D. Overall cost-benefit analysis 

Given the short time for comment, we have assessed many of the major decisions that the 
agencies have proposed. Overall, as discussed above, the agencies have made many dozens 
of decisions regarding their data and methods to override their previously adopted GHG and 
Augural CAFE 2025 standards. The agencies have transformed a robust and overwhelmingly 
beneficial regulation into a regulation that, on paper, artificially looks poor based on faulty, 
poorly supported, and less-rigorous assumptions that it has buried in their opaque and hard-
coded modeling algorithms.  

Because the agencies chose not to provide a clear summary of the changes from their previous 
analysis, we present into the record a summary of how the agencies have transformed the 
rulemaking’s overall cost-benefit analysis, so it is more plainly visible exactly what costs it chose 
to prop up, and what benefits it chose to diminish. This section summarizes early findings on 
several aspects related to the cost-benefit analysis and the technology assessment within the 
August 2018 regulatory analysis on proposed U.S. light-duty vehicle standards. The following 
three parts illustrate the overall regulatory program costs and benefits, the per-vehicle costs and 
benefits, and the percent change in costs and benefits from three cases: (1) EPA original 
Proposed Determination in 2016 and Final Determination in 2017, (2) Joint-agency EPA-
NHTSA-California Draft TAR from 2016, and (3) the EPA-NHTSA NPRM from 2018. 

1. Program costs and benefits 

Table 13 summarizes the past three regulatory assessments of the U.S. light-duty vehicle 
regulations for fuel economy and greenhouse gas emissions. The table summarizes the overall 
societal benefits and costs of the current standards from three analyses: (1) EPA’s analysis in 
its Final Determination on the appropriateness of the 2025 standards in January 2017353; (2) 
NHTSA’s analysis in the joint-agency Technical Assessment Report in July 2016354; and (3) 
NHTSA’s latest analysis in the NPRM in August 2018355. Along with the societal impacts for the 
technology cost and other impacts in billions of dollars, the final rows include overall effect on 
the vehicle model years affected, number of vehicles in the analysis, and resulting benefit-to-
cost ratio. The figure shows the various areas where there were problematic assumptions (as 
identified above) that falsely led to a negative 2018 benefit-to-cost analysis (i.e., with lower 
benefit than cost), from what had been a robust finding of a regulation with benefits 2-3 times 
the costs. 

                                                
353 EPA, "Proposed determination on the appropriateness of the model year 2022–2025 light-duty vehicle 

greenhouse gas emissions standards under the midterm evaluation" (2016). 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3DO.pdf. EPA, "Final determination on the appropriateness 
of the model year 2022–2025 light-duty vehicle greenhouse gas emissions standards under the midterm 
evaluation" (2017). https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf  

354 EPA, NHTSA, and California Air Resources Board, “Draft technical assessment report: Midterm evaluation of light-
duty vehicle greenhouse gas emission standards and corporate average fuel economy standards for model years 
2022-2025“ (July 2016). https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF  

355 EPA, NHTSA, “The safer affordable fuel-efficient vehicles rule for model years 2021-2026 passenger cars and 
light trucks; Notice of proposed rulemaking” (August 2018). https://www.nhtsa.gov/corporate-average-fuel-
economy/safe  
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Table 13. Impact of U.S. efficiency and GHG regulations. 

 FACTOR 

EPA FINAL 
DETERMINATION 
(JANUARY 2017) 

NHTSA TECHNICAL 
ASSESSMENT 

REPORT (JULY 2016) 

NHTSA PROPOSED 
REGULATION  

(AUGUST 2018) 

Costs   Benefit  Cost Benefit  Cost  Benefit  

Societal 
impact  
($ billion) 

Technology cost -$34  -$88  -$253  

Fatalities and crashes -$8  -$5  -$198  

Congestion noise -$1  -$1  -$52  

Fuel savings  $92  $122  $133 

Pollution benefit  $28  $38  $6 

Other impacts  $19  $15  $126 

Additional travel  $2  $9  $61 

Overall 
effect 

Model years affected 2022-2025 2022-2028 2020-2029 

Total number of vehicles 65 million 115 million 165 million 

Benefit-cost ratio 3.3-to-1 2.0-to-1 0.6-to-1 

 

2. Per-vehicle program costs and benefits 

Figure 10 shows the impacts from Table 13, normalizing them to a per-vehicle basis for all the 
vehicles included in each regulatory assessment to help isolate the major differences in the 
cost-benefit analyses. Moving from left to right shows the EPA Final Determination analysis, the 
NHTSA TAR analysis, and NHTSA’s latest proposal analysis for the current standards. As 
shown, the EPA Final Determination analysis indicates $660 in total average per vehicle cost 
and $2160 in benefits. The three largest factors in EPA’s analysis are the technology cost (-
$523 per vehicle), fuel savings ($1,415), and pollution benefit ($431), and the overall benefit-
cost ratio is 3.3-to-1. The latest pre-proposal analysis by NHTSA from 2016 shows a relatively 
similar analysis but higher costs and lower benefits resulted in a 2.0-to-1 benefit cost ratio. 
Compared to EPA’s analysis the primary difference is that it used costs that were 40% higher 
($1,425 for NHTSA versus $875 for EPA for model year 2025 vehicles). The latest NHTSA 
analysis to justify a freeze in post-2020 standards shows a 0.6-to-1 benefit cost ratio for the 
current standards. Overall, including model year 2021-2029 vehicles, the 2018 NPRM indicates 
total societal costs of $3,100 per vehicle compared to societal benefits of $2,000. The 
differences from EPA and NHTSA’s previous analysis, including in technology cost, fuel saving 
benefits, and the fleet-level impacts are vast, and explored in detail in the analysis above. 
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Figure 10. Per-vehicle impact from vehicle efficiency and GHG standard analyses. 

 

3. Changes in per-vehicle costs and benefits from previous 

Table 14 summarizes how the impacts have changed from the previous analyses to the latest 
2018 NHTSA proposal. By comparing the cost elements of the August 2018 proposal regulatory 
analysis from Figure 10 with the associated impacts in the previous two analyses, we see how 
the latest regulatory assessment resulted in such a different outcome. The NHTSA 2018 
proposal analysis of the Augural standards shows greatly increased technology costs (by 2-3 
times), fatalities and crash costs (by 10-28 times), congestion and noise costs (by 21 to 37 
times)—while also showing decreased fuel-saving benefits (by 21%-41%) and pollution benefits 
(by 90%-92%).  

We provide these differences to underscore just how dramatically the agencies have changed 
their results since their previous technical assessment. Examining the assumptions as we have 
done above, we find that if the agencies restored key data technology inputs on effectiveness 
and cost, technology modeling assumptions, and cost-benefit modeling assumptions (such as 
the rebound, sales, scrappage, and other technology input errors and inconsistencies discussed 
above), their overall benefit-cost ratio would flip right back to at least a 2-to-1 ratio, as it was 
previously. However, we point out that the agencies have not systematically done any such 
comparison that breaks down how, where, and why they have made all these changes. The 
above comments help to at least partially illustrate and summarize the ways that the agencies 
have artificially flipped their regulatory impacts results. 
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Table 14. Impact of U.S. efficiency and GHG regulations. 

 

IMPACT PER VEHICLE 
($/VEHICLE) 

CHANGE 
FROM 2016-

2017 TO 2018 
ANALYSIS 

RATIONALE FOR CHANGES, AS BEST WE 
HAVE DETERMINED FROM NPRM EPA 

2017 
NHTSA 

2016 
NHTSA 

2018 

Technology 
cost -$523 -$763 -$1,581 107% to 202% 

• Technology availability is limited 
• Technologies have less benefits 
• Technology costs are greater 
• Technology applicability is restricted 
• Manufacturer-specific constraints limit technology 
• Technology pathways limit technology options 
• Technology pathways limit technology combinations 
• Air-conditioning technology removed 

Fatalities and 
crashes -$123 -$43 -$1,235 904% to 2750% 

• Rebound: More driving as drivers capitalize on fuel 
savings leads to more crashes (20% vs 10% previously) 

• Sales: More new vehicle technology means lower sales 
(by about 857,000) and more older vehicle use 

Congestion 
and noise -$15 -$9 -$324 2009% to 3642% • More driving as drivers capitalize on fuel savings means 

more congestion 

Fuel savings $1,415 $1,058 $831 -21% to -41% 
• In absence of new 2020+ standards, efficiency increases 

from 36 in 2020 to 38.4 mpg in 2026 (previously, a flat 
baseline in absence of standards was assumed) 

Pollution 
benefit $431 $329 $34 -90% to -92% • New analysis finds that CO2 damages are 

(approximately $9/ton versus $41/ton previously) 

Other impacts $292 $130 $789 170% to 507% • This is an offsetting benefit as a result of drivers freely 
choosing to drive more 

Additional 
travel $31 $78 $381 389% to 1140% • More driving as drivers capitalize on fuel savings 

Source: US EPA and NHTSA regulatory assessments. 
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III. Regulatory certainty and jobs  

Although there is overwhelming evidence to support the development of even more stringent 
standards than the existing GHG and augural fuel economy standards, in the interest of 
maintaining nearer term regulatory certainty for industry investments, we believe that 
maintaining EPA’s adopted GHG standards and NHTSA’s CAFE standards for model years 
2021-2025 is appropriate. Maintaining 2022-2025 regulatory stringency would assure a stable 
regulatory environment and is well supported by the evidence.  

Any new uncertainty about the federal 2025 standards would provoke uncertainty with California 
and other states (representing as much as one third of the U.S. market), who will continue to 
develop policies to enforce the equivalent of the existing standards on all passenger cars and 
light trucks sold within their borders. It is not just Section 177 states and California that stand 
opposed to the agencies proposal. Based on the positions as of August 14, 2018, state and city 
commitments to cleaner cars represent over half – 55% – of the U.S. auto market.356 The 
opposition from states and cities is due to their obligations to provide clean air for their resident 
populations and mitigate the worst consequences of climate change.  

 
Figure 11. States and cities opposing the proposed rollback of federal CAFE and GHG 
regulations. 
 

                                                
356  Lutsey, N. and P. Slowik (2018). States and cities seeking to maintain clean car standards. 

https://www.theicct.org/publications/state-city-clean-car-20180814  
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These jurisdictions’ continued opposition to the weakening of the federal CAFE and GHG 
standards virtually ensures the proposed rollback to the vehicle standards will be tied up in 
courts for years. This will also cause great uncertainty for automakers, which face the prospect 
of either planning to comply with the existing adopted 2025 GHG rules or halting progress 
towards cleaner and more efficient cars. If the rollback moves forward, the states and cities will 
be much farther behind in their ability to meet their air quality and climate goals, many of which 
are legal requirements. It seems clear that the opposing states and cities are going to impose a 
wide array of city- and state-level policies that will be more complicated for the auto industry to 
grapple with in the years ahead, if the federal policy is weakened and state government 
authority is removed.  

Destabilization of the 2025 standards would put grave uncertainty on the returns on major 
investments that automakers and suppliers have made. Table 15 highlights a selection of 
industry investments in the U.S. related to automobile efficiency technology357. As shown, the 
investments represent many thousands of high-tech manufacturing jobs and billions of dollars in 
investments. The success and sustainability of such technology investments depends on a 
stable regulatory environment. There is a clear connection between the standards and 
investments that directly contribute to American jobs. In fact, the agencies’ own modeling in the 
NPRM did indeed model how the proposed rollback would result in a loss of 50,000 jobs per 
year by 2021 and 60,000 jobs per year by 2023.358 Maintaining the standards would protect 
high-technology manufacturing investments in efficiency technologies, whereas weakening or 
uncertainty about the standards jeopardizes such investments. In addition, any new uncertainty 
about the federal 2025 standards would cause uncertainty with California and other states and 
their continuation with adopted 2025 regulatory standards.  

ICCT supports EPA’s 2016 critique in the Proposed Determination of the jobs study by the 
Center for Automotive Research (CAR).359 ICCT also wrote a detailed critique360, discussing the 
multiple problems with this study. In short, the report rests on a false premise about the costs of 
meeting the standards. CAR ignored the dozens of recent state-of-the-art technology analyses 
and, instead, the report relies on costs from a twenty-five-year-old retail-price manipulation 
strategy. A 1991 study by David Greene361 found that automakers could improve their CAFE fuel 
economy level by increasing the sales price of less fuel efficient models while simultaneously 
decreasing the price of more fuel efficient models. Greene concluded that this pricing scheme is 
effective in the short-run for fuel economy improvements of up to 1 mpg, and would cost $100–
$200 (in 1985 dollars). But, Greene also found, for fuel economy improvements greater than 1 
mpg, pricing out less-efficient vehicles generates increasing losses for automakers and 

                                                
357  Lutsey, N. (2012). Regulatory and technology lead-time: The case of US automobile greenhouse gas emission 

standards. Transport Policy. 21: 179-190. http://www.sciencedirect.com/science/article/pii/S0967070X12000522  
358  83 Fed Reg at 43265 
359  https://www.cargroup.org/publication/the-potential-effects-of-the-2017-2025-epanhtsa-ghgfuel-economy-

mandates-on-the-u-s-economy/  
360  Isenstadt, A. (2016). The latest paper by the Center for Automotive Research is not what it thinks it is. 

http://www.theicct.org/blogs/staff/latest-paper-by-CAR-is-not-what-it-thinks-it-is  
361  Greene, D.L., (1991). Short-run pricing strategies to increase corporate average fuel economy 

http://onlinelibrary.wiley.com/wol1/doi/10.1111/j.1465-7295.1991.tb01256.x/abstract  



 

 III-3 

improved technology and design changes are by far the more cost-effective solution for long-
term, large fuel economy improvements. CAR ignored Greene’s findings on mpg changes of 
more than 1 mpg and applied the retail-price manipulation results to the 2025 standards. 
Further, CAR ignored the economy-wide jobs created by reduced spending on fuel after the first 
3 years of ownership.  
 

Table 15. Auto industry investment and job growth related to efficiency technologies 
Company Technology Location Jobs Investment 

Ford Efficient engines (EcoBoost) Cleveland, Ohio 250 $55 million 
GM Efficient engines (Ecotec) Tonawanda, New York 350 $825 million 
GM Efficient engines (Ecotec) Spring Hill, Tennessee 483 $483 million 
GM Engine, transm., stamping Lordstown, Ohio 1200 $500 million 
Hyundai Efficient engines Montgomery, Alabama 522 $270 million 
Chrysler Engine (FIRE) Dundee, Michigan 150 $179 million 
ZF Transmissions Laurens County, South Carolina 900 $350 million 

Toyota Transmission, aluminum parts Buffalo, West Virginia; Jackson, Tenn.; 
Troy, Missouri 40 $64 million 

GM Transmission, electric motors White Marsh, Maryland 200 $246 million 
Fiat-Chrysler, ZF Transmission (8-speed) Kokomo, Indiana  $300 million 
Bosch Gasoline injectors, diesels Charleston, South Carolina 300 $125 million 
Michelin Tires South Carolina 100 $350 million 
Lenawee Stamping Metal stamping Tecumseh, Michigan 140  
Tenneco Autom. Emission control Michigan 185 $15.6 million 
Gestamp Stamping Chattanooga, Tennessee 230 $90 million 
Gestamp Steel components Mason, Michigan 348 $74 million 
ThyssenKrupp Steel Mount Vernon, Alabama 2700 $3700 million 
Nanshan Aluminum extrusion parts Lafayette, Indiana 200 $100 million 
Magna Composite parts North Carolina 327 $10 million 
BMW, SGL Carbon fiber parts Moses Lake, Washington 80 $100 million 
Faurecia, Ford Plastic parts US and Mexico 350  
TRW, Ford Electric power steering Marion, Virg; Rogersville, Tenn. 115 $55 million 
Continental, Ford Engine, brakes, tires, access. Henderson, North Carolina 60  
Nexteer Autom. Driveline, steering Saginaw, Michigan  $431 million 
Denso Aluminum parts Hopkinsville, Kentucky 80 $4.2 million 
NHK Suspension parts Bowling Green, Kentucky 100 $20 million 

Ford Fuel-efficient, hybrid, electric 
vehicles Louisville, Kentucky 1800 

(7000) 
$600 million 

($1000 million) 
V-Vehicle Hybrid vehicles Monroe, Louisiana 1400 $248 million 

GM Battery, drivetrain, engine, 
generator  

Brownstown, Hamtramck, Warren, Bay 
City, Grand Blanc, and Flint, Michigan 1000+ $700 million 

Nissan Electric vehicles, components Smyrna, Tennessee 1300 $1700 million 
Magna Electric drive components Michigan 500 $49 million 
Ford Batteries, transaxles Rawsonville, Sterling Heights, Michigan 170 $135 million 
Toda America Batteries Battle Creek, Michigan 60 $35 million 
JC-Saft Batteries Holland, Michigan 550 $299 million 
LG Chem Batteries Holland, Michigan 400 $151 million 
Fortu PowerCell Batteries Muskegon Township, Michigan 1971 $625 million 
Bannon Autom. Electric vehicles Onondaga County, New York 250 $26.6 million 
A123 Batteries Ann Arbor 5000 $600 million 

Magna Batteries, drivetrain, power 
electronics, flexible foam 

Auburn Hills, Troy, Shelby Township, 
Lansing, Michigan 500 $50 million 

Toyota, Tesla Electric vehicles Fremont, California 1000 $50 million 
Source: Lutsey, N. (2012). Regulatory and technology lead-time: The case of US automobile greenhouse gas emission standards. 
Transport Policy. 21: 179-190. http://www.sciencedirect.com/science/article/pii/S0967070X12000522  
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Fuel savings from fuel economy and GHG regulations contribute to increased employment. 
There are three ways that fuel economy standards can potentially impact jobs: 

1. Vehicle price effects, through a potential decline in new vehicle sales and higher vehicle 
prices for consumers, which in turn curbs spending on other goods and services 

2. Supply chain innovations induced by the regulations  
3. Savings in gasoline expenditures, which give consumers move money to spend on other 

goods.  

However, the NPRM only analyzed the first two of these three factors. For the first two factors, 
the NPRM modeled a loss of 50,000 jobs by 2021 and a loss of 60,000 jobs by 2023 for the 
proposed rule to roll back the standards. 362 However, economy-wide job gains from the fuel 
savings of the 2012 rule were completely ignored. While these jobs do not directly affect the 
auto sector, the failure to assess economy-wide job gains from fuel savings is a clear bias in the 
NPRM. 

Fuel savings are extremely important because spending a dollar on fuel creates far fewer jobs 
than spending a dollar on general goods or services in the U.S. economy. Modeling done by 
Indiana University in 2017,363 with corrections in 2018,364 found that when properly accounting 
for all three impacts, the augural standards create more than 300,000 jobs by 2035. This is a 
major study originally contracted by the Alliance of Automobile Manufacturers that was 
submitted to the docket. Yet the agencies failed to even mention this study or, indeed, include 
any discussion of job impacts from reduced fuel expenditures.  

For an administration that claims to be all about jobs, and that is rolling back emission standards 
and damaging public health in the name of creating jobs, it is inexplicable why the agencies 
would want to destroy over 300,000 jobs by rolling back the efficiency standards. 

                                                
362 83 Fed Reg at 43265 
363 Sanya Carley, Denvil Duncan, John D. Graham, Saba Siddiki, and Nikolaos Zirogiannis, A Macroeconomic Study 

of Federal and State Automotive Regulations with Recommendations for Analysts, Regulators, and Legislators”, 
School of Public and Environmental Affairs Indiana University, March 2017. 
https://spea.indiana.edu/doc/research/working-groups/auto-report-032017.pdf 

364 COMET corrected, SPEA, February 2018. https://spea.indiana.edu/doc/research/working-groups/comet-
022018.pdf 
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IV. International competitiveness 

The currently adopted U.S. GHG regulations and augural CAFE standards have the U.S. fleet 
headed in the same direction as most other major world automobile markets, reducing per-mile 
carbon dioxide (CO2) emissions at approximately 3% per year. About 80% of world automobile 
sales are regulated to increase their efficiency and reduce carbon emissions.365 Like the U.S. 
standards, all other standards around the world are indexed to vehicle size (or mass), and 
therefore require that efficiency technologies like those described above are increasingly 
deployed on all vehicles in the fleet. Figure 12 shows the progression of global efficiency 
standards in major world car markets.366 In the U.S. case, industry consistently met the 2012-
2015 standards while U.S. vehicle sales increased to an all-time high, and with most companies 
producing high profits. 

 
Figure 12. Passenger car efficiency standard CO2 emissions (with U.S. standards as 
currently adopted) 

 

If EPA, NHTSA, and California maintain the adopted 2025 standards, this would ensure that the 
U.S. auto market remains globally competitive with Europe, China, and elsewhere. However, 

                                                
365 International Council on Clean Transportation. Passenger vehicle fuel economy. https://www.theicct.org/chart-

library-passenger-vehicle-fuel-economy  
366 International Council on Clean Transportation, 2015. Global passenger vehicle standards. 

http://www.theicct.org/info-tools/global-passenger-vehicle-standards  
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the administration’s proposal would do the opposite: as illustrated in Figure 13, rolling back the 
vehicle efficiency standards would put the United States out of step with the rest of the 
global major auto markets that are seeing continued innovation. In particular, the policies of 
China or Europe are increasingly driving global technology innovation and investment. 

 
Figure 13. Comparison of international fuel economy, fuel consumption, and GHG 
emission standards, with proposed post-2020 freeze on U.S. standards shown367 

 

Based on the agencies’ own analysis, the lost technology investments from the rollback will be 
profound. The rollback means far lower annual technology deployment, including, for example 
many millions less turbochargers, direct injection engines, mild hybrid systems, and advanced 
10-speed transmissions by 2026368 (see Figure 3). The proposed freeze on standards at the 
2020 levels ensures that products designed for the U.S. market will be less competitive globally, 
and that vehicles designed in Europe and Asia will have more technical innovation and 
technology investment on vehicle efficiency and electrification.  

 

                                                
367 International Council on Clean Transportation. The Trump Administration’s vehicle efficiency proposal is not 

supported by underlying data and runs counter to global trends. https://www.theicct.org/news/us-cafe-proposal-pr-
201808  

368  Forbes. By freezing vehicle standards, the Trump Administration will grind auto innovation to a halt. 
https://www.forbes.com/sites/danielsperling/2018/08/20/by-freezing-vehicle-standards-the-trump-administration-
will-grind-auto-innovation-to-a-halt/#462b1968550e  
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Figure 14. Annual sales of efficiency technologies in 2026 under currently planned 
standards and under a freeze of standards at 2020 levels (based on NHTSA estimates)369 

 

The proposal would put us back into the cycle that occurred from the mid 1980s to early 2000s 
when frozen vehicle efficiency standards caused U.S. vehicle technology to stagnate, when 
domestic manufacturers became less competitive, contributing to General Motors and Chrysler 
declaring bankruptcy just nine years ago.  

                                                
369  Forbes. By freezing vehicle standards, the Trump Administration will grind auto innovation to a halt. 

https://www.forbes.com/sites/danielsperling/2018/08/20/by-freezing-vehicle-standards-the-trump-administration-
will-grind-auto-innovation-to-a-halt/#462b1968550e  
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V. Zero-emission vehicles 

The agencies sought comment on “the extent to which compliance with the ZEV mandate 
frustrates manufacturers’ efforts to comply with CAFE standards.” 370 The agencies’ proposed 
approach to remove the authority of California and other states on low-emission vehicles is 
profoundly shortsighted. In 2018, the global auto market is at the early stages of a significant 
and unprecedented transition to an alternative fuel vehicle technology. This transition of course 
is toward zero-emission electric vehicles. Nearly every major automaker has, in some form or 
another, publicly indicated that they believe the future of the automotive industry is electric. 
These automakers include Audi,371 BMW, 372 General Motors, 373 Mercedes Benz, 374 Mitsubishi, 

375 Nissan, 376 Porsche, 377 Renault, 378 Škoda, 379 Tesla380, Toyota,381 Volkswagen, 382 and Volvo383.  

Many automakers have publicly shared details on their plans for an electric future, including 
targets and a timetable. The table below sums up the automakers’ announcements for electric 
vehicles, reflecting only investments and intended sales of plug-in (and small amounts of fuel 
cell) vehicles – announcements for hybrids without plug-in capability are excluded. These total 
$200 billion in electric vehicle investments and over 15 million electric vehicle sales per year by 
2025. Considering there were about 1.2 million global electric vehicle sales in 2017, this 
increase in electric vehicle sales, based on automakers’ announcements, amounts to an order 
of magnitude increase in 8 years. These announcements signal the timing for the industry as a 
whole to cross the proverbial "valley of death” to where electric vehicles ultimately reach 
significant production volume and achieve economies of scale needed for profitability. 
  

                                                
370 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 

Trucks, 83 Fed. Reg. at 43239 
371 Jardine Motors. https://www.jardinemotors.co.uk/audi/news/future-electric-etron/ 
372 BMW. https://www.bmw.com.au/world-of-bmw/bmw-news 
373 Linkedin. https://www.linkedin.com/pulse/we-believe-all-electric-future-heres-what-were-doing-today-mary-barra/ 
374 Mercedes Benz. https://www.mercedes-benz.com/en/mercedes-benz/next/e-mobility/the-future-is-electric/ 
375 Wheels. http://wheels.ae/news/news-stories/article/3871/renault-nissan-and-mitsubishi-motors-alliance-the-future-

is-electric 
376 Nissan. https://www.nissan.co.uk/experience-nissan/electric-vehicle-leadership.html  
377 Fortune. http://fortune.com/2015/03/26/porsche-electric-cars/  
378 Car Magazine. https://www.carmagazine.co.uk/car-news/tech/ze-boss-eric-feunteun-on-renaults-electric-ev-future/  
379 Skoda. http://www.skoda.ie/news/news-detail/future-is-electric  
380 Tesla. https://www.tesla.com/blog/future-cars-electric  
381 Toyota. https://newsroom.toyota.co.jp/en/corporate/20353243.html 
382 Wall Street Journal. https://www.wsj.com/articles/vws-ceo-knows-the-future-is-electricfirst-he-must-convince-his-

company-1501598237  
383 Volvo. https://www.volvocars.com/us/about/our-innovations/drive-e  
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Table 16. Automaker electric vehicle announced investments and future year sales384 

Automaker group Announced investment Global sales (shares) 
Nissan-Renault-Mitsubishi $9.5 billion 3 million (30%) by 2022 
Volkswagen $40 billion+$60 billion (battery) 2-3 million (20-25%) by 2025 
Toyota (not available) 2 million (25%) by 2025 
Chonqing Changan $15.9 billion 1.7 million (100%) by 2025 
BAIC $3.4 billion 1.3 million (100%) by 2025 
Geely $3.3 billion 1.1 million (90%) by 2020 
General Motors (not available) 1 million (12%) by 2026 
Tesla $4-5 billion 1 million (100%) by 2020 
Mercedes $13 billion 0.4-0.6 million (15-25%) by 2025  
BMW $2.4-3.6 billion 0.4-0.6 million (15-25%) by 2025 
Ford $11 billion (not available) 
Dongfeng (not available) 0.4 million (30%) by 2022 
Hyundai $22 billion (not available) 
Fiat-Chrysler $10.5 billion (not available) 
SAIC $2.9 billion (not available) 
Great Wall $2-8 billion (not available) 

 

We also note several other applicable global developments on the electric vehicles, based on 
our recent analysis.385 Five regions of China, Europe, Japan, South Korea, and the United 
States account for nearly all global electric vehicle production to date (the U.S. is now third, after 
China and Europe). These markets have grown fastest because they have had clear policies 
that support the transition of the auto industry, while also supporting the consumer market. The 
successful policies in the top global markets include vehicle regulations, incentives, charging 
infrastructure, and consumer awareness campaigns. Due to the sustained policy support from 
those early markets, nearly every automaker has made significant strides to develop their 
electric vehicle supply chain. By  2017, there were six battery companies supplying batteries for 
at least 100,000 electric vehicles per year and 10 automakers making at least 50,000 electric 
vehicles per year. From global electric vehicles sales of just hundreds per year in 2010, these 
developments make it clear where the world is headed. 

Along with being driven by policy developments, what we found in our global study is that 
electric vehicles are primarily manufactured in the region where they are sold. So, if the U.S. 
wants to be on the leading edge of the transition to electric vehicles—from an industrial 
perspective—it will need to support the growing U.S. electric market. However, the proposed 
rollback to the CAFE and GHG standards, and especially doing so while withdrawing state 
authority to protect their air and the climate, would do the opposite of this. The proposal would 
strike a blow, not just to U.S. environmental goals at all levels, but also to long-term U.S. 
automotive industry leadership in new electric-drive technologies. Even though nearly every 
                                                
384  Lutsey, N, 2018. https://www.theicct.org/blog/staff/future-is-electric-but-why-so-long  
385  Nic Lutsey, Mikhail Grant, Sandra Wappelhorst, Huan Zhou. Power play: How governments are spurring the 

electric vehicle industry. May 15, 2018. https://www.theicct.org/publications/global-electric-vehicle-industry  
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automobile company leader is affirming electric vehicles are their future, as indicated above, 
they are planning their investments in manufacturing plants where the market is, and 
increasingly that appears to be in China and in Europe.  

These automotive developments, with leading electric vehicle makers moving toward 
economies of scale and staking out their positions in the evolving market, coincide with the 
timeframe of the proposed U.S. regulation. As indicated by the agencies’ data, compliance with 
the 2025 augural CAFE and adopted GHG standards, even without the proposed freeze on 
post-2020 standards, would result in less than 3% of new vehicles being plug-in electric by 
model year 2025.386 The agencies’ proposal would virtually guarantee that the U.S., and its 
automotive manufacturing industry in particular, is not playing an integral role in the world’s 
long-term transition to zero-emission mobility. With the agencies’ proposal, U.S.-based auto 
companies would be increasingly vulnerable over the long-term as a global shift to electric 
vehicles passes it by. 

Yet, the California-initiated Zero-Emission Vehicle regulation has kept the U.S. vehicle market 
apace with the global transition to electric vehicles. California alone amounts to half of U.S. 
electric vehicle sales with electric vehicle uptake that is over 5 times that of the rest of the 
U.S.387 Including the nine other ZEV-adopting states, the ZEV regulation applied to 29% of the 
U.S. auto market and accounts for 63% of U.S. electric vehicle sales. 388  

The immense progress to date to grow the U.S. electric vehicle market was, in part, because 
the federal government, California, and the auto industry were willing to come together in 2011 
to agree on stable long-term standards to 2025. It was also in large part due to the leadership of 
California and other states in utilizing their authority to implement their regulations and the 
supporting policy to help meet their longstanding clean air and climate commitments. We 
recommend the agencies do not revoke the California waiver and take no action toward 
removing state-level regulatory authority. 

                                                
386  Outputs from NHTSA datafiles. National Highway Safety Traffic Administration, 2018, “Compliance and Effects 

Modeling System.” https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-
system 

387  Nic Lutsey, California’s continued electric vehicle market development. May 7, 2018. 
https://www.theicct.org/publications/california-electric-vehicle-2018  

388  Peter Slowik and Nic Lutsey. The continued transition to electric vehicles in U.S. cities. July 24, 2018. 
https://www.theicct.org/publications/continued-EV-transition-us-cities-2018  
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VI. Summary of attachments 

We are enclosing the following reports as attachments to the comments submitted by the 
International Council on Clean Transportation:  
• Aaron Isenstadt and John German (ICCT); Piyush Bubna and Marc Wiseman (Ricardo 

Strategic Consulting); Umamaheswaran Venkatakrishnan and Lenar Abbasov (SABIC); 
Pedro Guillen and Nick Moroz (Detroit Materials); Doug Richman (Aluminum Association), 
Greg Kolwich (FEV). Lightweighting technology development and trends in U.S. passenger 
vehicles, December 19, 2016. http://www.theicct.org/lightweighting-technology-
development-and-trends-us-passenger-vehicles  

• Aaron Isenstadt and John German (ICCT); Mihai Dorobantu (Eaton); David Boggs 
(Ricardo); Tom Watson (JCI). Downsized boosted gasoline engines, October 28, 2016. 
http://www.theicct.org/downsized-boosted-gasoline-engines 

• Aaron Isenstadt, John German, Mihai Dorobantu. June 21, 2016. Naturally aspirated 
gasoline engines and cylinder deactivation. https://www.theicct.org/publications/naturally-
aspirated-gasoline-engines-and-cylinder-deactivation   

• John German (ICCT). Hybrid vehicles: Trends in technology development and cost 
reduction, July 23, 2015. http://www.theicct.org/hybrid-vehicles-trends-technology-
development-and-cost-reduction  

• Josh Miller and Nic Lutsey. Consumer benefits of increased efficiency in 2025-2030 light-
duty vehicles in the U.S.. June 15, 2017. https://www.theicct.org/publications/consumer-
benefits-increased-efficiency-2025-2030-light-duty-vehicles-us  

• Nic Lutsey and Aaron Isenstadt, 2018. How will off-cycle credits impact U.S. 2025 
efficiency standards. https://www.theicct.org/publications/US-2025-off-cycle  

• Nic Lutsey, Dan Meszler, Aaron Isenstadt, John German, Josh Miller. Efficiency technology 
and cost assessment for U.S. 2025–2030 light-duty vehicles. March 22, 2017 
https://www.theicct.org/publications/US-2030-technology-cost-assessment 

• Nic Lutsey, Mikhail Grant, Sandra Wappelhorst, Huan Zhou. Power play: How governments 
are spurring the electric vehicle industry. May 15, 2018. 
https://www.theicct.org/publications/global-electric-vehicle-industry 

• Nic Lutsey. California’s continued electric vehicle market development. May 7, 2018. 
https://www.theicct.org/publications/california-electric-vehicle-2018  

• Nic Lutsey. Modernizing vehicle regulations for electrification. October 21, 2018. 
https://www.theicct.org/publications/modernizing-regulations-electrification  

• Nic Lutsey and Peter Slowik. States and cities seeking to maintain clean car standards. 
August 21, 2018. https://www.theicct.org/publications/state-city-clean-car-20180814  

• Peter Slowik and Nic Lutsey. The continued transition to electric vehicles in U.S. cities. July 
24, 2018. https://www.theicct.org/publications/continued-EV-transition-us-cities-2018  
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Joshua Linn 

Symons Hall, Rm. 2110 

7998 Regents Drive 

College Park, MD  20742-5535 

 

 

October 11, 2018 

 

Docket No. EPA-HQ-OAR-2018-0283 

Docket No. NHTSA-2018-0067 

 

I am pleased to comment on The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 

Model Years 2021-2026: Passenger Cars and Light Trucks. I am an associate professor in the 

Department of Agricultural and Resource Economics at the University of Maryland, and I am a 

senior fellow at Resources for the Future (RFF). The views expressed in this comment are my 

own and represent positions of neither the University of Maryland nor or RFF. 

 

This comment focuses on the analysis of the rebound effect conducted by the National Highway 

Traffic Safety Administration (NHTSA) and Environmental Protection Agency (EPA). For 

reasons explained below, I urge the agencies to: 

 Adopt a clear structure for weighting the available studies that estimate the rebound 

effect;  

 Place relatively high weight on studies that use odometer readings to measure vehicle 

miles traveled (VMT), estimate the effect of vehicle fuel economy on VMT, and quantify 

rebound in the medium or long term; and   

 Ignore estimates from other countries. 

 

For purposes of this comment I define the rebound effect as the fractional change in VMT caused 

by a 1 percent decrease in per-mile fuel costs that arises from tighter standards. For example, a 

rebound effect of -0.2 would imply that a 1 percent reduction in fuel costs arising from tighter 

standards raises VMT by 0.2 percent. The rebound effect is an important parameter in the 

agencies’ benefit-cost analysis. The larger is the rebound effect, the greater the VMT and fuel 

consumption with tighter standards, and the smaller the fuel consumption and greenhouse gas 

(GHG) benefits of the standards. The agencies are adopting a rebound effect of 0.2, doubling the 

magnitude of 0.1 that they assumed in prior rulemakings. 

 

As the agencies note, a huge literature on the rebound effect goes back to the 1970s. Because 

these studies report a wide range of estimates, the agencies must weigh the evidence to arrive at a 

central estimate for their benefit-cost analysis. It is appropriate that the agencies focus on the 

recent literature to reflect changes in economic conditions (such as income growth) and 

improvements in data and empirical methods since the time that earlier studies were conducted.  

 

However, just the recent studies yield a large range of rebound estimates, from very close to zero 

to roughly 0.4. The agencies offer little rationale supporting their choice of 0.2, other than the 

fact that it is similar to the simple (unweighted) mean of several recent studies listed in the 



 

 

Notice of Proposed Rulemaking (NPRM); and that it appears to be close to an estimate in a 

recently published paper by Hymel and Small (although that interpretation is debatable).1 

 

Given the importance of the rebound effect in the benefit-cost analysis, I urge the agencies to 

adopt a more rigorous approach to evaluating the recent literature. Ideally, the rebound estimate 

that the agencies use should represent the increase in average VMT caused by changing the 

standards, for vehicles sold in the US during the time period the agencies are analyzing. This 

objective suggests that the agencies use four criteria in evaluating how much weight to place on 

each individual study.  

 

First, the agencies should give preference to studies that use VMT estimates based on repeated 

vehicle odometer readings. Many studies, including my own that the agencies cite in the NPRM, 

rely on self-reported estimates of VMT.2 As I have shown in a previous study, such estimates 

may be noisy when compared to VMT calculated from multiple odometer readings.3 Studies that 

use VMT based on multiple odometer readings therefore should have lower measurement error, 

and yield preferable estimates from a statistical point of view.  

 

Note that each individual odometer-based study typically uses data from a single state, whereas 

many of the other studies use nationally-representative samples. This shortcoming of the 

odometer-based studies is mitigated by the growing number of studies that cover different states. 

Moreover, a preference for odometer-based studies would be consistent with the argument that 

the agencies make in the NPRM for using the IHS/Polk data rather than the National Household 

Travel Survey (NHTS) data to estimate vehicle scrappage rates, because the IHS/Polk data 

include odometer readings whereas the NHTS data include self-reported VMT. 

 

Second, the agencies should give preference to high quality studies that estimate the effect of 

fuel economy, rather than fuel prices, on VMT. Fuel economy and GHG standards affect fuel 

costs by raising new vehicle fuel economy. For that reason, the rebound estimate should be based 

on changes in fuel costs caused by changes in fuel economy, rather than fuel prices. Many 

studies in the literature use fuel price variation, either in addition to or instead of, fuel economy 

variation to estimate the rebound effect. However, in theory VMT could respond differently to 

fuel prices than to fuel economy. For example, if consumers expect fuel price changes to be 

temporary, they may respond less to a given fuel price change than to a fuel economy change of 

the same magnitude. Alternatively, consumers could respond more to a given fuel price change 

than to a fuel economy change, for instance if they pay more attention to fuel prices than to their 

vehicles’ fuel economy. 

 

One caveat for studies using fuel economy variation is that a vehicle’s fuel economy may be 

correlated with unobserved attributes of the household, which creates statistical challenges. For 

example, consider two households, one of which has members commuting long distances and the 

other has members commuting short distance. The household with the long-distance commuters 

                                                 
1 See Hymel, K. and K. Small (2015), “The Rebound Effect for Automobile Travel: Asymmetric Response to Price 

Changes and Novel Features of the 2000s, Energy Economics v49: 93-103. 
2 See Linn, J. The Rebound Effect for Passenger Vehicles. The Energy Journal v37. 
3 See Li, S., J. Linn, and E. Muehlegger. “Gasoline Taxes and Consumer Behavior.” American Economic Journal: 

Economic Policy v6: 302-42. 



 

 

may obtain vehicles that have high fuel economy to save on fuel costs. In typical survey data, the 

researcher might observe the fuel economy of the vehicles belonging to the two households as 

well as their VMT. If the researcher does not control for the commuting differences (which are 

often not available in survey data), the researcher would mistakenly infer that higher fuel 

economy causes high VMT. The agencies should give preference to studies that address such 

omitted variables bias and reverse causality.  

 

Third, the agencies should give preference to rebound estimates that can be adapted to economic 

conditions during the time period covered by the benefit-cost analysis. The agencies’ benefit-cost 

analysis covers vehicles sold in multiple years over the expected lifetimes of those vehicles. 

Because households typically hold onto their vehicles for 5-9 years (see data from the 2017 

NHTS), they would have a considerable amount of time to adjust their behavior to changes in 

fuel economy. Consequently, the rebound estimate the agencies should account for the time 

period over which households can adjust their travel behavior in response to the higher fuel 

economy. Many studies estimate short-run rebound estimates, reflecting changes within a few 

months or a year. The agencies should give preference to estimates based on longer-term 

responses. The agencies should also give preference to rebound estimates that can be adjusted to 

reflect expected future economic conditions, such as income and fuel prices. 

 

Fourth, the agencies should give preference to studies using US data. Rebound studies have 

shown that the magnitude of the rebound effect may depend on income, the relative costs of 

other transportation modes such as bus or subway, and congestion costs. These factors could 

cause rebound estimates to differ across countries. In principle the agencies could try to account 

for these cross-country differences and adjust the international estimates to the US context. But 

given the large number of high quality studies on the US, it would be preferable simply to drop 

those studies. 

 

Thank you for consideration of these comments.  

 

Sincerely, 

 

 
 

Joshua Linn 

Tel: 301-405-9881 

Email: linn@umd.edu 
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Short biographical statement: 

 

Kenneth Gillingham is an Associate Professor of Economics at Yale University, with 

appointments in the School of Forestry & Environmental Studies, Department of 

Economics, and School of Management. He is also a faculty research fellow at the National 

Bureau of Economic Research. In 2015-2016 he served as the Senior Economist for Energy 

& the Environment at the White House Council of Economic Advisers and in 2005 he served 

as a Fellow for Energy & the Environment at the White House Council of Economic 

Advisers. He is an energy and environmental economist, with research in transportation, 

energy efficiency, and the adoption of new technologies. 

 

He has published over 40 articles, including in top journals in economics, science, and 

business. Many of these publications focus on the economics of fuel economy standards and 

related issues, including the rebound effect. He has presented this work at top universities 

both in the United States and internationally. In 2007, he was a Fulbright Fellow in New 

Zealand and he has held visiting positions at the University of Chicago, Stanford University, 

Indiana University, and University of California-Berkeley. He holds a PhD from Stanford 

University in Management Science & Engineering and Economics, an MS in Statistics and an 

MS in Management Science & Engineering from Stanford, and an AB in Economics and 

Environmental Studies from Dartmouth College. 

 

This comment is based on his expertise in econometrically modeling the rebound effect and 

reviewing the literature on the rebound effect. This includes papers on the rebound effect 

that were cited by the Agencies as well as two review articles on the rebound effect. This 

comment was also informed by conversations with colleagues who also work on fuel 

economy standards, including Arthur van Benthem of the University of Pennsylvania, Mark 

Jacobsen of the University of California-San Diego, Josh Linn of the University of Maryland, 

David Rapson of the University of California-Davis, and Antonio Bento at the University of 

Southern California. 
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Executive Summary 

This comment focuses on the choice of a 20% rebound effect in the proposed rulemaking 

“The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 

Passenger Cars and Light Trucks” (83 Fed. Reg. 42,986 Aug. 24, 2018). This commenter 

strongly believes that the justification for the 20% rebound effect provided in the Notice of 

Proposed Rulemaking (NPRM) does not follow the best evidence available. In summary, the 

current justification is based on old evidence, evidence from Europe, a selective review of 

the literature that is missing several key papers, and an interpretation of several papers 

that is at odds with the authors’ own interpretation (e.g., see comments in the docket from 

K. Small, J. Linn, A. Bento, and C. Cirillo).1 

A more appropriate review of the literature focuses on recent work, excludes evidence 

from Europe (where fuel prices are higher and there is a more viable substitute to driving 

in public transportation), includes a comprehensive look at the latest literature, and follows 

the authors’ own interpretation of their estimates. In the following table, I provide a review 

of the recent literature on the rebound effect in the United States in the past decade. It is 

recognized in the academic community that the more reliable work is based on multiple 

odometer readings, rather than a single survey, and thus the table identifies studies that 

use odometer readings. The Agencies also argue that this is the most reliable data to use 

when they are discussing the relationship between annual vehicle-miles-traveled (VMT) 

and vehicle age. Odometer readings are preferred because a single survey captures a 

smaller snapshot of time and because survey data are self-reported, rather than measured, 

so may not be as representative. 

 

Summarizing Table of the Best Evidence Available for a Central Estimate of the 
Rebound Effect 

(Studies in Boldface are not included in the NPRM) 
 

Study Data Rebound Estimate 
Bento et al. (2009) 2001 survey 34% 
Hymel et al. (2010) State-level 1966-2004 9% 
Gillingham (2011) Odometer; CA 2001-2009 1% 
Greene (2012) Aggregate 1966-2007 0% 
Su (2012) 2009 survey 11-19% 
Liu et al. (2014) 2009 survey; MD/DC/VA 40%* 
Gillingham et al. (2015) Odometer; PA 2000-2010 10% 
Hymel & Small (2015) State-level 1966-2004 4-18% 
Leung (2015) 2009 survey 10% 
Linn (2016) 2009 survey 20-40%* 

                                                           
1 These comments have the following docket numbers: K. Small (EPA-HQ-OAR-2018-0283-2698), J. Linn 
(EPA-HQ-OAR-2018-0283-1642), C. Cirillo (NHTSA-2018-0067-7819), A. Bento (NHTSA-2018-0067-5679). 
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Langer et al. (2017) Odometer; OH 2009-2013 11% 
West et al. (2017) Odometer; TX 2010-2011 0% 
Knittel & Sandler (2018) Odometer; CA 1998-2010 14.7% 
Wenzel & Fujita (2018) Odometer; TX 2005-2010 7.5-15.9% 

 
Average over all studies above 14.1% 
Average over all studies using odometer readings 8.1% 
Notes: * refers to studies that the authors themselves suggest we interpret with caution. The 
studies in this table estimate the elasticity of vehicle-miles-traveled with respect to fuel 
economy, fuel prices, or the cost per mile of driving. For studies with a range, the average is 
taken over the range. The NPRM references a 1-25% range from Wadud et al. (2009), but 
this study is excluded because it estimates the elasticity of gasoline consumption with 
respect to fuel prices and thus is not directly comparable to the above studies. The NPRM 
also referenced a 9-34% range from West and Pickrell (2011), but this does not appear to 
be a working paper or publication that is publicly accessible. The NPRM references 
Gillingham (2014), but this study is focused on a gasoline price shock and thus in the 
author’s own view is inappropriate to use for the rebound effect. A better reference is 
Gillingham (2011) that attempts to descriptively look at the effect of fuel economy, 
although without quasi-experimental variation. All studies from Europe referenced in the 
NPRM are excluded from this table. The NPRM incorrectly references Linn (2016) as Linn 
(2013). Bento et al. (2009) give the average VMT elasticity with respect to the price of 
gasoline as -0.34 on p.685 (implying a 34% rebound); the NPRM reports a range of 21-38%, 
but this range does not appear in the paper, and it is unclear where this range comes from. 
The 9% estimate from Hymel et al. (2009) was taken from the authors’ preferred estimate 
in the conclusion (p.1235) with the calculation of variables at 2004 values, but a variety of 
other estimates were reported. The 4-18% estimates from Hymel and Small (2015) is from 
the authors’ preferred estimates in Table 8; the NPRM chooses only the high estimate. The 
7.5%-15.9% range for Wenzel & Fujita (2018) is based a conversation between the 
commenter and the authors; the authors suggest considering both the estimate based on 
fuel prices and the estimate based on the cost per mile to be consistent with the rest of the 
literature, which use both.  

 

This review of the literature clearly reveals that the central case estimate is in the range of 

8.1%-14.1% and 8.1% would be preferred when the focus is on the most reliable evidence, 

which is based on multiple odometer readings. This is the best evidence available and it 

does not support 20% as a central case estimate for the rebound effect of fuel economy 

standards. A notable aspect of the table is that many recent papers were omitted from the 

review in the NPRM and in general, these omitted papers tend to have lower estimates of 

the rebound effect (note the papers in boldface in the table). 

Economists who have carefully considered the rebound effect may note that the change in 

fuel use or emissions from consumer rebound in response to a fuel economy standard is 

more complicated than what the studies above capture. The studies above focus on the 

direct response in driving to a change in the cost of driving, which is a very useful starting 
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point for understanding the rebound effect. However, there are several further factors that 

may lead the rebound effect in response to a change in fuel economy to be higher or lower 

than the simple average taken in the table above. These factors are listed as follows (in no 

particular order): 

 

1) Consumers may respond differently to changes in fuel economy than to 

changes in fuel prices. Evidence suggests that this is likely the case. There are 

several papers in the literature suggesting that the response to fuel economy may be 

less than the response to fuel prices, implying that the evidence above 

overestimates the rebound effect (West et al. 2017, De Borger et al. 2016, Greene 

2012, Gillingham 2011). The logic is that gasoline prices are more visible and thus 

more salient to consumers. There is one paper providing evidence suggesting that 

because the response to fuel economy is a more permanent effect than changes in 

gasoline prices, it may be higher, suggesting an underestimate of the rebound effect 

(Linn 2016), although this paper did not use odometer reading data. It is possible 

the sign depends on the exact circumstances. 

2) There is likely to be a larger response in the long-run than the short-run. Many 

of the estimates listed above are short-run or medium-run estimates, which means 

they are appropriate for the first few years of the policy but would be expected to 

underestimate the rebound effect in the long-run. In the longer-run, households 

may make larger decisions, such as where to live and work, based in part on how 

expensive driving is. So, while the studies above would be expected to capture most 

of the response, one would expect a larger response in the long-run. This of course 

could be countered by consumers becoming habituated to the higher prices, which 

would reduce the long-run effects. Unfortunately, it is extremely difficult to directly 

identify long-run effects, so we have limited evidence on the true long-run effects 

and how they compare to the short-run effects. 

3) As households get wealthier and roads become more congested, the rebound 

effect is likely to be smaller. There is solid theory and several papers suggesting 

that as households become wealthier, the time value of driving becomes more 

important than the cost of fuel (Hymel and Small 2015, Hymel et al. 2010, Small and 

Van Dender 2007). Similarly, as roads become more congested, consumers will care 

less about fuel and more about the time spent in traffic. These factors both suggest 

that the above studies may provide useful guidance for today but are 

overestimating the rebound effect in the future. 

4) Fuel economy will change along with a bundle of attributes, and some of these 

changes may make driving less appealing. There is quasi-experimental evidence 

indicating that if other valued attributes are reduced when fuel economy is 

improved, consumers will not drive more upon moving into higher fuel economy 

vehicles (West et al. 2017). Of course, this may not happen all the time, as some 

technologies may improve both vehicle performance and fuel economy at the same 
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time. But if other attributes are reduced, this would imply that the above estimates 

are overestimates of the rebound effect one would actually observe from fuel 

economy standards. 

5) More costly vehicles will also reduce the budget available for driving, reducing 

driving. This can come about from higher monthly car/truck payments or greater 

depreciation of the value of the vehicle. This direct effect of reduced income is also 

discussed in Borenstein (2015). This effect would imply that the studies above 

overestimate the rebound effect. In comparing this factor to the previous one, note 

that the effect of the money saved from a reduced cost of driving on driving 

behavior is already included in the estimates of the rebound effect. 

6) The money saved by fuel economy standards at the gasoline pump may be 

diverted to other uses that may lead to additional fuel use, but more costly 

vehicles will imply less is available for other uses. This is commonly known as 

an ‘indirect rebound effect’ and it depends on how much money is saved on net from 

the fuel economy standards, and if so, the energy intensity of what that money 

would be used for. The sign of this effect is ambiguous (Borenstein 2015) and the 

magnitude is challenging to identify (Gillingham et al. 2016). If consumers save 

money on net from fuel economy standards then this effect would imply that the 

above studies underestimate the rebound effect and if they lose money on net from 

fuel economy standards then this effect would imply that the above studies 

overestimate the rebound effect. Importantly, this indirect effect could influence 

total societal emissions, but would not influence driving, and thus would not lead to 

additional vehicle crash fatalities. Moreover, there is no evidence this commenter is 

aware of on indirect rebound effects from fuel economy improvements from 

standards. 

7) Fuel economy standards would also reduce the global demand for oil, 

lowering the global oil price, and leading to more consumption globally in 

equilibrium (and possibly influencing the direction of innovation). This is 

known as a ‘macroeconomic rebound’ and is not mentioned in the NPRM discussion 

of the rebound effect. On net, these effects may be positive or negative but are 

usually expected to increase the rebound effect (Gillingham et al. 2016). Note that 

most of the effect of this macroeconomic rebound will be seen elsewhere in the 

world, and thus, will not affect driving, fatalities, or emissions in the United States. 

The effect will influence emissions elsewhere in the world, and a small portion 

would influence driving in the United States just as any fall in gasoline prices would. 

Thus, it would imply that the above studies may modestly underestimate the 

rebound effect. Reliably quantifying these effects is very difficult. 

 

The NPRM does not weigh these additional factors as part of the justification for the choice 

of the rebound effect. These factors increase the uncertainty bounds around the central 

case estimate, as all of these factors are areas that warrant future research. This implies 
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that sensitivity analysis of different values of the rebound is essential (recognizing that 

some of the factors are likely to only minimally influence driving in the United States). 

Importantly, we can note that these factors do not point in a single direction—a roughly 

equal number imply that the studies mentioned above are an underestimate as imply that 

they are an overestimate and we do not currently have a reason to believe that there is an 

upward or downward bias on net. It would be difficult to defend a higher or lower central 

case rebound effect based on these factors, and this commenter notes that the NPRM does 

not attempt to use these factors to justify a higher or lower estimate. These are areas that 

this commenter encourages the Agencies to track going forward as the literature continues 

to advance to a point where these factors can be incorporated into future analyses. 

Finally, this comment also points out that the rebound effect is being applied in an 

unconventional way that mixes a forecast of the aggregate VMT with the response to the 

change in fuel economy. Under a wide range of parameters similar to those in the NPRM, 

this implies that the modeled change in VMT is an overestimate of what would be implied 

by a standard application of the rebound effect. This commenter encourages the Agencies 

to choose a baseline VMT projection (perhaps based on the Annual Energy Outlook) and 

apply the rebound effect to this VMT projection.   
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Introduction 

This comment is on the proposed federal “The Safer Affordable Fuel-Efficient (SAFE) 

Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light Trucks” by the U.S. 

Environmental Protection Agency and the U.S. Department of Transportation (hereafter the 

“Agencies”). It is cited as 83 Fed. Reg. 42,986 (Aug. 24, 2018). The proposed rule presents 

several alternatives to relax greenhouse gas emissions and corporate average fuel economy 

(CAFE) standards for model years 2020-2026, with a leading proposal to roll back the 

levels set for 2020. This rollback to 2020 levels and its comparison to the so-called 

“augural” standards for model years 2022-2026, which are the existing standards. The 

remainder of the document will use the term “fuel economy standards” to refer generally to 

“fuel economy standards or greenhouse gas standards” for ease of readability. 

 

This comment focuses narrowly on the Agencies’ justification for their choice of the 

rebound effect estimate. In the Notice of Proposed Rulemaking (NPRM), the Agencies have 

clearly undertaken a substantial effort in their review of the literature, especially in 

reviewing recent work, including some of my own. The goal of this comment is to bring up 

key points that seem to have been missed in the discussion of the rebound literature in the 

NPRM, including several studies that were excluded from the literature review in the 

NPRM. A key finding of this literature review is that the best evidence currently available 

does not support a central case estimate of the rebound effect of 20%. 

 

This document will first cover the definition of the rebound effect that may occur from a 

policy like fuel economy standards, which provides the intellectual underpinnings for a 

subsequent review of the literature. It will also provide some suggestions for further 

aspects to be considered in the final rule and future rule-makings, including a discussion of 

how to correctly implement a rebound effect and the consequences of implementing it 

incorrectly.  

 

 

Defining the Rebound Effect from Fuel Economy Standards  

 

The rebound effect from energy efficiency standards refers to behavioral and market 

responses to the policy of fuel economy standards that influence the fuel savings and 

emissions reductions realized from the policy. To be more concrete, consider the most 

straightforward behavioral response to a fuel economy standard: when the fuel economy of 

the vehicle is improved, the cost per mile of driving is reduced, making it cheaper to drive 

and thus leading to more driving. The additional driving uses fuel, implying that the fuel 

savings from the improved fuel economy are reduced. In other words, there is a behavioral 

“rebound” in fuel use after the initial fuel savings. 

 

The rebound described above—whereby a lower cost per mile of driving leads to more 

driving—is often described in the literature as the “direct rebound effect,” and the Agencies 
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often refer to it as the “VMT rebound effect,” where VMT refers to vehicle-miles-traveled. It 

is typically referring to the percentage of fuel savings (or sometimes emissions reductions) 

that are offset by the rebound effect. So, for instance, if fuel economy standards lead to the 

cost per mile of driving decreasing by 10%, a direct rebound effect of 20% implies that 

driving will increase by 2% (the same as applying a cost per mile price elasticity of driving 

of -0.2), reducing the fuel savings.2 The direct rebound effect is the effect that the Agencies 

have focused on in rulemakings both in the past and in the current NPRM. 

 

In addition to the direct rebound, there may also be indirect rebound effects. The classic 

indirect rebound effect refers to households using the money saved from purchasing less 

fuel to buy other desired goods and services, some of which may have fuel use and 

emissions associated with them. For example, if a household has a more efficient vehicle 

and saves money on gasoline at the pump, they may decide to take an additional flight to a 

vacation destination, thus leading to additional fuel use and emissions. Of course, if the 

vehicle is more expensive due to fuel economy standards, for most buyers the vehicle 

payments will be higher, and these higher vehicle payments could partly or even entirely 

offset the savings at the pump. In fact, this indirect rebound effect could even be negative 

(Borenstein 2015, Gillingham et al. 2016). The Agencies have tended to assume this 

component of the rebound effect is zero for rulemakings on fuel economy standards, and 

the latest NPRM does not appear to be any different. This comment supports the Agencies 

in this decision, as this effect is likely to be very modest relative to the direct effect on 

driving from fuel economy standards. This comment does suggest that the Agencies 

continue to monitor the literature for estimates that may be relevant for future fuel 

economy or GHG standards. 

 

There may also be broader indirect effects that are often called ‘macroeconomic rebound 

effects.’ For example, if all households in the United States observe fuel savings due to fuel 

economy standards, then the global demand for oil will be reduced, putting downward 

pressure on the global oil price, and in equilibrium, leading people to drive more around 

the world. This effect could be important from a global perspective, but it is important to 

consider what the ramifications would be. Most of the effect would be felt around the 

world, outside of the United States. Only a small portion of this effect would be felt in the 

United States, from the small decline in fuel price. Thus, driving – and emissions, 

congestion, fatalities, etc. – in the United States will only be very modestly affected. 

Emissions worldwide would be affected, and there would also be benefits outside of the 

United States from the lower oil price. 

 

                                                           
2 For a concrete example, suppose a vehicle gets 25 miles per gallon and the fuel price is $3 per gallon. Then 
the cost per mile of driving is $0.12 per mile. Suppose this cost per mile declines by 10%. A rebound effect of 
20% indicates that the vehicle will be driven 2% more per year. So if the vehicle would have been driven 
10,000 miles per year, after the rebound it will be driven 10,200 miles per year. The fuel savings would have 
been $120 per year without a rebound effect (a 10% savings), but with the rebound effect, the fuel savings 
would be $98 per year (about an 8% savings). 
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Quantifying the macroeconomic rebound effect is incredibly challenging, and any estimate 

is highly speculative. This may be why the Agencies have not discussed the macroeconomic 

rebound effect in the NPRM or any other recent rulemakings. Even determining the sign of 

the macroeconomic rebound effect is difficult. If reduced demand for oil due to fuel 

economy standards leads to lower oil prices, this effect would provide another channel by 

which fuel economy standards affect fuel use and emissions, separate from the direct effect 

calculated in most studies of the rebound effect and described conceptually above. 

However, there are also further forces that may reduce or increase the magnitude of the 

macroeconomic rebound effect, including terms-of-trade effects along with sectoral 

reallocation effects (Koesler et al. 2016, Turner 2013), effects of reduced income from the 

cost of the policy (Fullerton and Ta 2018), and possible effects on the long-run path of 

innovation (Gillingham et al. 2016). 

 

One key point is that with different assumptions, one can find nearly any answer—ranging 

from a negative rebound to backfire (where there are no fuel savings at all). Furthermore, 

when there is a macroeconomic rebound effect, for the most part it is primarily influencing 

driving elsewhere in the world, not in the United States (there would be some effect from 

lower gasoline prices in the United States as well, but this would be dwarfed by the effect 

globally). Thus, given that these effects are primarily global, and the weak evidence base on 

these effects in general equilibrium, it is perhaps not surprising that the Agencies choose 

not to attempt to quantify the effects of the macroeconomic rebound in the NPRM or any 

other recent rulemakings. This comment supports the Agencies in this decision on the 

macroeconomic rebound effects, as their nature makes it inappropriate to use them in a 

rulemaking at this time. This comment further supports monitoring the academic literature 

for further developments in this area that may provide a solid basis for use in regulatory 

analysis. 

 

One extremely important note to make about the rebound effect is that from a social 

welfare perspective, it can bring in benefits as well as costs. For example, in the context of 

the direct rebound effect, motorists who drive more due to the lower cost per mile of 

driving do so because it is in their best interest to do so—it allows for visits to family 

members, vacations, and other valued travel. This valued travel has a positive welfare 

effect, which must be weighed against the negative consequences of that travel, including 

the additional fuel used. This comment supports the Agencies in the current NPRM for 

attempting to quantify this effect and for being very careful to exclude costs due to the 

rebound from the benefit-cost analysis when the benefits cannot be appropriately 

quantified. Further work to quantify both the benefits and costs is encouraged. 

 

 

Estimating of the Direct Rebound Effect of Fuel Economy Standards 
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Even when restricting the focus to the direct rebound effect, it is not trivial to estimate the 

magnitude of the effect that comes about from a policy. In an ideal world for analysis, one 

would have two identical settings: one with fuel economy standards and one without. The 

difference in driving and fuel consumption could then be used to calculate a causal estimate 

of the rebound effect. Unfortunately, such a world does not exist, leaving analysts to use 

other approaches to get an estimate of the rebound effect. 

 

The most common approach used to try to develop an estimate of the rebound effect is to 

use data on fuel prices and VMT to empirically discern the relationship between these two 

variables through an econometric analysis. The analysis nearly always is used to estimate 

the elasticity of VMT with respect to the price of driving (i.e., the percent change in driving 

that would be expected to come about when the price of driving changes divided by the 

percentage   change in the price of driving). Often this elasticity is represented as the 

elasticity with respect to the fuel price—in dollars per gallon—and sometimes it is 

represented as the elasticity with respect to the price per mile of driving—in dollars per 

mile.3 

 

There are several caveats that are important to consider when using this basic approach to 

try to develop an estimate of the rebound effect that would stem from a fuel economy 

policy. Such estimates are derived using variation (i.e., changes) in fuel prices and, when 

carefully done, can tell us something about how motorists respond to fuel prices. Under a 

fuel economy standard, we are interested in how motorists respond when placed in a 

higher fuel economy vehicle. In order to use estimates based on changes in fuel prices as a 

proxy for the rebound effect of a fuel economy standard, one must assume that consumers 

respond to a change in fuel economy due to the standards in the same way they respond to 

changes in fuel prices. As a starting point, this may not be a terrible assumption, for both 

fuel prices and fuel economy influence the cost per mile of driving, which is fundamentally 

what underpins the direct rebound effect. 

 

However, there are several important reasons why there may be a difference between how 

consumers respond to fuel economy standards and how consumers respond to fuel price 

changes: 

 

1. Fuel economy standards generally imply that the vehicle will cost more. With less 

money, consumers may not drive quite as much (an income effect), thus reducing 

the additional miles driven with improved fuel economy (Borenstein 2015). 

2. Fuel economy standards may also influence other attributes of vehicles. To the 

extent that these are attributes that are valued by consumers, such as horsepower 

and acceleration, the change in these other attributes could to make driving 

                                                           
3 Analysts often convert the elasticity into a percentage and remove the negative sign. So, a VMT elasticity of -0.2, 

which refers to a 2% change in VMT for a 10% change in price, would be described as a 20% rebound effect. 
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somewhat less appealing (although do not necessarily do so), again reducing the 

additional miles driven with improved fuel economy (Gillingham et al. 2016). 

3. Behavioral economics provides strong evidence that consumers respond differently 

depending on the framing of the situation. Thus, motorists may respond differently 

to a change in fuel prices that leads to unexpected “pain at the pump” (especially 

during times of high gasoline prices) than they would to a long-term expected 

change such as improved fuel economy of their vehicle. This effect could enhance or 

reduce the rebound effect and the empirical evidence is mixed. More papers show 

that consumers respond more to changes in fuel prices than fuel economy (e.g., 

West et al. 2017, De Borger et al. 2016, Greene 2012, Gillingham 2011), implying 

that the rebound effect estimated using fuel prices is overstated relative to the 

rebound effect estimated using fuel economy, but more research is needed in this 

area. Similarly, economists have long known that that consumers tend to adjust 

their driving more in response to increases in fuel prices than decreases in fuel 

prices (Gately and Huntington 2002, Hymel and Small 2015), and thus the exact 

time frame being considered greatly matters for estimates of the rebound. 

 

All three of these reasons mean that using an estimate of the elasticity based on fuel price 

changes is an overestimate of the rebound effect from improvements in fuel economy. This 

turns out to be important in understanding and properly interpreting the literature. This 

comment encourages the Agencies to consider these factors carefully in their taking of 

findings from the literature and use for regulatory analysis. 

 

There are also several other important considerations that are critical for interpreting the 

literature: 

 

1. There is no one single rebound effect for any given policy. There may be short-run 

effects and longer-run effects. In the short-run, consumers may respond with small 

changes—an occasional extra trip. In the longer-run, they may change the next 

vehicle they buy or even where they live or work. In general, one expects the 

rebound effect to be smaller in the short run than the long run. However, it is 

extremely challenging to directly identify a long-run rebound effect, as so many 

other things also change over time. Attempts to estimate a long-run effect tend to be 

based on structural assumptions or use cross-sectional data. Most papers in this 

literature, including nearly all of the ones in the tables in this comment are based on 

short and medium-run responses because these responses are much easier to 

identify. Further, when there are long-run effects being estimated, it is often difficult 

to ascertain how many years into the future long-run is referring to. Despite this, 

understanding longer-run responses is another area worthy of further research. 

2. For any given time-frame (e.g., two years), both theory and evidence suggest that 

the rebound effect may change over time. For instance, the rebound effect in 2018 

can be expected to be different than the rebound effect in 2025. Theory suggests 
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that when expenditures on fuel become a smaller percentage of consumer income, 

motorists will be less responsive, and the rebound effect will be closer to zero. 

Evidence supports this as well. There is broad evidence from multiple papers that 

lower-income motorists (for which fuel costs make up a larger fraction of their 

budget) tend to be more responsive to fuel price changes. There is also evidence 

from empirical studies indicating that the rebound effect will be closer to zero in the 

near future as incomes continue to rise (Small and Van Dender 2007, Hymel et al. 

2010, Hymel and Small 2015). Similarly, theory and evidence support a rebound 

effect closer to zero with greater congestion. When the roads are more congested, 

the cost of fuel becomes a smaller fraction of the cost of travel, and thus it follows 

that it would be expected to be less impactful. This effect has been seen in empirical 

studies as well (Hymel et al. 2010, Hymel and Small 2015). This comment will 

discuss these empirical studies at greater length below, explaining why these 

studies provide the best evidence available for consideration in regulatory analysis. 

3. The sample of vehicles used for the estimation of the elasticity is important for 

understanding the rebound effect of fuel economy standards. For example, we 

should be very cautious in using estimates of the rebound effect from outside of the 

United States. Theory and evidence indicate that the consumer response to a lower 

cost per mile of driving differs by setting. For example, areas with greater public 

transportation tend to see a larger effect (Gillingham 2014, Gillingham and Munk-

Nielsen 2018). So, estimates of the elasticity from Europe, where public 

transportation is much better than in the United States, would be ill-suited to use as 

a proxy for the rebound effect in the United States. Similarly, one should be cautious 

about using an estimated elasticity on a small subsample of the population, which 

may be more or less responsive than others. This could be particularly important 

due to within-household switching between vehicles. If a new vehicle has higher fuel 

economy, this would be expected to draw miles from older vehicles also owned by 

the household (Leung 2015, Archsmith et al. 2018). From a social perspective, we 

care about all miles driven by all vehicles in the fleet, so an estimate that only uses 

new vehicles would be an over-estimate of the average response across the entire 

fleet. This provides essential context for understanding several of the studies in the 

literature. 

 

Given all of this, the ideal estimate of the rebound effect would be time-varying, changing 

with conditions, starting with a short-run effect that grows to a long-run effect. It would 

only be applied to new vehicles at first and would be based on the difference in fuel 

economy between the new vehicle and the traded-in vehicle (this can be done in aggregate 

to make it feasible). As new vehicles become used vehicles and are sold to others, there 

would be a ripple effect on used vehicles as well, but this would not occur for several years.  

This is important for properly modeling the rebound effect in an analysis. 
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Applying the Rebound Effect to Model VMT 

 

The rebound effect is also most appropriately applied to examine how a baseline scenario 

of VMT and a counterfactual or policy scenario of VMT. In other words, the most 

appropriate way to apply estimates of the rebound effect is to begin with an assumed 

amount of driving in each future year – for example, based on an Annual Energy Outlook 

projection – and then apply the rebound effect based on the assumed change in the cost per 

mile in each year due to the fuel economy standards to create a counterfactual scenario of 

the amount of driving in each year. Ideally, a short-run rebound effect would be used first, 

followed by a longer-run rebound effect for each cohort of new vehicles. 

 

This ideal approach to apply the rebound effect is different than the approach the NPRM 

appears to use. In the NPRM, the rebound effect is based on the difference in the cost per 

mile between new vehicles and the 2016 model year vehicles for any year, and it is applied 

to both the augural standards and the NPRM proposed standards. The 20% rebound effect 

is also applied immediately. From this, the NPRM calculates the change in VMT as the 

difference in driving between the augural standards and NPRM proposed standards. 

 

This approach in the NPRM is problematic for two reasons. First, a short-run rebound effect 

should be used for the first year that a cohort of new vehicles is in the fleet, followed by a 

longer-run rebound effect in later years. By applying a 20% longer-run rebound effect 

immediately, the NPRM mechanically overestimates the rebound effect for short-run 

responses. This may only have a small impact, for the overestimation is only for a handful 

of years, but this would clearly imply an upward bias in the NPRM analysis in VMT, and 

accordingly, fatalities. 

 

Second, by calculating the rebound effect using the difference in the cost per mile between 

the 2016 model year and the forecasted model year, the analysis is confounding a baseline 

projection of VMT with the rebound effect.4 In other words, the NPRM analysis appears to 

be using the rebound effect to forecast driving. This is a strange approach, as is boils down 

the broader influences of driving to only the cost per mile. In reality, the cost per mile is 

only one of many factors that influence driving. For example, there was a decline in 

aggregate VMT during much of the late 2000s and early 2010s. For some of this time the 

cost per mile of driving was actually declining as more efficient vehicles were coming on 

the road and fuel prices were lower (e.g., consider 2011). Of course, the change in VMT 

during this period was affected by other factors, such as economic conditions and a 

movement of households back to living in cities (since 2013 VMT has been slightly rising 

                                                           
4 Technically, the NPRM uses the equation 𝑉𝑀𝑇𝑡 = 𝑉𝑀𝑇2016(1 − 𝑅 (

𝐶𝑃𝑀𝑡−𝐶𝑃𝑀2016

𝐶𝑃𝑀2016
)) where R is the assumed 

rebound effect (e.g., 0.2 is the NPRM assumption), CPM refers to the cost per mile, and this equation is used 
for each style of vehicle and age of vehicle. t refers to the year of interest. 
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again).5 Thus, from a modeling perspective, using the rebound effect to forecast driving is a 

poor approach. 

 

But the approach can also have consequences for the results. Consider a simple example. 

Suppose in calendar year 2021, the fuel price is the EIA’s forecast of $3.13. Under the 

augural standards, the average fuel economy of cars is set to be 46.4 miles per gallon, while 

under the NPRM proposed standards, the fuel economy would be 43.6 miles per gallon. 

Then the augural standards would have a cost per mile of $0.067, while for the proposed 

standards it would be $0.072. Assume the fuel price remains the same (as is the 

assumption by the Agencies). Further assume that the average VMT in 2016 is 12,000 miles 

per year, the gasoline price is $2.14 per gallon (from EIA data), and the average fuel 

economy for cars is 37.8 miles per gallon. 

 

Under these assumptions, the NPRM approach with a 20% rebound would give a 2021 

annual per vehicle VMT of 11,540 for the augural standards and 11,357 for the proposed 

standards. Note that the VMT under the NPRM approach is lower in 2021 than 2016, 

despite the higher fuel economy. This is because fuel prices increased between 2016 and 

2021 and the rebound effect is applied to the cost per mile of driving. This highlights that 

the rebound is being used in the analysis to create the forecast of future driving. It turns 

out this can really matter too. Using the NPRM approach, the difference between the 2021 

augural standards and proposed standards under these example assumptions is 184 miles 

per year. 

 

Under the standard way of applying the rebound effect, one would take a forecast of VMT 

for each year as the starting point. For comparability, start with the projection of VMT in 

the augural standards and set it equal to 11,540 miles per year, as above. The augural 

standards differ from the proposed standards in fuel economy, so there is a difference in 

the cost per mile. Applying this percentage change in the cost per mile between the two 

policy scenarios to the 20% rebound effect yields a calculation of 11,392 miles under the 

proposed standards. Using the standard approach, the difference between the 2021 

augural standards and the proposed standards is 148 miles per year.6 

 

Thus, the difference in VMT between the two standards using the standard approach is 

only 80% of the difference using the NPRM modeling approach. This means that the NPRM 

approach is overstating the fatalities and emissions from the augural standards relative to 

the proposed NPRM standards. The fundamental reason for the difference is that the NPRM 

approach is mixing the rebound effect from fuel economy changes with the projection of 

                                                           
5 See EIA’s database for a graph of aggregate VMT over time: 
https://www.eia.gov/opendata/qb.php?category=1039999&sdid=STEO.MVVMPUS.A.  
6 The standard approach uses the formula 𝑉𝑀𝑇𝑃 = 𝑉𝑀𝑇𝐴(1 − 𝑅 (

𝐶𝑃𝑀𝑃−𝐶𝑃𝑀𝐴

𝐶𝑃𝑀𝐴
)), where 𝑃 subscripts refer to 

the proposed standards and 𝐴 subscripts refer to the augural standards. R is again the assumed rebound 
effect (e.g., 0.2) and CPM is again the cost per mile of driving. 

https://www.eia.gov/opendata/qb.php?category=1039999&sdid=STEO.MVVMPUS.A
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future fuel prices. In the reasonable example calculations, I found that the NPRM approach 

biases VMT upwards. It is theoretically possible for the bias to work in the other direction 

too. It depends on the exact assumptions about fuel prices and fuel economy 

improvements.7 However, under other reasonable values that tend to match with the 

increase in fuel prices and VMT in the NPRM modeling, I nearly always find that the NPRM 

approach to incorporating the rebound is overstating the change in VMT relative to the 

standard approach of applying the rebound. In other words, the VMT change from the 

rebound is being overestimated in the NPRM. 

 

Thus, this comment strongly encourages the Agencies to find to a reasonable projection of 

VMT, such as from the Annual Energy Outlook, and apply the rebound effect using the 

standard approach to determine the driving in the counterfactual policy scenario relative 

to the baseline projection. Further, this commenter also encourages the Agencies to use a 

smaller rebound effect for the first year or two of each cohort of new vehicles before having 

the rebound effect converge to a longer-run value. The bottom line is that it is clear that 

under a wide range of assumptions similar to those in the NPRM, the current NPRM 

modeling approach overestimates the change in VMT from the rebound effect, regardless of 

the estimate of the rebound effect from the literature that is being used. 

 

 

Review of Estimates in the Literature Relevant to the Direct Rebound Effect 

 

There is a voluminous literature relating to the motorist response to changes in fuel prices. 

Indeed, this can probably be considered one of the key questions in energy economics. 

There is unfortunately a scant literature that aims to see how motorists respond to changes 

in fuel economy. 

 

Literature Based on Changes in Fuel Economy 

 

There are three most relevant recent papers based on changes in fuel economy. These 

papers use very different data and take quite different empirical strategies. Recall that 

ideally one would want a strategy that comes as close as possible to mimicking the setting 

of CAFE standards: that is, is based on variation from a policy that induces households to 

buy more efficient vehicles. 

 

The only paper that is based on such a setting is West et al. (2017), which is published in 

the Journal of Public Economics. This paper examines the context of cash-for-clunkers and 

                                                           
7 If the fuel price and fuel economy are identical in 2016 and 2021, then the two approaches give exactly the 
same change in VMT between the augural and proposed standards. Holding fuel economy fixed between the 
two years, if fuel prices rise between 2016 and 2021, then the standard approach will always give a smaller 
difference in VMT than the NPRM approach. Holding fuel prices fixed between the two years, if fuel economy 
rises between 2016 and 2021, then the standard approach will give a larger difference in VMT than the NPRM 
approach. When both change at the same time, then it depends on the relative magnitudes of the changes. 
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uses detailed odometer reading data from vehicle inspection programs. West et al. examine 

new vehicle buyers in Texas who were induced to buy more efficient vehicles because of 

the Cash-for-Clunkers program in 2009. They compared those new vehicle buyers who 

traded in a “clunker” that was just eligible for the program with those new vehicle buyers 

who were just ineligible, in a natural experiment or quasi-experiment. The two groups of 

buyers are similar in all ways to each other, and thus the ineligible households can serve as 

a useful control group for the eligible households. This clever strategy yields a striking 

result: the new vehicle buyers induced into more efficient vehicles do not appear to drive 

more at all. Effectively, this implies a rebound effect of zero. 

 

This result is particularly useful for understanding the effect of fuel economy standards for 

several reasons. First, it is a rare example where some households are exogenously induced 

into a higher fuel economy vehicle while others are not, allowing for a clean empirical 

design for understanding the effect of fuel economy. Second, the study captures an 

important detail that studies using fuel price variation do not: the fact that when people 

buy a new vehicle, they buy a bundle of attributes. So, the new higher fuel economy 

vehicles may have different attributes than the vehicles that would have been purchased 

otherwise (e.g., less horsepower or acceleration). This may also affect how much is driven. 

No study based on fuel price variation can capture this but a change in the bundle of 

attributes is what would happen under fuel economy standards. Third, the evidence is 

recent and thus is more likely to be relevant for today. 

 

The study is of course not the final word on the subject, in that it is based on new vehicle 

buyers who are trading in a clunker in Texas in 2009 and then are driving in 2010. This 

sample reflects only part of the fleet. It is also possible that the changes in the bundle of 

attributes from fuel economy standards may be somewhat different than the changes 

observed in the West et al. data. However, it provides very important evidence that should 

be considered carefully in considering the rebound effect from fuel economy standards. 

The Agencies appear to dismiss the paper in the NPRM, and this comment strongly urges 

the Agencies to consider it in the body of evidence. 

 

There are two notable other papers directly relevant for understanding the response to 

changes in fuel economy. Both of these papers use a strategy that compares the fuel 

economy and driving across different households (i.e., cross-sectional variation). A 

challenge when using this approach is that vehicle buyers often choose the fuel economy of 

the vehicle based on their driving needs. If a vehicle buyer knows that she will be driving a 

lot, she is likely to change the vehicle she purchases. For example, she may buy a more 

efficient vehicle to reduce the cost of driving. Thus, simply looking across households is 

likely to be problematic unless one can find an “instrumental variable,” (IV) which is a 

variable that leads some households to purchase higher fuel economy vehicles but should 

not otherwise influence driving. Finding such an instrument can be very challenging and 

the three recent papers take different approaches to this. 
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The first paper, De Borger et al. (2016), focuses on households that replace one vehicle 

with another and use the difference in the fuel economy of the old vehicle of the household 

and the average fuel economy for new registered vehicles in the year in which the vehicle 

was purchased. The idea is that if the fuel economy of the old vehicle is much larger than 

the new vehicle fleet average, households will be influenced more to buy a higher fuel 

economy new vehicle, and vice versa. And at the same time, after already controlling for 

time-invariant household preferences (through a first-differencing approach at the 

household level), it is somewhat difficult to see how the difference between the old vehicle 

fuel economy and the fleet-wide new vehicle fuel economy directly influences driving 

decisions. This implies that De Borger et al. (2016) found a plausibly valid instrument. 

Their result for the rebound effect is an effect of 7.5% to 10%. Notably, they also find that 

the response to fuel economy is much less than the response to fuel prices. However, De 

Borger et al. are using a (extremely rich) dataset of odometer readings from Denmark 

covering the period 2001-2011 and focus only on households in Denmark that only have 

one vehicle. Thus, as previously mentioned, one should be very careful in applying this 

estimate to the United States. Furthermore, all other vehicle characteristics are held 

constant, rather than being allowed to change, as one would want in the ideal case. That 

said, it provides evidence from a reasonably compelling empirical design that the fuel 

economy elasticity in at least one other context is closer to zero than the fuel price 

elasticity8 and also provides another point estimate of the fuel economy elasticity. 

 

The second paper, Linn (2016), uses the gasoline price at the time of the purchase of the 

vehicle as the instrument. The argument for this instrument goes as follows: the gasoline 

price at the time of the purchase of the vehicle influences the fuel economy of the new 

vehicle purchased, but because it is typically in the long-past, the gasoline price at the time 

of purchase should not affect driving today. This argument makes a great deal of sense for 

older vehicles, but is less likely to make sense for newer vehicles for the gasoline price a 

short time ago may still influence driving decisions today by influencing consumer 

expectations. Thus, the instrument is likely invalid for newer vehicles, but valid for older 

vehicles. This instrument is further interacted with household characteristics, presumably 

because it is otherwise underpowered. Linn (2016) uses data from a single survey, the 

2009 National Household Travel Survey (NHTS), and estimates a rebound effect around 

20% without the instrument and a rebound effect on the order of 40% with the 

instrumental variables approach. More notably, this is the only published paper I am aware 

of in the literature for which the response to fuel economy is greater than the response to 

fuel prices. There are several possible interpretations for this result. One plausible 

                                                           
8 In a doctoral dissertation, Gillingham (2011), finds a similar lower response to fuel economy than gasoline 
prices using data from California. In a published paper, Greene (2012) uses aggregate data from all of the 
United States 1966-2007 to come to a similar conclusion. In other published work both the much older paper 
Greene et al. (1999) and the more recent Frondel et al. (2012) find no statistically significant difference, using 
survey data from the United States and Germany respectively. 
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interpretation is that the results are valid but that 2009 was an unusual year in that it was 

in the depths of the Great Recession, when changes to the cost of driving would likely have 

been particularly impactful. Another interpretation is that the instrument is not valid for 

newer vehicles, biasing the coefficients. A third interpretation is that the NHTS survey data, 

based on self-reported miles driven (and sometimes adjusted based on a lifetime odometer 

reading), may face a sample-selection bias if households that are willing to self-report may 

be more attentive and respond more to changes in fuel economy or gasoline prices.9 Thus, 

Linn (2016) serves as another useful estimate that is certainly worth including in our 

evidence base, but it would be indefensible to weight this paper the same as estimates 

based on larger and more precise datasets (see comment in docket from J. Linn making the 

same point; docket number EPA-HQ-OAR-2018-0283-1642). 

 

In addition to these two papers, other recent studies that run a regression of VMT on fuel 

economy include Gillingham (2011), West & Pickrell (2011; unpublished), Greene (2012), 

Frondel et al. (2012). None of these papers instrument for fuel economy, and thus their 

findings should be taken as quite suggestive, rather than as causal estimates of the rebound 

effect.10 However, with this caveat in mind they do provide further evidence. A further 

caveat is that Frondel et al. (2012) is using data from Germany, rather than the United 

States. 

 

Table 1 provides a brief summary of the small section of recent papers that truly focus on 

the response to fuel economy using data from the United States (thus, De Borger et al. 

(2016) and Frondel et al. (2012) are omitted). These are ordered in the same order as the 

discussion above. All of the estimates are short-run or medium-run estimates. One striking 

feature of the table is that the papers with much larger estimates of the rebound use self-

reported estimated miles driven, rather than odometer readings. But the majority of the 

estimates are at or below 10%. 

 

 

Table 1. Evidence on the Response to Fuel Economy from the United States 
Study Research 

Design 
Setting Data Rebound 

Estimate 
Further 
Caveats 

                                                           
9 Using earlier waves of the NHTS that also included odometer readings taken about 3 months apart, Li et al. 
(2014) show that the self-reported miles driven has a similar mean by smaller variance than the miles driven 
estimate using odometer readings. This provides some comfort in the use of NHTS data and is why evidence 
from this data source should not be entirely disregarded. It does not tell us whether the response in driving to 
gasoline prices or fuel economy from those who self-report is similar or different, so generally analysts prefer 
odometer readings. 
10 West and Pickrell (2011) is an unpublished study that has a variety of interesting specifications and an attempt at a 

Heckman selection model. From the data available, it is difficult to know which specifications are the primary 

specifications and it is appears that the primary specifications did not instrument for fuel economy or the gasoline 

price. 
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West et al. (2017) Quasi-
experiment 

Texas before 
and after 
2009 

Odometer 
readings 

0% Selected 
sample 

Linn (2016) Instruments US in 2009 Self-
reported 

20-40% Data; IV 
valid? 

Greene (2012) Controls US 1966-
2007 

Aggregate 
data 

0% No IV 

Gillingham (2011) Controls California 
2001-2009 

Odometer 
readings 

1% No IV 

West & Pickrell 
(2011; 
unpublished and 
unavailable) 

Controls US 2009 Self-
reported 

9-27% No IV 

Notes: IV refers to an instrumental variable. West & Pickrell (2011) is cited in the NPRM as 
9-34%, but the only presentation available for this study shows a range of 9-27%. 

 

 

Literature Based on Changes in Fuel Prices 

 

The literature on the response to fuel prices is vast and goes back decades. For example, 

nearly 40 years ago, Sweeney (1979) used aggregate national data from the Federal 

Highway Administration 1957-1974 to estimate a VMT elasticity with respect to the price 

of gasoline of -0.12 to -0.23, which has been interpreted in past work to imply a rebound 

effect of 12-23%. Since this seminal work, the field has come a long way, with better data, 

improved research designs, and more emphasis placed on how the response to fuel prices 

might change over time. Thus, this review will focus solely on recent work rather than the 

much earlier literature. In the 2008 Regulatory Impact Assessment of CAFE standards, 

there was a quite thorough review of literature of the response to fuel prices dating back to 

the 1970s, which was mentioned again as a justification for the rebound effect in the 

current NPRM. This comment strongly encourages the Agencies to be very cautious in 

using the much older literature and instead focus on what we have learned over the past 

decade, which is a large literature by itself. 

 

Similarly, the literature is even larger when studies from outside of the United States are 

included. Given that there is strong evidence that consumers respond differently in 

different settings, as described above, and that there are many studies from the United 

States to draw from, this comment strongly encourages the Agencies to focus only on 

literature from the United States. The two studies from Denmark and Germany were 

mentioned above solely because they are some of the only papers that actually examine the 

effect of fuel economy on driving. The remainder of this review will only briefly mention 

additional studies from outside the United States at the end. 
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The estimates reviewed in this section all are based on the observed changes in driving that 

consumers make in response to changes in fuel prices. In other words, they are based on 

variation in fuel prices. Some of these studies estimate the effect of fuel prices directly and 

others estimate the effect of the cost per mile of driving (i.e., the fuel price divided by fuel 

economy), but those that estimate the effect of the cost per mile of driving also use vehicle 

fixed effects, which allow the econometrician to remove all time invariant differences 

between vehicles that may be correlated with preferences. For example, vehicle fixed 

effects would in general remove the influence of fuel economy, which is useful to the extent 

that different types of people who plan to drive different amounts purchase vehicles with 

different fuel economy. Thus, all of these studies can be thought of as exploiting changes in 

fuel prices. There is further a bit of a consistency question in the NPRM, which early in the 

document argues that we no longer have to worry much about fuel price shocks due to the 

increase in domestic oil production over the last decade. If one really believes that fuel 

prices will not be volatile going forward (this commenter does not), then for consistency, it 

would be inappropriate to use any evidence from changes in fuel prices; all evidence from 

the rebound effect should be from changes in fuel economy. 

 

Before diving in further into the literature, it is important to re-emphasize that all of these 

estimates identified based on changes in fuel prices should in general be treated with 

caution as an estimate of the rebound effect from a fuel economy standard. They rely on the 

assumption that people respond to fuel economy changes in the same way that they 

respond to fuel price changes, and the studies that derive the estimates also nearly always 

hold vehicle characteristics fixed. As discussed above, fuel economy standards would be 

expected to alter manufacturer decisions and lead to changes in attributes in future 

vehicles. Thus, the previous evidence given above that is based on analyses of fuel economy 

changes should be given more weight than this evidence derived from fuel price changes. 

 

In examining the literature estimating a response to fuel price changes, it is useful to make 

a distinction between papers that estimate the VMT elasticity with respect to fuel prices 

and papers that estimate the VMT elasticity with respect to the cost per mile of driving (the 

fuel price divided by fuel economy). An argument sometimes used for using gasoline prices 

rather than the cost per mile is that it is a cleaner measure of the response because it 

inherently avoids any concerns about selection that may confound cost per mile 

estimations that include variation in fuel economy. It is important to note that both 

approaches rely on variation in fuel prices, but the cost per mile approach may or may not 

also rely on variation in fuel economy across motorists. For example, several recent studies 

regress VMT on the cost per mile of driving, other covariates, and include fixed effects at 

either vehicle model or individual vehicle (i.e., based on the vehicle identification number) 

level.  When vehicle model or VIN fixed effects are included, the estimation is then relying 

on variation in fuel prices (as every vehicle model or VIN has the same fuel economy). In 

general, the estimates in the literature tend to be fairly similar regardless of which 

approach is used. Thus, I will follow the Agencies in discussing them together. 
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Recent Evidence from the United States that Uses Odometer Readings 

 

The best recent evidence from the United States consists of a handful of papers that tend to 

use odometer readings and research strategies that account for potential issues in 

estimating a causal relationship between fuel prices (or the cost per mile) and driving. 

These papers again use changes in fuel prices as the primary source of variation for 

identifying how consumers change the amount they drive.  

 

One of the best recent papers estimating the relationship between the cost per mile and 

VMT is Knittel and Sandler (2018). This paper is published in the American Economic 

Journal: Economic Policy, a top economics journal. Knittel and Sandler use odometer 

reading data from vehicle inspections in California from 1998 to 2010 (120 million 

observations). This rich dataset allows for the inclusion of VIN fixed effects so that the 

estimation relies on time series variation in fuel prices. Knittel and Sandler (2018) find a 

preferred estimate of the medium-run (two-year) estimate of the elasticity of VMT with 

respect to the cost per mile of driving of -0.147, which could be described as a 14.7% 

rebound effect under the assumptions mentioned above. While this is one of the best 

papers in the literature, no paper is perfect and there are two possible concerns about this 

estimate. One is that the cost per mile of driving is assumed to be exogenous after including 

the VIN fixed effects, which effectively means that the gasoline price is assumed to be 

exogenous and that there is no selection issue from VINs changing households. The study 

provides a set of robustness checks that help alleviate these worries. Another possible 

concern is that vehicles in California are not required to have an emissions inspection until 

the sixth year, so the newest vehicles in the fleet are not included in the dataset. This may 

bias the rebound effect upwards, as the newest vehicles in the fleet tend to be driven by 

wealthier households (e.g., see Gillingham 2015). The new vehicle buyers are also the 

households most directly affected by the rebound effect from fuel economy standards, 

although over time, all vehicles in the fleet will be affected. This second point suggests that 

the true effect over the entire California fleet may be a bit smaller (a rebound closer to 

zero). A third point, and one that was mentioned before and applies to most of the studies 

mentioned here, is that the response to fuel economy may be different than the response to 

gasoline prices, which could imply that the effect would be an overestimate of the effect of 

fuel economy. 

 

Another recent published paper, Gillingham et al. (2015), uses odometer readings from 

annual vehicle inspections in Pennsylvania over the period 2000 to 2010 to examine the 

response to gasoline price changes. All registered vehicles in the fleet are included in this 

study. This paper again uses a similar empirical strategy as Knittel and Sandler (2018) with 

VIN fixed effects, but it also instruments for the gasoline price using major gasoline refining 

disruptions in the Gulf Coast, which influence the gasoline price in Pennsylvania, but 

shouldn’t affect driving decisions in Pennsylvania otherwise given the distance between 
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Pennsylvania and the Gulf Coast. The paper estimates a short-run VMT elasticity with 

respect to the price of gasoline of -0.1, which would imply a rebound effect of 10%. While 

this estimate is only valid for one state during the 2000-2010 period, it provides further 

evidence on the magnitude of the VMT elasticity in response to fuel price changes. 

 

A third recent paper, Wenzel and Fujita (2018), is a recently-released report again using 

inspection odometer readings. This time the readings are from Texas, much as in West et al. 

(2017). The instrument used in this paper is the US crude oil spot price (West Texas 

Intermediate), and this instrument is used for either a gasoline price or a cost per mile 

variable, rather than a separate fuel economy variable. The logic behind this instrument is 

that the gasoline price or cost per mile is influenced by the price of the input, oil. For this 

instrument to be valid, one must also argue that the oil price does not affect driving except 

through the direct effect on the cost of driving. This rules out the possibility of oil prices 

affecting the Texas economy and influencing driving indirectly. The results using the fuel 

price suggest a 7.5% rebound effect, while the results for the cost per mile suggest a 15.9% 

rebound effect, but there are values close to zero (not statistically significant) in some of 

the specifications.11 The larger values across different specifications tend to be estimates 

using an instrumental variables strategy with the oil price as the instrument, and this 

approach would be invalid if oil prices indirectly affect driving in Texas. However, this 

work does provide further evidence worth considering. 

 

A fourth recently published paper, Gillingham (2014), uses odometer readings from only 

new vehicles in California to examine the impact that the gasoline price shock in 2008 had 

on consumer decisions about how much to drive. The primary specification does not 

include vehicle fixed effects or instruments, but a robustness check instruments for the 

gasoline price with the Brent crude oil price. This instrument is valid assuming that 

California is a small market relative to the global oil market. It uses new vehicles registered 

in 2001-2003 and subsequently given an inspection in 2005-2009. The resulting elasticity 

of VMT with respect to the gasoline price—based on the 2008 shock to gasoline prices—is 

estimated to be -0.22 and the result is nearly identical with the instrumental variables 

approach (implying a rebound effect of 22% if applied directly). As the study was designed 

to focus on a period when gasoline prices were both high and very salient to consumers 

(gasoline prices were in the news all the time in 2008), this estimate is useful for providing 

guidance on how consumers respond to gasoline price shocks, but is inappropriate to use 

as an estimate of the rebound effect of fuel economy standards because consumer would be 

                                                           
11 In a personal communication, one of the authors stated: “I think you should report the estimate based on 
price of gasoline (either 7.5% using model fixed effects without supply instrument, or 8.7% using model fixed 
effects with supply instrument), rather than the estimates based on cost of driving (15.2% using model FE 
without supply instrument, or 15.9% using model FE with supply instrument), since most if not all of the 
other estimates are based on price of gasoline and not cost of driving.” 
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expected to respond much more to a spike or shock in gasoline prices than to a long-run 

steady change in the cost per mile of driving.12 

 

Finally, Langer et al. (2017) use data from a single insurance company in Ohio that allowed 

households to opt-in to a program that tracks their odometer readings. These odometer 

readings were used to examine the effects of VMT taxes versus gasoline taxes. In the 

process of undertaking that analysis, Langer et al. (2017) also aim to carefully estimate the 

VMT price elasticity (using the cost per mile). They find a short-run VMT price elasticity of -

0.11, which would map to a rebound effect of 11%. This analysis is well-done and its 

weakness is the selected sample. 

 

While these four papers all use extremely rich data on odometer readings and all aim to use 

careful research designs, they each provide evidence that must be taken in the context of 

their time period and sample. For example, it may be entirely consistent that new vehicle 

buyers in Texas who are induced by Cash-for-Clunkers to buy a higher fuel economy 

vehicle may be entirely nonresponsive to the higher fuel economy (West et al. 2017), while 

all other motorists in Texas do respond to fuel price changes to the tune of 7-14% (Wenzel 

and Fujita 2018). The former evidence provides a clever quasi-experiment for 

understanding the response most relevant to fuel economy standards, while the latter tells 

us more about the entire Texas fleet and the response to fuel prices. One reasonable take is 

that the true value of the rebound effect from fuel economy standards for all of Texas (not 

just those who are induced by Cash-for-Clunkers) is somewhere in between.  

 

Table 2 provides a summary of the five studies mentioned here. Again, it is important to 

emphasize that these studies are not directly estimating the rebound effect of a fuel 

economy standard, but rather are estimating the consumer response to gasoline price 

changes. Note that West et al. (2017) and Gillingham (2011) are repeated from Table 1. 

 

 

Table 2. Evidence that Uses Odometer Readings from the United States (Preferred 
Evidence) 
Study Research 

Design 
Setting Data Estimate Further 

Caveats 
Knittel and Sandler 
(2018) 

VIN FE California 
1998-2010 

Odometer 
readings 

14.7% Selected 
sample 

Wenzel & Fujita 
(2018) 

VIN FE + 
Instruments 

Texas 2005-
2010 

Odometer 
readings 

7.5%-
15.9% 

IV 
valid? 

Langer et al. 
(2017) 

Household FE Ohio 2009-
2013 

Odometer 
Readings 

11% Selected 
sample 

                                                           
12 Lin and Prince (2013) estimate the effect of volatility on the elasticity of gasoline consumption with respect 
to the gasoline price, which is closely related to the VMT elasticity. They estimate an elasticity in the range of -
0.03 to -0.29 and they show that volatility in gasoline prices can substantially influence the elasticity. 
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West et al. (2017) Quasi-
experiment 

Texas before 
and after 
2009 

Odometer 
readings 

0% Selected 
sample 

Gillingham et al. 
(2015) 

VIN FE + 
Instruments 

Pennsylvania 
2000-2010 

Odometer 
readings 

10%  

Gillingham (2014) VIN FE + 
Instruments 

California 
2001-
2003/2009 

Odometer 
readings 

22% Price 
shock 

Gillingham (2011) Controls California 
2001-2009 

Odometer 
readings 

1% No IV 

Notes: IV refers to an instrumental variable. The 7.5%-15.9% range for Wenzel & Fujita 
(2018) is based a conversation with the authors, who suggest considering both the estimate 
based on fuel prices and the estimate based on the cost per mile to be consistent with the 
rest of the literature, which use both. 

 

 

 

Recent Evidence from the United States that Uses Aggregate Data 

 

One downside of using detailed odometer reading data to understand the consumer 

response to fuel prices is that odometer reading data are typically only available at an 

individual state level, while for fuel economy standards we are interested in the response 

to fuel economy at the national level. While large diverse states like California, Texas, and 

Pennsylvania likely include a composition of motorists that at least somewhat match the 

composition nationwide, it is still useful to consider the evidence provided by nationwide 

studies. This section will focus on studies that use aggregate data, while the next section 

will focus on studies that use survey micro-data. 

 

The most prominent nationwide studies are a series of studies by Kenneth Small and 

colleagues that use state-level aggregate data. A major advantage of these studies is that 

they can include long time series, which can provide evidence on how the consumer 

response may be changing over time. A disadvantage of these studies is that the data 

quality is not as high as odometer reading data and it is more difficult to develop empirical 

strategies for estimating the causal effect of fuel prices or the cost per mile of driving. 

 

The series of studies are all based on a foundation of a set of simultaneous equations that 

model vehicle holdings, VMT, and the choice of fuel economy. The number of adults per 

road mile and the fraction of the population served by rail transit are also modeled. The 

first paper in this series of papers is Small and Van Dender (2007), which estimates a 

system of three simultaneous equations using state-level data from 1966-2001. Implicitly 

this estimation approach includes exclusion restrictions, which act as instruments, much in 

the same way as several of the previous studies instrument. Hymel et al. (2010) extend the 

framework to add a further equation that accounts for the relationship between VMT and 
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congestion, allowing VMT to decline as congestion increases and makes driving less 

appealing. Hymel et al. (2010) also extend the data to 2004. A key finding emerging from 

these studies is that the effect of the cost per mile on driving appears to become smaller 

over time along with higher incomes and more congestion.13 These studies also find that 

the effect increases with increasing fuel cost. One legitimate question is whether the 

decline over time is truly a changing response to improving fuel economy or a changing 

response to fuel prices. This vein of research is using time series variation in both fuel 

prices and fuel economy, so the correct answer is that the decline can be attributed to both. 

This comment encourages the Agencies to recognize and discuss how estimates of the 

rebound effect may be affected by fuel prices and how relatively long-run average 

estimates are in most cases more appropriate than using estimates from methodologies 

that rely on fuel price changes from a small number of years. 

 

Hymel and Small (2015) is the most recent in the series. In this paper, Hymel and Small use 

the same basic framework of three simultaneous equations, only they include updated data 

through 2009. The simultaneous equation framework is designed to capture the same 

effects as in Small and Van Dender (2007). Hymel and Small (2015) confirm the earlier 

findings that the response to the cost per mile declines with income, but also have a new 

finding indicating that the response to a change in the cost per mile was greater in 

magnitude between 2003 and 2009, which was a time period of increasing gasoline prices 

until a spike in prices in 2008.  This latter finding is indicative of the fuel price variation 

underpinning the estimates of the study and perhaps can be explained by motorists 

responding more to the higher and more volatile gasoline prices than to changes in the 

lower and less volatile gasoline prices during the time frame of previous studies. 

 

Just as in the previous papers, Hymel and Small (2015) present a variety of estimates. The 

approach provides an estimate of a short-run rebound effect that varies slightly but is 

around 5%. The methodology also uses a lagged dependent variable as an approach to 

calculate a “dynamic long-run rebound.” This approach is based on the idea that there is a 

long-run equilibrium for the rebound effect, a path to that equilibrium, and that by using 

the coefficient on the lagged dependent variable one can get a sense of the speed of 

adjustment to this equilibrium, and thus a sense of where the equilibrium is. In a sense, this 

approach adds structural assumptions to make more headway. One of these structural 

assumptions is that the response by drivers in the economy eventually converges to a 

steady state and that this steady state can be recovered through the lagged dependent 

variable. This assumption of course is impossible to verify, but was a common assumption 

in price elasticity estimations prior to the past decade. Thus, it is important to take the 

exact value from this long-run calculation with a grain of salt. Hymel and Small find a 

preferred dynamic long-run rebound effect that ranges from 4% to 18% (depending on the 

exact specification and exact time period), when evaluated at the average values of income, 

                                                           
13 This result is consistent with the result for the price elasticity of gasoline consumption in Hughes et al. 
(2008). 
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fuel cost, and urbanization. If fuel costs are lower than they were during much of this 

period, then the estimate would be closer to zero. Similarly, if incomes are higher and there 

is more urbanization, then the estimate would be closer to zero. So a correct interpretation 

of this 4-18% range would take into account these factors and map out the effect over time, 

which would bring the mean estimate over time closer to zero. This work provides useful 

evidence, again underscoring that there appears to be a downward shift in the rebound 

effect over time, but it also highlights that the context matters and that even this estimate 

relies heavily on the response to fuel price variation, rather than variation in fuel 

economy—which is what we really want for a regulatory analysis of fuel economy 

standards. Ken Small’s comment in the docket (docket number EPA-HQ-OAR-2018-0283-

2698) provides further evidence on how this work should be considered, as it is only 

reasonable to provide the author some deference in how his or her own results are 

interpreted. 

 

Greene (2012) uses national time series data from 1966-2007 to try to replicate some of 

the findings of Small and Van Dender (2007). Generally, Greene (2012) finds similar 

estimates of the consumer response as Small and Van Dender, and notably Greene also 

examines how a measure of the stringency of CAFE standards affects VMT. This measure 

comes out to be statistically insignificant and was very close to zero in magnitude. Greene 

also finds that the elasticity of VMT with respect to the cost per mile of driving is 

approximately -0.08 to -0.12. The data used for this study are so highly aggregated that it is 

unclear whether the effects seen are causal effect, but this again provides another piece of 

evidence. 

 

Table 3 summarizes these studies. 

 

Table 3. Evidence on the VMT Response to Fuel Prices Using Aggregate Data for the 
United States 
Study Research 

Design 
Setting Data Estimate Further 

Caveats 
Small & Van 
Dender (2007) 

Simultaneous 
equations 

National 
1966-2001 

Aggregate 
state-level 

5-22% Data 
limitations 

Hymel et al. 
(2010) 

Simultaneous 
equations 

National 
1966-2004 

Aggregate 
state-level 

9% 
(preferred) 

Data 
limitations 

Hymel & Small 
(2015) 

Simultaneous 
equations 

National 
1966-2009 

Aggregate 
state-level 

4-18% Data 
limitations 

Greene (2012) Aggregate time 
series 

National 
1966-2007 

Aggregate 
US-level 

8-12% Data 
limitations 

Notes: Data limitations refer to data at the aggregate level which makes determining 
individual-level behavior more difficult.  
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Recent Evidence from the United States that Use Survey Data 

 

While there are only a few studies that use odometer reading data or aggregate data, the 

availability of the National Household Transportation Survey (NHTS) has led to many 

papers that use this data source to estimate the relationship between the cost per mile of 

driving and VMT. Many of the papers referenced by the Agencies use this data source, and 

this is also the data source used in Linn (2016) mentioned above. The VMT estimates in this 

data source are derived from self-reported travel diaries, which require a fairly substantial 

amount of effort by the survey-takers. This raises some questions about the validity of the 

survey data, as households that are willing to spend their time taking down their driving 

may also be households that pay more attention to the cost of driving and make driving 

decisions accordingly. This is an inherent challenge in using such survey data. Survey data 

can certainly still provide useful insights, but one must be cautious in interpreting it, 

especially when there is other evidence available. 

 

Bento et al. (2009) is a study published in the American Economic Review that used the 

2001 NHTS survey data (a single cross-section) to estimate the distributional and efficiency 

impacts of increased US gasoline taxes. The study used a structural model of vehicle choice, 

usage, and scrappage. In the process of estimating the model, one of the parameters is the 

elasticity of VMT with respect to the operating cost of driving. But it is clear that the paper 

is not focused on estimating the rebound effect—it is just one of many parameters 

estimated and the paper was aiming to model the holdings of the entire vehicle stock. The 

estimation approach also does not attempt to instrument for the cost per mile, which is 

problematic for an estimation of the rebound effect because it means that the coefficient 

may be biased, but does not necessarily impinge upon the validity of their other results.  

The study is based on the NHTS survey data, and the use of a single cross section makes the 

use of VIN fixed effects impossible. The estimated elasticity of VMT with respect to the 

price of gasoline is -0.34, which would, if taken at face value, imply a rebound effect of 34% 

for fuel price changes. However, one must be careful in using this for regulatory analysis for 

future fuel economy standards in 2020-2026, due to the age of the data, the fact that it is 

focusing on fuel price changes rather than fuel economy changes, the fact that the data are 

survey data, and the fact that the data include only a single cross-section. Bento et al. 

(2009) makes an important contribution to the economic literature on other questions but 

using the -0.34 estimate for the rebound effect of fuel economy standards going forward is 

inappropriate for all of the reasons given above. See the comment letter in the docket from 

A. Bento for more details on the appropriate interpretation of this work (docket number 

NHTSA-2018-0067-5679). 

 

In the unpublished study previously mentioned above, West and Pickrell (2011), use the 

2009 NHTS dataset (the same dataset used by Linn 2016) and explore a variety of 

specifications including those that examine the relationship between VMT and the gasoline 

price/fuel economy, as well as VMT and the cost per mile of driving. The estimations are 
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run separately for one-vehicle, two-vehicle, and three-vehicle households. While there 

appears to be an attempt at instrumenting, the primary specifications do not appear to 

instrument for the cost per mile of driving. The elasticity of VMT with respect to the cost 

per mile of driving ranges from -0.006 for one-vehicle households (not statistically 

significant) to -0.34 for three-vehicle households (if applied directly, this would imply a 

rebound effect of 1-34%). Unfortunately, there only appears to be a presentation 

presenting the results of this study, so it is difficult to fully assess it. While there may 

indeed be some quite interesting results from the West and Pickrell (2011) study, this 

comment urges the Agencies not to rely on incompletely-documented, unpublished, and 

unavailable work. 

 

Su (2012) also uses the 2009 NHTS survey data. This study uses a quantile regression 

approach to examine the relationship between VMT and the fuel cost per mile. No 

instruments or VIN fixed effects are used in this study either. The results indicate an 

elasticity of VMT with respect to the fuel cost per mile ranging from -0.11 to -0.19, 

suggestive of a rebound effect on the order of 11-19%. While an interesting quantile 

regression study, given the data being used are travel diary data, that fixed effects are not 

used (implying that key confounders are not controlled for), and that there are no 

instruments (so the estimates may be biased), this study should be given very little weight 

in regulatory analysis. 

 

Liu et al. (2014) use the 2009 NHTS—restricted to the Washington, DC metro area—to 

develop a structural model of vehicle ownership, vehicle choice, and usage decisions. Much 

like Bento et al. (2009), this paper is attempting to estimate many parameters that 

influence the fleet. It is an ambitious undertaking that helps us understand how different 

policies might impact the vehicle fleet. It is not a study intended to estimate a causal effect 

of the cost per mile of driving on VMT. No instruments or fixed effects are used to help 

identify the relevant coefficient for the VMT price elasticity. The VMT elasticity with 

respect to fuel cost is -0.4, which would translate into a 40% rebound effect for fuel price 

changes. The authors recognize that this estimate is high and aim to explain it by pointing 

to the fact that the 2009 NHTS was a survey taken during a time when fuel prices were high 

and volatile, a point that is very important for interpreting this result (see letter from C. 

Cirillo, in the docket with comment number NHTSA-2018-0067-7819). This comment 

urges the Agencies to again place little weight on this study for use in the regulatory 

analysis of fuel economy standards. 

 

Leung (2015) is a dissertation from the UC San Diego Department of Economics, and it 

includes a chapter on gasoline prices and household fleet utilization. It again uses the 2009 

NHTS, but examines the effect of fuel prices on VMT. A main focus of the chapter is on the 

VMT allocation across a household’s vehicle fleet. No instruments are used, but a much 

more extensive set of controls are used than in nearly all of the other studies using the 

NHTS. Further, by relying entirely on variation in fuel prices, the concern about selection 
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confounding the estimate on fuel economy/cost per mile is avoided. Leung (2015) 

estimates a short-run VMT elasticity with respect to the fuel price of -0.1, suggestive of a 

rebound effect of 10%. Due to the fact that the study uses fuel price rather than cost per 

mile, and faces some similar data weaknesses to the previously mentioned studies, this 

comment suggests not given this study the same weight as the studies that use odometer 

readings and/or quasi-experimental variation. 

 

One take-away from the discussion of the many papers that use the NHTS self-reported 

data is that there are remarkably different results even when exactly the same dataset is 

being used. For example, Linn finds a rebound effect in the range of 20%-40%, while Leung 

finds a rebound effect of 10%, and both studies use the 2009 NHTS. The differences stem 

largely from differences in the methodology used in the analyses. This underscores the 

importance of a comprehensive review of studies’ relevance and reliability. 

 

One related study that the Agencies include in their literature review is Wadud et al. 

(2009). This paper does not estimate a VMT elasticity, but rather estimates a fuel 

consumption elasticity. It uses used aggregated data at the income quintile level from the 

Consumer Expenditure Survey (CEX) from 1984 to 2003 in system of simultaneous 

equations. While there are many numbers reported, the range in gasoline price elasticities 

is varies from -0.01 to -0.25. As there are additional margins of adjustment in fuel 

consumption than just driving, this would inherently be an overestimate of the rebound 

effect and thus is inappropriate for a regulatory analysis of fuel economy standards. 

Furthermore, it does not provide much actionable guidance. 

 

Table 4 presents the results from these papers that are based on survey data (aside from 

the unpublished and unavailable West and Pickrell (2011) study). 

 

Table 4. Evidence from Survey Data for the United States 
Study Research 

Design 
Setting Data Estimate Further 

Caveats 
Leung (2015) Controls  Self-

reported 
10% No IVs or 

fixed 
effects 

Liu et al. (2014) Structural 
model 

MD/DC/VA 
2009 

Self-
reported 

40% No IVs or 
fixed 
effects 

Su (2012) Controls National 
2009 

Self-
reported 

11-19% No IVs or 
fixed 
effects 

Bento et al. (2009) Structural 
model 

National 
2001 

Self-
reported 

34% No IVs or 
fixed 
effects 
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Notes: West & Pickrell (2011) is already mentioned above. Wadud et al. (2009) estimates a 
fuel price elasticity and thus is not appropriate for inclusion in this table. 

 

 

Recent Evidence from Elsewhere in the World 

 

The Agencies have often referenced work from elsewhere in the world. This section briefly 

discusses some of this work that has been mentioned by the Agencies. However, it is 

important to again state the caveat that applying estimates from elsewhere is usually an 

inappropriate exercise. While we may learn something from reviewing well-done studies 

from elsewhere, differences in public transportation access, income, and even consumer 

preferences can lead to very different elasticities. For example, Gillingham and Munk-

Nielsen (2018) find a medium-run (two-year) elasticity of VMT with respect to the gasoline 

price for all vehicles Denmark from 1998 to 2011 of -0.3. However, this elasticity was much 

closer to zero and more in-line with US estimates after excluding a group of highly 

responsive motorists who live far from work, but have excellent access to public 

transportation. This group of motorists simply does not exist in the United States. But it 

likely exists in other European countries, and perhaps in many other countries as well. 

 

Examples of recent studies from Europe include Ajanovic and Haas (2012), Frondel and 

Vance (2013), Weber and Farsi (2014), De Borger et al. (2016), and Stapleton et al. (2016, 

2017). With the exception of De Borger et al. (2016), all of these studies show estimates of 

the VMT elasticity with respect to either the cost per mile of driving or the fuel price of -

0.14 or greater (in absolute value). Some of the estimates are even much higher, such as 

one of the specifications in Frondel and Vance providing an estimate as elastic as -0.7, 

which if taken literally would imply a rebound effect as high as 70%. This comment 

strongly encourages the Agencies exclude such estimates from Europe as part of the 

regulatory analysis of fuel economy standards in the United States, when there is sufficient 

evidence from studies in the United States given the differences in public transportation 

access and other relevant variables between Europe and the United States. 

 

While using European estimates seems misguided, there may be more of an argument for 

using estimates for Canada because Canada has similar urbanization patterns and vehicle 

stock as the United States. Barla et al. (2009) estimate a very similar simultaneous 

equations model to that of Small and Van Dender (2007), only using province-level data for 

Canada from 1990-2004. Thus, the methodology has all of the same advantages and 

disadvantages of the Small and Van Dender approach. The short-run estimate for the 

vehicle-kilometers-traveled (VKT) elasticity with respect to the cost per kilometer is -0.08, 

suggesting a short-run rebound effect of 8%. Using the same “long-run equilibrium” 

approach as in Small and Van Dender (2007), the long-run VKT elasticity with respect to 

the cost per kilometer is -0.2, suggesting a long-run rebound effect of 20%. However, this is 

subject to the same caveats as discussed above for the Small and Van Dender (2007) 
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approach. The authors see suggestive evidence of a declining rebound effect over time with 

greater income, but cannot place much confidence in this finding given the short time 

frame of the analysis and small dataset. In general, these results can be viewed as further 

confirming the evidence provided by Small and Van Dender (2007) and the subsequent 

papers by Ken Small and co-authors. 

 

 

Final Considerations 

As this review has highlighted, there are a wide range of values in the literature that have 

some relevance for the rebound effect of fuel economy standards. Which leads to the 

following question: What central estimate should be used for regulatory analysis?  

 

The characteristics of the ideal estimate to use in regulatory analysis is one focused on the 

effect of fuel economy, based in the United States, using highly accurate data (e.g., odometer 

readings, rather than self-reported data), using an empirical design that accounts for the 

change in characteristics as well as selection and other concerns, and covers a sufficiently 

long and recent time period to be useful for extrapolating into the near future. None of the 

studies described above are ideal, but there is now a body of evidence that we can draw 

from.  

 

The following table provides a summary of the evidence from the United States over the 

past decade (repeated from the executive summary). It brings in several studies that were 

not included in the NPRM and very briefly summarizes potential concerns about the 

different studies. 

 

Table 5. Summary of Recent Evidence from the United States 
Study Data Rebound 

Estimate 
Concerns In NRPM? 

Bento et al. (2009) 2001 survey 34% Data 
limitations 

Yes 

Hymel et al. (2010) State-level 1966-2004 9% Data 
limitations 

Yes 

Gillingham (2011) Odometer; CA 2001-
2009 

1% No IV  

Greene (2012) Aggregate 1966-2007 0% Data; No IV  
Su (2012) 2009 survey 11-19% Data; No IV Yes 
Liu et al. (2014) 2009 survey; 

MD/DC/VA 
40%* Data; No IV Yes 

Gillingham et al. 
(2015) 

Odometer; PA 2000-
2010 

10%   

Hymel & Small 
(2015) 

State-level 1966-2004 4-18% Data 
limitations 

Yes 
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Leung (2015) 2009 survey 10% Data 
limitations 

 

Linn (2016) 2009 survey 20-40%* Data 
limitations 

Yes 

Langer et al. (2017) Odometer; OH 2009-
2013 

11% Selected 
sample 

 

West et al. (2017) Odometer; TX 2010-
2011 

0%  Yes 

Knittel & Sandler 
(2018) 

Odometer; CA 1998-
2010 

14.7%   

Wenzel & Fujita 
(2018) 

Odometer; TX 2005-
2010 

7.5-15.9%   

 
Average over all studies above 14.1%   
Average over studies using odometer 
readings 

8.1%   

Notes: * refers to studies that the authors themselves suggest we interpret with caution. For 
studies with a range, the average is taken over the range. The NPRM references a 1-25% 
range from Wadud (2009), but this study is excluded because it estimates the elasticity of 
gasoline consumption with respect to fuel prices and thus is not directly comparable to the 
above studies. The NPRM also referenced a 9-34% range from West and Pickrell (2011), but 
this does not appear to be a working paper or publication that is publicly accessible. The 
NPRM references Gillingham (2014), but this study is focused on a gasoline price shock and 
thus in the author’s own view is inappropriate to use for the rebound effect. A better 
reference is Gillingham (2011) that attempts to descriptively look at the effect of fuel 
economy, although without quasi-experimental variation. All studies from Europe 
referenced in the NPRM are excluded from this table. The NPRM incorrectly references Linn 
(2016) as Linn (2013). Bento et al. (2009) give the average VMT elasticity with respect to 
the price of gasoline as -0.34 on p.685; the NPRM reports a range of 21-38%, but it is 
unclear where this range comes from. The 9% estimate from Hymel et al. (2009) was taken 
from the authors’ preferred estimate in the conclusion (p.1235) with the calculation of 
variables at 2004 values, but a variety of other estimates were reported. The 4-18% 
estimate range from Hymel and Small (2015) is from the authors’ preferred estimates in 
Table 8; the NPRM chooses only the high estimate. The 7.5%-15.9% range for Wenzel & 
Fujita (2018) is based a conversation with the authors, who suggest considering both the 
estimate based on fuel prices and the estimate based on the cost per mile to be consistent 
with the rest of the literature, which use both. 

 

The key take-away from this review is that the current base of evidence makes it very 

difficult to justify a central case estimate of 20% that remains constant over time. To the 

contrary, the studies using the most robust data available—odometer reading data—

suggest that the rebound effect is on the order of 10% and may be even lower. This central 

estimate is consistent with the Agencies’ previously assumed value of 10% in the 2012 

rulemaking and the 2016 Draft Technical Assessment Report. 

 



34 
 

Figure 1 below shows the same studies in a graphical form and clearly shows that the 

recent evidence using odometer readings is much closer to 10% than 20%. 

 

 
Figure 1. A graphical illustration of rebound effect estimates, with the x-axis indicating the years 

that the study data covered. Each study is a dot or, when a study covers a range, is a dot and a line. 

For example, Su (2012) uses the 2009 NHTS data to estimate a rebound range of 11-19%, while 

Linn (2016) uses the same data to estimate a rebound ranging from 20-40%. The red dots and lines 

indicate studies using odometer reading data. 

 

This review also brought out some further clear findings: 

 

1. The Agencies are correct to focus on the existing literature on the VMT response for 

the use in regulatory analysis. While there are other factors that influence the 

rebound effect, some of these factors imply that the effect is overestimated, while 

some imply that it is underestimated. These factors are important areas for future 

work, but the current literature is currently insufficient to provide guidance for 

regulatory analysis at this time. 

2. The most recent studies using odometer readings tend to provide an estimate of the 

rebound effect that falls in the 0-15% range, with an average of 8.1%, and if studies 
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using cross-sectional survey data are included, this range widens to 0-20% (with a 

few notable outliers). 

3. There are further factors that also influence the rebound effect. For example, there 

is evidence from multiple studies suggesting that the rebound effect declines over 

time with income and congestion. The long-run rebound effect is also greater than 

the short-run rebound effect. As well, there is evidence that when other attributes of 

future vehicles change at the same time as fuel economy, the rebound effect may be 

small. There are also indirect and macroeconomic rebound effects. The net result of 

all of these factors is difficult to pin down and the evidence base does not currently 

unambiguously point to whether the net of these factors increases or decreases the 

rebound effect. 

 

An important finding of this literature review is that the review in the NRPM could be 

further improved. Table 6 replicates the NPRM Table 11-44 (page 251), providing notes for 

proper interpretation. 

 

Table 6. Replication of NPRM Table 11-44 With Notes on Proper Interpretation 
Study Data Rebound 

Estimate 
in NPRM 

Notes for Proper 
Interpretation 

Barla et al. (2009) Canada 1990-2004 8-20% Non-U.S. Study 
Bento (2009) US 2001 survey 21-38% Incorrect read of paper; 

study not intended for 
rebound; not 
instrumented 

Wadud (2009) U.S. 1984-2003 1-25% Not a rebound estimate 
West & Pickrell 
(2011) 

U.S. 2009 9-34% Study unavailable; 
estimate range appears to 
be 9-27% 

Ajanovic & Haas 
(2012) 

E.U. 1970-2007 44% Non-U.S. Study 

Su (2012) U.S. 2009 11-19%  
Linn (2013) U.S. 2009 20-40% Should be Linn (2016); 

data concerns 
Frondel & Vance 
(2013) 

Germany 1997-2009 46-70% Non-U.S. Study 

Liu (2014) U.S. 2009 39-40% Should be Liu et al. 
(2014); Should be 40%; 
not instrumented; data 
concerns 

Gillingham (2014) U.S. 2009 22-23% Not appropriate for 
average rebound effect 
estimate 
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Weber & Farsi 
(2014) 

Switzerland 2010 19-81% Non-U.S. Study 

Hymel & Small 
(2015) 

U.S. 2003-2009 18% Should be 4-18%; see 
letter from Ken Small 

West et al. (2017) U.S. 2009 0% Should be West et al. 
(2017); particularly 
relevant study 

DeBorger (2016) Denmark 2001-2011 8-10% Non-U.S. Study; Should be 
DeBorger et al. (2016) 

Stapleton (2016, 
2017) 

Great Britain 1970-
2012 

14-30% Non-U.S. Studies 

 

The differences between Table 5 and Table 6 are striking. Table 6 relies heavily on non-U.S. 

studies, misses most of the U.S.-based current literature, and appears to improperly 

reference several studies and describe the findings incorrectly or incompletely. This may 

be due to a rushed literature review, which is understandable, but should be addressed 

before the final rule. This comment strongly encourages the agency to update their analysis 

with both accurate findings from the above studies, and the latest literature from the U.S. to 

be closer to Table 5. 

 

To summarize, the evidence suggests that there is a wide potential range for the 

rebound effect, but that most of the recent evidence—and the strongest evidence—

lies closer to 10% and in some cases even below 10%. 

 

In a previous comment in the docket from 2016, co-authored with Josh Linn and his 

colleagues at Resources for the Future, I emphasized the wide range in the literature and 

the need for a systematic justification for the choice of the rebound effect.14 I would like to 

re-emphasize that comment and strongly encourage the Agencies to develop a clearer 

justification for their choice of a central estimate of the rebound effect that appropriately 

weights the relevant literature and excludes inappropriate literature, such as work from 

Europe or work based on a single gasoline price shock. I also strongly support the Agencies 

performing sensitivity cases that appropriately reflect the range we see in the most 

relevant recent studies. For example, the above tables suggest using an upper bound case of 

20% and a lower bound case somewhere closer to zero (e.g., matching West et al. 2017). 

But as mentioned already, the bulk of the relevant evidence points to a central case 

estimate somewhere around 10%, although a reasonable case could be made for slightly 

above or slightly below 10%. 

 

Finally, there are two further issues. There is a great need for additional research to pin 

down several of the factors mentioned above that could either increase or reduce the 

magnitude of the rebound effect. In addition, as discussed above, the NPRM modeling of the 

                                                           
14 See http://www.rff.org/files/document/file/RFF-Rpt-MidtermCAFEComments.pdf for the full comment. 

http://www.rff.org/files/document/file/RFF-Rpt-MidtermCAFEComments.pdf
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rebound effect, using 2016 as a base, is nonstandard and almost certainly is upwardly 

biasing the change in VMT between the augural and proposed standards due to the 

rebound effect. I encourage the Agencies to correct this modeling bias, which should not be 

very difficult and would allow for a more accurate regulatory impact analysis.  
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I would like to comment on the use of my publications in the Notice of Proposed Rulemaking by 
NHTSA and EPA, regarding fuel-efficiency standards of passenger cars and light trucks for Model 
Years 2021-2026, published August 24, 2018. I refer to Section E, subsection 7, "Accounting for 
the rebound effect caused by higher fuel economy," 83 Fed. Reg. 43099-43106 (August 24, 2018). 

1. The proposed rule (p. 43103) cites my papers with Kurt Van Dender and Kent Hymel (2007, 
2010, and 2015) as estimating a rebound effect that was 11% for 1997-2011 in the first study, 13% 
for 2001-04 in the second, and 18% for 2000-2009 in the last. 

A better characteri72tion of the most recent study would be that it finds a long-run rebound effect of 
18% under a simpler model but 4.0 percent or 4.2 percent under two more realistic models that are 
supported by the data. All three of these estimates are contained in the summary table for the most 
recent paper (Hymel and Small 2015), labeled Table 8. That table shows a rebound effect of 
approximately 18% for what we call a "base moder, which is the starting point for the models that 
are the main object of development of the paper; those two models yield estimates of 4.0% and 
4.2%, respectively. 

A minor note: in the proposed rule, the time period "1997-2011" attributed to a calculation done in 
the first study is apparently typographical error: the time period was actually 1997-2001, as reported 
in the study. 

2. The main thrust of all three papers mentioned above is that the rebound effect declines with 
income and increases with fuel price. Under most scenarios the impact of income dominates, and 
therefore we expect the rebound effect to decline significantly between the time period quoted and 
the time at which cars would be sold under any revisions to the fuel-efficiency standards. In fact, I 
projected such future changes in a report to the EPA by the consulting film ICF International, issued 
in 2015: "The Rebound Effect from Fuel Efficiency Standards: Measurement and Projection to 
2035," Report EPA-420-R-15-012, July 2015. In that work, the "base model," which assumes 
symmetry in the response to price rises or declines, leads to a projected long-run rebound effect that 
declines from 17.8% in 2000-2009 to 10.2% in 2025, and declines further to 4.8% in 2035 (Table 
5.1, panel (a)). The "asymmetric model," which allows for possible asymmetry in the response to 
price rises or declines, fmds a long-run rebound effect of 4.2% in 2000-2009, and projects that it 
will decline to 1.0% in 2025 and to even lower values in later years (same table). This model fmds 
that the response to fuel-price rises is greater in magnitude than the response to fuel-price declines; 
but it still assumes a symmetric response to rises or declines in fuel efficiency. 

3. The long-run rebound effect reported in these papers is the change in annual fuel consumption to 
which the actual change would trend over an infinitely long time period, if the car were to last that 



long. (Formally, it is the asymptotic limit as time continues indefinitely, assuming a one-time 
permanent change in fuel efficiency for the vehicle in question). The short-run rebound effect, also 
reported in these papers, refers to the first-year response; it is approximately one-sixth as large. (See 
for example Hymel and Small, 2015, Table 2). The effect that occurs over the actual lifetime of a 
vehicle is somewhere between these two values. 

4. In the EPA report referred to above, I calculated a "dynamic rebound effecr to attempt a better 
approximation of the actual impact on vehicle-miles traveled over the life of a car purchased in any 
given year. It is called "dynamic" because it accounts for the fact that the underlying behavioral 
response is gradually changing (due to changes in income and fuel price), while simultaneously the 
consumer's responsiveness is increasing from its short-run value toward its long-run value. The 
projected dynamic rebound effect is shown in the same table mentioned above (EPA-420-R-15-012, 
Table 5.1, panel (a)). For the "base (symmetric) model, it is 5.3% in year 2025. For the asymmetric 
model, which I think is more likely to be valid, it is 0.2% in year 2025. 

5. The proposed rule (p. 258) notes that none of the three studies mentioned above "is able to detect 
whether the decline in response to rising income levels" is really a declining rebound effect or a 
decline in sensitivity to fuel prices. It is true that our studies, like almost all studies of the rebound 
effect, are unable to separately measure response to fuel efficiency and response to fuel price — 
hence the near-universal assumption that these two responses are equal and opposite. (That is, 
people care about fuel cost, not its two separate determinants.) But this point actually further 
undermines the case for a large rebound effect, because when we attempted to distinguish them, 
what we found was that the effect of fuel price is clearly measured, but that of fuel economy is 
statistically indistinguishable from zero. This is also true of the vast majority of other studies that 
have tried to measure separately these two responses. In other words, if one does not accept the 
underlying assumption that fuel cost is what matters, rather than its separate components, the most 
defensible result empirically is that people do respond to fuel price as expected, but that they do not 
respond to fuel economy at all. Small and Van Dender (2007) make this point explicitly, and point 
out that we are therefore assuming a positive rebound effect when actually we cannot prove that it's 
geater than zero. 

Kenneth A. Small 
Professor Emeritus of Economics 
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Synopsis.  This memorandum addresses how the CAFE Model used to support the Notice of 
Proposed Rulemaking for The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model 
Years 2021–2026 Passenger Cars and Light Trucks1 (hereafter the NPRM) evaluates vehicle 
activity forecasting, including metrics such as new vehicle sales, new vehicle class share (i.e., the 
fraction of sales that are passenger cars versus light trucks), vehicle scrappage rates, fleet 
population estimates, and fleet miles of travel.  Estimates for these metrics are critical to the 
formulation of relative impacts between competing CAFE scenarios; errors in metric estimates 
translate directly into errors in any associated CAFE impact assessment.  The accuracy of all 
society-based assessments and conclusions, including impacts related to energy use, pollutant 
emissions, congestion, noise, fatalities, and non-fatal accidents are dependent on the accuracy of 
the underlying fleet characterization and activity. 
 
Each presented issue involves an area where the model appears to utilize incorrect (or more 
accurately incomplete) activity estimation algorithms, resulting in inaccurate activity forecasts 
and associated impact conclusions.  It is important to recognize that the list of issues that follows 
is not comprehensive; NHTSA and EPA did not release information on activity forecasting 
updates to the CAFE model prior to the start of the NPRM comment period and did not allow a 
public comment period of sufficient length to conduct a detailed assessment of all activity 
algorithms.  As a result, it is virtually certain there are additional issues of greater or lesser 
importance that were not able to be identified in the time available.  Nevertheless, identified 
problems more than sufficiently demonstrate that the CAFE model (at least in its current form) 
has not been sufficiently validated for use as an accurate forecasting tool for the estimation of 
societal impacts.  The model has undergone considerable modification since it was last used to 
support NHTSA’s and EPA’s midterm review of the 2022-2025 CAFE and greenhouse gas 
standards (hereafter the TAR version of the model).2  Although, NHTSA has released a peer 
review report for the model, that review is specific to the TAR version of the model and not to 
the significantly modified version used for the NPRM.3  It should also be noted that although this 
review, in the interest of brevity, discusses issues in the context of their impact on NPRM 
conclusions related to CAFE standards, identified problems apply equally to conclusions related 
to greenhouse gas standards. 
 
The specific identified issues that are discussed in more detail below are: 

• Inappropriate construction of the CAFE model sales forecasting algorithm; 

• Dependence of the proposed standard value proposition on flawed technology benefit and 
cost assumptions; 

• Inappropriate influence responses in the CAFE model class share forecasting algorithm; 

                                                 
1 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks, Notice of Proposed Rulemaking, 83FR42986, Page 42986, August 24, 2018. 

2 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, July 2016. 

3 NHTSA, CAFE Model Peer Review, DOT HS 812 590, July 2018.  Excerpt from Page ii: “In 2017, the Volpe 
Center arranged for a formal peer review of the version of the CAFE model released and documented in 2016.” 
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• Flaws in the CAFE model scrappage algorithm that lead to either inaccurate vehicle 
population forecasts or, when combined with mileage accumulation rate data, inaccurate 
vehicle miles of travel forecasts; and 

• Inappropriate calculation of VMT elasticity impacts. 

While it is not possible to precisely quantify the impacts of each of the identified issues in the 
timeframe available for NPRM comments, issues have been identified that invalidate the NPRM 
CAFE model’s estimates of vehicle sales and the fraction of those sales that are passenger cars 
versus light trucks, the size of the overall fleet, and the magnitude of related travel.  These are 
estimates that directly underlie the subsequent estimation of aggregate vehicle price impacts, 
aggregate fuel savings, aggregate travel and travel-related impacts such as congestion and noise, 
aggregate energy use, aggregate pollutant emissions, and aggregate fatality and non-fatal 
accident estimates.  As a result, all of the NPRM conclusions derived from these estimates are 
also invalid. 
 
The findings of this review demonstrate that the NPRM CAFE model, in its current 
configuration, is flawed and inappropriate for any type of regulatory (or non-regulatory) 
forecasting. 
 
Sales Forecasts.  The CAFE model forecasts sales for all years other than the baseline year 
(2016) based on a recursive statistical function.4  For any given year, the statistical function 
considers a fixed number of base sales, the growth rate of gross domestic product (GDP), labor 
force participation (LFP), sales for the preceding two years, and average vehicle price change in 
the preceding year.  Base sales, GDP, and LFP are independent of CAFE and are, therefore, 
invariant across alternative fuel economy scenarios.  Sales for the preceding two years are 
solutions to the function for previous evaluation years, and vary from a static forecast only to the 
extent average vehicle price change is non-zero in some preceding evaluation year.  Thus, sales 
forecast variability across any two modeling scenarios is dependent on one, and only one, 
parameter – average vehicle price change.  All other function dependencies are either constant 
across modeling scenarios or themselves dependent on average vehicle price change. 
 
Vehicle price change is defined in the CAFE model as the sum of incremental technology costs 
and incremental fines.  Since the price change calculation does not consider any benefits to the 
consumer in return for the changing price, the model’s sales function erroneously considers only 
the gross cost side of an economic decision.  Generally, consumers derive benefits from changes 
leading to increased vehicle prices, including (and most specifically for a fuel economy standard) 
a reduction in fuel purchase costs and other attributes such as vehicle performance gains, vehicle 
safety gains, improved vehicle comfort, and other hedonic features.  It is the net effect of price 
and offsetting benefits that determines a consumer’s willingness to buy, not price effects alone. 
In other words, the consumer evaluation of a purchase involves two elements: (1) what one pays, 

                                                 

4 NHTSA, Draft CAFE Model Documentation, Section S5.4, Pages 76-78, July 2018.  Note that there is an error in 

equation 52 on page 77, where the divisor should be a multiplicative factor.  In other words instead of be divided 
by 1 million, the dividend (of equation 52) should be multiplied by 1 million.  This can be confirmed through 
examination of CAFE model course code module “DynamicFleetShare.cs.” 
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and (2) what one gets for that payment.  No rational decision-making can take place if both 
elements are not considered. 
 
The application of the CAFE model function to any action that increases vehicle price would 
lead to decreased sales.  This would include the addition of comfort or entertainment features to 
a vehicle, increased vehicle performance, etc., etc., etc.  Taken to logical absurdity, sales would 
decline for a $500 price increase even if the vehicle came with $1000 in cash in the glove box.  
Without properly accounting for the value associated with an increased purchase price, sales 
would be forecasted to decline for each and every industry decision to add content to a vehicle.  
This simply does not happen. 
 
Sales can, of course, decline if the value (or perceived value) of a vehicle modification is 
negative, but one cannot simply assume that modification-driven benefits have no value (as is the 
case with the CAFE model sales function).  The NPRM analysis quantifies the consumer value 
of fuel saved.  This is a direct benefit to the consumer.  Even if other benefits (such as enhanced 
performance) are ignored, the cost of fuel saved will offset some or all (depending on the 
particular fuel economy scenario being evaluated) of any vehicle price increase.  By NHTSA’s 
own calculations (as presented in the included appendix), the value of fuel savings outweighs 
associated vehicle price impacts for all nine of the CAFE scenarios evaluated for the NPRM 
(including the augural scenario) relative to the 2016 standards in place when the augural 
standards were established.5,6  This may not be obvious given that the NPRM is seeking to 
replace the augural CAFE standards.  NHTSA’s basis for the proposed replacement is not that 
the augural CAFE standards do not pay for themselves (as they rightly concluded they did when 

                                                 
5 Price impact versus fuel savings data are extracted from NPRM output file “consumer_costs_report.csv.”  Fuel 
savings outweigh price impacts under all discounting assumptions (0, 3, and 7 percent). 

6 While not critical in terms of the directionality of benefits outweighing costs, it should be noted that the value of 
many of the metrics published by NHTSA for the NPRM do not agree with those same metrics in NHTSA’s 
modeling files.  For example, PRIA (NHTSA and EPA, The Safer Affordable Fuel Efficient (SAFE) Vehicles 
Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, July 
2018) Table 1-77 shows the following metrics (among others) for NHTSA’s estimated changes in vehicle price 
and fuel savings for a model year 2030 vehicle if the proposed standards replace the augural standards: 
 

 Light Trucks Passenger Cars All Vehicles 

Per-Vehicle Price Increase -$2,110 -$1,620 -$1,850 

Per-Vehicle Lifetime Fuel Savings 
in Model Year 2030 

3% Discount -$2,100 -$1,120 -$1,470 

7% Discount -$1,700 -$950 -$1,210 

 

The values presented in Table 1-77 are inconsistent with corresponding data extracted from the NPRM CAFE 
model output file, which are: 
 

 Light Trucks Passenger Cars All Vehicles 

Per-Vehicle Price Increase -$2,117 -$1,550 -$1,819 

Per-Vehicle Lifetime Fuel Savings 
in Model Year 2030 

3% Discount -$1,955 -$1,273 -$1,615 

7% Discount -$1,574 -$1,020 -$1,298 

 

It would take considerable effort to replicate the all of the NPRM tables to illustrate the comparative modeling file 
data.  Moreover, given that both values are incorrect due to inherent technology cost and benefit errors, such 
replication would be of little value until such time as those errors are corrected.  Instances where erroneous values 
lead to erroneous conclusions are discussed as appropriate. 
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the standards were adopted), but that the proposed standards are more cost effective – the value 
of lost fuel savings is less than the reduction in vehicle price – relative to a future baseline (i.e., 
the proposed standards).  However, as summarized in Meszler Engineering Service’s companion 
“Technical Memorandum on The NPRM CAFE Model’s Treatment of Technology Benefits and 
Costs” (hereafter the “Technology Memorandum”),7 NHTSA’s CAFE compliance costs 
estimates, especially for the augural scenario, are overestimated so that net benefits are higher 
than those estimated by NHTSA.  Even ignoring that, benefits exceed costs under NHTSA’s own 
analysis and this net benefit must be considered before any sales forecast can be considered 
reasonable.  The CAFE model does not. 
 
While individual consumers will discount the value of future fuel savings differently, it is also 
important to understand that vehicle purchases are generally financed.  As a result, both price 
and fuel savings affects accrue to the consumer over time.  To the extent that fuel savings offset 
increased purchase price, financed purchases can be cash flow positive (relative to an alternative 
purchase decision) from day one so that fuel savings effects are not some uncertain future 
benefit, but rather an immediate return on investment.  As noted in the NPRM, about 85 percent 
of new vehicle purchases are financed.8  Granted, uncertainty in the future price of fuel can 
influence decision-making confidence, but to the extent returns begin immediately upon 
purchase the effects of this uncertainty should be greatly diminished.  The decision between new 
vehicle purchase alternatives must consider both differential costs and differential benefits.  The 
CAFE model sales algorithm considers only differential costs and is, therefore, flawed; as are, by 
extension, any other algorithms that rely on model’s sales forecasts. 
 
In general, for any of the fuel economy scenarios evaluated in the NPRM, sales will increase 
relative to a “no CAFE” baseline as the value of fuel savings substantially exceeds the cost of 
compliance.  The cost-benefit propositions for individual scenarios are sufficiently close such 
that any sales effects will be minor and substantially dependent on specific modeling 
assumptions such as the consumer discount rate.  For example, even if one accepts NHTSA’s 
modeling assumptions as given in the NPRM, the value of fuel savings lost in moving from the 
augural standard to the proposed standard is greater than associated compliance cost reduction at 
an assumed discount rate of zero (i.e., no discounting of fuel savings).9  Any errors that result in 
overestimated augural standard compliance costs will increase the discount rate for which 
NHTSA’s conclusion that “cost reductions outweigh lost fuel savings” is no longer true.  For 
example, the Technology Memorandum showed compliance cost premium reductions for the 
augural standard ranging from $350-$600 per vehicle for only a subset of identified errors.  
Errors at the lower end of this range would ensure that the loss in fuel savings under the 
proposed standard would exceed reduced compliance costs under the NPRM’s 3 percent discount 
rate assumption, while errors at the high end of the range would do the same for the NPRM’s 7 
percent discount rate assumption.  In other words, NHTSA’s entire value proposition for 

                                                 
7 Meszler Engineering Services, Technical Memorandum on The NPRM CAFE Model’s Treatment of Technology 
Benefits and Costs, October 2018. 

8 NHTSA and EPA, The Safer Affordable Fuel Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Section 8.7.2, Page 958, July 2018 

9 Impact data are extracted from NPRM output file “consumer_costs_report.csv.” 
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replacing the augural standards with the proposed standards hinges entirely on assumed 
technology costs and benefits that have been shown to be in error (see the included appendix for 
an example of this sensitivity).  Until such time as valid compliance cost estimates are derived, 
no definitive conclusions can be made with regard to the relative impacts of the augural and 
proposed standards, including all conclusions regarding social metrics such as fatality impacts 
(as these are directly dependent on vehicle activity forecasts). 
 
Class Shares.  The CAFE model forecasts the passenger car and light truck fraction of annual 
sales for all years other than the baseline year (2016) based on a recursive statistical function.10  
These respective class fractions are important elements of an accurate impact forecast since 
technology benefits and costs as well as various parameters underlying estimated socioeconomic 
impacts (e.g., total travel, fatalities, etc.) vary between passenger cars and light trucks.  For 
example, the NPRM average per-vehicle compliance cost in 2032 under the augural standards is 
estimated to be $2,784 for a light truck versus $2,216 for a passenger car.11,12  Thus, 
overestimating the light truck sales fraction results in an overestimation of net costs, and equally 
importantly an overestimation of the cost differentials between the augural and proposed 
standards (as the more lenient proposed standard show a much lower differential between 
passenger car ($706) and light truck ($717) compliance costs).  In general, the NPRM modeling 
forecasts a declining passenger car sales fraction (and a correspondingly increasing light truck 
sales fraction) as fuel economy standards become more stringent.  Thus, the forecast for the 
augural standards is based on a higher fraction of light truck sales than the forecast for the 
proposed standards.  Relative to the proposed standards, the light truck sales fractions for the 
augural standards are about 0.8 percentage points higher in 2025, increasing to about 2.5 
percentage points higher in 2032.13 
 
For any given year, the statistical function that underlies the CAFE model class share estimates 
considers annual changes in fuel price, vehicle fuel economy, vehicle horsepower, and vehicle 
curb weight and is also recursively sensitive to class shares for the preceding year.  The 
magnitude of influence for each parameter varies between passenger cars and light trucks.  The 
direction of influence also varies for some of the parameters.  The propriety of such variation is 
examined in the discussion that follows. 
 

                                                 
10 NHTSA, Draft CAFE Model Documentation, Section S5.4, Pages 78-80, July 2018. 

11 All compliance cost data are extracted from NPRM output file “compliance_report.csv.” 

12 All cost data are based on execution of the CAFE model in its “unconstrained CAFE compliance” state as 
opposed to its “standards setting” state.  Technology costs and benefits are identical in the two states, but overall 
CAFE program compliance costs vary as the CAFE model does not allow banked credits (after 2020), new 
battery electric, or new fuel cell vehicles to be used for compliance purposes in its “standard setting” state.  
Generally, however, the difference in compliance costs between the two states is modest.  “Unconstrained CAFE 
compliance” costs are used for all data presented herein as these are the model’s best estimate of the costs that 
both automakers and consumers are expected to face upon the imposition of CAFE standards.  “Standard setting” 
costs are constrained regulatory costs that reflect a legislatively imposed “non-reality.”  While the latter are 
required as part of the process to establish standards, the former indicate the impacts that will accrue in the “real 
world” and better reflect the relative cost effectiveness of alternative CAFE standards. 

13 Sales fraction data are extracted from NPRM output file “compliance_report.csv.” 
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The fuel price parameter has a directionally opposite influence on passenger car and light truck 
sales fractions.  As fuel prices increase, the passenger car sales fraction increases and the light 
truck sales fraction decreases.  This is generally consistent with expectations as consumer 
interest in refueling costs will increase with fuel price and encourage the sale of vehicles with 
higher fuel economy; thus promoting increased passenger car sales. 
 
The horsepower parameter also has a directionally opposite influence on passenger car and light 
truck sales fractions.  As vehicle horsepower increases, passenger car sales fractions decline and 
light truck sales fraction increase.  Unlike fuel prices, which are identical for passenger cars and 
light trucks, horsepower changes can vary in both direction and magnitude independently across 
the two classes.  The CAFE model sales fraction function is defined so that light trucks are much 
more sensitive to horsepower than passenger cars.  The directional difference in influence is not 
expected and merits justification (which is not included in the NPRM).14  There is no obvious 
reason why passenger car consumers would be averse to increasing horsepower.  Fortunately, 
changes in horsepower are negligible across NPRM fuel economy scenarios so that the effect of 
this error is minor, but this anomaly nonetheless points to underlying issues with development of 
the class share statistical function. 
 
The curb weight parameter has a directionally consistent influence on passenger car and light 
truck sales fractions.  As curb weight decreases, passenger car sales and light truck sales 
fractions both increase.15  Like horsepower, curb weight changes can vary in both direction and 

                                                 
14 Note that class share is not a primary metric; but rather a secondary metric dependent on changes in vehicle 

class-specific sales.  Ideally, a class share algorithm would forecast class-specific changes in sales and adjust 
class share fractions accordingly.  The CAFE model instead relies on a statistical representation of the secondary 
metric, and this can lead to false relationships such as the inverse directionality of the horsepower effect.  Unlike 
parameters such as fuel cost, which inherently trade consumers in one class for those in another due to the fact 
that fuel price is constant across classes, horsepower can vary independently by class.  If one considers sales for 
each class individually, it is easy to see that horsepower should be a positive attribute.  There is no reason that 
passenger car consumers would be averse to more horsepower (as evidenced by a half century of increasing 
horsepower statistics).  One could construct an argument (hypothetically for discussion purposes only here) that 
light truck owners might value changes in horsepower to a greater degree, and that this would result in a greater 
statistical influence coefficient that, if sufficiently powerful, could pull consumers away from passenger cars and 
toward light trucks; but this shift has to result solely from a differential magnitude in response, not a directional 
difference in response.  The alternative leads to absurdity.  Take, for example, a situation where passenger car 
horsepower increases while light truck horsepower does not change.  If the passenger car response to horsepower 
is negative, passenger cars will lose market share even though passenger car horsepower attributes have become 
more favorable relative to light trucks.  There should always be a set of horsepower changes that result in no 
change in class share (as the changes in one class offset those of the other), and for an attribute such as 
horsepower that is appealing to consumers in both vehicles classes (albeit to possibly greater or lesser degrees), 
this demands directionally consistent statistical coefficients.  Magnitude can vary, direction cannot. 

15 This may seem inappropriate since the passenger car and light truck sales fractions must total 100 percent of 
sales.  As the share of one increases, the share of the other must decrease by a corresponding amount.  However, 
what the CAFE model is really forecasting is demand for the two vehicle classes and demand for both can 
increase independently.  It is the net difference in the demand functions that will determine resulting class shares.  
The CAFE model statistical function accounts for this by estimating changes to the passenger car and light truck 
sales fractions independently and normalizing the results (to sum to unity).  If one class share increases (or 
decreases) disproportionately relative to the other, that class will gain (or lose) net market share in the 
normalization process.  Net market share can change even when both vehicle classes undergo proportionately 
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magnitude independently across the two classes.  Also as with horsepower, the CAFE model 
sales fraction function is defined so that light trucks are much more sensitive to horsepower than 
passenger cars.  For curb weight, this sensitivity bias is such that any change in light truck 
weight will overwhelm a proportionately similar passenger car weight change.  Light truck class 
share is very sensitive to weight change and is the biggest contributor to the NPRM estimates of 
increasing light truck class share.  This merits justification (which is not included in the NPRM).  
The rationale for consumers switching from passenger cars to light trucks due to reductions in 
curb weight is not clear.  Under the NPRM augural scenario, passenger car and light truck curb 
weight decrease by 6.4 and 7.5 percent respectively.16  This proportionately similar decrease 
nevertheless drives a significant shift toward light trucks, far outweighing the influence of all 

other vehicle-specific class share influences (as defined in the NPRM CAFE model).  The only 
factor that buffers this change is an assumption of increasing gasoline price over time, which 
offsets what would otherwise be a runaway light truck class share.  The impropriety of this 
influence can perhaps be more easily understood if one considers the class share function’s 
response to a proportionately equivalent increase in weight across vehicle classes.  Under such a 
scenario, light truck class share would decline dramatically, even though it is not clear why 
consumers would value weight increases in the passenger car sector more than they would in the 
light truck sector. 
 
The fuel economy parameter has a directionally opposite influence on passenger car and light 
truck sales fractions.  As vehicle fuel economy increases, passenger car sales fractions decline 
and light truck sales fraction increase.  While it is possible to rationalize such a response since 
refueling costs would decline, thereby reducing the influence of consumer fuel economy 
considerations, rationality is only possible if one considers the net effect of proportionately 
equivalent fuel economy changes.  If only passenger car fuel economy increases, light trucks still 
gain market share.  If only passenger car fuel economy decreases, passenger cars gain market 
share.  Obviously these do not represent reasonable market responses. 
 
The apparent deficiencies in the class share function render it unusable as a reliable forecasting 
tool.  While many of the deficiencies are directionally opposite and thereby masked when all of 
the influence parameters are changing simultaneously, such masking does not alter the 
fundamental conclusion that the statistics underlying the class share function are suspect.  
Without a detailed exposition on the derivation of the form of the class share function, its 
statistics, and the rationale behind their propriety it is simply not possible to treat the class share 
estimates as accurate responses to the changes resulting from any fuel economy scenario.  
NHTSA must demonstrate the propriety of the class share function before relying on its 
estimates.  Simply extracting the function from another source without validation is not 
sufficient.17 

                                                                                                                                                             
similar changes to a directionally consistent parameter of influence.  This occurs when the statistical model 
coefficients for the parameter vary across between the two classes (in other words the parameter is more or less 
important to demand in one class than it is in the other). 

16 Curb weight change data are extracted from NPRM output file “compliance_report.csv.” 

17 The NPRM states that the so-called dynamic fleet share model was taken from Energy Information 
Administration’s National Energy Modeling System (NHTSA and EPA, The Safer Affordable Fuel Efficient 
(SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks, Notice of Proposed 
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Scrappage Forecasts.  The CAFE model estimates the total light duty vehicle population by 
combining sales forecasts with a scrappage algorithm that estimates the fraction of vehicles that 
remain in use during each year throughout a maximum 40 year lifetime.  In theory, it is 
reasonable and appropriate to develop a mechanism for estimating future vehicle populations, 
and the NPRM documents appropriately present considerable discussion on the topic and the 
derivation of the utilized algorithm.18  But the forecasts that arise from the algorithm 
implemented in the CAFE model are entirely implausible and indicate either: (1) flaws in the 
specific scrappage assumptions employed in the CAFE model that result in unreliable vehicle 
population estimates, or (2) inaccurate associated estimates of total vehicle miles of travel.  It is 
important to recognize that while model-forecasted impacts generally derive from differences 
between analysis scenarios, these differences are not independent of errors that proportionately 
affect any two estimates under comparison (in other words, proportionately consistent errors in 
two alternatives being compared do not cancel each other out, but instead change the differential 
between the two alternatives by a proportional magnitude). 
 
The TAR version of the CAFE model relied on a static scrappage algorithm (i.e., one that did not 
vary with other model forecasts).19  For the NPRM, the static scrappage algorithm is replaced 
with a revised algorithm that is sensitive to a number of economic parameters (including vehicle 
price, fuel price, vehicle fuel economy, and the growth rate in GDP).20  Like the other model 
algorithms discussed in this memorandum, the scrappage algorithm is also recursive in that it is 
sensitive to previously estimated scrappage rates.  However, unlike the other algorithms, the 
scrappage algorithm is substantially more complex, with 33 sets of independent parameters 
(many of which are lagged versions of a single fundamental parameter), making the isolation of 
sensitivity to individual parameters somewhat complex.  However, there are a number of metrics 
that illustrate problems inherent in the algorithm as currently employed. 
 
Figure 1 depicts several metrics of interest.  The blue and violet curves in the figure depict CAFE 
model vehicle population estimates for the augural and proposed standards respectively.21  It is 
the differential between these two sets of population estimates that drives virtually all of the 
claimed social benefits of implementing the proposed standards (i.e., a lower population leads to 
lower travel which leads to fewer fatalities, etc.).  In order for the relative benefits estimated for  

                                                                                                                                                             
Rulemaking, 83FR42986, Page 43076, August 24, 2018).  The NPRM or supporting documents present no 
evidence that the algorithm has been validated with regard to CAFE model forecasts. 

18 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Sections 8.10.4 through 8.10.12, 
Pages 1003-1065, July 2018. 

19 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, July 2016. 

20 NHTSA and EPA, The Safer Affordable Fuel Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Section 8.10.7.7, Pages 1016-1017, 
July 2018. 

21 Fleet population data for the augural and proposed standards are extracted from NPRM output file 
“annual_societal_effects_summary_report.csv.” 
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Figure 1. CAFE Model Fleet Population Estimates and Comparative Data 

 
 
 
 
these two standards to be accurate, the fleet population estimates underlying each must 
themselves be accurate (as mentioned above, even errors that are proportionately equivalent 
across alternatives will affect the difference between those alternatives by the same degree of 
proportionality).  Are the forecasted fleet populations for the augural and proposed standards, as 
well as the associated differential, accurate?  There are reasons to suspect not, and they are 
discussed in the paragraphs that follow.22 
 
But first, it is important to recognize that the larger fleet predicted for the augural standards (as 
depicted in Figure 1) is occurring at the same time the CAFE model is forecasting a reduction in 
sales (due to increased vehicle prices) for those same standards.  The larger fleet results entirely 
from estimated reductions in the rate of scrappage of old vehicles.  This relationship might make 
theoretical sense if sales declined commensurate with the increase in vehicle retention, but they 
do not.  Retained vehicles far outpace estimated sales reductions.  For example, the NPRM 
forecasts that the cumulative reduction in vehicle sales between 2022 and 2032 will be less than 
1.2 million vehicles for the augural standards relative to the proposed standard.23  Yet the 

                                                 
22 It is important to recognize that it is never possible to critique activity forecasts with 100 percent certainty as they 

reflect, by definition, behavior that has yet to happen.  At best, one can infer the likelihood of accuracy given 
historic trends and the logical implications of the forecasts in question. 

23 Sales data are extracted from NPRM output file “compliance_report.csv.” 
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difference in the fleet population in 2032 for these same standards is over 6 million vehicles.24  
People are holding on to their vehicles far longer, yet still buying new vehicles at rates that are 
only marginally different across NPRM scenarios (sales variability is generally within ±1 
percent).25  This behavior points to specific statistics that provide insight into the accuracy of the 
model predictions, as addressed in the remainder of this discussion. 
 
It is initially informative to compare the CAFE model vehicle population forecasts to those of 
similar models.  As shown in Figure 1, the static scrappage algorithms encoded in the TAR 
(2016) version of the CAFE model predicted much lower fleet population growth compared to 
the NPRM CAFE model version, with 2032 vehicle populations being on the order of 20 percent 
lower in the TAR than in the NPRM.26  Even if the TAR data is adjusted for the 2016 population 
offset observable in Figure 1, the 2032 population differential is still over 15 percent (or equal to 
about 50 million vehicles).  Figure 1 also shows comparative data from the Energy Information 
Administration’s Annual Energy Outlook 2018 forecast, which uses the same NEMS (National 
Energy Modeling System) model that NHTSA cites as their source for the vehicle sales 
algorithm discussed earlier in this memorandum.27  The NEMS model starts with a higher 2016 
sales estimate, but forecasts much lower population growth so that 2032 NEMS estimates are 16 
percent lower than CAFE model augural standard estimates. 
 
Forecasted census data for (people) population growth over the same period can place forecasted 
growth in the various vehicle population estimates in context.28  Census population is important 
as vehicles do not (yet) drive themselves and, therefore, require a driver.  Figure 1 shows census 
population estimates for all adults aged 16 and over and all adults aged 16-70.  Adults aged 16 
and over are used as a surrogate for the population of all licensed drivers, with the 16-70 cohort 
representing that age group posited to comprise the dominant driving population.  For new fleet 
vehicles to accumulate mileage at historic rates, a driver must be available for an equivalent 
amount of driving time. 
 
  

                                                 
24 Fleet population data are extracted from NPRM output file “annual_societal_effects_summary_report.csv.” 

25 On a class-specific basis, passenger car sales declines and light truck sales increases are much larger in 
percentage terms (on the order of 6-7 percent) due to the influences of the class share forecasting algorithm 
discussed earlier in this memorandum. 

26 Data extracted from TAR CAFE model output file “annual_societal_effects_report.csv.” 

27 Energy Information Administration, Annual Energy Outlook 2018 with projections to 2050, #AEO2018, 
February 6, 2018.  Data files are at https://www.eia.gov/outlooks/aeo/tables_ref.php; link entitled “Transportation 
demand sector data tables (tables 36-54),” which opens file “sup_tran.xlsx.”  Vehicle population data are taken 
from Table 40. 

28 Census population estimates are from United States Census Bureau, 2017 National Population Projections, 
Datasets.  Located at https://www.census.gov/data/datasets/2017/demo/popproj/2017-popproj.html; links entitled 
“File layout   [<1.0 MB]” and “Table 1. Projected Population by Single Year of Age, Sex, Race, and Hispanic 
Origin for the United States: 2016 to 2060   [<1.0 MB]” under the heading “Projected Population by Single Year 
of Age, Sex, Race, and Hispanic Origin for the United States: 2016 to 2060.”  Data are found in file 
“np2017_d1.csv,” which is accessed from the “Table 1” link. 
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Figure 2 shows the year-over-year growth rates for the NPRM and NEMS vehicle forecasts, 
alongside those of the two census population forecasts.  The NEMS forecast generally tracks 
census population growth, while CAFE model forecasts grow at substantially higher rates.  As 
shown in Figure 3, vehicle population growth exceeds census population growth by ratios 
ranging from 2 to 10 times for CAFE model forecasts (as compared to a range of 0.5 to 3 times 
census population growth for the NEMS vehicle population forecasts).  While precise agreement 
is not expected given the uncertainty inherent in the ability of the census data to represent the 
population of licensed drivers, it is easy to see that the NEMS forecast data are far more 
consistent with the estimated driving population than are the CAFE model data. 
 
Figure 4 graphically illustrates the inconsistency between the CAFE model vehicle population 
forecasts and the (people) population available to drive those vehicles.  NEMS vehicle forecasts 
show vehicle-to-driver ratios of between 0.9 and 1.1 over the entire forecast period (with ratio 
variability dependent on whether all people aged 16 and over or only people from ages 16 
through 70 are used as surrogates for the population of available drivers).  In contrast, the CAFE 
model estimates imply progressively increasing ratios throughout the forecast period, rising, by 
2032, to about 1.1 relative to all people aged 16 and over and to 1.3 relative to all people ages 16 
through 70. 
 
While there is theoretically nothing stopping the ratio of vehicles to drivers from exceeding unity 
(one person can own multiple vehicles), practical limitations do result.  Since it is not possible 
for a driver to operate two vehicles simultaneously, travel per vehicle has to decline as the ratio 
moves further from unity.  There is nothing in the CAFE model that accounts for such 
limitations.  Historical data indicate that the ratio of vehicles per driver has indeed increased over 
the last half of the last century, but the rate of increase has declined by 70-80 percent since the 
turn of the century.29  Regression analysis of these historic data indicate that the 2032 
vehicle-to-driver ratio should be about 2 percent greater than the 2016 ratio if data from 
2000-2016 are evaluated, or at most 6 percent greater than the 2016 ratio if the longer term 
(1970-2016) trend is extrapolated.  This compares to the 28-31 percent increase forecasted by the 
CAFE model using the age 16-70 population surrogate, and the 19-21 percent increase forecasted 
using the age 16 and older population surrogate; implying that the 2032 vehicle population is 
overestimated by 15-20 percent (50-70 million vehicles) by the CAFE model.  This is quite 
consistent with the overage implied by the NEMS model (15 percent, or 50 million vehicles), as 
described above. 
 
Since vehicle population is determined in the CAFE model by sales and scrappage forecasts, an 
overage in estimated vehicle population implies an error in either the model’s sales or scrappage 
algorithms (or both).  Figure 5 shows the forecasted sales (and vehicle price) estimates of the  
  

                                                 
29 Calculations based on Federal Highway Administration data accessed via the “Interactive Highway Data 

Explorer” at https://www.fhwa.dot.gov/policyinformation/index.cfm.  The Explorer link redirects to a Google 
driven graphical interface at https://www.google.com/publicdata/explore?ds=gb66jodhlsaab_, where time series 
(1970 through 2016) driver and vehicle (All Vehicles) statistics are available for evaluation. 
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Figure 2. CAFE Model Fleet Population Growth Rates and Comparative Data 

 
 
 
 

Figure 3. CAFE Model Fleet Growth Rate Ratios and Comparative Data 
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Figure 4. CAFE Model Vehicle Population to Driver Population Estimates and 

Comparative Data 

 
 
 
 

Figure 5. CAFE Model Sales and Vehicle Price Estimates 

 
Note:  The gray dotted lines depict historic sales and price trends.  
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NPRM CAFE model.30  To provide context, the figure also includes historic sales and vehicle 
price data, as well as a comparative sales forecast from NEMS.31,32  The historic sales data 
illustrate the general sales trend for light vehicles; revealing a general consistency with CAFE 
model sales data while highlighting the relatively modest sales growth forecasted after 2020.  
Thus, it is not increases in forecasted sales that are driving the CAFE model’s forecasted fleet 
population growth; meaning it must be the model’s scrappage algorithm that is the primary factor 
driving the growth in fleet size. 
 
Note also that the historic sales and vehicle price data included in Figure 5 hint at trends that run 
counter to assumptions made in the CAFE model.  First, although there have been substantial 
fluctuations in vehicle sales during each of the 1980, 1990, and 2008-era recessions, sales have 
generally increased despite increases in vehicle price; indicating that consumers do find value in 
the benefits obtained in the higher purchase expenditures.  Second, vehicle price appears to be a 
lagging indicator, with modest price reductions tracking each recession-driven sales reduction. 
 
If the CAFE model scrappage algorithm is indeed causing growth in the forecasted vehicle 
population that cannot be ascribed to increases in the population of available drivers, the effects 
should be observable in the model’s output data.  Figures 1 through 4, as discussed above, 
graphically demonstrate that the model’s forecasted fleet population growth is dramatically 
higher than growth in available drivers.  The implications can be observed in the model’s sales 
forecasts versus the annual change in the model’s forecasted fleet vehicle population, as depicted 
in Figure 6.33  Annual sales must support both the replacement of any scrapped vehicles and any 
year-over-year expansion in the vehicle fleet.  Figure 7 shows the effective vehicle replacement 
rate for the CAFE model (based on the data presented in Figure 6).  Between 2017 and 2026 (the 
period over which CAFE standards change), only 65-70 percent of vehicle sales go toward 
replacing scrapped vehicles.  The remaining 30-35 percent of sales are devoted to expanding the 
vehicle fleet. 
 
Since it is clear that there are not enough new drivers to demand this level of vehicle sales given 
forecasted scrappage rates, the only possible rationalization is that existing drivers are both  
  

                                                 
30 CAFE model sales data are extracted from NPRM output file “compliance_report.csv.”  CAFE model vehicle 

price data are extracted from NPRM output file “compliance_report.csv” (based on data in field Reg-Cost treated 
as price increases relative to a 2015 pre-forecast price of $33,883 as per CAFE model source code module 
“DynamicScrappage.cs”). 

31 Historic vehicle sales and price data are extracted from NPRM input file “2018_NPRM_parameters_ref.xlsx” 
(sheet “Scrappage Model Values”). 

32 NEMS sales data are from Energy Information Administration, Annual Energy Outlook 2018 with projections to 
2050, #AEO2018, February 6, 2018.  Data files are at https://www.eia.gov/outlooks/aeo/tables_ref.php; link 
entitled “Transportation demand sector data tables (tables 36-54),” which opens file “sup_tran.xlsx.”  Vehicle 
sales data are taken from Table 39. 

33 Sales data are extracted from NPRM output file “compliance_report.csv.”  Fleet population data are extracted 
from NPRM output file “annual_societal_effects_summary_report.csv.” 
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Figure 6. CAFE Model Annual Sales and Fleet Population Growth 

 
 
 
 

Figure 7. CAFE Model Annual Vehicle Replacement Fractions 
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holding onto their existing vehicles longer and still demanding new vehicles at historic rates.34  
Of course, this would imply that: (1) two vehicles share a driver and thus serve the purpose of 
one vehicle from a mileage accumulation standpoint, so that total vehicle miles of travel should 
not increase as if both vehicles operated independently, and (2) existing drivers are not really 
being discouraged by the forecasted increases in vehicle price, but are instead purchasing 
vehicles at essentially the same rates as historical trends even though they already own a vehicle 
that is still operational.  The bottom line is that either (1) the CAFE model scrappage algorithm is 
inaccurate (and underpredicts scrappage rates) or (2) NHTSA must adjust per-vehicle VMT rates 
over time to account for the fact that not all vehicles can be driven at current mileage 
accumulation rates in the absence of sufficient drivers to support those rates.  Each renders 
current model forecasts inaccurate by the same degree (i.e., whether fleet population or 
per-vehicle travel is adjusted, the net effect on overall travel is the same). 
 
Figures 8, 9, and 10 illustrate the scrappage algorithms employed in the NPRM CAFE model 
relative to those of the TAR.35  Note that the current algorithms are dynamic in that they vary 
(slightly) from year to year in accordance with estimated modeling parameters, but the general 
trend in these algorithms toward longer vehicle retention is obvious.  Generally, the survival 
curves for all three vehicle types indicate only 10-15 percent scrappage after 10 years of 
ownership (this includes scrappage from all causes, including accidents) as compared to 20-25 
percent for the TAR curves.  These early years of ownership are important as mileage 
accumulation drops dramatically after age ten. 
 
It is noteworthy that NHTSA did validate the CAFE model scrappage algorithm by using it to 
forecast fleet population between 2005 and 2015.36,37  The resulting estimates reasonably 
matched the observed fleet population throughout the period, but the vehicle-related parameters 
of influence were comparatively constant throughout this short period.  Under these conditions,  

                                                 
34 It need not be the same driver making the decision to both retain and buy, but somewhere in the chain of new and 

used vehicle sales, there has to be a driver that is accumulating multiple vehicles and who would not otherwise be 
doing so. 

35 TAR curves are taken from the TAR CAFE model input file “parameters_2016-05-12.xlsx” (sheet “Vehicle Age 
Data”).  The static vehicle survival rate data included in the NPRM CAFE are identical to the TAR survival rate 
data as coded in NPRM model input file “2018_NPRM_parameters_ref.xlsx” (sheet “Vehicle Age Data”).  The 
depicted NPRM dynamic survival curves are calculated using the methodology encoded in CAFE model source 
code module “DynamicScrappage.cs” and data from several NPRM input and output files.  Scrappage algorithm 
coefficients are from input file “2018_NPRM_parameters_ref.xlsx” (sheet “Scrappage Model Values”).  Fuel 
prices are from input file “2018_NPRM_parameters_ref.xlsx” (sheet “Fuel Prices”).  GDP data are from input file 
“2018_NPRM_parameters_ref.xlsx” (sheet “Economic Values”).  Fuel economy and regulatory cost data are 
from NPRM output file “compliance_report.csv.” 

36 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Pages 1060-1061, July 2018. 

37 This review does not attempt to critique the NHTSA validation exercise as its results are not fundamentally 
germane.  Whether valid or invalid for the 2005 through 2015 period, the scrappage algorithm predicts post-2015 
fleet changes that are substantially divergent from those for 2005-2015.  While this suggests flaws in the 
validation exercise (such as forecasting for a period for which data was included in algorithm development), the 
more important sign of post-2015 forecast (in)validity is the forecasts themselves.  While a poor validation 
exercise would impugn the forecasts, the same is accomplished by examining the forecasts directly. 
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Figure 8. CAFE Model Scrappage Algorithm for Passenger Cars 

 
 
 
 

Figure 9. CAFE Model Scrappage Algorithm for Vans and SUVs 
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Figure 10. CAFE Model Scrappage Algorithm for Light Trucks 

 
 
 
 
the sales and scrappage algorithms of the model (apparently) predicted only a 6 million vehicle 
increase in the fleet population during the 11 year forecast, whereas those same algorithms 
predict a 79 million (proposed standards) to 85 million (augural standards) vehicle increase 
during the 17 year NPRM forecasting period from 2016 to 2032.38  For the NPRM forecasts, 
scrappage impacts result in an average fleet population increase of 4.6 to 5 million vehicles per 
year as compared to the 0.5 million vehicles per year in NHTSA’s validation forecast.  The 
model forecasts fleet population growth of 77 million vehicles (4.5 million vehicles per year on 
average) even under the “1 mpg” analysis scenario that NHTSA uses as their “no technology” 
scenario.  It is especially notable that the model forecasts the same level of growth as forecasted 
over the 11 year validation period (6 million vehicles) in the first year of the NPRM forecast (i.e., 
between 2017 and 2016).  Over the 11 year period from 2016 through 2026, the model forecasts 
fleet growth of 52-58 million vehicles (depending on the NPRM modeling scenario); growth that 
9-10 times that of the 11 year validation period.  Clearly something is making the model predict 
fleet growth in the forward-looking runs that was not significantly affecting forecasts during 
NHTSA’s validation exercise.  Without an adequate explanation, NHTSA’s validation exercise 
is moot. 
 
Interestingly, NHTSA acknowledges that their 2016 to 2050 forecast increases fleet population 
by nearly 50 percent, or by 112 million vehicles (3.2 million vehicles per year on average as 

                                                 
38 All fleet population data are extracted from NPRM output file “annual_societal_effects_summary_report.csv.” 
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compared to their 0.5 million per year validation exercise).39  NPRM forecasts actually range 
from 117 to 123 million over the period,40 but NHTSA’s acknowledgement is at least reasonably 
close.  They justify this increase by comparing the 35 year forecasted change to a similar 60 
percent growth observed between 1980 and 2005.  However, what NHTSA fails to acknowledge 
is that 65-70 percent of the forecasted growth between 2016 and 2050 occurs during the first half 
of the period and that growth moderates (although still remaining significant) after 2032.  
Moreover, NHTSA fails to acknowledge that there were several influences during that historical 
period that are not in play during the NPRM forecast years.  For example, the fraction of women 
in the labor force rose by 10 percentage points (from 50 percent to 60 percent participation) 
during the 1980-2005 period, and that trend has now flattened and even declined (down to 57 
percent participation) in recent years.41  In addition, annual average growth in the number of 
licensed drivers has dropped by 30 percent for the 2005-2016 period relative to the 1980-2005 
period.42  These two indicators alone suggest that any comparison of future fleet growth to that 
observed between 1980 and 2005 is flawed without significant statistical controls.  While not 
researched in this memorandum, there may be additional factors that could act to further 
distinguish historic and future comparisons.  For example, increases in online commerce, 
increases in car share programs, and reduced economic opportunity could influence future 
vehicle ownership rates.  These and other factors should be considered before equating historic 
and future fleet population changes. 
 
Finally, while it is not within the scope of this memorandum to investigate the formulation of the 
scrappage algorithm in detail, a couple of first order responses are informative.  First, while the 
scrappage algorithm includes both vehicle price and operational cost parameters, it is much more 
sensitive to price than to the cost of operation.  It is difficult to rationalize why scrappage 
decisions would be affected if increases in new vehicle purchase price are fully offset by the cost 
of saved fuel, yet that is what the algorithm predicts.  Second, an increase in fuel price for a 
given level of fuel economy results in longer vehicle retention even though operational costs per 
mile increase.  While it is not possible to rationalize this response without significant additional 
research, it is indicative of the fact that the algorithm response functions may not be properly 
defined.  While NHTSA has expended considerable effort to formulate and incorporate the 
scrappage algorithm, apparent algorithm inconsistencies combined with inordinately high fleet 
population forecasts result in substantial uncertainty in the fleet population differentials derived 
for the augural and proposed standards. 
 

                                                 
39 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 

Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Page 1059, July 2018. 

40 Fleet population data are extracted from NPRM output file “annual_societal_effects_summary_report.csv.” 

41 Department of Labor, Labor force participation rate by sex, race and Hispanic ethnicity, 1948-2016 annual 
averages.  Data at https://www.dol.gov/wb/stats/NEWSTATS/facts/women_lf.htm#one. 

42 Calculations based on Federal Highway Administration data accessed via the “Interactive Highway Data 
Explorer” at https://www.fhwa.dot.gov/policyinformation/index.cfm.  The Explorer link redirects to a Google 
driven graphical interface at https://www.google.com/publicdata/explore?ds=gb66jodhlsaab_, where time series 
(1970 through 2016) driver statistics are available for evaluation 
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Any price impact on scrappage should be based on the net effect of vehicle price and fuel 
savings.  Once NHTSA has corrected errors associated with fuel economy technology impacts 
and costs as described in the companion Technology Memorandum, the incremental fuel savings 
associated with the augural standards (as compared to the proposed standards) will more than 
offset associated incremental vehicle costs.  NHTSA states that, “Raising vehicle prices too far, 
too fast, such as through very stringent fuel economy and CO2 emissions standards (especially 
considering that, on a fleetwide basis, new vehicle sales and turnover do not appear strongly 

responsive to fuel economy), [emphasis added] has effects beyond simply a slowdown in 
sales.”43  While the italicized core of this assertion is true, NHTSA reaches a diametrically 
inconsistent (and incorrect) conclusion.  Somehow they assume that if sales and turnover are not 
responsive to changing fuel economy, those same sales and turnover rates will decline as fuel 
economy increases.  The flaw in this (il)logic is the incorrect assumption that vehicle price is an 
independent influence.  Sales and turnover appear to be insensitive precisely because prices do 
not get raised “too far, too fast.”  All CAFE-driven price increases come with a payoff in terms 
of average vehicle fuel savings, so that the net effect on a fleetwide basis is minor in magnitude 
and positive (decreasing net costs) in direction; any impacts on sales and scrappage are expected 
to be minor.  This is a positive attribute of CAFE, not something to be misconstrued as negative.  
As stated in the NPRM, “Consumers tend to avoid purchasing things that they neither want or 
[sic] need.”44  All too true.  Yet consumers prove year after year that they do value the fuel 
economy improvements required by CAFE standards.  Fleetwide fuel economy increased by 84 
percent between 1977 and 2015, a period during which vehicle sales increased by 39 percent 
(despite vehicle price increasing by 40 percent in inflation adjusted real dollars).45  Consumers 
did not “avoid” vehicles due to CAFE, but instead proved exactly the opposite of NHTSA’s 
assertion. 
 
Moreover, CAFE-driven fuel economy increases that affect all vehicles should not be equated to 
the choice that individual consumers have between vehicle models of differing fuel economy.  
Price and fuel economy distinctions will still exist between vehicles under any given CAFE 
scenario and individual consumers will still have differential responses to these distinctions, but 
this decision-making is independent of the marketwide response to a CAFE change.  CAFE 
standards move the fleet as a whole from one fuel economy plateau upon which model-specific 
evaluation takes place to another.  The same individual consumer preferences will still exist, but 
the overall fuel economy of the fleet will have moved to a higher level. 
 

                                                 
43 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 

Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Page 99, July 2018. 

44 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Page 99, July 2018. 

45 Fuel economy, sales, and price data are extracted from NPRM input file “2018_NPRM_parameters_ref.xlsx” 
(sheet “Scrappage Model Values”).  Changes in fuel economy, sales, and price are calculated as the point 
differences between observed data for 2015 and observed data for 1977.  Due to significant year-to-year 
variability in sales and price data, alternative change metrics were calculated on the basis of predicted 2015 and 
1977 sales and prices developed using generalized trend statistics for each.  These alternative metrics show a 55 
percent increase in sales and a 47 percent increase in vehicle price over the 1977 to 2015 period. 
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Vehicle Miles of Travel.  Vehicle miles of travel (VMT) estimates are the lynchpin of all of the 
social cost and benefit estimates generated by the CAFE model, including fatality estimates, 
emissions estimates, and energy consumption-related estimates.  VMT estimates result directly 
from vehicle population and age estimates.  These are converted into aggregate VMT estimates 
by applying vehicle class-specific mileage accumulation rates to estimated vehicle age-specific 
populations.  Since vehicle population and age estimates derive directly from model-estimated 
sales, vehicle class shares, and vehicle scrappage rates, all of the issues discussed for those topics 
apply equally to model VMT estimates.  The only VMT-influencing parameters not already 
addressed under the sales, class share, and scrappage discussions are: (1) class-specific mileage 
accumulation rates by age and (2) VMT elasticity (i.e., the VMT rebound effect). 
 
Class-Specific Mileage Accumulation:  The CAFE model applies the age-specific mileage 
accumulation rates depicted in Figure 11 to estimate aggregate fleet VMT.46  Relative to the 
TAR version of the model, the NPRM rates are 7-10 percent higher for passenger cars, vans, and 
SUVs.47  Most of the age-specific rates for pickup trucks are not significantly different than those 
of the TAR, but with some exceptions.  Year one rates are 8 percent higher in the NPRM, while 
year 33 and later rates range 1 to 5 percent higher.  When these rates are combined with vehicle 
survival rate data, lifetime mileage accumulation is highest for vans and SUVs, followed closely 
by pickup trucks.48  Lifetime mileage for passenger cars is about 10-15 percent lower.  Thus, the 
distribution of passenger cars and light trucks in the fleet plays a significant role in aggregate 
VMT generation, so that the CAFE model-forecasted shift toward light trucks under the augural 
standards results in increased travel-related impacts.  Since the accuracy of the current class 
share algorithm is at issue (as described above), that same questionable accuracy extends to 
CAFE model VMT estimates; as do accuracy issues identified with regard to CAFE model 
estimates for the future vehicle fleet population. 
 
VMT Rebound:  Like most activity, travel is an “elastic” commodity.  The less it costs, the more 
one travels (and vice versa).  VMT elasticity is commonly referred to as VMT rebound, as some 
of the benefit of fuel saving technology can be lost if the cost of travel declines in conjunction 
with the fuel savings (and consumers spend some of the fuel savings on travel they would not 
have otherwise made).  The CAFE model assumes an elasticity of -0.2 with respect to the cost of  
  

                                                 
46 TAR data are taken from the TAR CAFE model input file “parameters_2016-05-12.xlsx” (sheet “Vehicle Age 

Data”).  NPRM data are taken from NPRM CAFE model input file “2018_NPRM_parameters_ref.xlsx” (sheet 
“Vehicle Age Data”). 

47 For reasons unknown, the NPRM does not compare VMT data to TAR estimates, but rather to earlier 2012 
estimates developed in support of the rulemaking to establish the augural standards (EPA and NHTSA, Joint 
Technical Support Document: Final Rulemaking for 2017-2025, Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards, EPA-420-R-12-901, August 2012).  While the 
NPRM mileage accrual rates are lower than those used in 2012, they are higher than those of the predecessor 
CAFE model, that used in support of the TAR. 

48 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks, Notice of Proposed Rulemaking, 83FR42986, Table-II-42, Page 43092, August 
24, 2018. 
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Figure 11. CAFE Model Mileage Accumulation Rates 

 
 
 
 
fuel per mile of travel (which, for any given fuel price, is a function of fuel economy).49  A factor 
of -0.2 means that VMT is assumed to increase by 2 percent for every 10 percent reduction in the 
per-mile cost of fuel.  This is twice the VMT elasticity that was assumed in previous CAFE 
modeling.50  Due to time constraints, this review has not focused on the propriety of the elasticity 
value, but rather on its application.  For any assumed elasticity value, rebound effects will be 
overstated by the CAFE model. 
 
NHTSA erroneously treats purchase price and fuel cost impacts as independent, with the former 
being assumed to have no effect on VMT for a given vehicle.  Assuming, as NHTSA does, that 
increased vehicle prices will suppress sales, while also assuming that consumers who do buy 
vehicles will compound the financial loss (associated with the vehicle price increase) by driving 
more leads directly to logical absurdity.  Purchase and operational impacts cannot be treated as 
independent effects, but must be addressed in combination (i.e., as part of an overall economic 
budget).  A purchaser’s transportation budget must cover both capital (purchase) and operational 
costs.  If the “with CAFE” vehicle cost is higher than the “without CAFE” vehicle cost, a 

                                                 
49 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 

Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Page 8, July 2018. 

50 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 

Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, Section 10.4.4, Pages 10-19 through 10-20, July 2016. 
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purchaser (regardless of their transportation budget) will have a reduced operational budget 
“with CAFE” as compared to the operational budget that would have been available “without 
CAFE.”  In the absence of a fuel economy increase, their ability to travel would have declined.  
However, because fuel economy is greater “with CAFE” (and thus the per-mile cost of driving 
for any given fuel price is lower), the purchaser will be able to recoup some (or all) of the 
mileage they would have otherwise had to forego for a given operational budget.  But that 
operational budget is reduced relative to what it would have been “without CAFE.”  All else 
being constant (e.g., maintenance expenses, etc.), the available operating budget has been 
reduced by an amount equal to the increase in vehicle purchase price (i.e., for a fixed 
transportation budget, available operating cost funds decline as purchase price rises). 
 
Only in the case where purchase price effects are fully offset by fuel savings will purchasers be 
able to increase their VMT for a given transportation budget.  In effect, they have a budgetary 
windfall.  How much of this windfall they wish to spend on travel is the metric that VMT 
elasticity estimates are trying to quantify.  Although the magnitude of the effect is debatable, its 
existence is both expected and consistent with research on the rebound effect.  If purchase price 
effects are equal to fuel savings, VMT would be expected to remain unchanged.  If purchase 
price effects exceed fuel savings, purchasers would be forced to decrease VMT to stay within a 
given transportation budget, and would compound their budgetary distress with every mile they 
travel above that reduced VMT equilibrium level.  Only when purchase price effects are less than 
fuel savings will VMT be expected to increase.  NHTSA erroneously assumes that purchasers 
will purchase fuel as though their travel budgets are unaffected by the increased price of 
vehicles.51  This is simply absurd.  The reason these effects do not appear in the literature that 
NHTSA cites to support its position is that elasticity studies (necessarily) observe effects in a 
given market (as opposed to two mutually exclusive alternative markets with differing purchase 
and operating cost effects).  Be that as it may, NHTSA has an obligation to address the effects in 
combination; and cannot simply assume that sales are driven downward by purchase price 
effects, while VMT is independently driven upward by operating cost effects.  These two effects 
are inextricably linked and must be treated as such. 
 
The bottom line is that if purchase price effects are fully offset by fuel cost effects (in which case 
CAFE should be increased), sales should not decline and VMT will increase in accordance with 
an assumed elasticity, but at an amount governed by the differential between purchase price 
effects and fuel cost effects.  If instead, purchase price effects are larger than fuel cost effects, 
sales may decline and VMT will decrease.  The magnitude of the directional effects is debatable 
(but should always be based on the net difference between purchase price and fuel cost effects).  
NHSTA cannot estimate sales effects based on purchase price increases alone and combine them 
with VMT effects based on operational fuel costs alone to derive any type of realistic impact 
assessment. 
 

                                                 
51 While the transportation budget of individual consumers will vary, the fact that each consumer has a budget does 

not.  Whether the budget is X or 5X or 10X is not relevant.  Following a vehicle price increase, the portion of the 
budget available to support vehicle operations will be reduced for every consumer by exactly the increased 
purchase price of the vehicle.  It is this reduced operational budget that must support all assumed VMT. 
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Summary.  Even though the subject review of the CAFE model has been constrained by the 
time restriction of the NPRM public comment period (and by the fact that, contrary to precedent, 
the agencies did not release the CAFE model until the start of that comment period), a substantial 
number of issues have been identified that illustrate serious errors inherent in CAFE model 
activity forecasting algorithms.  Quantifying the magnitude of these errors would require 
significant research to reformulate associated statistical algorithms and modify affected CAFE 
model source code to implement those algorithms.  The work would extend far beyond the time 
allotted for public comment.  Nevertheless, the identified issues directly affect model forecast 
estimates that are central to NPRM conclusions with regard to the comparative consumer and 
social impacts of the augural and proposed standards (as well as all other evaluated CAFE 
alternatives).  This includes CAFE model-derived estimates of economic, energy, pollutant 
emissions, fatality, and non-fatal accident impacts.  Much of the weakness in the model’s current 
algorithms stems from the inappropriate treatment of interdependent influences on an individual 
basis, resulting in a failure to recognize and account for combined effects (which can be quite 
different from the effects of one influence in isolation).  This includes the improper isolation (or 
improper weighting) of vehicle price and fuel savings in the model’s sales, scrappage, and VMT 
estimation algorithms, the improper use of combined class statistics in the model’s class share 
estimation algorithms, and the improper treatment of fleet population and mileage accumulation 
rates as independent in the model’s VMT estimation algorithms. 
 
The problems identified are significant and invalidate the NPRM CAFE model’s estimates of 
vehicle sales and the fraction of those sales that are passenger cars versus light trucks, the size of 
the overall fleet, and the magnitude of related travel.  These are the foundational estimates that 
directly underlie the NPRM’s subsequent estimation of aggregate vehicle price impacts, 
aggregate fuel savings, aggregate travel and travel-related impacts such as congestion and noise, 
aggregate energy use, aggregate pollutant emissions, and aggregate fatality and non-fatal 
accident estimates.  As a result, all of the conclusions derived from these estimates are equally 
invalid.  This is especially true when considered in conjunction with the per-vehicle technology 
benefit and cost issues identified in the companion Technology Memorandum.  Taken together, 
the identified issues demonstrate that significant and fundamental revisions are necessary before 
the CAFE model can reliably be used for fuel economy forecasting. 
 
These findings render the NPRM CAFE model, in its current configuration, inappropriate for any 
type of regulatory (or non-regulatory) forecasting by either NHTSA or EPA.  The integrity of all 
CAFE model forecasts is compromised.  Since the production of the 2016 TAR, NHTSA has 
implemented wholesale modifications to the CAFE model.  These myriad revisions have not 
been properly validated either algorithmically or in terms of basic principal.  In short, in its 
current state, the CAFE model is not a reliable forecasting tool and cannot form the basis of a 
decision to set new fuel economy standards or to revise the current greenhouse gas standards for 
vehicles. 
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Appendix: The Sensitivity of NPRM Cost-Effectiveness Conclusions to Key Assumptions 

 
 
As mentioned in the main body of this memorandum, the value of fuel savings outweighs 
associated vehicle price impacts for all nine of the CAFE scenarios evaluated for the NPRM 
(including the augural scenario) relative to the 2016 standards in place when the augural 
standards were established.  Tables A1a through A3b52 present the data that support this 
conclusion, as extracted without change from NPRM output files.53  The tables are presented in 
sets, with the “a” form of each set presenting vehicle price and offsetting fuel savings impacts 
separately, while the “b” form presents the same data expressed as a difference (fuel savings 
minus vehicle price).  Positive values in the “b” form of each table indicate a scenario in which 
the value of fuel savings outweighs the associated vehicle price increase.  All evaluated fuel 
economy scenarios exhibit positive savings. 
 
Tables A1a through A3b54 also include a separate line item following the nine individual fuel 
economy scenarios that explicitly examines the relationship between the augural and proposed 
standards.  These data indicate the incremental impact of the augural standards against a 
proposed standard baseline, and reflect the comparisons that are the basis for NHTSA’s 
conclusion that the augural standards are less cost effective than the proposed standards.  As 
indicated by the negative values in “b” form of each set of tables, the incremental fuel savings 
associated with the augural standard (relative to the proposed standards) are generally less than 
the estimated incremental vehicle price increase; therefore, the additional technology required 
under the augural standard does not generally pay for itself under NHTSA’s NPRM modeling 

assumptions.  NHTSA’s conclusions are consistent with their data. 
 
The NPRM includes impact estimates for a wide range of sensitivity runs of the CAFE model.55  
These runs generally change one (or in some cases two) parameter(s) to illustrate how NPRM 
conclusions might change if alternative modeling assumptions are made.  However, changing 
parameters in this fashion does not illustrate how changing only a few key parameters 
simultaneously (and in accordance with how those parameters would change if errors in the 
NPRM analysis were corrected as indicated in this and the companion Technology 
Memorandum) can fundamentally alter NPRM conclusions.  The key relationship that drives all 
NPRM conclusions is the foundational conclusion that the additional vehicle price increase 

                                                 
52 Tables A1a and A1b show data for passenger cars and light trucks in the aggregate.  Tables A2a and A2b show 

data for passenger cars only.  Tables A3a and A3b show data for light trucks only.  Each table includes data for 
all nine scenarios evaluated in the NPRM, with specific scenarios identified using single digit codes reported in 
NHTSA modeling outputs as identified below each table. 

53 All data are extracted from the NPRM CAFE model output file “consumer_costs_report.csv.” 
54 To facilitate readability, all tables through Table A9b are color keyed.  Data for the proposed and augural 

standards are in blue font, while data for other fuel economy scenarios are in gray font.  The differential price 
impact and fuel savings data for the augural standards relative to the proposed standards are in green font, while 
the data indicating the relationship between the price impact and fuel savings estimates are in green font if 
positive (fuel savings exceed price impacts) or red font if negative (fuel savings are less than price impacts). 

55 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Chapter 13, Page 1543, July 2018. 
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associated with the augural standards (relative to the proposed standards) is larger than the value 
of increased fuel savings.56  If the foundational conclusion is incorrect, all of the succeeding 
conclusions of the NPRM are incorrect. 
 
Despite lack of historic precedent, NHTSA’s modeling assumes that automakers will adopt a 
significant level of fuel economy technology in the absence of any regulatory requirement to do 
so.  CAFE model inputs, as defined by NHTSA, assume that a technology that pays for itself 
through fuel savings in 2½ years or less is assumed to be adopted regardless of CAFE.  This 
results in fuel economy under the proposed standards achieving a level (by 2032) that is nearly 3 
mpg over the standard, as compared to the augural standards where achieved fuel economy is 
about 0.6 mpg below the standard.  The “overshoot” substantially reduces the fuel savings 
impacts of the augural standards. 
 
There is little evidence supporting the use of such an assumption, especially given that 
automakers generally have the ability to trade fuel economy for performance.  Technologies that 
allow automakers to increase fuel economy can also be used to improve performance while 
maintaining fuel economy (as opposed to maintaining performance while boosting fuel economy, 
as occurs under a CAFE program).  Given this flexibility, it is doubtful that automakers will 
increase fuel economy by any significant margin in the absence of a regulatory requirement to do 
so.  On this basis, it seems appropriate to first adjust NHTSA’s modeling assumptions to reduce 
the degree of overcompliance observed for the proposed standard.  This is accomplished by 
changing the “payback” parameter the CAFE model uses to control the voluntary adoption of 
fuel economy technology by automakers.  When this parameter is set to zero, overcompliance 
with the propose standard still occurs, but is essentially halved to about 1.5 mpg by 2032.57 
 
Tables A4a through A6b (which correspond to Tables A1a through A3b for the NPRM modeling 
assumption) show the resulting impacts on the relationship between the proposed and augural 
standards.58  With this minor change, the augural standards (once full compliance is attained) are 
now cost effective relative to the proposed standards under all but the 7 percent discount rate 
analysis.  The non-cost effective status in the early years of the standard (for the zero and 3 
percent discounting analyses) is due solely to the CAFE model applying technology early under 
the augural standards even through the standards are numerically identical to the proposed 
standards through 2021.  For convenience, the augural to proposed standard relationships are 
isolated in Tables A10 (for the NPRM modeling assumptions), A11 (for this “zero payback” 
sensitivity run), and A12 (for a more complex sensitivity run described next). 
 

                                                 
56 Generally, NHTSA treats the issue in the reverse (i.e., replacing the augural standards with the proposed 

standards results in a greater reduction in vehicle price than lost fuel savings).  Since positive numbers are more 
intuitive and do not require the reader to think in terms of “savings reductions,” this appendix flips the 
comparison and looks at price increase versus the increase in fuel savings.  The associated metrics change only in 
terms of their sign; otherwise the two approaches are identical. 

57 All other modeling inputs are retained at the values utilized in the NPRM modeling runs. 

58 All data are extracted from the associated CAFE model output file “consumer_costs_report.csv.” 
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To investigate whether more substantial changes would further alter the foundational cost 
effectiveness conclusion, a third analysis was run that combined the “zero payback” revisions 
described above with the technology cost and benefit corrections described in the Summary 
section of the companion Technology Memorandum.  These revisions involve deactivation of 
cooled exhaust gas recirculation technology, the activation of high compression ratio technology, 
and reductions in the battery costs for integrated starter-generator and P2 hybrid technology.  
Taken together these revisions represent corrections to only a fraction of the issues identified in 
the companion Technology Memorandum.  With this added change, the augural standards (once 
full compliance with the standards is attained) are now cost effective across the full range of 
discount rate assumptions, as shown by the data presented in Tables A7a through A9b.59 
 
Tables A10, A11, and A12 summarize the augural versus proposed standard relationships.  It is 
clear from these data and the discussions presented in this and the companion Technology 
Memorandum that the foundational conclusion of the NPRM – that the benefits of the augural 
standards to do not justify associated costs – is very dependent on a large number of “proposed 
standard favorable” assumptions being made by NHTSA.  Altering only a few of these 
assumptions overturns the entire basis for the proposed standards.  Given the broad range of 
issues and problems identified in this memorandum and the companion Technology 
Memorandum, it is very unlikely that the proposed standards will accomplish their stated goal of 
saving consumers money; they will instead result in an economic loss for consumers as they are 
forced to pay higher combined vehicle price and fuel costs than is the case under the augural 
standards.  The augural standards were cost effective in 2016 and continue to be the most cost 
effective of the NPRM options today. 
 
  

                                                 
59 All data are extracted from the associated CAFE model output file “consumer_costs_report.csv.” 
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Table A1a. Consumer Cost Statistics for Passenger Cars and Light Trucks Combined; 

NPRM Reference Case CAFE Model Runs 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 46 162 333 428 604 671 690 702 700 699 733 732 729 723 718 712 711 

3 46 165 365 465 644 717 736 753 751 753 809 806 807 800 794 787 786 

4 46 175 402 519 696 777 799 824 824 834 931 940 943 934 928 918 917 

5 46 168 405 526 721 834 867 894 905 923 1,037 1,054 1,062 1,079 1,076 1,070 1,071 

6 46 204 479 616 844 1,029 1,079 1,120 1,161 1,184 1,313 1,354 1,381 1,402 1,399 1,383 1,380 

7 46 184 467 617 830 1,033 1,127 1,197 1,241 1,283 1,488 1,566 1,603 1,622 1,609 1,590 1,586 

8 46 190 492 700 937 1,196 1,342 1,450 1,520 1,620 1,914 2,021 2,078 2,111 2,099 2,075 2,065 

9 46 218 541 737 986 1,252 1,376 1,472 1,542 1,618 1,862 1,942 1,972 1,967 1,947 1,924 1,917 

0 46 246 630 900 1,266 1,732 1,933 2,101 2,201 2,299 2,474 2,517 2,566 2,572 2,537 2,503 2,484 

0-2 0 85 297 473 662 1,061 1,244 1,399 1,500 1,600 1,741 1,785 1,836 1,848 1,819 1,791 1,774 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 183 574 1,222 1,636 2,138 2,518 2,666 2,758 2,802 2,847 2,944 2,983 3,007 3,022 3,036 3,044 3,048 

3 184 577 1,271 1,698 2,202 2,594 2,745 2,840 2,884 2,935 3,069 3,109 3,139 3,155 3,170 3,179 3,184 

4 184 580 1,284 1,727 2,232 2,634 2,791 2,893 2,941 2,999 3,164 3,223 3,258 3,276 3,296 3,307 3,313 

5 184 580 1,313 1,764 2,301 2,756 2,941 3,053 3,117 3,174 3,357 3,422 3,465 3,509 3,537 3,556 3,565 

6 185 633 1,417 1,889 2,459 2,991 3,182 3,292 3,391 3,455 3,653 3,734 3,802 3,883 3,948 3,967 3,975 

7 185 589 1,362 1,839 2,395 2,957 3,226 3,383 3,505 3,591 3,853 4,007 4,090 4,150 4,174 4,189 4,201 

8 186 595 1,385 1,901 2,471 3,095 3,411 3,601 3,749 3,883 4,208 4,387 4,483 4,552 4,591 4,618 4,633 

9 186 642 1,454 1,963 2,548 3,161 3,430 3,589 3,771 3,881 4,175 4,293 4,371 4,414 4,441 4,460 4,474 

0 187 660 1,509 2,088 2,757 3,569 3,881 4,109 4,279 4,440 4,685 4,798 4,906 4,980 5,013 5,042 5,058 

0-2 4 86 288 451 620 1,052 1,215 1,351 1,477 1,593 1,741 1,815 1,899 1,958 1,977 1,999 2,010 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 150 469 1,001 1,342 1,757 2,070 2,193 2,270 2,306 2,344 2,424 2,456 2,475 2,488 2,500 2,506 2,510 

3 150 472 1,042 1,392 1,808 2,132 2,258 2,336 2,373 2,415 2,526 2,559 2,583 2,597 2,610 2,617 2,621 

4 150 474 1,052 1,416 1,832 2,164 2,294 2,379 2,419 2,467 2,604 2,652 2,681 2,695 2,712 2,722 2,727 

5 150 474 1,074 1,444 1,888 2,263 2,416 2,508 2,561 2,609 2,760 2,814 2,849 2,886 2,908 2,925 2,932 

6 151 516 1,159 1,545 2,015 2,454 2,612 2,703 2,784 2,838 3,002 3,068 3,124 3,191 3,245 3,260 3,268 

7 151 480 1,113 1,503 1,961 2,424 2,647 2,777 2,877 2,949 3,166 3,292 3,360 3,409 3,429 3,442 3,452 

8 151 485 1,129 1,552 2,021 2,534 2,795 2,952 3,074 3,185 3,454 3,601 3,680 3,737 3,769 3,792 3,804 

9 151 523 1,186 1,604 2,085 2,590 2,812 2,943 3,094 3,185 3,429 3,525 3,589 3,624 3,647 3,663 3,674 

0 152 537 1,229 1,703 2,254 2,921 3,179 3,367 3,508 3,641 3,844 3,936 4,026 4,086 4,114 4,139 4,152 

0-2 2 67 228 361 497 851 986 1,098 1,202 1,297 1,420 1,480 1,550 1,599 1,615 1,633 1,642 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 120 377 806 1,081 1,418 1,672 1,773 1,835 1,864 1,895 1,960 1,986 2,001 2,011 2,021 2,026 2,029 

3 120 379 838 1,122 1,459 1,722 1,824 1,888 1,918 1,952 2,042 2,069 2,088 2,099 2,110 2,115 2,119 

4 120 381 846 1,140 1,478 1,747 1,853 1,922 1,954 1,993 2,104 2,143 2,166 2,178 2,192 2,200 2,204 

5 121 380 863 1,162 1,522 1,826 1,951 2,026 2,068 2,107 2,230 2,273 2,301 2,331 2,349 2,362 2,369 

6 121 413 930 1,242 1,624 1,979 2,108 2,181 2,247 2,291 2,423 2,477 2,522 2,576 2,620 2,633 2,639 

7 121 385 893 1,208 1,579 1,953 2,135 2,240 2,321 2,379 2,556 2,657 2,712 2,752 2,769 2,779 2,787 

8 121 388 905 1,246 1,625 2,040 2,252 2,379 2,478 2,568 2,786 2,905 2,968 3,015 3,041 3,059 3,069 

9 121 419 951 1,288 1,678 2,086 2,267 2,373 2,495 2,569 2,767 2,845 2,896 2,925 2,943 2,956 2,965 

0 121 429 984 1,366 1,811 2,351 2,561 2,713 2,827 2,935 3,100 3,174 3,247 3,296 3,319 3,338 3,349 

0-2 1 52 178 284 393 679 788 878 963 1,040 1,140 1,189 1,246 1,285 1,298 1,312 1,320 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A1b. Consumer Cost Statistics for Passenger Cars and Light Trucks Combined; 

NPRM Reference Case CAFE Model Runs 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 137 412 888 1,209 1,534 1,847 1,976 2,056 2,102 2,148 2,211 2,251 2,278 2,299 2,318 2,332 2,338 

3 138 413 906 1,233 1,558 1,877 2,008 2,087 2,133 2,182 2,260 2,303 2,332 2,355 2,376 2,392 2,398 

4 138 406 882 1,208 1,536 1,857 1,992 2,069 2,117 2,166 2,233 2,283 2,316 2,342 2,368 2,389 2,396 

5 138 413 908 1,238 1,581 1,922 2,074 2,159 2,211 2,252 2,320 2,368 2,403 2,430 2,461 2,486 2,494 

6 139 429 938 1,273 1,615 1,962 2,104 2,172 2,230 2,271 2,340 2,379 2,421 2,481 2,549 2,583 2,595 

7 139 405 895 1,222 1,565 1,923 2,098 2,187 2,264 2,308 2,365 2,440 2,487 2,528 2,565 2,600 2,615 

8 140 405 893 1,201 1,534 1,899 2,068 2,151 2,229 2,263 2,294 2,366 2,405 2,441 2,492 2,543 2,568 

9 140 424 913 1,226 1,562 1,910 2,053 2,117 2,229 2,263 2,313 2,351 2,399 2,447 2,493 2,536 2,557 

0 141 414 879 1,187 1,491 1,837 1,948 2,008 2,078 2,141 2,211 2,280 2,341 2,408 2,476 2,540 2,574 

0-2 4 2 -9 -21 -43 -10 -29 -47 -23 -7 0 29 63 109 158 208 236 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 104 308 668 914 1,152 1,400 1,504 1,568 1,606 1,644 1,690 1,723 1,746 1,764 1,781 1,794 1,799 

3 104 307 677 927 1,165 1,415 1,521 1,583 1,622 1,662 1,717 1,753 1,777 1,797 1,815 1,830 1,835 

4 104 299 649 896 1,137 1,387 1,496 1,555 1,594 1,633 1,673 1,712 1,738 1,762 1,784 1,803 1,809 

5 104 306 670 919 1,167 1,429 1,549 1,615 1,656 1,687 1,723 1,759 1,787 1,807 1,832 1,855 1,861 

6 105 312 679 929 1,171 1,425 1,534 1,583 1,623 1,654 1,689 1,714 1,743 1,789 1,846 1,877 1,888 

7 105 296 645 887 1,131 1,390 1,519 1,580 1,636 1,666 1,677 1,725 1,757 1,788 1,821 1,853 1,866 

8 105 294 637 852 1,084 1,338 1,453 1,501 1,554 1,565 1,540 1,580 1,602 1,626 1,671 1,717 1,739 

9 105 305 645 866 1,099 1,338 1,436 1,472 1,551 1,567 1,567 1,583 1,617 1,657 1,700 1,739 1,757 

0 106 291 599 802 987 1,189 1,246 1,267 1,307 1,342 1,370 1,419 1,460 1,515 1,577 1,636 1,667 

0-2 2 -17 -68 -112 -165 -210 -258 -301 -299 -303 -321 -305 -286 -250 -204 -158 -132 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 74 215 473 654 814 1,002 1,083 1,133 1,164 1,195 1,226 1,253 1,272 1,288 1,303 1,314 1,318 

3 74 214 473 656 816 1,005 1,088 1,135 1,167 1,199 1,233 1,262 1,282 1,299 1,315 1,329 1,333 

4 74 206 444 620 782 970 1,055 1,098 1,130 1,160 1,173 1,203 1,224 1,245 1,264 1,281 1,286 

5 75 212 459 636 801 992 1,084 1,132 1,163 1,184 1,193 1,219 1,239 1,252 1,273 1,293 1,297 

6 75 210 451 626 780 949 1,029 1,061 1,086 1,107 1,111 1,123 1,141 1,174 1,221 1,249 1,259 

7 75 201 426 591 749 920 1,007 1,043 1,080 1,096 1,067 1,091 1,109 1,131 1,160 1,189 1,200 

8 75 198 413 546 688 844 910 929 958 948 873 884 891 904 943 984 1,004 

9 75 200 410 550 691 834 890 901 953 951 905 902 924 958 996 1,032 1,048 

0 75 183 354 466 545 620 628 613 627 636 626 657 681 724 781 835 865 

0-2 1 -33 -118 -188 -269 -382 -456 -520 -538 -560 -601 -596 -591 -563 -521 -479 -454 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A2a. Consumer Cost Statistics for Passenger Cars; 

NPRM Reference Case CAFE Model Runs 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 31 175 325 401 621 666 692 714 709 708 735 733 727 719 715 708 706 

3 31 176 331 408 633 691 717 748 743 742 774 772 768 761 756 748 747 

4 31 188 346 423 648 719 751 800 796 804 879 889 891 882 876 865 864 

5 31 182 348 427 655 731 766 818 818 836 912 920 919 929 928 921 924 

6 31 222 419 498 738 853 913 969 992 1,014 1,117 1,129 1,144 1,156 1,155 1,141 1,141 

7 31 200 375 455 686 821 922 1,024 1,069 1,117 1,300 1,328 1,341 1,340 1,332 1,319 1,319 

8 31 201 376 476 732 913 1,055 1,225 1,304 1,393 1,628 1,672 1,689 1,690 1,688 1,666 1,662 

9 31 235 434 523 784 946 1,072 1,192 1,259 1,344 1,558 1,572 1,579 1,570 1,555 1,535 1,535 

0 31 268 496 651 1,062 1,438 1,677 1,902 1,996 2,125 2,263 2,289 2,311 2,291 2,265 2,230 2,216 

0-2 0 93 170 250 441 772 985 1,188 1,286 1,417 1,528 1,556 1,584 1,571 1,550 1,522 1,510 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 179 559 1,050 1,338 1,800 2,076 2,211 2,312 2,343 2,387 2,457 2,491 2,507 2,516 2,535 2,542 2,548 

3 180 559 1,055 1,343 1,808 2,105 2,243 2,350 2,381 2,425 2,500 2,534 2,555 2,566 2,585 2,593 2,599 

4 180 564 1,061 1,350 1,816 2,119 2,263 2,377 2,409 2,457 2,566 2,614 2,643 2,656 2,677 2,684 2,691 

5 180 564 1,083 1,376 1,843 2,156 2,306 2,433 2,472 2,514 2,619 2,663 2,682 2,708 2,734 2,746 2,756 

6 181 593 1,165 1,463 1,941 2,302 2,477 2,574 2,643 2,683 2,813 2,859 2,900 2,967 3,020 3,029 3,039 

7 182 574 1,102 1,400 1,873 2,250 2,480 2,650 2,774 2,845 3,067 3,157 3,202 3,224 3,243 3,253 3,264 

8 183 580 1,111 1,418 1,904 2,333 2,594 2,815 2,973 3,073 3,319 3,428 3,469 3,500 3,533 3,545 3,557 

9 182 604 1,181 1,486 1,982 2,393 2,636 2,792 2,957 3,044 3,269 3,321 3,356 3,378 3,396 3,407 3,420 

0 184 625 1,216 1,593 2,192 2,807 3,122 3,365 3,502 3,684 3,855 3,958 4,028 4,065 4,097 4,112 4,126 

0-2 5 66 166 255 391 730 910 1,052 1,159 1,296 1,397 1,467 1,521 1,549 1,561 1,569 1,579 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 147 459 864 1,102 1,484 1,713 1,825 1,908 1,933 1,970 2,028 2,056 2,069 2,077 2,092 2,098 2,102 

3 147 460 868 1,106 1,490 1,736 1,850 1,938 1,964 2,001 2,063 2,090 2,108 2,117 2,133 2,139 2,145 

4 148 463 872 1,111 1,495 1,746 1,865 1,960 1,986 2,026 2,116 2,156 2,180 2,190 2,208 2,214 2,220 

5 148 463 890 1,132 1,517 1,776 1,900 2,005 2,037 2,072 2,158 2,195 2,211 2,232 2,254 2,263 2,272 

6 148 486 956 1,202 1,596 1,894 2,039 2,119 2,176 2,209 2,317 2,354 2,388 2,443 2,487 2,495 2,503 

7 149 471 903 1,149 1,539 1,849 2,040 2,180 2,282 2,341 2,524 2,599 2,635 2,654 2,669 2,678 2,688 

8 149 474 909 1,162 1,562 1,915 2,130 2,312 2,442 2,525 2,727 2,818 2,851 2,877 2,905 2,915 2,925 

9 149 494 966 1,218 1,627 1,965 2,166 2,294 2,430 2,503 2,688 2,731 2,760 2,778 2,793 2,802 2,813 

0 150 510 994 1,303 1,795 2,301 2,561 2,761 2,874 3,024 3,165 3,250 3,308 3,339 3,365 3,378 3,390 

0-2 3 50 130 202 311 588 736 853 941 1,054 1,137 1,194 1,239 1,262 1,273 1,280 1,287 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 119 371 697 891 1,202 1,387 1,479 1,546 1,567 1,596 1,643 1,666 1,676 1,682 1,695 1,700 1,703 

3 119 371 701 894 1,206 1,406 1,499 1,570 1,591 1,621 1,671 1,693 1,707 1,715 1,728 1,733 1,737 

4 119 374 704 898 1,210 1,414 1,511 1,587 1,608 1,641 1,714 1,746 1,765 1,774 1,787 1,793 1,797 

5 119 373 717 914 1,226 1,437 1,538 1,623 1,648 1,677 1,747 1,776 1,789 1,806 1,824 1,832 1,839 

6 119 391 770 969 1,289 1,531 1,648 1,713 1,759 1,786 1,874 1,904 1,931 1,976 2,012 2,018 2,024 

7 119 379 727 926 1,242 1,494 1,648 1,761 1,845 1,892 2,041 2,101 2,130 2,146 2,158 2,165 2,173 

8 120 381 730 935 1,258 1,544 1,719 1,866 1,971 2,038 2,202 2,275 2,302 2,323 2,346 2,354 2,362 

9 120 397 777 981 1,311 1,585 1,748 1,852 1,962 2,021 2,172 2,206 2,229 2,244 2,256 2,264 2,273 

0 120 409 797 1,048 1,445 1,854 2,065 2,226 2,318 2,439 2,554 2,622 2,669 2,694 2,716 2,726 2,736 

0-2 1 38 100 157 243 467 586 680 752 843 911 957 993 1,012 1,020 1,026 1,032 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A2b. Consumer Cost Statistics for Passenger Cars; 

NPRM Reference Case CAFE Model Runs 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 148 384 725 937 1,179 1,410 1,520 1,598 1,634 1,679 1,723 1,758 1,780 1,797 1,820 1,835 1,842 

3 149 384 724 936 1,176 1,415 1,526 1,601 1,637 1,683 1,726 1,762 1,787 1,805 1,829 1,845 1,852 

4 149 376 715 927 1,168 1,400 1,512 1,577 1,612 1,654 1,687 1,725 1,752 1,774 1,801 1,819 1,827 

5 149 382 735 950 1,188 1,425 1,540 1,615 1,654 1,678 1,707 1,743 1,764 1,779 1,806 1,825 1,832 

6 150 371 746 965 1,203 1,450 1,564 1,605 1,651 1,669 1,696 1,730 1,756 1,811 1,865 1,888 1,898 

7 151 375 728 945 1,187 1,428 1,558 1,625 1,706 1,728 1,767 1,829 1,861 1,885 1,910 1,934 1,945 

8 152 379 735 942 1,173 1,420 1,539 1,591 1,669 1,680 1,690 1,756 1,779 1,809 1,845 1,879 1,896 

9 152 369 747 964 1,199 1,446 1,564 1,599 1,697 1,701 1,712 1,749 1,777 1,807 1,841 1,872 1,885 

0 153 357 721 942 1,130 1,369 1,445 1,462 1,507 1,559 1,592 1,668 1,717 1,774 1,831 1,882 1,911 

0-2 5 -27 -4 6 -50 -41 -75 -136 -127 -121 -131 -89 -62 -23 11 47 69 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 116 285 538 701 863 1,047 1,133 1,194 1,224 1,262 1,293 1,322 1,342 1,357 1,377 1,391 1,397 

3 117 284 537 698 858 1,045 1,133 1,190 1,220 1,259 1,289 1,319 1,340 1,356 1,377 1,391 1,398 

4 117 276 526 688 848 1,027 1,114 1,160 1,190 1,222 1,237 1,267 1,289 1,308 1,332 1,348 1,355 

5 117 281 541 705 862 1,044 1,134 1,187 1,219 1,236 1,247 1,275 1,292 1,303 1,326 1,342 1,348 

6 117 264 537 704 858 1,042 1,126 1,150 1,184 1,195 1,200 1,225 1,244 1,287 1,332 1,354 1,362 

7 118 271 529 694 853 1,028 1,118 1,155 1,214 1,224 1,224 1,271 1,294 1,315 1,337 1,359 1,369 

8 118 273 533 686 830 1,002 1,075 1,087 1,138 1,132 1,099 1,145 1,162 1,187 1,217 1,249 1,263 

9 118 259 533 696 843 1,018 1,093 1,102 1,171 1,159 1,131 1,159 1,180 1,207 1,238 1,267 1,278 

0 119 242 498 653 733 863 884 858 879 899 902 960 997 1,048 1,100 1,148 1,174 

0-2 3 -43 -40 -48 -130 -183 -249 -336 -345 -363 -391 -362 -344 -309 -278 -243 -223 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 88 196 372 490 581 722 787 832 857 889 909 932 949 963 980 992 998 

3 88 195 370 486 573 715 782 822 847 879 897 922 940 954 972 985 990 

4 88 186 358 475 562 694 760 787 812 837 835 857 874 891 912 927 933 

5 88 191 369 487 572 705 772 805 831 841 835 856 870 877 896 911 914 

6 88 169 351 471 551 678 736 744 767 772 756 775 787 819 857 877 884 

7 89 179 353 471 556 672 726 737 776 775 740 773 789 806 826 846 854 

8 89 180 355 459 526 631 664 641 667 645 574 603 613 633 658 688 700 

9 89 162 343 459 528 639 676 660 703 677 614 634 650 673 701 728 737 

0 89 141 302 397 383 417 388 324 323 314 291 333 358 403 450 496 520 

0-2 1 -55 -70 -93 -198 -305 -399 -508 -535 -574 -618 -600 -590 -560 -530 -496 -478 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A3a. Consumer Cost Statistics for Light Trucks; 

NPRM Reference Case CAFE Model Runs 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 64 146 343 459 585 676 687 688 690 689 732 731 732 728 722 717 717 

3 64 151 404 533 656 747 759 758 760 766 850 848 853 847 840 834 834 

4 64 159 467 632 752 845 855 852 857 869 993 1,001 1,003 995 989 982 982 

5 64 151 470 642 799 954 985 983 1,009 1,026 1,188 1,214 1,231 1,256 1,251 1,246 1,247 

6 64 182 549 754 968 1,236 1,272 1,296 1,358 1,384 1,544 1,616 1,656 1,685 1,680 1,663 1,658 

7 64 165 574 807 1,000 1,282 1,368 1,399 1,444 1,478 1,711 1,843 1,904 1,944 1,924 1,899 1,893 

8 64 178 626 963 1,178 1,529 1,679 1,715 1,773 1,887 2,250 2,422 2,519 2,586 2,560 2,534 2,519 

9 64 198 666 989 1,225 1,609 1,732 1,797 1,872 1,938 2,218 2,367 2,418 2,414 2,388 2,360 2,348 

0 64 220 785 1,193 1,507 2,077 2,233 2,331 2,438 2,500 2,718 2,777 2,852 2,886 2,840 2,806 2,784 

0-2 0 74 443 734 923 1,400 1,546 1,643 1,748 1,811 1,986 2,045 2,120 2,157 2,117 2,089 2,067 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 188 592 1,420 1,986 2,535 3,035 3,201 3,284 3,345 3,395 3,530 3,575 3,607 3,630 3,643 3,656 3,665 

3 188 599 1,521 2,114 2,665 3,166 3,335 3,417 3,480 3,542 3,753 3,799 3,837 3,861 3,876 3,891 3,901 

4 189 600 1,542 2,170 2,723 3,238 3,412 3,502 3,570 3,645 3,883 3,950 3,989 4,013 4,036 4,057 4,068 

5 189 600 1,578 2,219 2,841 3,460 3,688 3,783 3,877 3,958 4,241 4,323 4,390 4,455 4,485 4,517 4,531 

6 190 680 1,709 2,388 3,068 3,798 4,007 4,131 4,264 4,361 4,644 4,752 4,845 4,936 5,016 5,048 5,063 

7 190 606 1,663 2,354 3,008 3,785 4,102 4,245 4,364 4,469 4,783 4,994 5,112 5,207 5,238 5,260 5,276 

8 191 614 1,701 2,468 3,138 3,988 4,369 4,524 4,660 4,835 5,255 5,492 5,637 5,739 5,780 5,822 5,844 

9 190 688 1,770 2,523 3,214 4,062 4,358 4,518 4,719 4,856 5,235 5,409 5,523 5,581 5,614 5,643 5,662 

0 191 703 1,848 2,667 3,424 4,463 4,769 4,974 5,177 5,314 5,642 5,752 5,893 6,002 6,033 6,076 6,097 

0-2 3 111 428 681 889 1,428 1,567 1,690 1,832 1,918 2,111 2,178 2,287 2,372 2,390 2,421 2,432 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 153 481 1,161 1,624 2,078 2,489 2,628 2,696 2,747 2,789 2,900 2,937 2,963 2,982 2,993 3,004 3,011 

3 153 486 1,243 1,728 2,183 2,596 2,737 2,805 2,857 2,909 3,083 3,121 3,152 3,172 3,184 3,197 3,205 

4 153 487 1,259 1,772 2,229 2,654 2,799 2,873 2,930 2,992 3,189 3,244 3,276 3,296 3,315 3,332 3,341 

5 153 487 1,287 1,811 2,325 2,834 3,023 3,102 3,180 3,247 3,481 3,549 3,603 3,657 3,682 3,709 3,720 

6 154 551 1,393 1,948 2,509 3,109 3,283 3,386 3,495 3,576 3,810 3,899 3,975 4,050 4,117 4,143 4,156 

7 154 492 1,355 1,919 2,459 3,096 3,360 3,478 3,576 3,664 3,924 4,097 4,194 4,272 4,298 4,316 4,329 

8 154 497 1,384 2,010 2,562 3,259 3,576 3,703 3,816 3,961 4,309 4,504 4,623 4,707 4,741 4,776 4,794 

9 154 558 1,441 2,055 2,626 3,322 3,568 3,700 3,867 3,980 4,295 4,437 4,531 4,578 4,605 4,630 4,646 

0 155 569 1,502 2,171 2,794 3,648 3,902 4,071 4,240 4,353 4,625 4,716 4,833 4,922 4,948 4,984 5,001 

0-2 2 88 342 547 716 1,159 1,274 1,375 1,493 1,565 1,725 1,780 1,870 1,940 1,955 1,980 1,990 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 122 385 932 1,305 1,673 2,006 2,120 2,175 2,217 2,251 2,341 2,370 2,391 2,407 2,415 2,424 2,430 

3 122 388 997 1,388 1,758 2,092 2,208 2,263 2,305 2,347 2,488 2,519 2,544 2,560 2,570 2,580 2,587 

4 122 389 1,010 1,423 1,794 2,138 2,257 2,317 2,363 2,414 2,574 2,618 2,643 2,660 2,675 2,689 2,696 

5 122 389 1,032 1,454 1,871 2,282 2,437 2,500 2,564 2,618 2,808 2,863 2,906 2,950 2,970 2,992 3,001 

6 123 440 1,116 1,562 2,018 2,503 2,645 2,728 2,817 2,882 3,073 3,144 3,205 3,266 3,320 3,342 3,352 

7 123 392 1,084 1,539 1,976 2,491 2,706 2,802 2,882 2,953 3,164 3,304 3,382 3,445 3,466 3,481 3,492 

8 123 396 1,107 1,610 2,057 2,621 2,879 2,982 3,073 3,191 3,474 3,631 3,727 3,795 3,823 3,851 3,866 

9 123 445 1,153 1,647 2,109 2,672 2,873 2,980 3,116 3,207 3,463 3,578 3,654 3,692 3,714 3,733 3,746 

0 123 453 1,201 1,739 2,243 2,934 3,141 3,279 3,416 3,508 3,729 3,802 3,896 3,969 3,990 4,019 4,032 

0-2 1 69 269 434 570 928 1,021 1,103 1,199 1,257 1,389 1,432 1,505 1,562 1,574 1,595 1,602 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A3b. Consumer Cost Statistics for Light Trucks; 

NPRM Reference Case CAFE Model Runs 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 124 446 1,077 1,528 1,951 2,359 2,514 2,596 2,656 2,706 2,798 2,843 2,874 2,902 2,921 2,939 2,948 

3 124 447 1,117 1,582 2,008 2,419 2,577 2,659 2,720 2,776 2,903 2,951 2,984 3,014 3,035 3,056 3,067 

4 124 441 1,075 1,538 1,970 2,393 2,558 2,650 2,714 2,776 2,890 2,949 2,985 3,018 3,047 3,075 3,086 

5 125 449 1,108 1,576 2,042 2,505 2,703 2,800 2,869 2,932 3,053 3,110 3,159 3,200 3,235 3,271 3,285 

6 125 498 1,160 1,633 2,100 2,562 2,735 2,835 2,906 2,978 3,100 3,136 3,189 3,251 3,336 3,385 3,405 

7 126 441 1,088 1,547 2,009 2,503 2,734 2,846 2,920 2,991 3,072 3,150 3,207 3,263 3,314 3,360 3,383 

8 126 436 1,075 1,505 1,961 2,459 2,690 2,809 2,887 2,948 3,005 3,070 3,117 3,153 3,219 3,288 3,324 

9 126 490 1,104 1,533 1,989 2,453 2,626 2,721 2,847 2,918 3,017 3,041 3,105 3,167 3,226 3,282 3,315 

0 127 483 1,063 1,474 1,917 2,386 2,536 2,643 2,740 2,813 2,924 2,976 3,041 3,116 3,193 3,270 3,313 

0-2 3 36 -15 -53 -34 27 22 46 84 107 125 133 167 214 272 332 365 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 89 335 818 1,165 1,493 1,813 1,941 2,009 2,057 2,099 2,168 2,205 2,231 2,254 2,270 2,286 2,294 

3 89 335 838 1,195 1,527 1,849 1,978 2,047 2,097 2,142 2,233 2,273 2,299 2,325 2,344 2,363 2,371 

4 89 328 792 1,140 1,477 1,809 1,944 2,021 2,073 2,123 2,196 2,243 2,273 2,301 2,326 2,350 2,360 

5 89 336 818 1,169 1,526 1,879 2,038 2,119 2,171 2,221 2,293 2,335 2,373 2,402 2,432 2,463 2,474 

6 89 370 844 1,194 1,541 1,873 2,011 2,090 2,137 2,192 2,266 2,283 2,319 2,365 2,437 2,480 2,498 

7 90 326 780 1,112 1,459 1,814 1,991 2,079 2,132 2,186 2,213 2,253 2,289 2,328 2,374 2,416 2,436 

8 90 320 758 1,047 1,384 1,731 1,897 1,988 2,043 2,074 2,059 2,082 2,103 2,121 2,181 2,241 2,274 

9 90 360 775 1,066 1,401 1,713 1,836 1,903 1,995 2,042 2,076 2,069 2,113 2,164 2,218 2,269 2,298 

0 90 349 717 978 1,287 1,571 1,669 1,741 1,803 1,853 1,907 1,940 1,980 2,036 2,108 2,178 2,217 

0-2 2 14 -101 -187 -206 -241 -271 -268 -255 -246 -261 -266 -250 -217 -162 -108 -77 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 58 239 589 846 1,088 1,330 1,433 1,488 1,527 1,561 1,609 1,639 1,659 1,678 1,693 1,707 1,713 

3 58 237 593 855 1,101 1,345 1,449 1,504 1,545 1,580 1,638 1,671 1,691 1,713 1,730 1,746 1,753 

4 58 230 543 791 1,042 1,293 1,402 1,465 1,506 1,545 1,581 1,617 1,640 1,665 1,686 1,707 1,715 

5 58 238 563 811 1,072 1,328 1,452 1,517 1,555 1,592 1,621 1,649 1,676 1,694 1,720 1,746 1,755 

6 58 258 567 808 1,049 1,267 1,372 1,432 1,459 1,499 1,529 1,528 1,549 1,581 1,641 1,679 1,694 

7 58 227 510 732 976 1,209 1,338 1,403 1,438 1,474 1,453 1,460 1,477 1,501 1,542 1,581 1,599 

8 58 219 481 647 879 1,092 1,199 1,266 1,300 1,304 1,224 1,209 1,208 1,209 1,263 1,317 1,346 

9 58 247 487 658 884 1,063 1,141 1,183 1,243 1,270 1,245 1,210 1,235 1,278 1,326 1,373 1,399 

0 59 233 415 546 735 857 908 948 978 1,007 1,011 1,025 1,044 1,083 1,150 1,213 1,248 

0-2 1 -5 -173 -300 -353 -473 -524 -540 -549 -554 -598 -613 -615 -595 -543 -494 -464 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A4a. Consumer Cost Statistics for Passenger Cars and Light Trucks Combined; 

CAFE Model Runs with Payback = 0 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 46 180 412 506 752 810 807 818 808 800 850 840 835 825 815 805 802 

3 46 182 432 532 769 838 842 857 849 845 917 911 908 899 887 879 877 

4 46 191 448 554 790 884 894 927 931 942 1,038 1,037 1,041 1,030 1,018 1,005 1,004 

5 46 189 452 561 809 938 961 1,001 1,022 1,048 1,156 1,167 1,167 1,173 1,174 1,160 1,162 

6 46 217 513 653 925 1,157 1,235 1,289 1,326 1,352 1,502 1,530 1,554 1,554 1,540 1,520 1,518 

7 46 203 509 672 934 1,190 1,290 1,389 1,452 1,505 1,699 1,736 1,774 1,791 1,776 1,761 1,758 

8 46 215 565 738 1,034 1,346 1,486 1,608 1,679 1,776 2,040 2,123 2,174 2,205 2,192 2,173 2,165 

9 46 227 580 766 1,072 1,392 1,523 1,638 1,695 1,751 1,985 2,031 2,062 2,064 2,045 2,022 2,012 

0 46 253 659 919 1,378 1,901 2,132 2,329 2,437 2,491 2,632 2,651 2,655 2,651 2,611 2,575 2,556 

0-2 0 73 247 413 627 1,090 1,325 1,511 1,630 1,691 1,782 1,811 1,820 1,826 1,797 1,771 1,754 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 183 407 987 1,265 1,857 2,097 2,173 2,241 2,277 2,313 2,461 2,484 2,512 2,524 2,531 2,535 2,540 

3 183 412 1,004 1,288 1,879 2,147 2,249 2,329 2,375 2,427 2,610 2,645 2,677 2,691 2,699 2,705 2,711 

4 184 416 1,016 1,302 1,896 2,224 2,354 2,458 2,524 2,600 2,824 2,878 2,918 2,937 2,954 2,963 2,973 

5 184 421 1,030 1,325 1,935 2,376 2,531 2,670 2,766 2,865 3,097 3,173 3,219 3,276 3,302 3,314 3,328 

6 185 440 1,105 1,432 2,059 2,650 2,891 3,059 3,177 3,270 3,539 3,618 3,692 3,732 3,757 3,770 3,782 

7 185 429 1,075 1,431 2,059 2,672 2,947 3,182 3,334 3,462 3,733 3,835 3,927 4,004 4,031 4,052 4,067 

8 186 437 1,114 1,478 2,128 2,811 3,129 3,387 3,551 3,729 4,074 4,227 4,331 4,416 4,485 4,514 4,534 

9 186 446 1,150 1,518 2,176 2,875 3,201 3,440 3,579 3,711 4,020 4,141 4,232 4,283 4,316 4,337 4,352 

0 187 463 1,215 1,632 2,397 3,276 3,673 3,960 4,194 4,347 4,613 4,712 4,796 4,867 4,897 4,922 4,941 

0-2 4 57 228 367 540 1,180 1,500 1,718 1,917 2,035 2,151 2,229 2,285 2,344 2,367 2,387 2,401 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 150 333 810 1,037 1,527 1,725 1,788 1,845 1,874 1,904 2,027 2,045 2,068 2,078 2,084 2,088 2,092 

3 150 337 824 1,056 1,544 1,766 1,851 1,917 1,955 1,997 2,149 2,178 2,204 2,216 2,222 2,227 2,232 

4 150 341 833 1,067 1,558 1,828 1,936 2,022 2,076 2,139 2,324 2,369 2,402 2,418 2,432 2,439 2,447 

5 150 344 844 1,084 1,588 1,950 2,078 2,194 2,273 2,355 2,547 2,609 2,647 2,694 2,716 2,726 2,737 

6 151 359 903 1,171 1,688 2,173 2,373 2,511 2,609 2,685 2,908 2,973 3,034 3,067 3,087 3,098 3,108 

7 151 350 878 1,169 1,685 2,189 2,417 2,611 2,735 2,841 3,066 3,149 3,225 3,289 3,311 3,328 3,341 

8 151 356 908 1,205 1,740 2,300 2,563 2,775 2,911 3,058 3,343 3,469 3,555 3,625 3,682 3,706 3,722 

9 151 363 938 1,239 1,780 2,354 2,624 2,820 2,936 3,045 3,300 3,400 3,474 3,517 3,544 3,562 3,574 

0 152 377 990 1,330 1,959 2,680 3,008 3,244 3,438 3,565 3,785 3,866 3,935 3,994 4,019 4,040 4,056 

0-2 2 44 180 293 432 956 1,220 1,399 1,564 1,661 1,758 1,821 1,867 1,916 1,935 1,952 1,963 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 120 268 652 836 1,233 1,394 1,446 1,492 1,515 1,540 1,639 1,654 1,672 1,680 1,685 1,688 1,692 

3 120 271 664 850 1,247 1,427 1,496 1,549 1,580 1,615 1,738 1,761 1,782 1,791 1,797 1,801 1,805 

4 120 274 670 859 1,257 1,476 1,564 1,634 1,677 1,729 1,879 1,915 1,941 1,954 1,966 1,971 1,978 

5 121 276 678 872 1,280 1,573 1,678 1,771 1,835 1,902 2,058 2,108 2,138 2,176 2,194 2,202 2,211 

6 121 288 725 941 1,359 1,751 1,914 2,026 2,105 2,167 2,348 2,400 2,449 2,476 2,493 2,501 2,510 

7 121 280 705 939 1,356 1,763 1,948 2,105 2,206 2,292 2,475 2,542 2,603 2,655 2,673 2,687 2,697 

8 121 284 728 967 1,399 1,851 2,064 2,236 2,346 2,465 2,697 2,798 2,867 2,924 2,971 2,990 3,003 

9 121 291 752 995 1,432 1,896 2,115 2,274 2,367 2,455 2,663 2,743 2,803 2,838 2,860 2,874 2,884 

0 121 301 792 1,066 1,574 2,157 2,423 2,614 2,771 2,874 3,052 3,118 3,174 3,222 3,242 3,259 3,271 

0-2 1 33 140 231 341 763 977 1,122 1,255 1,334 1,413 1,464 1,501 1,541 1,557 1,570 1,580 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A4b. Consumer Cost Statistics for Passenger Cars and Light Trucks Combined; 

CAFE Model Runs with Payback = 0 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 137 226 574 759 1,105 1,286 1,366 1,424 1,469 1,513 1,611 1,643 1,676 1,699 1,716 1,731 1,738 

3 137 230 572 756 1,110 1,309 1,407 1,472 1,526 1,582 1,693 1,734 1,769 1,793 1,811 1,827 1,834 

4 138 225 568 748 1,106 1,340 1,460 1,531 1,593 1,658 1,786 1,841 1,878 1,907 1,937 1,958 1,968 

5 138 233 578 764 1,127 1,438 1,569 1,669 1,745 1,817 1,941 2,007 2,052 2,103 2,129 2,154 2,166 

6 139 224 592 779 1,134 1,493 1,656 1,770 1,852 1,918 2,037 2,088 2,139 2,179 2,217 2,249 2,264 

7 139 226 566 759 1,125 1,482 1,657 1,793 1,882 1,957 2,034 2,099 2,153 2,213 2,255 2,290 2,309 

8 140 221 549 740 1,095 1,466 1,642 1,778 1,872 1,954 2,034 2,104 2,157 2,211 2,293 2,341 2,369 

9 140 219 570 752 1,104 1,484 1,678 1,802 1,884 1,960 2,034 2,110 2,169 2,220 2,271 2,316 2,340 

0 141 210 556 713 1,019 1,375 1,540 1,631 1,757 1,857 1,980 2,061 2,141 2,216 2,286 2,347 2,385 

0-2 4 -16 -19 -46 -86 89 175 207 288 344 369 418 465 517 570 616 647 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 104 152 397 531 775 914 981 1,027 1,066 1,104 1,177 1,205 1,233 1,253 1,269 1,284 1,290 

3 104 155 391 524 776 928 1,009 1,059 1,105 1,152 1,232 1,267 1,295 1,317 1,335 1,349 1,355 

4 104 149 385 513 767 944 1,041 1,095 1,145 1,197 1,286 1,332 1,361 1,388 1,414 1,433 1,442 

5 104 156 392 523 779 1,012 1,117 1,192 1,252 1,307 1,391 1,443 1,480 1,521 1,542 1,566 1,575 

6 105 143 390 518 762 1,016 1,138 1,222 1,283 1,333 1,406 1,443 1,480 1,513 1,547 1,578 1,590 

7 105 147 369 497 751 999 1,126 1,222 1,283 1,336 1,367 1,414 1,451 1,498 1,535 1,567 1,583 

8 105 140 343 467 706 955 1,076 1,167 1,232 1,282 1,303 1,346 1,381 1,419 1,490 1,533 1,557 

9 105 136 359 473 708 963 1,101 1,183 1,241 1,294 1,315 1,369 1,412 1,454 1,499 1,540 1,562 

0 106 123 330 412 581 779 876 915 1,000 1,074 1,152 1,215 1,280 1,343 1,408 1,465 1,499 

0-2 2 -29 -67 -120 -194 -135 -106 -112 -66 -31 -25 10 47 90 138 181 210 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 74 87 240 330 481 584 639 674 707 740 789 813 837 856 871 884 889 

3 74 89 231 318 478 589 654 692 731 770 821 850 873 893 909 922 928 

4 74 82 222 305 466 592 670 707 747 786 841 878 901 924 948 966 973 

5 74 88 226 311 471 635 716 769 814 853 902 941 971 1,003 1,021 1,042 1,049 

6 75 71 212 288 434 594 679 737 779 815 846 870 896 922 953 981 992 

7 75 77 196 267 422 573 658 716 754 787 776 806 829 864 897 925 939 

8 75 69 163 229 365 506 578 627 667 689 657 676 693 719 779 817 838 

9 75 64 173 228 359 504 592 636 672 705 677 712 741 774 815 853 872 

0 75 48 133 148 196 256 290 285 333 383 420 467 518 570 631 683 715 

0-2 1 -40 -107 -182 -286 -328 -348 -389 -374 -357 -369 -346 -318 -285 -240 -201 -174 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A5a. Consumer Cost Statistics for Passenger Cars; 

CAFE Model Runs with Payback = 0 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 31 199 379 449 726 768 775 806 795 782 811 804 794 784 774 764 761 

3 31 199 382 452 714 774 787 826 817 806 851 849 843 835 825 818 816 

4 31 216 398 467 732 831 850 916 918 923 1,004 1,009 1,013 1,006 992 979 978 

5 31 204 391 463 735 839 870 937 940 969 1,061 1,069 1,070 1,071 1,065 1,053 1,056 

6 31 243 456 550 849 1,009 1,082 1,171 1,200 1,228 1,342 1,352 1,357 1,352 1,340 1,324 1,323 

7 31 226 428 504 790 960 1,073 1,230 1,290 1,349 1,520 1,534 1,541 1,545 1,533 1,520 1,520 

8 31 227 427 526 826 1,065 1,204 1,382 1,454 1,531 1,740 1,782 1,783 1,790 1,786 1,768 1,767 

9 31 253 466 573 885 1,091 1,225 1,397 1,464 1,529 1,714 1,731 1,734 1,735 1,721 1,703 1,699 

0 31 271 516 659 1,169 1,592 1,885 2,167 2,272 2,335 2,427 2,427 2,420 2,393 2,360 2,326 2,310 

0-2 0 72 136 210 443 824 1,110 1,361 1,477 1,553 1,616 1,623 1,626 1,609 1,586 1,562 1,549 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 179 422 807 970 1,505 1,699 1,772 1,862 1,888 1,903 1,978 2,002 2,019 2,032 2,040 2,044 2,051 

3 180 423 808 972 1,503 1,732 1,824 1,924 1,956 1,979 2,083 2,111 2,131 2,147 2,155 2,162 2,171 

4 180 430 816 980 1,513 1,805 1,924 2,049 2,102 2,159 2,326 2,376 2,405 2,428 2,438 2,445 2,457 

5 180 426 814 984 1,522 1,822 1,965 2,105 2,172 2,247 2,409 2,459 2,492 2,537 2,554 2,564 2,582 

6 181 440 851 1,039 1,600 2,002 2,211 2,418 2,514 2,589 2,758 2,815 2,856 2,882 2,899 2,908 2,922 

7 182 436 833 1,014 1,573 1,994 2,247 2,524 2,670 2,788 2,968 3,040 3,087 3,158 3,177 3,192 3,207 

8 183 439 839 1,031 1,596 2,087 2,369 2,666 2,829 2,974 3,226 3,331 3,375 3,450 3,502 3,518 3,535 

9 183 444 863 1,055 1,626 2,112 2,409 2,706 2,844 2,963 3,171 3,253 3,295 3,334 3,358 3,372 3,385 

0 184 458 906 1,132 1,854 2,550 2,953 3,323 3,525 3,678 3,834 3,905 3,962 3,996 4,023 4,040 4,057 

0-2 5 36 99 161 349 851 1,181 1,461 1,636 1,775 1,856 1,904 1,943 1,963 1,983 1,996 2,006 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 147 347 663 799 1,240 1,401 1,461 1,536 1,558 1,570 1,632 1,651 1,665 1,676 1,683 1,686 1,692 

3 147 347 664 800 1,238 1,428 1,504 1,587 1,613 1,632 1,718 1,741 1,758 1,771 1,778 1,783 1,790 

4 148 353 670 806 1,246 1,487 1,586 1,689 1,732 1,780 1,917 1,959 1,983 2,002 2,010 2,016 2,026 

5 148 349 668 809 1,253 1,500 1,618 1,734 1,789 1,851 1,985 2,026 2,053 2,090 2,105 2,113 2,128 

6 148 360 698 853 1,315 1,646 1,819 1,989 2,068 2,130 2,271 2,317 2,351 2,373 2,387 2,395 2,406 

7 149 357 682 832 1,291 1,638 1,847 2,075 2,195 2,293 2,442 2,501 2,540 2,598 2,614 2,626 2,639 

8 149 359 686 844 1,308 1,712 1,944 2,189 2,323 2,442 2,650 2,737 2,773 2,836 2,878 2,891 2,906 

9 149 363 706 864 1,334 1,734 1,979 2,223 2,336 2,435 2,607 2,674 2,709 2,742 2,761 2,773 2,784 

0 150 374 740 925 1,518 2,090 2,422 2,726 2,892 3,019 3,147 3,206 3,253 3,281 3,304 3,318 3,333 

0-2 3 27 76 126 278 689 961 1,190 1,335 1,449 1,516 1,555 1,588 1,605 1,621 1,632 1,641 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 119 280 535 646 1,004 1,134 1,184 1,244 1,261 1,271 1,322 1,337 1,349 1,358 1,363 1,366 1,370 

3 119 280 536 646 1,002 1,156 1,218 1,285 1,306 1,321 1,391 1,410 1,423 1,434 1,439 1,444 1,449 

4 119 284 541 651 1,008 1,203 1,284 1,367 1,402 1,441 1,552 1,586 1,605 1,621 1,627 1,632 1,640 

5 119 281 538 653 1,012 1,213 1,309 1,403 1,447 1,498 1,606 1,640 1,661 1,691 1,703 1,709 1,722 

6 119 290 561 688 1,061 1,329 1,470 1,607 1,672 1,722 1,836 1,873 1,900 1,918 1,930 1,936 1,945 

7 119 287 549 670 1,041 1,322 1,491 1,676 1,773 1,853 1,973 2,021 2,052 2,100 2,113 2,123 2,133 

8 120 288 551 678 1,053 1,380 1,568 1,765 1,874 1,971 2,139 2,209 2,239 2,289 2,324 2,335 2,346 

9 120 292 567 695 1,075 1,398 1,597 1,794 1,886 1,966 2,105 2,159 2,188 2,214 2,230 2,239 2,249 

0 120 299 593 743 1,221 1,683 1,952 2,198 2,332 2,435 2,539 2,587 2,624 2,647 2,666 2,678 2,689 

0-2 1 20 58 98 218 549 769 954 1,071 1,163 1,218 1,249 1,276 1,290 1,303 1,312 1,319 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 

  



The NPRM CAFE Model’s Vehicle Activity Forecasting Methods Page 37 

Table A5b. Consumer Cost Statistics for Passenger Cars; 

CAFE Model Runs with Payback = 0 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 149 223 427 522 779 931 997 1,056 1,094 1,122 1,167 1,198 1,225 1,248 1,266 1,281 1,290 

3 149 224 426 520 788 958 1,037 1,098 1,139 1,173 1,232 1,262 1,288 1,312 1,330 1,344 1,354 

4 149 213 418 513 782 974 1,074 1,133 1,183 1,236 1,321 1,367 1,391 1,422 1,445 1,466 1,479 

5 150 221 423 521 787 982 1,095 1,168 1,231 1,278 1,348 1,390 1,422 1,466 1,489 1,511 1,526 

6 151 197 395 489 751 993 1,130 1,247 1,314 1,361 1,416 1,463 1,498 1,531 1,559 1,585 1,598 

7 151 209 405 511 783 1,034 1,174 1,294 1,380 1,439 1,448 1,506 1,546 1,614 1,644 1,671 1,686 

8 152 212 411 505 771 1,022 1,165 1,284 1,375 1,443 1,486 1,550 1,592 1,660 1,716 1,750 1,768 

9 152 191 397 482 741 1,021 1,185 1,308 1,380 1,434 1,457 1,521 1,561 1,600 1,637 1,669 1,686 

0 153 187 390 473 685 958 1,069 1,156 1,253 1,343 1,407 1,478 1,542 1,602 1,663 1,714 1,747 

0-2 5 -36 -37 -49 -93 27 72 100 160 222 240 280 317 354 397 434 457 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 117 148 284 350 514 633 687 730 763 788 821 847 871 892 908 923 931 

3 117 148 282 348 524 654 717 761 795 826 867 892 915 935 952 965 974 

4 117 136 272 339 514 656 736 773 814 857 913 950 969 996 1,017 1,037 1,048 

5 117 145 277 346 517 661 748 797 848 882 924 957 984 1,020 1,039 1,060 1,071 

6 118 117 241 303 465 637 737 818 868 902 929 965 993 1,021 1,047 1,071 1,082 

7 118 130 254 328 501 678 774 845 905 944 922 967 999 1,054 1,081 1,106 1,118 

8 118 132 258 318 483 647 740 807 869 911 910 955 990 1,045 1,092 1,123 1,139 

9 118 110 240 291 448 643 754 825 873 906 893 943 975 1,007 1,040 1,070 1,084 

0 119 103 224 266 349 498 537 559 621 684 720 779 833 888 944 993 1,023 

0-2 3 -45 -60 -84 -165 -135 -149 -171 -142 -104 -100 -68 -39 -5 35 70 92 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 88 81 156 197 278 366 409 438 467 490 511 533 555 573 588 602 609 

3 88 81 154 195 287 382 431 459 489 515 541 560 580 598 614 626 633 

4 88 68 142 184 276 372 433 451 484 518 548 577 592 615 635 653 662 

5 88 77 147 190 277 374 439 466 507 529 545 570 592 620 638 656 665 

6 88 46 105 137 212 321 388 437 472 494 494 521 543 567 590 613 621 

7 89 60 121 166 251 362 418 446 483 504 453 487 511 555 580 602 612 

8 89 61 123 152 228 315 364 383 420 440 399 428 455 499 538 567 579 

9 89 38 101 122 189 307 372 397 422 437 391 428 454 480 509 537 549 

0 89 28 78 84 53 91 68 31 61 100 112 160 204 254 306 352 379 

0-2 1 -53 -79 -113 -225 -275 -341 -407 -406 -390 -398 -374 -351 -320 -283 -250 -230 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 

  



The NPRM CAFE Model’s Vehicle Activity Forecasting Methods Page 38 

Table A6a. Consumer Cost Statistics for Light Trucks; 

CAFE Model Runs with Payback = 0 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 64 159 451 575 783 862 847 832 824 822 899 886 886 875 864 855 854 

3 64 162 492 629 836 915 909 896 889 893 999 987 988 976 964 953 952 

4 64 162 506 659 863 947 948 940 946 967 1,080 1,072 1,074 1,059 1,049 1,037 1,036 

5 64 170 523 679 899 1,059 1,072 1,080 1,121 1,145 1,273 1,284 1,284 1,295 1,302 1,288 1,288 

6 64 185 579 777 1,019 1,337 1,420 1,431 1,477 1,502 1,697 1,741 1,784 1,789 1,773 1,749 1,745 

7 64 175 604 875 1,112 1,469 1,554 1,582 1,648 1,694 1,916 1,975 2,047 2,076 2,055 2,038 2,030 

8 64 202 727 993 1,289 1,686 1,830 1,883 1,951 2,072 2,403 2,525 2,626 2,680 2,656 2,634 2,617 

9 64 196 713 999 1,302 1,756 1,884 1,927 1,971 2,017 2,312 2,383 2,442 2,439 2,413 2,383 2,367 

0 64 232 827 1,232 1,636 2,276 2,432 2,523 2,634 2,676 2,875 2,910 2,923 2,943 2,894 2,856 2,833 

0-2 0 73 376 657 853 1,414 1,585 1,691 1,811 1,853 1,976 2,024 2,037 2,068 2,030 2,001 1,979 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 187 388 1,197 1,620 2,290 2,579 2,662 2,706 2,754 2,820 3,066 3,080 3,117 3,127 3,136 3,145 3,153 

3 188 400 1,235 1,669 2,342 2,651 2,768 2,825 2,890 2,979 3,266 3,303 3,344 3,355 3,365 3,375 3,383 

4 188 401 1,250 1,689 2,368 2,732 2,878 2,959 3,043 3,145 3,443 3,492 3,539 3,551 3,579 3,592 3,603 

5 189 416 1,284 1,735 2,443 3,049 3,220 3,359 3,493 3,623 3,944 4,037 4,090 4,157 4,195 4,211 4,225 

6 189 441 1,402 1,906 2,624 3,437 3,714 3,832 3,976 4,092 4,488 4,574 4,674 4,722 4,755 4,772 4,787 

7 190 420 1,359 1,934 2,656 3,494 3,800 3,981 4,137 4,277 4,661 4,777 4,908 4,983 5,013 5,039 5,055 

8 190 434 1,437 2,016 2,782 3,691 4,054 4,261 4,425 4,643 5,101 5,282 5,437 5,521 5,607 5,646 5,667 

9 190 448 1,486 2,076 2,852 3,801 4,158 4,322 4,460 4,609 5,041 5,184 5,313 5,368 5,404 5,432 5,450 

0 191 469 1,577 2,235 3,066 4,158 4,543 4,723 4,988 5,139 5,533 5,646 5,749 5,854 5,883 5,914 5,936 

0-2 3 82 379 615 775 1,579 1,880 2,018 2,234 2,319 2,467 2,566 2,632 2,727 2,747 2,769 2,783 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 152 316 981 1,325 1,879 2,118 2,188 2,223 2,263 2,318 2,521 2,532 2,563 2,571 2,579 2,586 2,593 

3 153 326 1,011 1,364 1,921 2,176 2,274 2,320 2,374 2,448 2,685 2,715 2,749 2,758 2,767 2,775 2,782 

4 153 326 1,023 1,381 1,941 2,241 2,362 2,429 2,498 2,583 2,830 2,869 2,908 2,918 2,942 2,953 2,962 

5 153 339 1,050 1,416 2,000 2,497 2,639 2,754 2,865 2,972 3,239 3,314 3,358 3,414 3,445 3,459 3,470 

6 154 358 1,144 1,555 2,146 2,812 3,042 3,140 3,259 3,355 3,683 3,753 3,836 3,875 3,903 3,916 3,929 

7 154 341 1,109 1,576 2,170 2,857 3,110 3,261 3,389 3,505 3,823 3,919 4,026 4,088 4,113 4,134 4,148 

8 154 352 1,170 1,641 2,271 3,015 3,316 3,487 3,622 3,803 4,183 4,331 4,459 4,528 4,600 4,631 4,649 

9 154 363 1,211 1,691 2,329 3,107 3,404 3,539 3,653 3,776 4,134 4,252 4,358 4,403 4,434 4,456 4,471 

0 154 380 1,282 1,819 2,501 3,397 3,716 3,866 4,085 4,210 4,537 4,629 4,714 4,802 4,825 4,851 4,869 

0-2 2 64 301 494 622 1,279 1,529 1,642 1,822 1,892 2,016 2,097 2,151 2,230 2,246 2,264 2,276 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 122 253 789 1,065 1,515 1,709 1,766 1,795 1,827 1,872 2,036 2,045 2,070 2,077 2,083 2,089 2,094 

3 122 261 813 1,097 1,548 1,755 1,835 1,873 1,917 1,977 2,169 2,193 2,220 2,228 2,235 2,241 2,247 

4 122 261 822 1,109 1,563 1,806 1,906 1,960 2,015 2,084 2,285 2,317 2,348 2,356 2,375 2,384 2,391 

5 122 271 843 1,137 1,610 2,010 2,127 2,220 2,310 2,397 2,613 2,674 2,709 2,754 2,780 2,791 2,800 

6 122 286 917 1,247 1,726 2,263 2,451 2,529 2,626 2,704 2,971 3,027 3,094 3,126 3,148 3,159 3,169 

7 123 272 888 1,263 1,744 2,298 2,504 2,626 2,730 2,824 3,083 3,160 3,247 3,297 3,317 3,334 3,345 

8 123 281 936 1,314 1,823 2,423 2,668 2,807 2,916 3,063 3,372 3,492 3,595 3,651 3,709 3,735 3,749 

9 123 290 969 1,355 1,871 2,499 2,741 2,850 2,943 3,043 3,334 3,429 3,514 3,551 3,576 3,594 3,606 

0 123 303 1,025 1,456 2,008 2,732 2,992 3,112 3,291 3,392 3,658 3,733 3,801 3,872 3,891 3,912 3,927 

0-2 1 49 235 391 492 1,022 1,225 1,317 1,464 1,521 1,622 1,687 1,731 1,795 1,808 1,823 1,832 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A6b. Consumer Cost Statistics for Light Trucks; 

CAFE Model Runs with Payback = 0 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 123 229 746 1,045 1,507 1,717 1,816 1,873 1,930 1,998 2,167 2,194 2,231 2,252 2,272 2,290 2,299 

3 123 238 743 1,039 1,506 1,735 1,860 1,929 2,001 2,086 2,267 2,315 2,355 2,379 2,401 2,422 2,431 

4 124 239 744 1,031 1,505 1,785 1,930 2,019 2,097 2,178 2,363 2,420 2,465 2,492 2,531 2,555 2,567 

5 124 246 761 1,056 1,544 1,990 2,148 2,279 2,372 2,477 2,672 2,752 2,805 2,862 2,892 2,923 2,936 

6 125 256 822 1,129 1,605 2,099 2,293 2,400 2,499 2,590 2,791 2,832 2,890 2,933 2,982 3,022 3,042 

7 125 245 755 1,059 1,544 2,025 2,245 2,399 2,489 2,583 2,745 2,802 2,861 2,907 2,958 3,001 3,025 

8 126 233 710 1,023 1,493 2,005 2,224 2,378 2,474 2,571 2,698 2,758 2,812 2,841 2,951 3,012 3,051 

9 126 252 774 1,077 1,550 2,045 2,275 2,396 2,489 2,592 2,729 2,800 2,871 2,928 2,992 3,048 3,083 

0 126 238 749 1,003 1,430 1,882 2,111 2,200 2,354 2,464 2,658 2,735 2,825 2,911 2,988 3,058 3,103 

0-2 3 8 3 -42 -78 164 295 327 424 466 491 541 594 659 717 768 804 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 88 158 530 750 1,096 1,256 1,341 1,391 1,439 1,496 1,622 1,647 1,677 1,697 1,715 1,731 1,739 

3 88 164 520 735 1,085 1,260 1,365 1,425 1,485 1,555 1,687 1,728 1,761 1,783 1,803 1,822 1,830 

4 88 165 517 722 1,078 1,294 1,414 1,489 1,552 1,616 1,750 1,798 1,835 1,859 1,893 1,915 1,925 

5 89 169 526 737 1,101 1,438 1,567 1,674 1,744 1,827 1,966 2,030 2,074 2,119 2,142 2,171 2,182 

6 89 173 565 778 1,128 1,475 1,622 1,708 1,781 1,853 1,985 2,012 2,052 2,086 2,130 2,167 2,184 

7 89 166 504 701 1,058 1,388 1,556 1,678 1,741 1,811 1,907 1,944 1,979 2,012 2,058 2,097 2,118 

8 90 150 443 648 982 1,329 1,486 1,604 1,671 1,731 1,780 1,807 1,833 1,848 1,944 1,998 2,033 

9 90 168 498 692 1,027 1,351 1,521 1,613 1,682 1,760 1,823 1,869 1,916 1,964 2,021 2,073 2,104 

0 90 148 455 587 865 1,122 1,284 1,342 1,451 1,535 1,662 1,719 1,791 1,859 1,931 1,995 2,036 

0-2 2 -10 -75 -163 -231 -135 -57 -48 12 39 40 72 114 162 216 264 297 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 58 95 339 490 732 848 920 963 1,003 1,050 1,137 1,160 1,184 1,202 1,219 1,234 1,240 

3 58 99 321 467 713 840 927 977 1,028 1,084 1,170 1,205 1,232 1,252 1,271 1,288 1,294 

4 58 99 316 450 700 859 958 1,019 1,070 1,118 1,205 1,245 1,274 1,297 1,326 1,346 1,355 

5 58 101 319 458 710 952 1,054 1,140 1,189 1,252 1,341 1,389 1,425 1,459 1,477 1,503 1,512 

6 58 101 338 470 707 926 1,030 1,098 1,149 1,202 1,273 1,286 1,310 1,337 1,375 1,410 1,424 

7 58 97 284 388 632 829 950 1,044 1,082 1,130 1,167 1,185 1,200 1,221 1,262 1,296 1,315 

8 58 79 209 321 534 737 839 923 966 992 969 967 969 971 1,053 1,101 1,133 

9 58 94 256 356 569 743 858 924 971 1,026 1,022 1,046 1,072 1,111 1,163 1,211 1,239 

0 58 71 198 224 371 456 560 589 657 717 783 822 877 929 997 1,056 1,094 

0-2 1 -24 -141 -266 -361 -392 -360 -373 -347 -333 -354 -337 -307 -273 -222 -178 -147 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A7a. Consumer Cost Statistics for Passenger Cars and Light Trucks Combined; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 46 140 306 384 601 642 647 650 647 643 694 691 692 687 681 675 674 

3 46 140 312 394 610 659 669 675 675 674 726 725 725 723 718 714 712 

4 46 143 335 437 651 709 723 737 743 752 832 838 845 839 835 828 828 

5 46 142 343 438 655 743 772 797 816 839 934 956 963 968 969 961 963 

6 46 171 386 492 725 891 937 987 1,031 1,056 1,190 1,214 1,245 1,259 1,255 1,248 1,248 

7 46 149 363 476 710 874 953 1,029 1,091 1,139 1,297 1,338 1,386 1,416 1,423 1,416 1,416 

8 46 156 371 519 755 959 1,058 1,159 1,248 1,318 1,512 1,576 1,620 1,647 1,652 1,642 1,640 

9 46 174 399 529 773 1,012 1,112 1,210 1,287 1,346 1,493 1,539 1,581 1,605 1,601 1,587 1,585 

0 46 189 446 627 959 1,333 1,506 1,670 1,764 1,849 1,954 1,973 2,005 2,023 2,004 1,986 1,977 

0-2 0 48 140 243 358 691 859 1,019 1,118 1,206 1,259 1,282 1,313 1,336 1,323 1,310 1,304 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 183 432 1,001 1,297 1,917 2,146 2,219 2,277 2,312 2,346 2,521 2,544 2,574 2,585 2,593 2,598 2,603 

3 183 433 1,021 1,321 1,945 2,200 2,295 2,359 2,405 2,454 2,639 2,675 2,707 2,722 2,730 2,736 2,742 

4 183 436 1,065 1,419 2,045 2,341 2,452 2,525 2,583 2,647 2,903 2,959 3,000 3,016 3,042 3,049 3,061 

5 184 445 1,100 1,420 2,055 2,435 2,591 2,696 2,795 2,884 3,135 3,218 3,266 3,308 3,329 3,340 3,350 

6 185 482 1,173 1,549 2,201 2,772 2,961 3,143 3,262 3,349 3,637 3,723 3,802 3,846 3,867 3,883 3,896 

7 185 460 1,141 1,526 2,181 2,764 2,992 3,201 3,352 3,469 3,798 3,906 4,025 4,114 4,151 4,171 4,186 

8 186 463 1,149 1,563 2,225 2,871 3,125 3,351 3,530 3,685 4,086 4,226 4,353 4,441 4,512 4,538 4,555 

9 186 490 1,195 1,601 2,264 2,958 3,222 3,460 3,621 3,754 4,084 4,196 4,312 4,399 4,429 4,445 4,460 

0 186 500 1,238 1,709 2,462 3,354 3,692 3,991 4,202 4,369 4,663 4,762 4,863 4,933 4,960 4,982 5,000 

0-2 3 67 237 412 545 1,208 1,473 1,714 1,890 2,023 2,142 2,218 2,289 2,347 2,367 2,384 2,397 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 150 354 821 1,064 1,577 1,766 1,827 1,875 1,903 1,932 2,077 2,095 2,120 2,130 2,136 2,140 2,145 

3 150 354 838 1,084 1,599 1,810 1,889 1,942 1,980 2,021 2,173 2,203 2,229 2,242 2,248 2,254 2,258 

4 150 356 873 1,162 1,680 1,924 2,016 2,076 2,124 2,178 2,389 2,436 2,470 2,483 2,504 2,510 2,521 

5 150 364 901 1,163 1,687 2,000 2,129 2,216 2,297 2,371 2,579 2,647 2,686 2,722 2,739 2,748 2,756 

6 151 394 960 1,267 1,804 2,273 2,430 2,580 2,679 2,751 2,989 3,061 3,126 3,162 3,179 3,193 3,203 

7 151 375 933 1,247 1,786 2,266 2,454 2,627 2,751 2,849 3,121 3,209 3,308 3,381 3,412 3,428 3,441 

8 151 378 938 1,276 1,821 2,351 2,561 2,748 2,895 3,023 3,356 3,470 3,575 3,648 3,707 3,728 3,742 

9 151 399 976 1,307 1,853 2,423 2,642 2,838 2,971 3,082 3,355 3,447 3,543 3,614 3,639 3,653 3,665 

0 152 407 1,009 1,394 2,013 2,746 3,026 3,272 3,446 3,584 3,828 3,910 3,993 4,051 4,074 4,092 4,107 

0-2 2 52 188 330 436 981 1,199 1,398 1,543 1,653 1,752 1,814 1,873 1,921 1,938 1,952 1,962 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 120 285 662 857 1,274 1,427 1,478 1,516 1,539 1,562 1,680 1,695 1,715 1,723 1,728 1,731 1,735 

3 120 285 675 873 1,291 1,462 1,527 1,570 1,601 1,634 1,758 1,782 1,803 1,813 1,819 1,823 1,827 

4 120 286 703 936 1,355 1,554 1,629 1,678 1,717 1,760 1,932 1,969 1,997 2,007 2,024 2,029 2,038 

5 120 292 725 936 1,360 1,613 1,719 1,789 1,855 1,915 2,084 2,139 2,171 2,199 2,213 2,221 2,227 

6 121 316 771 1,018 1,453 1,833 1,961 2,082 2,162 2,221 2,415 2,472 2,524 2,554 2,568 2,579 2,587 

7 121 301 749 1,001 1,438 1,826 1,979 2,119 2,220 2,299 2,520 2,591 2,671 2,730 2,755 2,768 2,779 

8 121 302 753 1,024 1,465 1,893 2,064 2,215 2,334 2,438 2,708 2,801 2,885 2,945 2,993 3,010 3,021 

9 121 320 783 1,050 1,491 1,952 2,130 2,289 2,396 2,486 2,708 2,783 2,860 2,918 2,938 2,949 2,959 

0 121 325 808 1,118 1,619 2,211 2,438 2,638 2,779 2,891 3,089 3,155 3,222 3,269 3,288 3,303 3,315 

0-2 1 40 147 261 345 784 961 1,122 1,240 1,329 1,409 1,460 1,507 1,547 1,560 1,572 1,580 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A7b. Consumer Cost Statistics for Passenger Cars and Light Trucks Combined; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 137 292 695 913 1,316 1,503 1,573 1,627 1,665 1,703 1,826 1,853 1,881 1,899 1,912 1,923 1,930 

3 137 293 709 927 1,335 1,540 1,626 1,684 1,730 1,780 1,912 1,951 1,981 1,998 2,012 2,023 2,030 

4 137 292 730 982 1,394 1,632 1,729 1,787 1,840 1,895 2,071 2,121 2,155 2,177 2,207 2,221 2,234 

5 138 303 757 982 1,400 1,693 1,819 1,899 1,979 2,045 2,202 2,263 2,303 2,340 2,360 2,378 2,387 

6 139 312 787 1,057 1,476 1,880 2,024 2,156 2,231 2,293 2,446 2,510 2,557 2,588 2,613 2,636 2,648 

7 139 310 779 1,049 1,471 1,890 2,039 2,172 2,261 2,331 2,501 2,567 2,640 2,698 2,728 2,755 2,771 

8 140 307 778 1,044 1,470 1,912 2,067 2,192 2,282 2,367 2,574 2,650 2,733 2,794 2,861 2,896 2,915 

9 139 316 796 1,072 1,491 1,946 2,110 2,250 2,333 2,408 2,591 2,657 2,731 2,794 2,828 2,858 2,875 

0 140 311 792 1,082 1,503 2,021 2,186 2,321 2,437 2,520 2,709 2,788 2,858 2,910 2,956 2,997 3,023 

0-2 3 19 97 169 186 518 614 694 772 817 882 936 976 1,011 1,045 1,074 1,093 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 104 214 515 680 976 1,123 1,180 1,225 1,256 1,289 1,382 1,404 1,428 1,443 1,455 1,465 1,471 

3 104 214 526 690 989 1,150 1,220 1,267 1,305 1,347 1,447 1,479 1,504 1,518 1,531 1,540 1,547 

4 104 213 538 726 1,029 1,215 1,293 1,339 1,381 1,426 1,558 1,598 1,624 1,644 1,669 1,682 1,693 

5 104 221 558 725 1,032 1,257 1,357 1,419 1,481 1,532 1,645 1,691 1,724 1,754 1,770 1,787 1,794 

6 105 223 574 774 1,079 1,382 1,493 1,593 1,648 1,695 1,799 1,847 1,881 1,904 1,925 1,945 1,955 

7 105 226 570 770 1,076 1,391 1,501 1,597 1,660 1,710 1,824 1,871 1,922 1,965 1,989 2,013 2,025 

8 105 221 567 757 1,066 1,392 1,503 1,588 1,647 1,705 1,843 1,894 1,955 2,001 2,056 2,086 2,102 

9 105 226 577 778 1,080 1,411 1,530 1,628 1,684 1,736 1,862 1,908 1,962 2,009 2,038 2,066 2,080 

0 106 218 564 767 1,054 1,413 1,520 1,603 1,682 1,736 1,874 1,936 1,988 2,028 2,070 2,107 2,130 

0-2 2 4 48 87 78 290 340 378 426 447 492 532 560 585 615 642 659 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 74 145 356 473 673 785 831 866 892 919 985 1,004 1,022 1,036 1,047 1,056 1,061 

3 74 145 363 479 681 803 858 896 926 960 1,032 1,057 1,078 1,090 1,101 1,109 1,115 

4 74 143 368 499 705 845 906 940 974 1,008 1,101 1,131 1,151 1,169 1,190 1,202 1,210 

5 74 150 381 498 705 871 947 992 1,039 1,076 1,151 1,183 1,208 1,231 1,244 1,259 1,265 

6 75 145 385 526 728 941 1,024 1,095 1,131 1,165 1,224 1,258 1,279 1,295 1,313 1,331 1,339 

7 75 151 386 525 728 951 1,026 1,089 1,129 1,160 1,223 1,253 1,285 1,314 1,332 1,353 1,363 

8 75 146 381 505 710 934 1,006 1,056 1,087 1,120 1,196 1,224 1,265 1,297 1,341 1,368 1,381 

9 75 146 384 521 718 940 1,018 1,079 1,109 1,140 1,215 1,244 1,279 1,313 1,337 1,362 1,374 

0 75 137 363 491 659 878 933 968 1,015 1,042 1,136 1,182 1,217 1,246 1,284 1,317 1,338 

0-2 1 -8 7 18 -14 93 102 102 123 123 150 178 195 210 238 261 276 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 

  



The NPRM CAFE Model’s Vehicle Activity Forecasting Methods Page 42 

Table A8a. Consumer Cost Statistics for Passenger Cars; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 31 151 301 368 611 642 655 665 660 651 684 682 678 672 667 660 657 

3 31 151 302 369 611 651 667 680 678 671 708 707 703 704 698 695 692 

4 31 156 307 377 620 675 694 725 726 725 789 803 810 807 801 794 794 

5 31 152 303 374 619 681 709 748 751 768 843 857 862 865 863 855 858 

6 31 184 347 420 682 802 849 913 948 966 1,060 1,084 1,096 1,103 1,101 1,094 1,096 

7 31 158 319 392 656 772 851 956 1,005 1,052 1,167 1,187 1,204 1,225 1,231 1,223 1,226 

8 31 171 330 404 668 813 916 1,061 1,148 1,221 1,383 1,411 1,434 1,451 1,455 1,445 1,446 

9 31 184 347 421 699 871 973 1,097 1,176 1,237 1,364 1,385 1,398 1,421 1,419 1,405 1,405 

0 31 208 398 493 856 1,149 1,365 1,598 1,711 1,832 1,929 1,946 1,944 1,937 1,917 1,896 1,888 

0-2 0 57 97 125 245 508 711 933 1,051 1,182 1,245 1,264 1,266 1,265 1,251 1,237 1,230 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 179 447 892 1,074 1,624 1,789 1,864 1,934 1,957 1,970 2,077 2,099 2,121 2,134 2,142 2,147 2,154 

3 179 448 899 1,082 1,633 1,830 1,916 1,988 2,017 2,041 2,161 2,190 2,214 2,232 2,240 2,248 2,255 

4 180 452 904 1,088 1,640 1,873 1,970 2,059 2,097 2,127 2,348 2,409 2,447 2,470 2,486 2,494 2,512 

5 180 453 907 1,097 1,652 1,895 2,016 2,132 2,182 2,232 2,397 2,455 2,492 2,514 2,528 2,535 2,548 

6 181 470 935 1,134 1,716 2,109 2,287 2,467 2,557 2,612 2,809 2,882 2,929 2,961 2,979 2,990 3,004 

7 181 463 924 1,116 1,699 2,103 2,325 2,535 2,663 2,758 2,996 3,067 3,124 3,205 3,233 3,246 3,262 

8 182 469 931 1,124 1,711 2,134 2,380 2,624 2,792 2,933 3,243 3,342 3,410 3,491 3,545 3,561 3,578 

9 182 473 940 1,141 1,735 2,210 2,476 2,721 2,871 2,983 3,231 3,312 3,360 3,450 3,474 3,486 3,502 

0 183 487 978 1,206 1,900 2,567 2,936 3,289 3,514 3,706 3,910 3,984 4,040 4,078 4,102 4,119 4,136 

0-2 4 40 86 131 275 778 1,071 1,356 1,558 1,736 1,833 1,885 1,919 1,944 1,960 1,972 1,982 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 147 368 734 885 1,339 1,476 1,538 1,596 1,615 1,626 1,714 1,732 1,750 1,761 1,768 1,772 1,778 

3 147 368 739 891 1,346 1,510 1,581 1,640 1,664 1,684 1,784 1,807 1,827 1,842 1,849 1,855 1,861 

4 147 371 743 895 1,352 1,544 1,625 1,698 1,730 1,754 1,937 1,988 2,019 2,038 2,051 2,058 2,073 

5 148 372 745 902 1,360 1,561 1,661 1,757 1,798 1,839 1,976 2,024 2,054 2,073 2,085 2,091 2,101 

6 148 385 767 932 1,411 1,736 1,883 2,031 2,105 2,151 2,314 2,374 2,414 2,440 2,455 2,464 2,476 

7 148 379 757 916 1,396 1,730 1,913 2,086 2,192 2,271 2,467 2,526 2,573 2,640 2,663 2,674 2,688 

8 149 383 762 922 1,405 1,753 1,956 2,158 2,296 2,413 2,669 2,750 2,807 2,873 2,918 2,932 2,946 

9 149 387 770 936 1,425 1,816 2,036 2,239 2,362 2,454 2,660 2,726 2,766 2,841 2,860 2,871 2,884 

0 149 398 800 988 1,558 2,108 2,412 2,703 2,889 3,048 3,216 3,277 3,323 3,355 3,375 3,389 3,403 

0-2 2 30 66 103 219 632 874 1,108 1,274 1,422 1,502 1,544 1,573 1,594 1,607 1,617 1,626 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 119 297 592 715 1,084 1,195 1,247 1,293 1,308 1,318 1,389 1,404 1,418 1,427 1,432 1,436 1,440 

3 119 297 597 720 1,089 1,223 1,281 1,329 1,348 1,364 1,445 1,464 1,480 1,492 1,498 1,503 1,507 

4 119 299 600 723 1,094 1,250 1,316 1,375 1,401 1,421 1,569 1,610 1,635 1,651 1,662 1,667 1,679 

5 119 299 600 728 1,100 1,263 1,345 1,422 1,456 1,489 1,600 1,638 1,663 1,678 1,688 1,693 1,701 

6 119 310 618 752 1,140 1,403 1,523 1,643 1,703 1,740 1,872 1,921 1,953 1,974 1,986 1,994 2,003 

7 119 305 609 738 1,127 1,397 1,546 1,687 1,772 1,836 1,996 2,043 2,081 2,135 2,154 2,163 2,174 

8 119 308 613 742 1,133 1,415 1,580 1,743 1,855 1,950 2,157 2,223 2,269 2,323 2,360 2,371 2,382 

9 119 311 620 754 1,150 1,467 1,645 1,809 1,909 1,984 2,151 2,204 2,236 2,297 2,313 2,321 2,332 

0 120 319 643 795 1,256 1,701 1,947 2,183 2,333 2,462 2,598 2,648 2,685 2,711 2,727 2,739 2,751 

0-2 1 23 50 79 171 505 701 890 1,025 1,144 1,209 1,244 1,267 1,284 1,295 1,303 1,310 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A8b. Consumer Cost Statistics for Passenger Cars; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 148 296 591 706 1,014 1,147 1,210 1,268 1,297 1,320 1,393 1,417 1,443 1,462 1,476 1,487 1,497 

3 148 297 597 713 1,022 1,179 1,249 1,308 1,339 1,370 1,454 1,483 1,511 1,528 1,543 1,553 1,562 

4 149 295 597 710 1,020 1,197 1,276 1,334 1,371 1,401 1,559 1,607 1,637 1,664 1,685 1,701 1,718 

5 149 301 604 722 1,034 1,214 1,307 1,384 1,431 1,464 1,555 1,598 1,629 1,649 1,665 1,680 1,689 

6 150 286 587 714 1,034 1,307 1,438 1,554 1,608 1,646 1,748 1,798 1,834 1,858 1,879 1,896 1,908 

7 150 305 605 724 1,044 1,330 1,473 1,580 1,658 1,706 1,829 1,879 1,919 1,979 2,002 2,023 2,036 

8 151 298 601 720 1,042 1,320 1,464 1,563 1,644 1,712 1,859 1,930 1,976 2,039 2,090 2,115 2,131 

9 151 289 593 720 1,036 1,339 1,503 1,625 1,695 1,746 1,867 1,927 1,962 2,029 2,055 2,081 2,097 

0 152 279 580 713 1,044 1,418 1,571 1,691 1,804 1,874 1,981 2,038 2,096 2,141 2,184 2,223 2,248 

0-2 4 -17 -11 6 30 271 361 423 507 554 588 620 653 679 709 735 752 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 116 217 432 517 729 834 884 930 955 975 1,030 1,051 1,072 1,089 1,101 1,112 1,120 

3 116 217 437 522 735 858 913 960 986 1,013 1,076 1,100 1,124 1,138 1,151 1,160 1,168 

4 117 215 436 518 731 869 931 973 1,003 1,029 1,148 1,185 1,209 1,231 1,250 1,265 1,279 

5 117 220 442 527 742 880 952 1,009 1,047 1,071 1,134 1,167 1,192 1,208 1,222 1,235 1,242 

6 117 201 419 512 729 934 1,034 1,118 1,157 1,185 1,254 1,291 1,318 1,337 1,354 1,370 1,379 

7 117 221 438 524 741 957 1,061 1,131 1,187 1,218 1,300 1,338 1,368 1,414 1,433 1,451 1,461 

8 118 213 432 518 736 940 1,040 1,097 1,148 1,191 1,285 1,339 1,373 1,422 1,464 1,486 1,500 

9 118 203 423 514 726 945 1,064 1,142 1,186 1,217 1,296 1,341 1,368 1,420 1,442 1,465 1,479 

0 118 190 401 494 702 959 1,047 1,105 1,178 1,215 1,287 1,331 1,379 1,418 1,457 1,493 1,516 

0-2 2 -27 -31 -23 -26 125 163 175 223 240 257 280 307 329 356 380 395 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 88 146 291 348 474 554 592 628 648 667 705 722 740 755 766 776 783 

3 88 146 295 351 479 571 613 648 670 693 738 757 777 788 800 808 815 

4 88 143 292 346 473 575 622 651 675 695 780 807 825 844 861 873 885 

5 88 148 297 354 481 582 636 674 704 721 758 781 801 813 825 837 842 

6 88 126 270 332 458 601 674 730 755 774 812 837 857 871 886 900 907 

7 88 147 291 346 472 625 695 731 767 784 828 855 876 910 924 940 948 

8 89 138 283 338 464 602 664 682 707 728 774 812 835 872 905 925 936 

9 89 127 273 333 451 596 672 712 733 747 786 819 838 876 894 916 927 

0 89 111 244 301 400 551 582 585 623 630 669 702 741 774 810 843 863 

0-2 1 -34 -47 -46 -73 -2 -10 -43 -26 -37 -36 -20 1 19 44 67 80 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A9a. Consumer Cost Statistics for Light Trucks; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 64 127 312 403 588 643 637 631 631 633 708 703 710 704 700 695 694 

3 64 127 325 424 609 669 672 668 672 678 750 747 753 748 742 737 737 

4 64 127 367 508 688 751 758 753 764 785 885 882 888 878 876 870 869 

5 64 131 391 515 699 817 849 856 895 928 1,047 1,076 1,085 1,093 1,097 1,090 1,090 

6 64 155 432 579 778 1,000 1,044 1,077 1,131 1,166 1,350 1,370 1,423 1,441 1,435 1,429 1,428 

7 64 139 414 578 777 998 1,077 1,120 1,195 1,244 1,457 1,519 1,600 1,638 1,647 1,639 1,637 

8 64 139 419 657 861 1,136 1,231 1,279 1,369 1,436 1,670 1,773 1,837 1,874 1,878 1,867 1,862 

9 64 161 459 659 865 1,182 1,280 1,347 1,422 1,477 1,649 1,721 1,793 1,816 1,810 1,795 1,792 

0 64 165 501 788 1,086 1,556 1,676 1,755 1,829 1,869 1,983 2,005 2,074 2,120 2,101 2,087 2,079 

0-2 0 38 189 384 498 913 1,039 1,124 1,198 1,235 1,276 1,302 1,364 1,416 1,402 1,392 1,385 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 187 414 1,128 1,564 2,276 2,578 2,655 2,699 2,751 2,814 3,081 3,100 3,136 3,146 3,156 3,165 3,173 

3 188 415 1,164 1,609 2,328 2,648 2,759 2,815 2,886 2,969 3,238 3,277 3,314 3,325 3,336 3,345 3,354 

4 188 416 1,253 1,817 2,541 2,909 3,042 3,097 3,184 3,295 3,599 3,637 3,676 3,681 3,721 3,731 3,743 

5 189 435 1,327 1,810 2,550 3,091 3,293 3,387 3,549 3,690 4,052 4,151 4,202 4,266 4,296 4,314 4,327 

6 190 498 1,453 2,047 2,796 3,575 3,778 3,960 4,117 4,247 4,653 4,735 4,839 4,888 4,911 4,933 4,949 

7 190 456 1,397 2,018 2,772 3,567 3,807 4,014 4,192 4,338 4,782 4,909 5,089 5,175 5,220 5,245 5,262 

8 190 457 1,405 2,090 2,857 3,766 4,034 4,238 4,431 4,603 5,118 5,277 5,453 5,540 5,624 5,656 5,675 

9 190 511 1,493 2,154 2,913 3,865 4,125 4,351 4,527 4,685 5,115 5,237 5,415 5,487 5,521 5,542 5,560 

0 191 514 1,542 2,313 3,152 4,309 4,608 4,835 5,022 5,155 5,554 5,662 5,801 5,900 5,930 5,957 5,979 

0-2 3 100 414 749 875 1,730 1,954 2,136 2,271 2,341 2,472 2,562 2,664 2,754 2,774 2,792 2,806 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 153 338 925 1,279 1,868 2,117 2,181 2,218 2,261 2,313 2,534 2,549 2,579 2,588 2,596 2,603 2,610 

3 153 338 954 1,315 1,909 2,173 2,267 2,313 2,371 2,440 2,663 2,695 2,725 2,735 2,743 2,751 2,758 

4 153 339 1,026 1,484 2,082 2,385 2,495 2,541 2,612 2,705 2,957 2,988 3,021 3,025 3,058 3,066 3,076 

5 153 354 1,085 1,477 2,088 2,531 2,700 2,777 2,910 3,028 3,328 3,408 3,451 3,504 3,529 3,543 3,555 

6 154 404 1,186 1,669 2,287 2,925 3,094 3,244 3,374 3,482 3,818 3,885 3,971 4,012 4,031 4,049 4,062 

7 154 370 1,139 1,644 2,265 2,916 3,116 3,286 3,434 3,555 3,923 4,027 4,175 4,246 4,284 4,304 4,318 

8 154 371 1,144 1,702 2,332 3,077 3,299 3,467 3,627 3,769 4,196 4,326 4,472 4,543 4,614 4,640 4,656 

9 154 414 1,217 1,754 2,379 3,159 3,375 3,562 3,707 3,839 4,195 4,295 4,442 4,502 4,530 4,547 4,562 

0 154 417 1,255 1,882 2,572 3,521 3,770 3,957 4,112 4,222 4,553 4,642 4,756 4,839 4,864 4,886 4,904 

0-2 2 79 330 603 704 1,403 1,588 1,739 1,851 1,909 2,019 2,093 2,177 2,251 2,268 2,283 2,294 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 122 271 744 1,028 1,506 1,708 1,761 1,790 1,825 1,868 2,047 2,059 2,083 2,090 2,097 2,103 2,108 

3 122 271 767 1,057 1,539 1,753 1,830 1,867 1,914 1,970 2,151 2,176 2,201 2,209 2,216 2,222 2,228 

4 122 271 824 1,191 1,677 1,922 2,012 2,050 2,107 2,182 2,388 2,412 2,438 2,442 2,469 2,475 2,483 

5 122 283 870 1,186 1,680 2,039 2,176 2,239 2,346 2,441 2,685 2,750 2,784 2,828 2,848 2,860 2,869 

6 123 323 951 1,338 1,838 2,353 2,491 2,613 2,718 2,806 3,080 3,134 3,203 3,236 3,251 3,266 3,277 

7 123 295 912 1,318 1,820 2,345 2,508 2,646 2,766 2,864 3,164 3,247 3,367 3,424 3,455 3,471 3,483 

8 123 296 916 1,363 1,872 2,473 2,654 2,790 2,919 3,035 3,382 3,487 3,605 3,663 3,720 3,742 3,755 

9 123 331 974 1,405 1,911 2,540 2,717 2,868 2,986 3,092 3,383 3,463 3,582 3,630 3,653 3,667 3,679 

0 123 332 1,003 1,507 2,064 2,831 3,034 3,185 3,311 3,401 3,670 3,742 3,834 3,901 3,922 3,940 3,954 

0-2 1 61 259 479 558 1,122 1,273 1,395 1,486 1,533 1,623 1,683 1,751 1,811 1,825 1,837 1,846 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 

0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A9b. Consumer Cost Statistics for Light Trucks; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Per-Vehicle Fuel Savings at 0 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 123 287 816 1,161 1,688 1,936 2,017 2,068 2,121 2,181 2,374 2,397 2,426 2,442 2,456 2,470 2,479 

3 123 288 840 1,185 1,719 1,979 2,088 2,148 2,214 2,292 2,488 2,531 2,561 2,578 2,593 2,608 2,617 

4 124 289 886 1,309 1,854 2,159 2,284 2,344 2,420 2,510 2,714 2,755 2,788 2,803 2,845 2,861 2,873 

5 124 304 936 1,294 1,850 2,273 2,444 2,530 2,653 2,763 3,005 3,075 3,117 3,173 3,198 3,224 3,238 

6 125 343 1,022 1,468 2,019 2,575 2,735 2,883 2,986 3,081 3,303 3,365 3,417 3,447 3,475 3,505 3,521 

7 125 316 982 1,440 1,995 2,569 2,730 2,894 2,997 3,094 3,325 3,390 3,489 3,537 3,573 3,606 3,625 

8 126 318 986 1,433 1,996 2,630 2,803 2,959 3,062 3,167 3,448 3,504 3,616 3,666 3,746 3,789 3,813 

9 126 349 1,034 1,495 2,048 2,682 2,846 3,005 3,105 3,208 3,467 3,516 3,622 3,671 3,712 3,747 3,769 

0 126 349 1,041 1,526 2,066 2,753 2,932 3,079 3,193 3,286 3,570 3,656 3,726 3,780 3,829 3,871 3,900 

0-2 3 62 224 365 377 817 915 1,011 1,073 1,105 1,197 1,260 1,300 1,338 1,372 1,401 1,421 

Per-Vehicle Fuel Savings at 3 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 88 211 613 876 1,280 1,474 1,544 1,587 1,630 1,680 1,826 1,846 1,869 1,883 1,896 1,908 1,916 

3 88 211 629 891 1,300 1,505 1,595 1,645 1,699 1,763 1,912 1,948 1,972 1,987 2,001 2,014 2,022 

4 89 212 659 975 1,394 1,635 1,738 1,788 1,849 1,920 2,073 2,106 2,132 2,147 2,182 2,196 2,207 

5 89 223 694 962 1,388 1,714 1,851 1,921 2,015 2,100 2,281 2,332 2,366 2,411 2,431 2,454 2,465 

6 89 250 755 1,090 1,509 1,925 2,050 2,168 2,243 2,316 2,468 2,516 2,549 2,571 2,595 2,621 2,635 

7 90 231 725 1,066 1,488 1,918 2,039 2,167 2,239 2,311 2,466 2,508 2,575 2,608 2,637 2,665 2,681 

8 90 232 725 1,044 1,471 1,941 2,068 2,188 2,257 2,333 2,526 2,554 2,635 2,670 2,736 2,773 2,794 

9 90 253 758 1,095 1,514 1,976 2,096 2,215 2,285 2,361 2,547 2,575 2,649 2,685 2,720 2,752 2,770 

0 90 252 753 1,094 1,486 1,965 2,094 2,201 2,283 2,354 2,570 2,636 2,682 2,718 2,762 2,800 2,825 

0-2 2 41 141 219 206 490 550 614 653 674 743 791 813 835 866 891 909 

Per-Vehicle Fuel Savings at 7 Percent Discount Rate minus Per-Vehicle Price Increase ($) 

CAFE 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

2 58 143 432 625 918 1,066 1,124 1,159 1,194 1,234 1,339 1,356 1,373 1,386 1,397 1,408 1,414 

3 58 144 442 633 930 1,085 1,158 1,199 1,242 1,293 1,401 1,430 1,448 1,461 1,473 1,485 1,491 

4 58 144 457 683 989 1,172 1,255 1,296 1,343 1,397 1,503 1,531 1,550 1,564 1,593 1,605 1,614 

5 58 152 480 670 981 1,221 1,327 1,382 1,450 1,514 1,639 1,674 1,700 1,735 1,750 1,770 1,779 

6 58 168 519 759 1,061 1,354 1,448 1,537 1,587 1,640 1,730 1,764 1,780 1,795 1,816 1,838 1,849 

7 58 156 498 740 1,042 1,347 1,431 1,527 1,571 1,620 1,707 1,728 1,767 1,786 1,808 1,832 1,846 

8 58 156 497 705 1,011 1,337 1,423 1,511 1,550 1,599 1,712 1,715 1,768 1,789 1,842 1,875 1,892 

9 58 169 515 746 1,046 1,358 1,437 1,521 1,564 1,615 1,734 1,743 1,789 1,814 1,843 1,872 1,887 

0 59 167 502 719 978 1,275 1,358 1,430 1,483 1,533 1,687 1,737 1,760 1,781 1,820 1,853 1,875 

0-2 1 23 70 94 60 209 234 270 288 298 348 381 387 395 423 445 461 

CAFE Scenario Definitions (as established by NHTSA): 

2 = 0.00%/Year Passenger Car and 0.00%/Year Light Truck During 2021-2026 (Proposed Standards) 
3 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 
4 = 0.50%/Year Passenger Car and 0.50%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 

5 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2021-2026 
6 = 1.00%/Year Passenger Car and 2.00%/Year Light Truck During 2022-2026 
7 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 
8 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2021-2026 with Phase Out of Air Conditioning and Off-Cycle Adjustments 
9 = 2.00%/Year Passenger Car and 3.00%/Year Light Truck During 2022-2026 
0 = Augural Standards 
0-2 = Augural Standards minus Proposed Standards 
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Table A10. Cost Statistics for Augural Standards Relative to Proposed Standards; 

NPRM Reference Case CAFE Model Runs 

Passenger Cars and Light Trucks Combined ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 85 297 473 662 1,061 1,244 1,399 1,500 1,600 1,741 1,785 1,836 1,848 1,819 1,791 1,774 

FS0 4 86 288 451 620 1,052 1,215 1,351 1,477 1,593 1,741 1,815 1,899 1,958 1,977 1,999 2,010 

FS3 2 67 228 361 497 851 986 1,098 1,202 1,297 1,420 1,480 1,550 1,599 1,615 1,633 1,642 

FS7 1 52 178 284 393 679 788 878 963 1,040 1,140 1,189 1,246 1,285 1,298 1,312 1,320 

NC0 4 2 -9 -21 -43 -10 -29 -47 -23 -7 0 29 63 109 158 208 236 

NC3 2 -17 -68 -112 -165 -210 -258 -301 -299 -303 -321 -305 -286 -250 -204 -158 -132 

NC7 1 -33 -118 -188 -269 -382 -456 -520 -538 -560 -601 -596 -591 -563 -521 -479 -454 

Passenger Cars ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 93 170 250 441 772 985 1,188 1,286 1,417 1,528 1,556 1,584 1,571 1,550 1,522 1,510 

FS0 5 66 166 255 391 730 910 1,052 1,159 1,296 1,397 1,467 1,521 1,549 1,561 1,569 1,579 

FS3 3 50 130 202 311 588 736 853 941 1,054 1,137 1,194 1,239 1,262 1,273 1,280 1,287 

FS7 1 38 100 157 243 467 586 680 752 843 911 957 993 1,012 1,020 1,026 1,032 

NC0 5 -27 -4 6 -50 -41 -75 -136 -127 -121 -131 -89 -62 -23 11 47 69 

NC3 3 -43 -40 -48 -130 -183 -249 -336 -345 -363 -391 -362 -344 -309 -278 -243 -223 

NC7 1 -55 -70 -93 -198 -305 -399 -508 -535 -574 -618 -600 -590 -560 -530 -496 -478 

Light Trucks ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 74 443 734 923 1,400 1,546 1,643 1,748 1,811 1,986 2,045 2,120 2,157 2,117 2,089 2,067 

FS0 3 111 428 681 889 1,428 1,567 1,690 1,832 1,918 2,111 2,178 2,287 2,372 2,390 2,421 2,432 

FS3 2 88 342 547 716 1,159 1,274 1,375 1,493 1,565 1,725 1,780 1,870 1,940 1,955 1,980 1,990 

FS7 1 69 269 434 570 928 1,021 1,103 1,199 1,257 1,389 1,432 1,505 1,562 1,574 1,595 1,602 

NC0 3 36 -15 -53 -34 27 22 46 84 107 125 133 167 214 272 332 365 

NC3 2 14 -101 -187 -206 -241 -271 -268 -255 -246 -261 -266 -250 -217 -162 -108 -77 

NC7 1 -5 -173 -300 -353 -473 -524 -540 -549 -554 -598 -613 -615 -595 -543 -494 -464 

Metric Definitions: 

VPI = Vehicle Price Increase 
FS0 = Value of Fuel Savings at 0 Percent Discount Rate 

FS3 = Value of Fuel Savings at 3 Percent Discount Rate 
FS7 = Value of Fuel Savings at 7 Percent Discount Rate 
NC0 = Net Savings (Fuel Savings at 0 Percent Discount Rate minus Vehicle Price Increase) 
NC0 = Net Savings (Fuel Savings at 3 Percent Discount Rate minus Vehicle Price Increase) 
NC0 = Net Savings (Fuel Savings at 7 Percent Discount Rate minus Vehicle Price Increase) 
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Table A11. Cost Statistics for Augural Standards Relative to Proposed Standards; 

CAFE Model Runs with Payback = 0 

Passenger Cars and Light Trucks Combined ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 73 247 413 627 1,090 1,325 1,511 1,630 1,691 1,782 1,811 1,820 1,826 1,797 1,771 1,754 

FS0 4 57 228 367 540 1,180 1,500 1,718 1,917 2,035 2,151 2,229 2,285 2,344 2,367 2,387 2,401 

FS3 2 44 180 293 432 956 1,220 1,399 1,564 1,661 1,758 1,821 1,867 1,916 1,935 1,952 1,963 

FS7 1 33 140 231 341 763 977 1,122 1,255 1,334 1,413 1,464 1,501 1,541 1,557 1,570 1,580 

NC0 4 -16 -19 -46 -86 89 175 207 288 344 369 418 465 517 570 616 647 

NC3 2 -29 -67 -120 -194 -135 -106 -112 -66 -31 -25 10 47 90 138 181 210 

NC7 1 -40 -107 -182 -286 -328 -348 -389 -374 -357 -369 -346 -318 -285 -240 -201 -174 

Passenger Cars ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 72 136 210 443 824 1,110 1,361 1,477 1,553 1,616 1,623 1,626 1,609 1,586 1,562 1,549 

FS0 5 36 99 161 349 851 1,181 1,461 1,636 1,775 1,856 1,904 1,943 1,963 1,983 1,996 2,006 

FS3 3 27 76 126 278 689 961 1,190 1,335 1,449 1,516 1,555 1,588 1,605 1,621 1,632 1,641 

FS7 1 20 58 98 218 549 769 954 1,071 1,163 1,218 1,249 1,276 1,290 1,303 1,312 1,319 

NC0 5 -36 -37 -49 -93 27 72 100 160 222 240 280 317 354 397 434 457 

NC3 3 -45 -60 -84 -165 -135 -149 -171 -142 -104 -100 -68 -39 -5 35 70 92 

NC7 1 -53 -79 -113 -225 -275 -341 -407 -406 -390 -398 -374 -351 -320 -283 -250 -230 

Light Trucks ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 73 376 657 853 1,414 1,585 1,691 1,811 1,853 1,976 2,024 2,037 2,068 2,030 2,001 1,979 

FS0 3 82 379 615 775 1,579 1,880 2,018 2,234 2,319 2,467 2,566 2,632 2,727 2,747 2,769 2,783 

FS3 2 64 301 494 622 1,279 1,529 1,642 1,822 1,892 2,016 2,097 2,151 2,230 2,246 2,264 2,276 

FS7 1 49 235 391 492 1,022 1,225 1,317 1,464 1,521 1,622 1,687 1,731 1,795 1,808 1,823 1,832 

NC0 3 8 3 -42 -78 164 295 327 424 466 491 541 594 659 717 768 804 

NC3 2 -10 -75 -163 -231 -135 -57 -48 12 39 40 72 114 162 216 264 297 

NC7 1 -24 -141 -266 -361 -392 -360 -373 -347 -333 -354 -337 -307 -273 -222 -178 -147 

Metric Definitions: 

VPI = Vehicle Price Increase 
FS0 = Value of Fuel Savings at 0 Percent Discount Rate 

FS3 = Value of Fuel Savings at 3 Percent Discount Rate 
FS7 = Value of Fuel Savings at 7 Percent Discount Rate 
NC0 = Net Savings (Fuel Savings at 0 Percent Discount Rate minus Vehicle Price Increase) 
NC0 = Net Savings (Fuel Savings at 3 Percent Discount Rate minus Vehicle Price Increase) 
NC0 = Net Savings (Fuel Savings at 7 Percent Discount Rate minus Vehicle Price Increase) 
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Table A12. Cost Statistics for Augural Standards Relative to Proposed Standards; 

CAFE Model Runs with Payback = 0 and Revised Tech Costs 

Passenger Cars and Light Trucks Combined ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 48 140 243 358 691 859 1,019 1,118 1,206 1,259 1,282 1,313 1,336 1,323 1,310 1,304 

FS0 3 67 237 412 545 1,208 1,473 1,714 1,890 2,023 2,142 2,218 2,289 2,347 2,367 2,384 2,397 

FS3 2 52 188 330 436 981 1,199 1,398 1,543 1,653 1,752 1,814 1,873 1,921 1,938 1,952 1,962 

FS7 1 40 147 261 345 784 961 1,122 1,240 1,329 1,409 1,460 1,507 1,547 1,560 1,572 1,580 

NC0 3 19 97 169 186 518 614 694 772 817 882 936 976 1,011 1,045 1,074 1,093 

NC3 2 4 48 87 78 290 340 378 426 447 492 532 560 585 615 642 659 

NC7 1 -8 7 18 -14 93 102 102 123 123 150 178 195 210 238 261 276 

Passenger Cars ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 57 97 125 245 508 711 933 1,051 1,182 1,245 1,264 1,266 1,265 1,251 1,237 1,230 

FS0 4 40 86 131 275 778 1,071 1,356 1,558 1,736 1,833 1,885 1,919 1,944 1,960 1,972 1,982 

FS3 2 30 66 103 219 632 874 1,108 1,274 1,422 1,502 1,544 1,573 1,594 1,607 1,617 1,626 

FS7 1 23 50 79 171 505 701 890 1,025 1,144 1,209 1,244 1,267 1,284 1,295 1,303 1,310 

NC0 4 -17 -11 6 30 271 361 423 507 554 588 620 653 679 709 735 752 

NC3 2 -27 -31 -23 -26 125 163 175 223 240 257 280 307 329 356 380 395 

NC7 1 -34 -47 -46 -73 -2 -10 -43 -26 -37 -36 -20 1 19 44 67 80 

Light Trucks ($) 

Metric 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

VPI 0 38 189 384 498 913 1,039 1,124 1,198 1,235 1,276 1,302 1,364 1,416 1,402 1,392 1,385 

FS0 3 100 414 749 875 1,730 1,954 2,136 2,271 2,341 2,472 2,562 2,664 2,754 2,774 2,792 2,806 

FS3 2 79 330 603 704 1,403 1,588 1,739 1,851 1,909 2,019 2,093 2,177 2,251 2,268 2,283 2,294 

FS7 1 61 259 479 558 1,122 1,273 1,395 1,486 1,533 1,623 1,683 1,751 1,811 1,825 1,837 1,846 

NC0 3 62 224 365 377 817 915 1,011 1,073 1,105 1,197 1,260 1,300 1,338 1,372 1,401 1,421 

NC3 2 41 141 219 206 490 550 614 653 674 743 791 813 835 866 891 909 

NC7 1 23 70 94 60 209 234 270 288 298 348 381 387 395 423 445 461 

Metric Definitions: 

VPI = Vehicle Price Increase 
FS0 = Value of Fuel Savings at 0 Percent Discount Rate 

FS3 = Value of Fuel Savings at 3 Percent Discount Rate 
FS7 = Value of Fuel Savings at 7 Percent Discount Rate 
NC0 = Net Savings (Fuel Savings at 0 Percent Discount Rate minus Vehicle Price Increase) 
NC0 = Net Savings (Fuel Savings at 3 Percent Discount Rate minus Vehicle Price Increase) 
NC0 = Net Savings (Fuel Savings at 7 Percent Discount Rate minus Vehicle Price Increase) 
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Synopsis.  Issues discussed in this memorandum are related to the NPRM CAFE model’s 
treatment of fuel economy technology benefits and costs.  Each presented issue involves an area 
where the model appears to either underestimate technology benefits or overestimate technology 
costs.  It is important to recognize that the list of issues that follows is not meant to be 
comprehensive, as associated review time is constrained by the length of the public comment 
period associated with the NHTSA and EPA Notice of Proposed Rulemaking for The Safer 
Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars 
and Light Trucks (hereafter the NPRM).1  As a result, it is virtually certain there are additional 
issues of greater or lesser importance that simply were not able to be identified in the time 
available.  Nevertheless, the identified issues more than sufficiently demonstrate that the CAFE 
model (at least in its current form) has not been sufficiently validated for use as an accurate 
forecasting tool for automaker compliance with either existing or alternative fuel economy 
standards.  The model has undergone considerable modification since it was last used to support 
NHTSA’s and EPA’s midterm review of the 2022-2025 CAFE and greenhouse gas standards 
(hereafter the TAR version of the model).2  Although, NHTSA has released a peer review report 
for the model, that review is specific to the TAR version of the model and not to the significantly 
modified version used for the NPRM.3 
 
The specific identified issues that discussed in more detail below are: 

• Limitations imposed by the architecture of the CAFE model; 

• Limitations imposed by the technology impact database underlying the CAFE model; 

• Improper constraints on high compression ratio technology; 

• Unavailability of high compression ratio technology on turbocharged engines; 

• Inappropriate benefit and cost estimates for P2 hybrid vehicles; 

• Inappropriate turbocharging cost estimates for various engine configurations; 

• Flaws in the CAFE model technology selection algorithm; 

• Excessive battery cost assumptions; and 

• Limitations resulting from the treatment of specific technologies, including variable valve 
timing, evolutionary friction reduction, P2 hybrid transmissions, manual transmissions, 
plug-in hybrid electric vehicles, and battery-only electric vehicles. 

While it is not possible to precisely quantify the impacts of each of the identified issues in the 
timeframe available for NPRM comments, corrections for only a subset indicate that the 
per-vehicle cost premium associated with the augural CAFE standards relative to the proposed 
alternative is overestimated by $350-$600.  Corrections required to address all identified issues 
would reduce the premium further.  Note that while this memorandum generally illustrates the 

                                                 
1 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks, Notice of Proposed Rulemaking, 83FR42986, Page 42986, August 24, 2018. 

2 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, July 2016. 

3 NHTSA, CAFE Model Peer Review, DOT HS 812 590, July 2018.  Excerpt from Page ii: “In 2017, the Volpe 
Center arranged for a formal peer review of the version of the CAFE model released and documented in 2016.” 
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impact of issues using the CAFE model exercised in its CAFE compliance mode of operation, 
identified issues apply to both the CAFE and CO2 compliance forecasts of the model. 
 
The findings of this review demonstrate that the NPRM CAFE model, in its current 
configuration, is flawed and inappropriate for any type of regulatory (or non-regulatory) 
forecasting.  Since CAFE model forecasts are the heart of the entire suite of NPRM impact 
estimates, those estimates are equally flawed.  This includes modeled sales, scrappage, and travel 
(VMT) impacts, as these are directly tied to modeled cost forecasts.  Estimated fatalities and 
social costs are flawed due to their direct dependence on sales and travel forecasts.  Until such 
time as deficiencies are corrected, the NPRM CAFE model is not a reliable forecasting tool. 
 
General Overarching Issues.  While there are a number of issues with the NPRM CAFE 
model4 that are specific to particular technologies or particular technology selection algorithms 
(and which are discussed individually in the sections that follow), there are two overarching 
technology issues that impact CAFE model predictions on an “across the board” basis.5  One is 
related to model architecture (i.e., the fundamental design of the model) and the second is related 
to the scope and validity of the simulation modeling database that underlies the model’s fuel 
economy impact estimates. 
 
Overarching Issue #1:  Model Architecture.  For all but three basic engine technologies, the 
CAFE model restricts technology to pre-defined adoption pathways.6  For engine technology, 
this basically means one of five advanced technology paths, only one of which is of any 
particular importance to the model as implemented by NHTSA for the NPRM.  The variable 
compression ratio (VCR) path – a technology that is currently being implemented (in 
combination with other technologies) by Nissan to achieve better fuel economy in their gasoline 
engines7 – is nothing more than a placeholder since the technology is not included in the 
database underlying the model (to its credit, the NPRM does acknowledge that VCR is not 
utilized for the rulemaking).  The advanced diesel path and advanced cylinder deactivation paths 
are assumed (by NHTSA) to be expensive, and are selected only in rare instances (an advanced 
cylinder deactivation system, as developed by major Tier 1 supplier Delphi, is currently being 

                                                 
4 The NHTSA CAFE model includes algorithms that address not only fuel economy but also CO2 emissions 
regulated by the EPA.  Both aspects of the model function on the basis of the same technology impact estimate and 
cost assumptions, so that both are equally impacted by the issues identified in this memorandum.  The designation 
of the model (by NHTSA) as the CAFE model is an artifact of model history and not an indicator of any limitation 
in the focus of identified issues. 

5 This memorandum addresses only issues related to technology availability, selection, benefits, and costs.  Other 
aspects of the CAFE model (and any associated deficiencies) are not considered herein. 

6 In most cases, the CAFE model does not allow individual technologies to be selected on an independent basis.  
Instead technologies are available for adoption in a pre-defined (by NHTSA) order and only in combination with 
other technologies that are defined as compatible (by NHTSA).  This effectively defines chains of technologies 
that can be considered for adoption.  Generally these chains move from less advanced to more advanced 
technology, defining a “technology path” which automakers can traverse to achieve greater fuel economy.  In 
some cases, these technology paths are mutually exclusive meaning that the adoption of one technology precludes 
the adoption of technologies on a separate path. 

7 https://nissannews.com/en-US/nissan/usa/releases/two-new-engines-including-advanced-variable-compression-
turbo-set-to-power-the-all-new-2019-nissan-altima 
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implemented by GM8).  The high compression ratio and turbocharging paths are cost 
competitive, but NHTSA has greatly restricted access to the former, thereby turning – by agency 
fiat alone – the NPRM CAFE model into a turbocharging model.  In short and by design, only 
one of the five advanced engine pathways presented in CAFE model and NPRM support 
documents controls the entirety of NPRM fuel economy and compliance cost forecasts. 
 
Model design also prohibits vehicles from switching technology paths.  Once a vehicle adopts a 
technology from one of the advanced engine paths, it is committed to that path for the remainder 
of the forecast period.  This might, in theory, seem reasonable for short term forecasts, but 
represents a significant restriction for technology forecasts (such as that for the NPRM) that span 
extended periods (17 years for the NPRM9).  Over an extended forecast period, automakers will 
go through several engine redesign cycles during which there is no constraint other than internal 
automaker decision-making impeding movement from one advanced technology to another.  
Automakers can, and do, adjust technology portfolios over time.  The CAFE model, as currently 
implemented, does not allow such adjustments.  Once an engine is on an advanced technology 
path, it is there to stay regardless of whatever future forces (e.g., more stringent fuel economy 
standards) might come into play.  As a result, under the CAFE modeling framework, the model 
is biased toward technology paths with “entry” technologies10 that are attractive because these 
paths will gain “entrants” as the model selects modest fuel economy improvements for 
automakers during the early years of an increasingly stringent standard.  While more advanced 
(and more expensive) technologies on other paths may become cost competitive over time as 
standards become more stringent or as technology costs decline over time due to learning, the 
model does not provide a way for vehicles to access those technologies once they have entered a 
competing path.  NHTSA has, through model design, effectively constrained many of the 
technologies that it claims to be available in the CAFE model.  In short, these technologies, 
many of which are currently in use or in advanced stages of development, are nothing more than 
window dressing – technically they are “available” insofar as they are among the list of 
technologies included in the CAFE model, but they are effectively off limits due to model 
design. 
 
A similar limitation can affect individual technologies within a given path.  If those technologies 
are not properly ordered, the model is forced to adopt cost ineffective technologies (including, in 
some cases, technologies with negative cost effectiveness) in order to gain access to and cost 
effective technologies that succeed them in the technology chain.  In effect, much of the job of 
ranking technology is done offline by NHTSA rather than by the CAFE model itself.  Once 
technologies are ordered offline by NHTSA, there is no mechanism by which the model can skip 
one technology to get to the next.  Similarly, individual technology effectiveness (as defined in 

                                                 
8 https://www.sae.org/news/2017/06/delphi-and-tula-show-nvh-benefits-from-dynamic-skip-fire; 
https://www.sae.org/news/2018/05/gm-2019-v8s-with-dfm-system 

9 While fuel economy standards do not change after 2025 for any of the CAFE scenarios evaluated in the NPRM, 
the forecast period for all evaluations extends through 2032.  This extended period is necessary to model the 
effects fuel economy credit generation and usage allowances (wherein overcompliance in one year can be used to 
offset undercompliance in another).  Since all model forecasts are relative to a base year of 2016, the forecast 
period for the NPRM is 17 years (2016 through 2032). 

10 An “entry” technology is the initial technology on a defined technology path. 
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the ANL database upon which the CAFE model relies) can change as additional technology is 
added over time.  The model provides no mechanism to re-evaluate the component technologies 
of an evolving package and therefore can retain technologies that have become cost ineffective, 
thereby inflating estimated compliance costs for a given fuel economy standard. 
 
Taken together, these design constraints result in a model that has extremely limited freedom 
with regard to technology selection.  Instead technology availability, as well as a substantial 
portion of technology selectability (the ability to adopt or not adopt an available technology), is 
determined during the model design process by NHTSA.  The offline decision-making that goes 
into this design process is not well documented, and therefore is not easily critiqued.  It would 
take considerable effort and substantially more time than NHTSA and EPA have provided under 
the NPRM comment period to restructure model code to allow for the efficient evaluation of 
alternative technologies or alternative technology paths.  Examples of the specific impact of 
shortcomings in current model design are identified and discussed in more detail in the sections 
that follow. 
 
Overarching Issue #2:  Model Fuel Economy Impact Database.  As currently implemented, the 
CAFE model is built around a fuel economy impact database developed by staff of the Argonne 
National Laboratory (ANL).  While previous versions of the CAFE model utilized the ANL 
database to adjust independently established fuel economy impacts for synergies across 
technologies or across vehicle classes, the NPRM version is the first to abandon the 
independently established benefits and rely entirely on the ANL database.  This is important for 
two reasons.  First, it limits the technology slate available for adoption to those technologies 
included in the ANL database (with very minor exceptions).  Second, it greatly elevates the 
primacy of the ANL database, making it essential that database predictions are reasonable and 
have been properly validated.  It is not clear that this has been accomplished and, indeed, data 
extracted from the database implies that it has not. 
 
With very limited exception, technology is not included in the NPRM CAFE model if it was not 
included in the simulation modeling that underlies the ANL database.11  This same limitation 
controls the coupling of technologies, and by extension the definition of the CAFE model 
technology pathways.  If a combination of technologies were not modeled during the 
development of the ANL database, that package (or combination) of technologies is not available 
for adoption in the CAFE model.  Both of these design constraints serve to limit the slate of 
technologies available to respond to fuel economy standards.  The slate of available technologies 
is basically constrained to those included in NHTSA’s research activity.  If a technology or 
technology combination was not in the NHTSA planning process, it’s not available in the model.  
Moreover, because of the constrained model architecture and the reliance on the ANL database 

                                                 
11 There are a total of 8 technologies included in the CAFE model that are not included in the ANL database.  Three 

are evolutionary friction reduction technologies that are not available for adoption.  Of the five that can affect fuel 
economy impact estimates, four are minor (low drag brakes, secondary axle disconnect, electronic power steering, 
and improved accessories) in that their associated benefits are small, they are restricted to a small subset of 
vehicles, or they are superseded once other more advanced technologies are adopted.  Only one technology, 
advanced diesel improvements, offers substantial benefits beyond those reflected in the ANL database and that is 
restricted to diesel vehicles. 
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for impact estimates, independently expanding the model to include additional technologies or 
technology combinations is not trivial. 
 
The accuracy of ANL database impact estimates are suspect.  While additional examples 
supporting this assertion are identified and discussed in more detail in the sections that follow, 
the data summarized in Figure 1 provide an introductory illustration.  The figure presents the fuel 
economy impacts of a 10 speed automatic transmission (AT10) relative to a baseline 8 speed 
automatic (AT8).  The presented impacts are extracted without modification from the ANL 
database and show the effectiveness of the AT10 across both vehicle classes and various 
technology combinations.  This example is not random, but instead was developed during an 
investigation to determine why AT10 technology was being so widely adopted when its 
associated benefits appeared to be negligible for a particular vehicle that was being subjected to 
validation review.  The widely ranging effectiveness estimates were unexpected. 
 
 
 
 
 

Figure 1. Comparative Example of Technology Impacts as Extracted from the ANL 

Database Underlying the NPRM CAFE Model (AT10 versus AT8) 

 
Technology configurations are cumulative so that all technologies from VVL through CEGR also include all the technology that 
precedes it (moving from left to right).  Because the turbocharging, HCR, and ADEAC advanced engine technology paths are 

independent, the cumulative technology packages for HCR1, HCR2, and ADEAC include all baseline technology, VVL, SGDI, and 

DEAC.  The HCR2 package also includes HCR1 technology.  All packages include VVT technology. 
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Transmission benefits accrue largely from an increased ability to allow engines to operate in 
zones of maximum efficiency.12  As a result, one expects transmission impacts to be similar (on a 
percentage change basis) across engine technologies, and even more similar across vehicle 
classes using the same technology.  Yet the data presented in Figure 1 show substantial 
inconsistency.  In most cases, the range of variability across vehicle classes is as wide (or wider) 
than the maximum benefit for any class.  Moreover, the variation across technology 
combinations is markedly different.  A technology that provides less than a 1 percent benefit for 
a TURBO1 technology package inexplicably provides a 3-5 percent benefit when engine mean 
effective pressure is increased via TURBO2 technology.  In most cases, the AT10 benefit with 
TURBO2 technology exceeds the benefit of TURBO2 technology itself (according to the same 
ANL database).  Exactly the opposite is observed for HCR1 technology, where AT10 benefits 
actually turn negative for several vehicle classes.  Yet bumping the geometric compression ratio 
by 1 point and adding cooled EGR and cylinder deactivation through HCR2 technology results in 
a return to positive AT10 benefits (albeit at levels substantially lower than those for TURBO2 
technology).  In short, the ANL data appears to be invalid across both vehicle classes and 
technology combinations.  Unfortunately, it is not possible to isolate the cause of the apparent 
discrepancies without considerably more detailed investigation than is possible in the timeframe 
available for NPRM review, but a detailed review of transmission shift schedules and how they 
are tailored to changes in engine technology is appropriate.  There are more examples of similar 
(and unexpected) technology effectiveness variability in the detailed sections that follow.13  
Taken together, observed variations make suspect any fuel economy impacts derived from the 
ANL technology effectiveness database in its current form. 
 
It is important to note that these critiques of the ANL database are not meant to imply that the 
Autonomie vehicle simulation model used to develop the database is fundamentally flawed or 
that it cannot be used to derive accurate fuel economy impact estimates.  As with any model, 
estimates derived through the use of Autonomie are only valid for a given set of modeling 
parameters.  If those modeling parameters are well defined, Autonomie estimates should be 
accurate and reliable.  If those parameters are not well defined, estimates will be inaccurate and 
unreliable (the very genesis of the maxim, garbage in - garbage out).  Unfortunately, the 
comment period available for the NPRM does not allow for a detailed review of Autonomie 
inputs and the assumptions utilized for their development.  Nevertheless, the “footprints” left 
behind by those inputs – as, for example, those depicted in Figure 1 above – indicate the 
likelihood of serious problems.  NHTSA and EPA have an obligation to validate the Autonomie 
estimates (as reflected in the ANL database underlying the CAFE model) before using them to 
support the NPRM or any other rulemaking.  EPA maintains its own vehicle simulation model 

                                                 
12 As the number of gear sets in a transmission increases, a vehicle is able to more finely respond to changes in 

speed and load.  This increase in response resolution is used to minimize changes in engine operating conditions 
and allow the engine to remain in high efficiency operating zones more often than would otherwise be the case.  
Internal transmission improvements other than gear count can also lead to efficiency benefits, but these can 
generally be applied to transmissions of any gear count. 

13 See, for example, Figure 4, which shows significant and unexpected variability in the fuel economy benefits of 
turbocharging technology when applied to a P2 hybrid. 
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(ALPHA14).  At a minimum, NHTSA and EPA should subject the technology packages modeled 
using Autonomie to validation testing with ALPHA, as well as make the full set of simulation 
modeling assumptions underlying the ANL database available for review and comment.  The 
accuracy of the CAFE model is directly tied to the accuracy of the ANL database.  Errors in the 
latter flow to the former without change. 
 
High Compression Ratio Technology Is Inappropriately Constrained.  As executed for the 
NPRM, the CAFE model severely constrains the application of Atkinson cycle technology; 
designated in the model as high compression ratio level 1 (HCR1) and level 2 (HCR2) 
technology.  Atkinson cycle technology allows engines to be designed with a higher geometric 
compression ratio (that is reduced in service, as necessary to control engine knock, through the 
timing of intake valve closing), allowing a greater fraction of fuel energy to be expended during 
cylinder expansion.  This technology is referred to as high compression ratio level 1 (HCR1) 
technology in the CAFE model.  The CAFE model also specifies a high compression ratio level 
2 (HCR2) technology that consists of an Atkinson cycle engine in combination with cooled 
exhaust gas recirculation and cylinder deactivation.  Atkinson cycle technology is common on 
hybrid vehicles and is currently present on a small (about 4 percent, currently limited to Mazda 
and Toyota vehicles), but growing fraction of non-hybrids.  Due to significant benefits, low cost, 
and limited current market penetration, Atkinson cycle technology represents a significant 
mechanism for increasing fleetwide fuel economy. 
 
HCR2 technology is fully constrained by the NPRM CAFE model.  It is not available for 
application on any vehicle.  HCR1 technology is significantly, but not fully constrained.  It 
appears as a baseline technology on vehicles representing about 4 percent of the baseline 
non-hybrid vehicle market. For subsequent application to baseline non-hybrid vehicles, HCR1 
availability is limited to only 23 percent of the market.  Seventy-three (73) percent of baseline 
non-hybrid vehicles are prohibited from adopting HCR1 technology.  Accordingly, the market 
penetration of HCR technology under any CAFE model fuel economy forecast is similarly 
constrained despite the relative cost effectiveness of the technology.  The relative cost 
effectiveness of the technology is perhaps best illustrated by the fact that the market penetration 
of HCR technology on non-hybrid vehicles under the augural standard is modeled to be 27 
percent of 2032 sales, exactly equal to the baseline penetration of 4 percent and the allowable 
adoption fraction of 23 percent.  In other words, the technology was adopted by every vehicle 
that was not explicitly prohibited (by NHTSA) from doing so.  This does not mean that the 
technology would be adopted by 100 percent of the fleet if it were not constrained.  The level of 
market penetration required to comply with fuel economy standards represents an implicit 
constraint.  Additionally, there may be some vehicles for which explicit constraints are 
appropriate and this is discussed further below.  The intent in these introductory paragraphs is to 
simply show the extent to which NHTSA’s artificially limits HCR technology; the remaining 
discussion addresses whether these artificial limits are appropriate. 
 

                                                 
14 Advanced Light-Duty Powertrain and Hybrid Analysis (ALPHA) Tool, available at: 

https://www.epa.gov/regulations-emissions-vehicles-and-engines/advanced-light-duty-powertrain-and-hybrid-
analysis-alpha 
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Figure 2 illustrates the sensitivity of the CAFE model to the HCR availability constraints 
imposed by NHTSA.15,16  If all HCR constraints are removed and HCR is the only advanced 
engine technology path available,17 the CAFE model indicates that the differential between long 
term compliance costs under the augural and proposed fuel economy standards will be reduced 
from about $1,800 per vehicle under NPRM modeling assumptions to about $1,500 if HCR1 
technology is available to all vehicles or $1,200 if both HCR1 and HCR2 technology are 
available.  Figure 3 shows the same cost curves as Figure 2, but adds two comparative curves; 
one showing the results of a NHTSA NPRM sensitivity run that removed HCR2 constraints, and 
one showing a cost curve with both unconstrained HCR and full access to all other advanced 
engine technology paths.  The latter of these comparative curves reinforces the cost effectiveness 
of HCR technology, as few vehicles access the non-HCR paths even when they are made 
available.  The NPRM sensitivity run is a bit difficult to decipher.  The run seems to have been 
based on unconstrained HCR2 with all HCR1 constraints in place.  As a result, costs increase in 
the interim forecast years relative to unconstrained HCR1 and HCR2 as vehicles are unable to 
transition from HCR1 to HCR2, but instead adopt HCR2 straightaway.  In any case, the same 
trend to an HCR future is observed (and compliance costs correspondingly decrease relative to 
NPRM estimates); the technology is simply more cost effective than available alternatives (as 
defined by NHTSA). 
 
Given the sensitivity of CAFE model forecasts to HCR constraints, are the constraints imposed 
by NHTSA valid?  Given their importance, NHTSA cannot reasonably constrain the technology 
without a definitive rationale.  Despite offering a remarkably accurate discussion of the potential 
of HCR technology, including detailed descriptions of current production applications,18  
  

                                                 
15 All comparative charts presented in this memorandum utilize compliance cost differential as the metric of choice 

as this reflects the difference between CAFE compliance costs under the augural and proposed standards.  In 
other words, how much technology cost is eliminated if the augural standards are replaced with the proposed 
standards.  As this metric moves toward zero, the benefits (if any) of rescinding the augural standards decline for 
any given level of fuel savings. 

16 All compliance cost data and comparative charts presented in this memorandum are based on execution of the 
CAFE model in its “unconstrained CAFE compliance” state as opposed to its “standards setting” state.  
Technology costs and benefits are identical in the two states, but overall CAFE program compliance costs vary as 
the CAFE model does not allow banked credits (after 2020), new battery electric, or new fuel cell vehicles to be 
used for compliance purposes in its “standard setting” state.  Generally, however, the difference in compliance 
cost is modest.  “Unconstrained CAFE compliance” costs are used for all analyses presented herein as these are 
the model’s best estimate of the costs that both automakers and consumers are expected to face upon the 
imposition of CAFE standards.  “Standard setting” costs are constrained regulatory costs that reflect a 
legislatively imposed “non-reality.”  While the latter are required as part of the process to establish standards, the 
former indicate the impacts that will accrue in the “real world” and better reflect the relative cost effectiveness of 
alternative CAFE standards. 

17 Figure 2 (and 3) presents estimates for an “HCR Only” technology path.  For these estimates, all other engine 
technology paths have been deactivated and are not available for adoption.  Figure 3 includes comparative 
estimates for “HCR Only” and all “All Paths Available” model runs.  The intent in isolating the HCR path is to 
show the relative importance of the technology and emphasize the need for NHTSA to definitively justify any 
imposed constraints. 

18 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Pages 234-239 (unnumbered section 
beginning with the first full paragraph of page 234), July 2018. 
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Figure 2. Compliance Cost Differential (Augural Minus Proposed Standards); 

HCR Technology Unconstrained and Only Engine Path Available 

 
 
 
 

Figure 3. Compliance Cost Differential (Augural Minus Proposed Standards); 

HCR Technology Unconstrained, HCR-Only Versus All Engine Paths 
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NHTSA offers only brief descriptions of the rationale behind simply asserting their decision to 
constrain the technology:19 
 

“Today’s analysis recognizes that the technology is not suitable for many vehicles due to 
performance, emissions and packaging issues, and/or the extensive capital and resources that 
would be required for manufacturers to shift from other powertrain technology pathways (such 
as turbocharging and downsizing) to standalone Atkinson cycle engine technology.” 

 
“Today’s analysis restricted the application of stand-alone Atkinson cycle engines in the CAFE 
model in some cases.  The engines benchmarked for today’s analysis were not suitable for MY 
2016 baseline vehicle models that have 8-cylinder engines and in many cases 6-cylinder 
engines.” 

 
“While for the Draft TAR, the agencies ran full-vehicle simulations with the theoretical engine 
map [for HCR2] and made these available in the CAFE model, HCR2 technology as described 
in EPA’s SAE paper was not included in today’s analysis because there has been no observable 
physical demonstration of the speculative technology, and many questions remain about its 
practicability as specified, especially in high load, low engine speed operating conditions.  
Simulations with EPA’s HCR2 engine map produce results that approach (and sometimes 
exceed) diesel powertrain efficiency.  Given the prominence of this unproven technology in 
previous rule-makings, the CAFE model may be configured to consider the application of 
HCR2 technology for reference only.” 

 
NTHSA’s assertion regarding the purported inability of automakers to switch from other 
powertrain pathways to HCR is unsupportable.  The CAFE model already unnecessarily 
prohibits automakers from moving from one advanced engine pathway to another.  The 
imposition of explicit constraints for HCR technology only serves to keep an automaker from 
even considering HCR technology for an engine that has not already adopted another advanced 
engine technology.  NHTSA is essentially forcing automakers to forego HCR through 
bureaucratic fiat (exactly what technology neutral analyses are supposed to avoid); biasing model 
technology application to an alternative (turbocharging) technology path.  NHTSA’s baseline 
technology distribution data serves to further emphasize the fallacy of this argument.  
Turbocharging technology is present on about 22 percent of the baseline fleet versus a 
penetration of 6 percent for HCR technology.  Automakers have not committed to one or the 
other technology on vehicles comprising nearly three-quarters of the light duty fleet, and thus 
would not be required to shift “extensive capital and resources” following a decision to adopt 
HCR technology on a significant fraction of vehicles.  Performance-based concerns are equally 
without merit.  Mazda has implemented HCR technology on 94 percent of its non-hybrid fleet 
and Toyota has moved forward more recently, with HCR technology now available on 13 
percent of their fleet.20  Neither automaker would sacrifice performance, with Mazda in 
particular selling itself as a performance manufacturer.  NHTSA alone has made the commitment 

                                                 
19 All listed quotations are from NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 

Model Years 2021–2026 Passenger Cars and Light Trucks, Notice of Proposed Rulemaking, 83FR42986, Page 
43038, August 24, 2018 

20 Data extracted from NPRM CAFE model input file “2018_NPRM_market_inputs_ref.xlsx.” 
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to take HCR technology off the table; effectively putting their fingers on the scale in a manner 
that significantly inflates CAFE and greenhouse gas standard compliance costs.21 
 
There is equally no merit in the cylinder count justification for constraints.  As mentioned above, 
NHTSA restricts HCR technology to only 23 percent of the baseline (2016) non-hybrid fleet.  
More tellingly, 64 percent of the 4 cylinder fleet and 94 percent of the 6 cylinder fleet is 
prevented from adopting HCR.  Nearly half of the engines restricted from adopting HCR 
technology have 4 cylinders or less and over 85 percent have 6 cylinders or less.  This is 
especially egregious when one considers that: (1) many of the restricted 6 cylinder engines are 
candidates for downsizing, which HCR technology can facilitate and which would render any 
cylinder count justification irrelevant, and (2) Toyota already includes HCR technology on 30 
percent of their non-hybrid 6 cylinder engines, including those used for pickup truck 
application.22,23 
 
Of the 14 internal combustion engine automakers represented in the CAFE model, fully 10 are 
restricted from adopting HCR technology on even a single non-hybrid engine regardless of 

engine size.  Only Hyundai, Mazda, Nissan, and Toyota are allowed to consider HCR technology 
on portions of their non-hybrid fleet. 
 
The shortsightedness of NHTSA’s judgement is further illuminated when one considers that 
HCR technology is already present on 100 percent of Ford’s and 41 percent of General Motor’s 
hybrid fleet (and 88 percent of all hybrid vehicles).24  Clearly, U.S. manufacturers are investing 
in the technology.  The fact that they have not applied the technology to non-hybrid vehicles to 
date says more about the current stringency of standards and the ability of manufacturers to 
efficiently transition from one technology slate to another than it does about a decision to forego 
such technology for engineering reasons.  Economics favors the technology.  Substantial 
production volume already exists.  Several automakers have already extended application of the 
technology from hybrid to non-hybrid vehicles.  NHTSA’s HCR restrictions are arbitrary, 
unjustified, and appear to be designed solely to inflate CAFE compliance costs. 
 
NHTSA’s decision to fully restrict HCR2 technology is equally shortsighted, and the asserted 
rationale for doing so is wrong.  In addition to the above cited assertion that “no observable 
physical demonstration of the speculative technology” has occurred, NHTSA also claims that 
HCR2 was not included in the NPRM analysis because “it was developed assuming high octane 
Tier 2 fuel, and had unresolved issues associated with knock mitigation and cylinder deactivation 
at the time of this NPRM analysis” and that as “discussed in the EPA Proposed Determination 
Technical Support Document, the GT-POWER modeling that was used to develop the Engine 25 
[HCR2] map did not use a validated kinetic knock model to indicate the knock limit of the higher 
compression ratio with cEGR; knock mitigation and fuel consumption benefits of cEGR are 

                                                 
21 To reiterate, nearly three-quarters of the baseline market has not committed to an advanced engine technology.  

There are no sunk costs to recoup for these engines and there is no reason to unilaterally restrict a technology that 
automakers have already brought to market, including automakers that also produce turbocharged engines. 

22 Data extracted from NPRM CAFE model input file “2018_NPRM_market_inputs_ref.xlsx.” 

23 https://www.trucks.com/2015/03/03/2016-toyota-tacoma-atkinson-cycle-engine/ 

24 Data extracted from NPRM CAFE model input file “2018_NPRM_market_inputs_ref.xlsx.” 



The NPRM CAFE Model’s Treatment of Technology Benefits and Costs Page 12 

modest compared to benefits of high octane fuel.”25,26  In fact, the cited Proposed Determination 
Technical Support Document (PDTSD) contradicts their assertions. 
 
First, the PDTSD clearly states that “EPA did base technology choices for turbocharged/ 
downsized engines, Miller Cycle engines, and Atkinson Cycle [HCR1 and HCR2] engines on the 
premise that these engines would continue to use regular-grade 87 AKI fuel as a manufacturer 
recommended fuel and EPA included the cost of technologies necessary to protect for operation 
on such fuels …”27 
 
Second, with regard to kinetic knock modeling for HCR, the PDTSD clearly states that the 
“simulation results presented in Figure 2.102 [HCR1] and Figure 2.103 [HCR2] include kinetic 
knock modeling and calibration of the simulation to knock induction comparable to the original 
engine configuration for both Tier 2 certification test fuel (E0, 96 RON) and LEV III 
certification test fuel (E10, 88 AKI, 91 RON).”28  Knock modeling for the LEV III fuel is 
functionally equivalent to knock modeling for regular-grade 87 AKI fuel. 
 
Finally, the assertion that no physical demonstration of HCR2 technology has been conducted is 
in direct contradiction to the engine dynamometer testing performed by the EPA between the 
issuance of the TAR and the PDTSD.  As described in detail in the PDTSD,29 the EPA has 
conducted in-house testing of an HCR1 engine enhanced to include a 14:1 geometric 
compression ratio, cooled EGR, and cylinder deactivation; consistent with the simulated 
specifications for HCR2 technology.  Further, and also as described in the PDTSD, that testing 
yielded efficiency benefits as large or larger than those based on simulation modeling.  On this 
basis, EPA rightly concluded that the efficiency benefits originally developed for NHTSA’s 
so-called “speculative technology” were likely to be conservative. 
 
In total, the PDTSD provides a detailed, nearly ten page explanation that debunks the very 
rationale that NHTSA (with the cooperation of EPA) puts forth nearly two years later to exclude 

                                                 
25 Both quotes are from: NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model 

Year 2021 – 2026 Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Section 
6.3.2.2.20.18, Page 298, July 2018. 

26 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, 
EPA-420-R-16-021, November 2016. 

27 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, 
EPA-420-R-16-021, Section 2.3.1.3, Page 2-211, November 2016. 

28 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, 
EPA-420-R-16-021, Section 2.3.4.1.8, Page 2-294, November 2016. 

29 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, 
EPA-420-R-16-021, Section 2.3.4.1.8, Pages 2-295 through 2-299, November 2016. 
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HCR2 technology from the NPRM analysis.30  If NHTSA and EPA have failed to advance their 
research over the last two years, then that is a conscious (and inexcusable) decision on the part of 
two agencies tasked with developing vehicle efficiency standards in the U.S. 
 
Finally, even if EPA and NHTSA have been remiss in their research efforts, automakers have 
not.  Toyota produces a line of improved Atkinson cycle engines with cooled EGR (marketed 
under the name Dynamic Force Engines).  First introduced in a 2.5 liter configuration available 
on the 2018 Camry and Corolla, the technology is expanding across Toyota’s entire hybrid and 
non-hybrid engine lines.31,32  Mazda continues to improve their Atkinson engines (marketed 
under the name SKYACTIV) and currently offers an Atkinson engine with cylinder deactivation 
on their 2018 CX-5 and Mazda6 models.33  These are production technologies that include all the 
elements of HCR2 technology as reflected in the CAFE model.  While the model’s HCR2 
technology definition assumes a combination of cooled EGR and cylinder deactivation (in effect, 
a synthesis of the Toyota and Mazda technology), and that particular combination of 
technologies has not yet reached production, the production technologies of Toyota and Mazda 
more than adequately demonstrate that the technology is far from the “speculative” unknown that 
NHTSA claims. 
 
The technology underlying HCR2 has not only been demonstrated, but is available in production 
engines.  That a specific combination of demonstrated technologies has not yet been introduced 
into production does not render that combination invalid or speculative.  Moreover, the benefits 
assumed for the technologies are consistent with (or better than) those assumed by the CAFE 
model (in the absence of imposed constraints on technology availability).  If NHTSA and EPA 
have developed data that refute the data presented in the PDTSD or refute the efficiency gains 
demonstrated by Atkinson production engines, they have an obligation to present that data in lieu 
of resurrecting old assertions already debunked by that same PDTSD.  Otherwise, the decision to 
exclude HCR2 technology from the NPRM is unfounded and the technology should be properly 
introduced into a revised NPRM analysis for reconsideration. 
 
The Cost and Benefits of P2 Hybrid Technology are Grossly Incorrect.  Hybrid vehicles that 
utilize the P2 (or parallel, two clutch) architecture have been deployed in increasing numbers 
since an initial introduction of the technology by Hyundai in 2011.  The P2 architecture relies on 
a single motor and a pair of clutches that allow the electric machine and engine to engage or 
disengage as appropriate.  Such systems offer substantial benefits and can be deployed at 
significantly less cost than other hybrid systems.  There are, however, substantial issues with P2 
hybrid technology as implemented in the CAFE model. 
 
  

                                                 
30 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 

Greenhouse Gas Emissions Standards under the Midterm Evaluation: Technical Support Document, 
EPA-420-R-16-021, Section 2.3.4.1.8, Pages 2-299 through 2-307, November 2016. 

31 https://newsroom.toyota.co.jp/en/powertrain/engine 

32 https://www.motortrend.com/news/toyotas-dynamic-force-engine-tech-will-spread-models/ 

33 https://insidemazda.mazdausa.com/the-mazda-way/technology/mazdas-new-cylinder-deactivation/ 
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Even if one takes NPRM cost and benefit data for P2 hybrid technology at face value, the net 
benefits and net costs of vehicles that apply the technology are grossly in error.  This results from 
two specific issues with the CAFE model.  The first is related to the HCR constraints discussed 
above.  As depicted in Figure 4, data extracted from the NPRM technology benefit database (i.e., 
NHTSA’s own data extracted without modification) shows that P2 hybrids with HCR technology 
are far more efficient than P2 hybrids with either no advanced engine technology or with 
turbocharging technology.34  The second is the fact that the model applies P2 technology 
inefficiently.  As shown in Figure 4, CEGR technology adds no benefit to a P2 hybrid (according 
to NHTSA’s fuel economy benefit database), yet 62 percent of the vehicles that hybridize 
between 2016 and 2032 under the NPRM augural scenario (and fully 82 percent of the vehicles 
that enter the turbocharging path prior to hybridizing) include CEGR technology.  Although it is 
unnecessary and provides no benefit, the cost of CEGR technology is passed right along, 
artificially inflating the net cost of the P2 hybrid.  With the (unexplainable) exception of the 
medium car performance class, TURBO2 technology similarly provides either no or negative 
benefits to a P2 hybridized vehicle, yet passes on significant costs, artificially inflating the cost 
of compliance. 
 
 
 
 

Figure 4. P2 Hybrid Technology Fuel Economy Multipliers 

 
 
  

                                                 
34 Note once again the large deviations in effectiveness of the same technology (in this case turbocharged P2 hybrid 

technology) across vehicle classes.  There is no rationale reason for this degree of variation; the data are prima 
facie evidence of the unreliability of the ANL database upon which the CAFE model is entirely dependent. 
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The HCR1 constraints are especially egregious with regard to P2 hybrid technology.  HCR1 
technology is present on 72 percent of vehicles that include P2 hybrid technology in their 
baseline configuration.35  This percentage includes not only vehicles produced by U.S. 
automakers, but also Asian manufacturers that are prohibited from adopting the same technology 
on their vehicles that do not include P2 hybrid technology in their baseline configuration.36  Even 
if one accepts NHTSA’s incorrect conclusion that these manufacturers will not adopt HCR 
technology on non-hybrid vehicles, the constraint implemented to enforce this prohibition not 
only affects non-hybrid vehicles, but vehicles that hybridize during the CAFE model forecasting 
period.37  So, a manufacturer that includes HCR technology on their baseline P2 hybrids is 
prohibited from including that same technology on vehicles that hybridize later in the forecast 
period.  This is simply absurd.  As a result, NHTSA forecasts a technology penetration rate on 
2032 P2 hybrids of 75 percent for (more costly) turbocharging, 17 percent for HCR, and 9 
percent for non-turbocharged/non-HCR technology.  This contrasts with a corresponding 
penetration rate for 2016 P2 hybrids of 2 percent for turbocharging, 72 percent HCR, and 26 
percent for non-turbocharged/non-HCR technology.  Seventy-six (76) percent of the vehicles that 
hybridize between 2016 and 2032 do so with turbocharging technology onboard, as compared to 
a 2 percent penetration rate for onboard turbocharging technology in 2016.  Clearly, NHTSA’s 
fiat restricting HCR technology has unintended (at least one presumes unintended) 
consequences.  Moreover, these consequences create additional (and unaccounted) expenditure 
requirements as manufacturers are forced to abandon the proven HCR technology already used 
on baseline P2 hybrids and shift to alternative turbocharging technology (which is, of course, the 
very rationale NHTSA uses to constrain HCR on non-hybrids). 
 
Because P2 hybridization costs are layered on top of the cost of the advanced engine technology 
included on the hybridized vehicle, the consequences of HCR prohibition result in unrealistic, 
egregiously high P2 hybrid costs.  HCR1 technology is substantially cheaper than TURBO1 
technology.  For example, HCR1 costs are estimated (by NHTSA) at approximately $600 (in 
2020) for a 4 cylinder engine versus approximately $1,000 for TURBO1 technology.  While it 
delivers cost savings, HCR1 also delivers (as shown in Figure 4) about twice the fuel economy 
benefit.  In short, HCR1 technology is up to four times as cost effective as TURBO1 technology 
on a P2 application.  The differences are even more stark for HCR1 versus TURBO2 with or 
without CEGR technology, with cost differences of over $1000 (in 2020) for that same 4 
cylinder engine.  HCR1 again provides large positive efficiency benefits, whereas TURBO2 or 
TURBO2 with CEGR (again with the unexplainable exception of the medium car performance 
class) provides null or negative efficiency benefits.  And, if the constraints associated with HCR2 
technology are removed, the relative benefits of hybridization with HCR2 versus hybridization 
with turbocharging are substantially greater than is the case with HCR1 technology.  These 

                                                 
35 Data extracted from NPRM CAFE model input file “2018_NPRM_market_inputs_ref.xlsx.” 

36 As discussed above, NHTSA severely constrains the application of HCR technology.  It is obviously allowed on 
vehicles on which it is present in the current fleet, but is otherwise prohibited from future adoption for 10 of the 
14 automakers included in the CAFE model.  The other four automakers are allowed to adopt HCR technology on 
a fraction of their fleet. 

37 Baseline non-hybrid vehicles may become hybrid vehicles at some point in the forecasting period.  Because HCR 
constraints affect a vehicle throughout the entire forecast period, the constraint, once imposed, prohibits HCR 
whether a vehicle hybridizes or not. 
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benefits are derived from the NPRM efficiency and cost data as given for the NPRM; no 
revisions or adjustments have been made.  The fact that these benefits do not show up in 
NHTSA’s NPRM modeling illustrates that the model does not accurately represent the potential 
of HCR technology, and therefore demonstrates that the model is not an accurate forecasting tool 
in its current state of development. 
 
Miller Cycle Technology is Not Considered.  Miller cycle technology is basically the 
application of HCR technology to turbocharged or supercharged engines.  The CAFE model does 
not include such technology, instead identifying Miller cycle technology as among a group of 
emerging technologies and claiming that due to “uncertainties in the cost and capabilities of 
emerging technologies, some new and pre-production technologies are not yet a part of the 
CAFE model simulation.”38  NHTSA also claims that “Miller Cycle was not evaluated as a 
potential gasoline engine technology as part of the rulemaking for MYs 2017-2025.”39  While 
technically true for the NHTSA CAFE model portion of the analysis, the 2017-2025 rulemaking 
did include a detailed analysis of Miller cycle benefits and costs, and Miller cycle technology 
was included in the EPA’s OMEGA modeling-based analysis of greenhouse gas compliance 
costs.40  The PRIA for the NPRM appropriately includes much of the same detailed information 
as the 2016 TAR and provides no reasonable rationale for not including Miller cycle technology.  
Miller cycle is not a pre-production technology.  It is available on a number of current 
production vehicles in the U.S. and abroad such as the Volkswagen Tiguan (with 2.0 liter EA888 
engine)41 and Mazda CX-9 (with SKYACTIV-G 2.5T engine).42  NHTSA also documents a 
number of such applications in the PRIA.43  NHTSA’s NPRM analysis is fundamentally 
deficient until such time as the CAFE model is revised to allow automakers to adopt Miller cycle 
technology as is already occurring in the marketplace.  This deficiency is magnified by the fact 
that such technology would fill a key void in NHTSA’s advanced turbocharged engine path, the 
path through which the model currently steers the vast majority of fleet vehicles. 
 
Engine Configuration Modeling and Incorrect Turbocharging Costs.  The CAFE model 
aggregates engine technology costs on the basis of the engine configuration associated with each 
modeled vehicle.  The engine configuration is generally defined by the engine’s cylinder count 
and basic architecture (inline versus V).  The model defines 16 specific configurations, the most 
important of which are 4 cylinder inline engines (CAFE model class 4C1B), estimated by 

                                                 
38 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 

Passenger Cars and Light Trucks, Notice of Proposed Rulemaking, 83FR42986, Page 43051, August 24, 2018. 

39 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Page 240, July 2018. 

40 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, Section 5.2, Page 5-7, July 2016. 

41 https://media.vw.com/en-us/releases/889 

42 https://insidemazda.mazdausa.com/press-release/mazdas-turbocharged-skyactiv-engine-wins-2017-wards-10-
best-engines-award/ 

43 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Section 6.3.2.2.13, Pages 240-241, 
July 2018. 
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NHTSA at 56 percent of 2018 sales, and 6 cylinder V architecture engines (CAFE model class 
6C2B) at 29 percent of 2018 sales.44  The bulk of remaining sales are characterized as 8 cylinder 
V architecture engines (CAFE model classes 8C2B and 8C2B_ohv) at 10 percent of 2018 sales 
or 4 cylinder V architecture engines (CAFE model class 4C2B) at 3 percent of 2018 sales.  The 
remaining 2 percent of 2018 sales are distributed across the other 11 engine configurations 
represented in the CAFE model. 
 
The CAFE model actually models 26 percent of the 4C1B engines as 6C2B engines, 18 percent 
of the 6C2B engines as 8C2B engines, 20 percent of the 8C2B engines as 10C2B engines, and 2 
percent of the 8C2B_ohv engines as 10C2B_ohv engines.  In other words, the CAFE model 
evaluates a substantial number of engines in a configuration other than that which the model 
defines for them.  The NPRM documentation does not provide any explanation of the rationale 
behind modeling one type of engine as another.  But based on a review of the technology 
included on all but one of the affected engines, it appears that NHTSA is purposely 
implementing engine configuration changes in an effort to properly account for the cost savings 
associated with engine downsizing. 45  However, despite what may be the best of intentions, the 
approach does not appear to be successful due to deficiencies in the CAFE model technology 
cost data.  While NHTSA should supplement the record to include the rationale for the modeled 
engine configurations, that rationale would not affect the erroneous costs estimated for 
turbocharged engines, regardless of the configuration in which they are modeled.  The following 
discussion describes these errors in more detail. 
 
Before delving into specific cost issues, it is important to be clear about what NHTSA appears to 
be doing, recognizing that this inference is speculative in the absence of any explanation in 
NPRM supporting documentation.  Engines that adopted turbocharging technology prior to the 
CAFE model’s baseline year (2016) are defined in accordance with their baseline (2016) 
configuration, but are assumed to have undergone pre-baseline downsizing and are, therefore, 
modeled in their pre-turbocharging configuration.  In effect, the impacts of pre-baseline 
turbocharging on engine configuration are being “backed out” of the model baseline.  A proper 
accounting methodology could indeed be developed using such an approach, but associated costs 
must be properly formulated for the complete turbocharging technology chain, for each engine 
configuration.46  For example, the TURBO2 technology cost for an 8 cylinder engine that was 

                                                 
44 All sales data are taken from the CAFE model’s market data input file “2018_NPRM_market_inputs_ref.xlsx.” 

45 Of the 107 engines that were modeled in some configuration other than their own, all but one are either 
turbocharged or supercharged (or both) in their baseline configuration according to the CAFE model engine 
classification file.  Of the 164 engines that were modeled in their own configuration, only 12 are turbocharged or 
supercharged in their baseline configuration according to the CAFE model engine classification file.  Thus, it 
does appear that configuration substitution is heavily biased toward (but not limited to) turbocharging technology 
(and its inherently associated downsizing effect).  In fact, an examination of NPRM modeling vehicle report 
output file shows that all 107 “different configuration” engines were modeled as being turbocharged and all 164 
“same configuration” engines were modeled as being naturally aspirated in their baseline configurations.  
Although it is not possible in the limited time available to determine why turbocharged engines were modeled as 
naturally aspirated and vice versa, it seems likely that it is the result of input data coding errors. 

46 The CAFE model turbocharging technology path consists of an ordered chain of technologies identified as 
TURBO1 (an 18 bar turbocharging system that purportedly includes engine downsizing), TURBO2 (a 24 bar 
turbocharging system that purportedly includes additional engine downsizing), and CEGR1 (cooled exhaust gas 
recirculation that – in combination with TURBO2 technology – purportedly includes additional engine 
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downsized to a 6 cylinder engine with the application of TURBO1 technology, would have to 
recognize that the TURBO2 technology was being applied to a 6 cylinder engine even though it 
is being modeled as an 8 cylinder engine.  The costs encoded in the model do not appear to fulfill 
this requirement, for reasons set out in the discussion that follows.  For convenience, the 
discussion addresses engines modeled in a non-baseline configuration and those modeled in a 
baseline configuration separately (as the former are independent of model costs for TURBO1 
technology, while the latter are not – as discussed in the subsection that follows).47,48 
 
Engines Modeled in a Non-Baseline Configuration.  Engines that are modeled in a non-baseline 
configuration are (almost) exclusively turbocharged, and all (regardless of their defined 
aspiration technology) are modeled as including TURBO1 technology in their baseline 
configuration.  As a result, cost savings associated with TURBO1-driven engine downsizing (if 
any) are captured in baseline technology cost estimates (since such downsizing occurred in 
conjunction with the pre-baseline application of turbocharging technology).  All subsequent costs 
are calculated as the difference between future year “with added technology” costs and baseline 
costs, so they are effectively independent of the CAFE model cost assumptions for TURBO1 
technology.  In other words, the actual costs assumed for basic engine (VVT, VVL, SGDI, and 
DEAC as applicable49) and TURBO1 technology are not relevant as they do not drive 
compliance cost differentials since they appear in both baseline and future year costs (and thus 
get normalized away in the calculation of cost differentials). 
 
Differences in the incremental costs of TURBO2 and CEGR1 technology across engine 
configurations are important, as these technologies can be reflected in adopted technology cost 
forecasts (while absent from baseline costs).  NHTSA assumes that the incremental cost of 
CEGR1 technology is constant across engine configurations, so the use of a non-baseline engine 
configuration does not affect cost differentials in the case CEGR1 adoption.  Note that this 
constancy implies that any engine downsizing driven by a combination of TURBO2 and CEGR1 
technology is assumed not to facilitate either a change in basic engine architecture (inline versus 
V) or cylinder count as either would lead to cost savings that are not reflected in CEGR1 cost 
estimates.  Unfortunately, the propriety of such an assumption can only be evaluated on the basis 

                                                                                                                                                             
downsizing).  Downsizing assertions are at: NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) 
Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks, Notice of Proposed Rulemaking, 
83FR42986, Page 43037, August 24, 2018. 

47 Unless otherwise stated, “baseline” in the context of the engine configuration discussion means the CAFE model 
baseline year (2016), as opposed to a pre-turbocharging technology baseline, which can vary from engine to 
engine. 

48 The costs for all non-turbocharging technology included in the CAFE model are independent of the 
turbocharging-driven engine configuration change.  Since the change only applies to engines on the turbocharged 
technology path, the cost data for other advanced engine technology paths are not relevant as those paths are 
“deactivated” once an engine adopts turbocharging technology.  The costs for basic engine path technologies are 
also not relevant as the cost of TURBO1 technology is expressed relative to an engine with only variable valve 
timing technology, and since the CAFE model treats all engines as having adopted variable valve timing 
technology, its cost will appear in both baseline and future year costs so that it does not affect future year to 
baseline year cost differentials.  The cost of all other CAFE model technology is vehicle configuration, not engine 
configuration, dependent. 

49 VVT is variable valve timing, VVL is variable valve lift, SGDI is stoichiometric gasoline direct injection, and 
DEAC is cylinder deactivation technology. 
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of detailed information on NHTSA’s downsizing assumptions; information that is not included in 
available NPRM documentation. 
 
The assumed cost of TURBO2 technology does vary with engine configuration.  Figure 5 shows 
the TURBO2 technology cost assumptions employed in the CAFE model for model year 2020.50  
Costs for other years exhibit similar trends (and vary only by the degree of learning applied to 
nominal cost estimates).  To ensure an accurate understanding of NHTSA’s cost aggregation 
methodology, the data presented in Figure 5 were validated against the (limited) TURBO2 data 
reported in NPRM support documents (and they are consistent).51 
 
As depicted in Figure 5, there are three basic “levels” of TURBO2 cost.  Dual overhead cam 
(DOHC) engines modeled as having 6 cylinders or less carry incremental TURBO2 costs of 
$500 to $600.  DOHC engines modeled as having 8 cylinders or more carry incremental costs of 
$900 to $1,200 (with only the lower end of this range being important due to the limited number 
of vehicles with engines of 10 or more cylinders).  All overhead valve (OHV) engines carry a 
$100 premium relative to their DOHC counterparts (i.e., total OHV cost = depicted DOHC cost 
for the same configuration + depicted OHV premium).  Figure 5 also depicts comparative cost 
data from the 2016 TAR.52 
 
There are several issues that can be inferred from the data depicted in Figure 5, and that make it 
difficult to assume that NHTSA’s accounting method is accurate for the non-baseline 
configuration engines.  First, there should be no reason for any OHV premiums for engines 
adopting TURBO2 technology as DOHC conversion (if necessary) is an inherent component of 
TURBO1 technology, which all “non-baseline configuration” vehicles are modeled as having 
adopted.  If there are OHV vehicles in this cohort, it is not at all clear that the benefits of 
TURBO1 technology should be included in their baseline characteristics.  Moreover, premiums 
in the $100 range are too low to reflect OHV to DOHC conversion, so it is not at all clear what 
these premiums are intended to reflect. 
 
Second, it is apparent that any downsizing associated with TURBO2 or, given the constancy of 
CEGR1 costs as described above, TURBO2 plus CEGR1 technology is assumed to be 
insufficient to drive a change in engine architecture.  In other words, there does not appear to be 
a path for a baseline V8 engine converting to a V6 with TURBO1 and subsequently converting 
to an I4 with TURBO2 or TURBO2 plus CEGR1.  If such a path existed, the TURBO2 costs for 
the V8 engines in Figure 5 would be substantially lower than even those of the 4 and 6 cylinder 
configurations due to a reduced inline engine TURBO2 cost of approximately $350 (in 2020) 
using NPRM cost data, plus downsizing savings of approximately equal magnitude in moving  

                                                 
50 Costs are taken from the CAFE model input file “2018_NPRM_technologies_with_BEV_and_FCV_ref.xlsx.” 

51 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Tables 6-11, 6-12, and 6-13, Pages 
310-311, July 2018. 

52 Incremental 24 bar turbocharging and downsizing costs are extracted from Table 5.73 of the TAR (NHTSA and 
EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, EPA-420-D-16-900, 
July 2016). 
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Figure 5. CAFE Model Assumptions for Incremental TURBO2 Costs in 2020 

 
 
 
 
from a V to an inline architecture (for a total reduction in pre-baseline V8 configuration 
TURBO2 costs from about $950 to about $250).53  Unfortunately, as stated above, the propriety 
of either the NHTSA or the alternative cost estimate can only be evaluated on the basis of 
detailed information on NHTSA’s downsizing assumptions; information that is not included in 
NPRM documentation. 
 
Finally, it is obvious from the data presented in Figure 5 that NPRM cost estimates for TURBO2 
technology are substantially higher than those used in the 2016 TAR.  Unfortunately, support 
documents provide virtually no information on the derivation of NPRM cost estimates (for any 
technology), instead they simply present tables of the values assumed.54  The derivation of the 
values is not discussed.  Thus, it is difficult to say little more than that NHTSA provides no 
indication that their cost estimates for turbocharging technology have changed since the 2016 
TAR.  In the TAR, NHTSA states that their assumed costs are traceable to the 2012 final rule 
that established the augural standards.55  Incremental 24 bar turbocharging costs for 2020 in the 

                                                 
53 Costs for this conversion are even lower if NPRM costs are further corrected as described in the discussion that 

follows. 

54 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Section 6.3.2.2.20.22, Pages 308-311, 
July 2018. 

55 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, Section 5.4.1.1, Page 5-415, July 2016. 
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2012 rule are approximately $300 for inline engines and $500 for V architecture engines (in 
2010 dollars).56  These are a bit lower than the $375 and $650 estimates used for the 2016 TAR, 
but consistent given the difference in currency years and the TAR’s addition of costs for variable 
geometry turbocharging that was not included in the estimates for the 2012 rule.57  Both are far 
lower than NPRM CAFE model costs, even though they are presumably the source for the 
NPRM costs. 
 
Examining the TAR version of the CAFE model reveals a potential explanation, as that version 
of the model include two additional technologies – stoichiometric exhaust gas recirculation 
(EGR) and engine downspeeding – between that model’s application of TURBO1 and TURBO2 
technology.58  Although these two technologies are not included explicitly in the NPRM version 
of the CAFE model, NHTSA may be retaining their cost in the reflected costs for TURBO2 
technology.  The sum of the TAR CAFE model costs for the three technologies (in 2020) is $629 
for an I4 engine, $715 for a V6 engine, and $902 for a V8 engine, which are more consistent 
with the NPRM data shown in Figure 5.59  Even if this explains all or part of the rationale for 
NHTSA’s excessive TURBO2 costs, it does not explain why NHTSA believes that external EGR 
is necessary for a 24 bar system utilizing direct injection technology, nor does it explain why a 
cost credit would not be applied to CEGR1 technology for the redundant portions of the cooled 
and uncooled EGR systems.  Support documents for the NPRM,60 the 2016 TAR,61 the 2012 
final rule establishing the augural standards,62 and the 2010 Technical Assessment Report that 
served as a precursor to the formal technical analysis supporting the 2012 rule63 were reviewed 
for information that might reveal NHTSA’s thinking in this regard, but no associated information 
was found.  Moreover, no costs for such technology are included in any EPA analysis of 
turbocharging benefits or costs throughout the eight year period covered by the document 
review. 
 

                                                 
56 EPA and NHTSA, Joint Technical Support Document: Final Rulemaking for 2017-2025, Light-Duty Vehicle 

Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards, EPA-420-R-12-901, 
Table 3-31, Page 3-92, August 2012. 

57 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, Page 5-290, July 2016. 

58 NHTSA, CAFE Model Documentation, DOT HS 812 305, Page 12, July 2016. 

59 Technology costs are from TAR CAFE model input file “technologies_2016-05-14_ATxP.xlsx” 

60 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 
Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, July 2018. 

61 NHTSA and EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, 
EPA-420-D-16-900, July 2016. 

62 EPA and NHTSA, Joint Technical Support Document: Final Rulemaking for 2017-2025, Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards, EPA-420-R-12-901, 
Table 3-31, Page 3-92, August 2012. 

63 EPA, NHTSA, and the California Air Resources Board, Interim Joint Technical Assessment Report: Light-Duty 
Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 
2017-2025, September 2010. 
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Based on the information available, the NPRM costs for TURBO2 technology appear to be 
overstated by approximately $300 for V architecture engines and approximately $200 for inline 
engines.  Moreover, costs for pre-turbocharging V8 engines are overstated by an additional $350 
if a second level of downsizing from V6 to I4 architecture is assumed.  Finally, TURBO2 costs 
for pre-turbocharging OHV engines are overstated by an additional $100 due to the NPRM 
application of an erroneous DOHC conversion cost (as such costs are explicitly included in the 
cost of TURBO1 technology, and have been accounted for in conjunction with TURBO1 
adoption).  As stated above, it is incumbent on NHTSA to make detailed information available 
on their turbocharging technology and downsizing assumptions.  Definitive assessments of 
NPRM data are not possible until such information is available, but it does appear that there are 
significantly inflated costs for technology included in the CAFE model’s advanced engine 
turbocharging path.  This is especially important given the current bias in the model that results 
in the majority of vehicles adopting technology along this path. 
 
Engines Modeled with Baseline Configurations.  Engines that are modeled in the same 
configuration with which NHTSA defines them are primarily naturally aspirated in their baseline 
configuration and are, therefore, candidates for the addition of all technology on the CAFE 
model turbocharged engine path.  While they are also candidates for the adoption of technologies 
on other engine paths, the CAFE model is strongly biased toward the turbocharging path (as 
described above).  Moreover, it is turbocharging that includes an inherent (and significant) 
downsizing effect that garners an associated cost credit that must be properly accounted for to 
accurately model net technology costs.  In other words, adopting turbocharging technology can 
result in the reconfiguration of engines with regard to both cylinder count and architecture (i.e., 
inline versus V).  However, since the CAFE model does not explicitly assign a new modeling 
configuration to any downsized engine (instead maintaining the assigned baseline configuration), 
all downsizing effects must be handled as cost credits inherent in the cost estimates associated 
with the adoption of turbocharging (and any other downsizing) technology.  It does not appear 
that the technology costs input into the model by NHTSA correctly accomplish this downsizing 
credit accounting. 
 
Note that engines modeled in their baseline configuration are subject to the same TURBO2 
technology issues discussed above for engines modeled in a non-baseline configuration.  
Discussion related to those issues is not repeated here, but nonetheless applies without change.  
Engines modeled in their baseline configuration are also subject to issues related to TURBO1 
technology (issues that do not affect the non-baseline configuration engines).  The following 
discussion is limited to that additional issue. 
 
Unfortunately, as mentioned above, NPRM documentation does not present turbocharging cost 
data in a disaggregated form, so it not possible to know component turbocharger and downsizing 
costs with certainty (as both are lumped into a combined net cost value).  It is, however, possible 
to garner some insight into the propriety of the NPRM net costs by comparing V6 engine costs to 
those of an I4.  Downsizing from a V6 to an I4 engine should produce the greatest 
downsizing-related cost savings since the downsizing involves not only the elimination of two 
cylinders, but also the elimination of camshafts and associated controls through a change from V 
to inline architecture.  If downsizing is properly addressed, then the cost of adding turbocharging 
technology to a V6 engine should be less than the cost of adding the same technology to an I4 
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engine (both incur identical turbocharging costs, but the former will incur greater cost savings 
due to downsizing64).  Instead, as shown in Figure 6, NPRM assumptions for the cost of 
TURBO1 technology show virtually identical costs for TURBO1 technology as applied to V6 
and I4 engines.65  The corresponding premium for a V8 engine (downsizing to a V6) relative to a 
V6 engine (downsizing to an I4) is about $650, but it is difficult to draw definitive conclusions 
from this premium due to (unpublished) differences in the magnitude of the downsizing cost 
component (which should be higher for the V6 due to the larger downsizing savings associated 
with implementing a change from V to inline architecture). 
 
 
 

Figure 6. CAFE Model Assumptions for Overall TURBO1 Costs in 2020 

 
 
 
 
Additional insight is possible through a comparison of the NPRM cost data to the corresponding 
data used for the 2016 TAR, which is presented in a disaggregated form that allows the 
differential effects of turbocharger installation costs and downsizing cost savings to be examined 
in detail.66  Table 1 summarizes the TAR cost estimates.  As shown, TAR data indicate a $350  

                                                 
64 Four cylinder engines can be downsized, but they will not garner the large cost savings associated with movement 

from a V to an inline architecture.  They can gain modest savings from the elimination of one cylinder, but basic 
architecture and camshaft related savings will not accrue in downsizing from one inline configuration to another. 

65 All NPRM turbocharging technology costs are taken from CAFE model input file 
“2018_NPRM_technologies_with_BEV_and_FCV_ref.xlsx." 

66 EPA turbocharging and downsizing costs are presented in Tables 5.68 through 5.73 of the TAR (NHTSA and 
EPA, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission 
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Table 1.  EPA Turbocharging Cost Estimates from the TAR 

Cost Component I4-to-I3 I4-to-I4 V6-to-I4 V8-to-V6 

Discrete Variable Valve Lift $152 $152 $152 $220 

Stoichiometric Direct Injection $269 $269 $269 $405 

Turbocharger Cost (18/21 bar) $510 $510 $510 $860 

Downsizing Credit $123 $54 $348 $174 

Net Cost $808 $877 $583 $1,311 

Delta from I4-to-I3 $69 ($225) $503 

Discrete Variable Valve Lift $152 $152 $152 $220 

Stoichiometric Direct Injection $269 $269 $269 $405 

Turbocharger Cost (24 bar) $884 $884 $884 $1,507 

Downsizing Credit $123 $54 $348 $174 

Net Cost $1,182 $1,251 $957 $1,958 

Delta from I4-to-I3 $69 ($225) $776 

Net Cost Delta from 18/21 bar $374 $374 $374 $647 

All data are for 2020, are expressed in 2013 dollars, and include direct plus indirect costs for DOHC engines. 
18/21 bar turbocharging is equivalent to CAFE model TURBO1 technology. 
24 bar turbocharging is equivalent to CAFE model TURBO2 technology. 

 
 
 
downsizing credit and a net $200 cost savings for a V6-to-I4 engine configuration change 
(relative to an I4 configuration change), whereas NPRM data show (as described above) no net 
savings.  TAR data for a V8-to-V6 engine configuration change exhibit a cost premium relative 
to I4 engines of about $500 for an 18/21 bar turbocharging system (i.e., TURBO1) and about 
$800 for a 24 bar system (i.e., TURBO2, the costs for which are shown in Figure 7), as 
compared to $600 and $1,000, respectively, for the NPRM (for a downsizing-related 
NPRM-to-TAR cost premium of about $100 for an 18 bar system and about $200 for a 24 bar 
system).  Note that comparison of the TAR and NPRM data indicates that the NPRM data 
include an unexplained $200 premium in the cost of TURBO1 technology for an I4 engine (as 
shown in Figure 6), so that the net NPRM-to-TAR cost premium for TURBO1 technology is 
about $400 (in 2020) for a baseline V6 engine configuration and about $300 (in 2020) for a 
baseline V8 engine configuration.  Including the cost overages estimated in the previous 
discussion for TURBO2 technology (in the non-baseline engine configuration subsection above), 
results in a net NPRM-to-TAR cost premium for TURBO2 technology of about $600 (in 2020) 
for both baseline V6 and V8 engine configurations. 
 
These are significant cost premiums that cannot be rationalized with the data available in the 
NPRM or its supporting documents.  This is especially important since the turbocharging path is 
the dominant advanced engine technology path in the NPRM CAFE model.  Technology cost 
errors of $300-$600 (or more) for the majority of engines included in the NPRM forecast will 
clearly have a significant impact on all of the NPRM conclusions that rely on technology cost 
estimates in their derivation; which means all NPRM conclusions are affected, and thus invalid.  
Until such time as NHTSA makes detailed information available on their turbocharging  
  

                                                                                                                                                             
Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, EPA-420-D-16-900, 
July 2016). 
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Figure 7. CAFE Model Assumptions for Overall TURBO2 Costs in 2020 

 
 
 
 
technology and downsizing assumptions, it is impossible to rely on CAFE model technology cost 
estimates.  In the absence of such data, the CAFE model turbocharging technology costs appear 
to be significantly inflated. 
 
Finally, although it may be possible for NHTSA to accurately account for the combined impacts 
of turbocharging costs and downsizing credits by properly adjusting the cost estimates used 
within the construct of their current methodology, it would be far more transparent to both (1) 
include explicit downsizing credits as a distinct technology within the CAFE model and (2) 
allow the model to assign a new, downsized engine configuration to each affected vehicle after 
downsizing technology has been adopted.  Such an approach would add much needed 
transparency to the turbocharging and downsizing cost estimates and allow for the detailed 
tracking of engine configuration impacts as technology is applied, making it obvious when and 
to what degree downsizing technology is applied.  Important information that is not available 
under the current accounting mechanism. 
 
Technology Selection Algorithms Are Flawed.  To properly estimate the net cost of 
compliance with potential CAFE and greenhouse gas standards, the CAFE model should select 
the most cost effective technology portfolio for a given set of standards.  While it is impossible 
to reverse engineer CAFE model algorithms in the time available for NPRM comment, modeling 
results provide several indications that the technology selection algorithms of the model are not 
efficiently selecting technology (and thus artificially increasing compliance cost estimates). 
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Similar Baseline Engines Do Not Go Down the Same Advanced Engine Technology Path.  The 
model sends engines with identical baseline technologies down separate advanced engine 
technology paths.  For example, engines 11040 and 11047 are both General Motors 6.2 liter 
OHV naturally aspirated V8 engines with baseline VVT, SGDI, and DEAC technology.67  Under 
augural scenario modeling, engine 11040 ends up going down the ADEAC advanced engine 
technology path, while engine 11047 goes down the turbocharging advanced engine path (and is 
ultimately hybridized in 2029, presumably to offset expiring CAFE credits since augural 
scenario standards do not change after 2025).  It is unclear what drives this differential 
technology adoption since the benefits and costs of all available engine technologies are identical 
for the two engines.  There is clearly some component of the CAFE model technology selection 
algorithm that is independent of cost effectiveness and is thereby inappropriately influencing not 
only technology selection, but associated CAFE and greenhouse gas standard compliance cost 
estimates. 
 
Turning Off One Technology Affects Adoption of an Independent Technology.  The CAFE model 
alters the technology selection for a given vehicle based on the availability (or non-availability) 
of another independent technology.  Given the short time for review that has been afforded by 
the agencies for public comment, it is impossible to quantify the magnitude of this issue.  A 
CAFE forecast is dynamic and affects a large fleet of vehicles, making it difficult to produce 
aggregate statistics that allow precise yet meaningful comparisons.  It is, however, possible to 
illustrate the issue by comparing technology selection on individual vehicles. 
 
For example, vehicle 120001, as modeled for the NPRM, is a Chrysler 200 with a 3.6 liter 
DOHC naturally aspirated V6 engine equipped with VVT in its baseline configuration.  Under 
NPRM augural scenario modeling, the vehicle traverses the turbocharging advanced engine path, 
ultimately adopting P2 hybrid technology.  As a result, the vehicle is modeled as adopting 
TURBO1, TURBO2, CEGR1, SS12V, BISG, and P2 technology (along with specified 
transmission and road load technologies).  If the augural scenario is rerun with 12VSS 
technology turned off, the vehicle adopts the same technology set, but with two exceptions.  One 
of the exceptions is 12VSS, which is as expected since the technology was turned off.  The 
second exception is CEGR1 technology, which is not adopted when 12VSS technology is not 
available.  This was entirely unexpected since CEGR1 technology is still available for adoption, 
all model inputs are identical with the exception of 12VSS technology availability and associated 
cost adjustments, and SS12V technology is neither a prerequisite to the adoption of CEGR1 nor 
is it related to CEGR1 in any other way.68  In other words, CEGR1 technology is adopted when 
12VSS technology is available and not adopted when 12VSS technology is not available, even 
though the two are not (or at least should not be) algorithmically linked.  Detailed analysis 

                                                 
67 Engine 11047 does not include baseline VVT technology, but the CAFE model assumes VVT is present on all 

baseline vehicles, so the engines are functionally identical to the model’s technology selection algorithms. 

68 The CAFE model cost algorithms function by aggregating costs across technologies.  The cost of 12VSS 
technology is integral to the P2 hybrid costing algorithm, so the cost of 12VSS technology must be accounted for 
even when the technology is not available.  To properly account for the P2 cost component that would have been 
lost were 12VSS technology simply turned off without offsetting cost adjustments, the cost of BISG technology 
(which is also integral to the P2 hybrid costing algorithm) was modified to include the cost of 12VSS technology.  
With such adjustment, the cost of 12VSS technology is properly considered even when the technology itself is not 
available. 
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confirms that the cost of the P2 technology differs between the “with 12VSS” and “without 
12VSS” runs by exactly the cost of the included or “missing” CEGR1 technology.  Nothing has 
changed with regard to the cost effectiveness of CERG1 technology across the two runs, yet one 
run leads to adoption and the other does not.  There is no rationale to explain this other than to 
conclude that the technology adoption algorithm of the CAFE model is flawed. 
 
The Model Adopts Technologies That Are Not Cost Effective.  Of the many model issues 
associated with technology benefits and costs, this is perhaps the most surprising.  As discussed 
in the overarching issues section above, the fixed nature of the technology path restrictions of the 
CAFE model leads to inherent issues related to the ordering of technology cost effectiveness.  
With the exception of the basic engine technology path, all the technologies that precede a given 
technology must be adopted before that given technology can itself be adopted.  This includes 
any preceding technologies that are not themselves cost effective, which serves to 
inappropriately inflate the net cost of compliance for a given fuel economy or greenhouse gas 
standard.  The effect increases with standard stringency since increasing stringency forces more 
vehicles further along the model’s technology paths.  Strikingly, this cost inefficiency also 
affects technologies at the end of the CAFE model’s defined paths, despite the fact that there is 
no forcing function that requires that such technology be adopted to gain access to a subsequent 
(presumably more cost effective) technology. 
 
A prime example of this deficiency is the technology path for vehicle 120001 as described in the 
preceding subsection.  As modeled in the NPRM, this vehicle adopts TURBO1, TURBO2, 
CEGR1, and ultimately P2 hybrid technology.  P2 technology can be adopted independent of any 
of the advanced turbocharger path technologies, but TURBO1 must be adopted to get TURBO2 
technology and TURBO2 technology must be adopted to get CEGR1 technology.  So, what does 
each bring to the table?  Before hybridization, TURBO1 technology generates a 17.9 percent 
increase in fuel economy for about $54 per percent change (all costs in this example are for 
2020).  TURBO2 generates an additional 6.3 percent increase in fuel economy for about $91 per 
percent change.  CEGR1 generates no change in fuel economy (or more precisely, a very small 
reduction in fuel economy) so it has no (or negative) value from an adoption standpoint, with an 
actual cost of about $28,000 per percent fuel economy reduction (that is, CEGR costs $397 and 
causes a fuel economy reduction of 0.014 percent).  Looking at the same three technologies in 
conjunction with a baseline non-turbocharged P2 hybrid (i.e., assessing the benefits of the same 
technologies after hybridization) yields reduced cost effectiveness estimates (as is expected), 
with TURBO1 effectiveness dropping to about $88 per percent fuel economy change, TURBO2 
dropping to about $171 per percent change.  CEGR1 cost effectiveness remains constant at about 
$28,000 per percent fuel economy reduction as it generates the same very small (0.014 percent) 
reduction in fuel economy.  It is quite obvious that CEGR1 technology should not be adopted in 
either scenario.  As is validated by the modeling results discussing on the paragraph that follows, 
CERG1 technology (as defined in the CAFE model) provides absolutely no benefit, and carries a 
cost of about $400 (in 2020).  Therefore, the compliance cost for vehicle 120001 in the NPRM 
augural scenario is overestimated by at least $400 (in 2020), even if the CAFE model has no 
other deficiencies.  Since CEGR1 technology is present on over 40 percent of the vehicles in the 
NPRM augural scenario, it is easy to see that this error alone plays a significant role in the 
generation of unreasonable compliance cost estimates by NHTSA. 
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To illustrate the significance of the inappropriate adoption of CEGR1 technology, the NPRM 
analysis was rerun with CEGR1 technology tuned off.  Figure 8 graphically depicts the resulted 
change in CAFE compliance costs.  As indicated, simply making CEGR1 technology unavailable 
and making no other changes to the NPRM analysis reduces the long term cost differential 
between the augural and proposed standards by $125.  Note that the benefit and cost assumptions 
used in this example are those of the NPRM.  They have not been adjusted in any way (and 
specifically were not updated to reflect the fact that CEGR technology should carry significant 
benefits). 
 
 
 

Figure 8. Compliance Cost Differential (Augural Minus Proposed Standards); 

CEGR1 Technology Deactivated 

 
 
 
 
AT10L2 (level 2 ten-speed automatic) transmission technology is another example of an 
end-of-path technology69 with very poor cost effectiveness relative to other transmission options, 
but which is nonetheless adopted by a significant fraction of vehicles in the NPRM augural 
standards scenario.  Relative to the AT10 transmission technology that precedes it along the 

                                                 
69 As described in the earlier discussion of this issue, end-of-path technologies have special distinction in the CAFE 

model because they are not required to be adopted to gain access to another technology.  They are independent of 
other technology and are (or should be) evaluated on their own merits.  Conversely, technologies that are not at 
the end of a CAFE model path may be adopted on their own merits or simply to adopt a technology further along 
the path.  As explained in the overarching issues discussion at the beginning of this memorandum, this design 
architecture makes it critical that NHTSA properly rank order (by cost effectiveness) all technologies along each 
defined path.  This is particularly challenging when the rank order is sensitive the presence (or non-presence) of 
other available technologies. 
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automatic transmission path, AT10L2 provides less than a one percent fuel economy benefit 
(again using NHTSA’s NPRM estimates) for an added cost of about $200 (in 2020).  With cost 
effectiveness in the range of $250-$350 per percent fuel economy increase (with estimates 
varying by vehicle class), the technology is far less cost effective than hybridization at a 2020 
cost (using NHTSA cost data) of about $100 per percent fuel economy increase (all P2 hybrids 
are assumed to utilize A8 technology and all powersplit hybrids utilize the powersplit device).  
To minimize fuel economy investment, the most cost effective technologies should always be 
adopted first, even if those technologies offer fuel economy benefits that exceed those needed to 
attain a given standard.  Producing a few relatively inexpensive technologies can offset the 
production of a large number of cost inefficient technologies.  It is the combination of per unit 
cost effectiveness and market penetration that determines net cost and that will always be 
minimized by selecting the most cost effective technologies first.  Yet 46 percent of all 2032 
vehicles under the NPRM augural scenario include cost inefficient AT10L2 technology.  
Although of lesser significance than the adoption of CEGR1 technology (due to the lower costs 
and greater benefits of AT10L2 technology), the large scale adoption of AT10L2 technology 
(with benefits and costs as defined by NHTSA) similarly illustrates that the CAFE model 
technology selection algorithm clearly does not efficiently select technology on the basis of cost 
effectiveness and, as a result, substantially overestimates fuel economy and greenhouse gas 
compliance costs. 
 
Battery Costs for Electrification Are Incorrect.  It appears that the battery costs used by 
NHTSA in the CAFE model for all levels of electrification are too high. Given time constraints, 
this critique focuses only on that technology subset of the NPRM where battery costs are 
inordinately high and where significant market penetration is observed – namely the battery costs 
for belt-integrated starter-generator (BISG) and crank-integrated starter-generator (CISG) 
stop-start technology as well as P2 hybrid technology (since the NPRM assumes the same battery 
costs for P2 and powersplit (PS) hybrids, the P2 overage also applies to PS battery costs).  
NPRM documentation presents BISG/CISG battery costs that are not unreasonable.70  However, 
the CAFE model database of battery costs (that is actually used for all NPRM analyses) includes 
estimates for these technologies that are $259 higher than those presented in the NPRM 
documentation.  The database battery costs for all other electrification technologies (P2 and PS 
hybrids, PHEVs, and BEVs) exactly match documented costs.  There is no explanation for the 
discrepancy.  It initially appeared as if the model may have been applying a redundant RPE 
factor to BISG/CISG costs,71 but the determination that the costs differed from those documented 
by a constant absolute offset makes this an unlikely possibility. 

                                                 
70 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 

Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Table 6-29, Pages 372-373, July 
2018. 

71 The CAFE model’s battery costing algorithm applies a learning factor to a nominal battery cost extracted from 
the model’s battery cost database.  The raw learning factors are documented in Preliminary Regulatory Impact 
Analysis Figure 6-154 (page 377).  Review of these factors against those included in the CAFE model input files 
for the NPRM showed significant deviation.  However, after comparing the two, it was evident that they varied 
by a factor of 1.5, which is the multiplier associated with NHTSA’s conversion of direct manufacturing costs to 
retail equivalents.  Thus, the battery cost data in the CAFE model database is evidently expressed in terms of 
nominal direct manufacturing cost.  Initially, due to their discrepancy with NPRM documentation, it appeared as 
though the BISG/CISG battery costs may have instead already been expressed in retail equivalents, but further 
review indicates this is not the case. 
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While it is not possible to state with any degree of certainty what the source of the BISG/CISG 
battery cost discrepancy might be, it is possible that the offset reflects the cost of a supplemental 
battery for SS12V technology as that would explain the constant offset applied to both BISG and 
CISG technology since the CAFE model electrification path splits into two sub-paths after 
12VSS technology and before either BISG or CISG technology is applied.  If this is the correct 
explanation, the inclusion of 12VSS battery costs with those of BISG/CISG technology is an 
error as the NPRM clearly states that 12VSS battery costs are included in the “non-battery” costs 
associated with 12VSS technology.72  Including the same 12VSS battery costs in BISG/CISG 
battery costs would be double counting.  As confirmation of this, there are no battery costs for 
12VSS technology in the CAFE model battery cost database.  It is also notable that while it is not 
possible to resolve the precise battery cost that is included in NHTSA’s assumed costs for 
12VSS technology given the resolution of data presented in NPRM documentation, it is 
nevertheless possible to estimate the relative magnitude of the included cost from presented data 
and that appears to be in the range of $200-$300, a range consistent with the observed 
BISG/CISG offset of $259. 
 
Regardless of the underlying reason for the BISG/CISG battery cost discrepancy, the cost of 
BISG/CISG batteries per kilowatt-hour (kWh) of energy storage, as estimated in the CAFE 
model battery cost database, is not reasonable.  Conversely, that same metric calculated for the 
BISG/CISG battery costs included in the NPRM documentation is not unreasonable.  Based on 
this weight of evidence, it is likely that the database costs for BISG/CISG technology are simply 
in error and should be revised to reflect NHTSA’s assumptions as presented in the NPRM 
documentation.  If, alternatively, the database costs do reflect NHTSA’s assumptions, they are 
too high and should be revised downward at least to values more consistent with those of the 
NPRM documentation. 
 
While battery costs for P2 and PS hybrid technology are consistent between the NPRM 
documentation and the CAFE model battery cost database, they are substantially (and 
unreasonably) higher than cost estimates derived by others.  To some extent this is a lesser issue 
since hybrid vehicles are not a substantial fraction of the future fleet, even under the NPRM 
augural scenario.  Nevertheless, it is important to recognize the potential errors in the NHTSA 
cost estimates.  While there are many sources for alternative battery cost estimates, this 
memorandum relies on estimates developed by FEV, a globally recognized automotive industry 
research and development firm.  In a 2015 report, FEV estimated the detailed costs of various 
vehicle electrification systems, including P2 hybrids.73  Applying per-kWh battery costs from the 
FEV analysis to the various batteries assumed by NHTSA for the NPRM indicates that the 
NPRM P2 hybrid battery cost assumptions are high by 65-80 percent (depending on vehicle 
class).  This is roughly consistent with the 45-65 percent overages for BISG and CISG batteries. 
 

                                                 
72 NHTSA and EPA, The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 

Passenger Cars and Light Trucks, Preliminary Regulatory Impact Analysis, Tables 6-32 and 6-33, Pages 374 and 
375, July 2018. 

73 FEV, 2025 Passenger Car and Light Commercial Vehicle Powertrain Technology Analysis, Final Report, 
Project-No. P33597, September 2015. 
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To determine the sensitivity of NPRM forecasts to BISG/CISG and P2 battery cost errors, BISG 
and CISG battery cost estimates were modified to match those presented in the NPRM 
documentation and P2 battery costs were adjusted to be consistent with FEV estimates.  Both 
BISG and CISG nominal battery costs were adjusted downward by a fixed value of $259.  
Nominal P2 (and PS) hybrid battery costs were adjusted by a multiplicative factor of 0.6 
(consistent with the lower bound of the FEV-based overage range – 1/1.65 = 0.6).  Figure 9 
shows that overall CAFE compliance costs are reduced by about $150 in 2025 and by about $90 
over the longer term with the corrected BISG/CISG battery costs, and $115 with the corrected 
BISG/CISG and P2 battery costs. 
 
 
 

Figure 9. Compliance Cost Differential (Augural Minus Proposed Standards); 

BISG/CISG and P2 Battery Costs Corrected 

 
 
 
 
The Benefits of Variable Valve Timing Are Not Fully Credited.  Although variable valve 
timing (VVT) technology is identified as an available refresh technology,74 the NPRM CAFE 
model (unlike the version used for the 2016 TAR analysis) actually assumes that all baseline 
vehicles include VVT technology.  As a result, the approximately 9 percent of model year 2016 
sales that do not actually include VVT are not credited with any efficiency benefit for adoption 
of the technology; associated benefits are simply ignored.  With the benefits of VVT adoption at 
about 5 percent, the fleetwide effect for adopting the technology on 9 percent of the fleet would 

                                                 
74 NHTSA, Draft CAFE Model Documentation, Table 8, Page 19, July 2018. 
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be to raise fleetwide fuel economy by about 0.5 percent (or between 0.1 and 0.2 mpg).  Thus, the 
issue is minor relative to other described deficiencies, but should be corrected nonetheless. 
 
The Benefits of Evolutionary Friction Reduction Technology Are Not Available.  Unlike its 
predecessor version used for the 2016 TAR technology analysis, the NPRM CAFE model no 
longer considers advanced lubricants and evolutionary friction reduction (LUBEFR) to be 
adoptable technology.  The technology is included in the model, but it is only assessable when 
already present on a baseline vehicle.  As a result, no fuel efficiency improvement credits are 
available.  Engine friction reduction is an ongoing evolutionary process that should generate 
benefits on the order of 5 percent or so increase in fuel economy over a multiyear forecast 
period, with costs totaling approximately $100.  At $20 per percent fuel economy increase, the 
technology is quite cost effective.  Moreover, the technology is a benefit of ongoing industry 
research and evolutionary engine improvements so that it is easily “adoptable” and deployed 
throughout the fleet.  Accordingly, NHTSA should revise the NPRM CAFE model to reinstate 
the ability to adopt evolutionary friction reduction technology. 
 
The Benefits of Advanced Transmission Technology Are Not Available for P2 Hybrids.  
The CAFE model assumes that all P2 hybrid technology comes with an AT8 transmission.  The 
benefits of more advanced transmissions are not considered under NHTSA modeling 
assumptions.  Since P2 hybrids rely on conventional transmissions, the full slate of advanced 
transmission technology should be available for adoption. 
 
The Future Benefits Baseline PHEVs Are Inappropriately Constrained.  Vehicles modeled 
as having PHEV technology in 2016 are constrained in their future fuel economy potential by the 
ratio of baseline electric-only fuel economy to baseline engine-on fuel economy.  While the fuel 
economy of vehicles that adopt PHEV technology during the model forecast period are estimated 
on the basis of efficiency impacts extracted from the CAFE model simulation modeling database, 
the extracted impacts are adjusted to reflect the baseline electric-only to engine-on fuel economy 
ratio for baseline vehicles with PHEV technology and this ratio is never exceeded.  In other 
words, baseline PHEVs are not able to improve their electric-only to engine-on fuel economy 
ratio over the entire CAFE model forecast period.  This causes baseline PHEV’s to always be 
fuel economy laggards relative to vehicles that adopt PHEV technology during the forecast 
period.  These two sets of PHEVs should be treated identically, and thus baseline PHEV’s must 
be allowed to improve over time.   
 
BEV Fuel Economy is Dependent on Petroleum-Based Fuel Economy.  The fuel economy for 
a vehicle adopting BEV technology is dependent on the petroleum-based fuel economy of the 
transforming vehicle.  This is not appropriate.  The fuel economy of the internal combustion 
engine that BEV technology replaces does not have any impact on the efficiency of the resulting 
BEV.  The electric machine “should not care” whether it replaces a high or low efficiency 
engine, and should be modeled accordingly. 
 
Manual Transmission Vehicles Are Largely Constrained.  The fuel economy for manual 
transmission vehicles cannot be advanced beyond that of an advanced engine with a seven speed 
manual transmission.  Manual transmission vehicles are excluded from electrification.  While 
only comprising 2 percent of the U.S. fleet, manual transmission vehicles should be allowed to 



The NPRM CAFE Model’s Treatment of Technology Benefits and Costs Page 33 

adopt a full slate of technology, including those technologies that would require a shift from 
manual to automatic or automated manual transmissions. 
 
Summary.  Even though the subject review of the CAFE model has been constrained by the 
time restriction of the NPRM public comment period (and by the fact that, contrary to precedent, 
the agencies did not release the CAFE model until the start of that comment period), a substantial 
number of issues have been identified that illustrate serious errors inherent in CAFE model 
technology forecasts and associated cost estimates.  The combined impact of the identified errors 
alone totals many hundreds of dollars and comprises a significant fraction of total estimated fuel 
economy and greenhouse gas standard compliance costs.  While it is not reasonably possible to 
quantify the net impact precisely since doing so would require substantial modification to model 
algorithms and access to more resolved cost data than NHTSA has made available in the NPRM, 
it is possible to estimate the minimum impact by addressing several errors that are reasonably 
correctable through input data modifications and rerunning the CAFE model.  Figures 10 and 11 
present the results of such an analysis.  Both figures show the cumulative impacts of eliminating 
the inefficient adoption of CEGR technology (by deactivating the technology), correcting the 
inappropriate application of HCR technology constraints (by removing the constraints), and 
correcting the overestimation of BISG and CISG battery technology costs.  Figure 10 presents 
impact estimates if HCR2 technology is still constrained (and thus not available to any vehicle in 
the fleet), while Figure 11 removes constraints on both HCR1 and HCR2 technology.  While 
Figure 11 is most appropriate, Figure 10 is included solely to allow the distinction between 
HCR1 and HCR2 technology to be isolated. 
 
As shown in the figures, the per-vehicle cost premium projected by NHTSA’s modeling of the 
augural standards (relative to the agency’s proposed standards) varies over the 2016-2032 
modeling period, reaching a long term value of just under $1,775 by 2032.  On a combined basis, 
applying the above-described CEGR, HCR1, and BISG/CISG corrections reduces the 2032 cost 
premium by $350, or 20 percent.  Adding the HCR2 correction reduces the 2032 premium by 
$585, or 33 percent.  Both reductions are highly significant and illustrate the fact that the NPRM 
significantly and unrealistically overestimates not only the cost of the augural standards, but the 
cost differential between the augural and proposed standards (as the model corrections tend to 
bring down the cost of more advanced technologies that attain greater market share as standard 
stringency increases).  It is important to recognize that not all necessary corrections are reflected 
in the cost reductions described here.  Further cost reductions would be associated with the more 
accurate modeling of engine downsizing, reformulation of the CAFE model’s technology 
selection algorithms to identify the most cost effective technologies, reformulation of the CAFE 
model’s technology path structure to avoid the inclusion of ineffective and cost inefficient 
technologies, the replacement of the CAFE model’s efficiency impact database with a 
counterpart that more accurately reflects the efficiency potential of the available technologies, 
revision of technology cost estimates especially those associated with key technologies such as 
turbocharging, and reformulation of the CAFE model’s technology slate to assure that all 
existent and emerging fuel economy technologies are available for adoption as appropriate.  If all 
of these corrections were implemented (as they should be before the CAFE model can reliably be 
used for fuel economy forecasting), the net impacts would shrink the cost premium of the 
augural standards relative to those proposed by NHTSA by substantially more than the 33 
percent reduction associated with the limited corrections summarized in Figure 11. 
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Figure 10. Compliance Cost Differential (Augural Minus Proposed Standards); 

Cumulative CEGR, HCR1, and BISG/CISG Battery Costs Corrections 

 
 
 
 

Figure 11. Compliance Cost Differential (Augural Minus Proposed Standards); 

Cumulative CEGR, HCR2, and BISG/CISG Battery Costs Corrections 
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Finally, while these findings, in and of themselves, more than sufficiently demonstrate that the 
use of the NPRM CAFE model, in its current configuration, is inappropriate for any type of 
regulatory (or non-regulatory) forecasting, it is critical to recognize that the effects of the 
model’s technology-related deficiencies impact all other projections and conclusions in the 
NPRM.  The CAFE model technology forecasts are the heart of the NPRM analysis, and all other 
forecasted metrics are inaccurate if the technology and compliance cost forecasts are inaccurate.  
For example, modeled sales, scrappage, and travel (VMT) impacts are directly tied to model cost 
estimates; errors in the latter render the former invalid (even without considering other 
deficiencies in the NPRM approach to estimating those impacts).  Modeled fatalities and social 
costs are directly tied to sales and travel forecasts; therefore the errors in compliance cost 
estimates, which cause errors in the sales and travel forecasts, render fatality and social cost 
projections invalid.  In short, the integrity of all CAFE model forecasts rests on the integrity of 
the model’s technology and compliance cost forecasts.  Since demonstrable errors definitively 
impugn the integrity of the latter, those same errors impugn the integrity of the former.  NHTSA 
has recently implemented wholesale modifications to the CAFE model such that the NPRM 
version of the model cannot be viewed in the same context as the TAR version of the model.  
The myriad revisions have not been properly validated either algorithmically or in terms of basic 
principal.  In its current state, the CAFE model is not a reliable forecasting tool. 
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PREFACE 
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recently, to assist the U.S Environmental Protection Agency (EPA) in the evaluation of related 
potential new standards regarding new vehicle carbon dioxide (CO2) emissions.  Given externally-
developed inputs, the modeling system estimates how manufacturers could apply additional fuel-
saving technologies in response to new CAFE or CO2 standards, and estimates how doing so would 
impact vehicle costs, fuel economy levels, and CO2 emission rates; vehicle sales volumes and fleet 
turnover; and national-scale automotive manufacturing employment, highway travel, fatalities, 
fuel consumption, and CO2 and other emissions.  Based on these impacts, the system calculates 
costs and benefits from private and social perspectives. 
 
This draft report documents the design and function of the CAFE Model as of July 2018; specifies 
the content, structure, and meaning of inputs and outputs; and provides instructions for the 
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Chapter One Introduction 
 
The Energy Policy and Conservation Act (EPCA), as amended by the Energy Independence and 
Security Act of 2007 (EISA), requires the U.S. Department of Transportation (DOT), to 
promulgate and enforce Corporate Average Fuel Economy (CAFE) standards. The Department 
has delegated this responsibility to the National Highway Traffic Safety Administration (NHTSA, 
an agency within DOT), which has been administering these standards since 1975. 
 
The Volpe National Transportation Systems Center (Volpe Center) provided technical support to 
the Department in connection with the establishment of the CAFE program in the 1970s, and has 
continued to provide such support since that time. The Volpe Center is a Federal fee-for-service 
organization within DOT. 
 
In 2002, the Volpe Center began developing a new modeling system to support NHTSA’s analysis 
of options for future CAFE standards. Objectives included, but were not limited to, the following: 
the ability to utilize detailed projections of light vehicle fleets to be produced for sale in the United 
States, the ability to efficiently estimate how manufacturers could apply available technologies in 
response to CAFE standards, the ability to quickly, systematically, and reproducibly evaluate 
various options for future CAFE standards, and the ability to estimate a range of outcomes (in 
particular, changes in fuel consumption and emissions) resulting from such standards. 
 
Since 2002, the Volpe Center has made many changes to this modeling system. Some changes 
were made in response to comments submitted to NHTSA in connection with CAFE rulemakings, 
and in response to a formal peer review of the system. Some changes were made based on 
observations by NHTSA and Volpe Center technical staff. As NHTSA began evaluating attribute-
based CAFE standards (i.e., standards under which CAFE requirements depend on the mix of 
vehicles produced for U.S. sale), significant changes were made to enable evaluation of such 
standards. At the same time, the system was expanded to provide the ability to perform uncertainty 
analysis by randomly varying many inputs. Later, the system was further expanded to provide 
automated statistical calibration of attribute-based standards, through implementation of Monte 
Carlo techniques, as well as automated estimation of stringency levels that meet specified 
characteristics (such as maximizing estimated net benefits to society). 
 
In 2007, NHTSA and Volpe Center staff worked with technical staff of the U.S. Environmental 
Protection Agency (EPA) on major changes to the range of fuel-saving technologies 
accommodated by the model, as well as the logical pathways for applying such technologies.  In 
2008, NHTSA and Volpe Center staff collaborated on further revisions, particularly with respect 
to the representation of available fuel-saving technologies, support for the reexamination of which 
was provided by Ricardo, Inc. In support of the 2010 rulemaking, a multi-year technology 
application feature was introduced into the modeling system.  In 2011, a feature to evaluate 
voluntary overcompliance has been added as well. 
 
In 2014, the system was adapted and expanded to allow NHTSA and Volpe Center staff to perform 
analysis in support of the medium duty rulemaking. As such, a new regulatory class, covering class 
2b and class 3 pickups and vans, was introduced into the modeling system. To better illustrate the 
behavior of the industry, a feature allowing technologies to be inherited between vehicle platforms, 
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engines, and transmissions has been reintroduced into the modeling system as the primary mode 
of operation. In 2016, the modeling system was further refined to allow simultaneous analysis of 
light duty and medium duty fleets, accounting for potential interaction between shared platforms, 
engines, and transmissions. Additionally, in 2016, the modeling system has undergone a major 
overhaul to allow for integration of vehicle simulation results from Argonne National Laboratory’s 
Autonomie model. 
 
For the 2018 NPRM, covering model years 2020 to 2025, the system was further enhanced to 
include additional modeling features. Principal among them are: the ability to simulate separate 
compliance by domestic and imported car fleet (an explicit EPCA requirement), the ability to 
dynamically adjust the sales forecast of the light duty fleet and the passenger car to light truck fleet 
share as part of compliance simulation, the ability to dynamically adjust the scrappage rates of on-
road vehicle fleet for post-compliance calculations, and the ability to account for vehicles’ safety 
performance over time. The system was also modified to be able to simulate compliance with 
Environmental Protection Agency (EPA) carbon dioxide (CO2) standards, including a number of 
programmatic elements unique to that program that do not exist under CAFE. 
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Chapter Two System Design 
 
Section 1 Overall Structure (System Overview) 
 
The basic design of the CAFE Model developed by the Volpe Center is as follows: the system first 
estimates how manufacturers might respond to a given regulatory scenario, and from that potential 
compliance solution, the system estimates what impact that response will have on fuel 
consumption, emissions, and economic externalities. A regulatory scenario involves specification 
of the form, or shape, of the standards (e.g., flat standards, or linear or logistic attribute-based 
standards), scope of passenger car and truck regulatory classes, and stringency of the CAFE and 
CO2 standards for each model year to be analyzed. 
 
Manufacturer compliance simulation and the ensuing effects estimation, collectively referred to as 
compliance modeling, encompass numerous subsidiary elements. Compliance simulation begins 
with a detailed initial forecast, provided by the user, of the vehicle models offered for sale during 
the simulation period. The compliance simulation then attempts to bring each manufacturer into 
compliance with the standards defined by the regulatory scenario contained within an input file 
developed by the user; for example, a regulatory scenario may defined CAFE or CO2 standards 
that increase in stringency by 4 percent per year for 5 consecutive years. The model applies various 
technologies to different vehicle models in each manufacturer’s product line in order to simulate 
how each manufacturer might make progress toward compliance with the specified standard. 
Subject to a variety of user-controlled constraints, the model applies technologies based on their 
relative cost-effectiveness, as determined by several input assumptions regarding the cost and 
effectiveness of each technology, the cost of compliance (determined by CAFE-related civil 
penalties or value of CO2 credits, depending on the compliance program being evaluated), and the 
value of avoided fuel expenses. For a given manufacturer, the compliance simulation algorithm 
applies technologies either until the manufacturer runs out of cost-effective technologies, until the 
manufacturer exhausts all available technologies, or, if the manufacturer is assumed to be willing 
to pay civil penalties, until paying civil penalties becomes more cost-effective than increasing 
vehicle fuel economy. At this stage, the system assigns an incurred technology cost and updated 
fuel economy to each vehicle model, as well as any civil penalties incurred by each manufacturer. 
This compliance simulation processes is repeated for each model year available during the study 
period. 
 
This point marks the system’s transition between compliance simulation and effects calculations. 
At the conclusion of the compliance simulation for a given regulatory scenario, the system contains 
multiple copies of the updated fleet of vehicles, corresponding to each model year analyzed. For 
each model year, the vehicles’ attributes, such as fuel types (e.g., diesel, electricity), fuel economy 
values, and curb weights, have all been updated to reflect the application of technologies in 
response to standards throughout the study period. For each vehicle model in each of the model 
year specific fleets, the system then estimates the following: lifetime travel, fuel consumption, 
carbon dioxide and criteria pollutant emissions, the magnitude of various economic externalities 
related to vehicular travel (e.g., noise), and energy consumption (e.g., the economic costs of short-
term increases in petroleum prices). The system then aggregates model-specific results to produce 
an overall representation of modeling effects for the entire industry. 
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Different categorization schemes are relevant to different types of effects. For example, while a 
fully disaggregated fleet is retained for purposes of compliance simulation, vehicles are grouped 
by type of fuel and regulatory class for the energy, carbon dioxide, criteria pollutant, and safety 
calculations. Therefore, the system uses model-by-model categorization and accounting when 
calculating most effects, and aggregates results only as required for efficient reporting. 
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Section 2 Representation of Market Data 
 
In order to evaluate a manufacturer for compliance, the CAFE modeling system reads in and stores 
various engineering characteristics and technology information attributable to each vehicle, 
engine, and transmission produced by that manufacturer. This information provides the model with 
an overall view of the initial state of a manufacturer’s fleet. The data that makes up this initial fleet 
is referred to as the “market data” or the “market forecast”, and is entered into the modeling system 
as a user provided input file.1 
 
Along with the engineering characteristics and technology information, the market data input also 
defines various classifications the model needs to use in order to properly “bin” vehicles for 
compliance simulation and effects calculations. The vehicle classifications, discussed further 
below, are assigned by the user and are then used by the modeling system when, e.g., determining 
whether to apply a passenger car or light truck functional standard to a vehicle. 
 
Since compliance modeling within the system relies heavily on the initial fleet defined by the user, 
and all other results flow from compliance modeling, the initial fleet may be properly considered 
the foundation of any modeling exercise. The following section provides a general overview of the 
initial state of the fleet, highlighting some of the most significant inputs, while Section A.1 of 
Appendix A describe the suitable structure and content the user should use when setting up a 
market data input file for CAFE Model analysis. 
 
S2.1 Initial State of the Fleet 
 
The fleet’s initial state is developed using information contained in the manufacturers, vehicles, 
engines, and transmissions worksheets of the market data input file. The set of worksheets uses 
identification codes to link vehicle models with their engines and transmissions. Each worksheet 
also identifies the manufacturer that is associated with a particular vehicle, engine, or transmission. 
Figure 1 provides a simplified example illustrating the basic structure and interrelationship of these 
four worksheets, focusing primarily on structurally important inputs. The identification codes 
make it possible to account for the use of specific engines or transmissions across multiple vehicle 
models. Additionally, inputs assign each vehicle model to a specific vehicle platform, where 
multiple vehicle models may reference and share that same platform.2 
 
Having the CAFE Model treat engines, transmissions, and platforms as separate entities allows the 
modeling system to concurrently evaluate technology improvements on multiple vehicles that may 
share a common engine, transmission, or platform. In addition, sharing also enables realistic 
propagation, or “inheriting”, of previously applied technologies from, e.g., an upgraded engine 
down to the users of that engine, which have not yet realized the benefits of these upgrades. 
                                                 
1 However, as discussed below, when applying the newly-introduced Dynamic Fleet Share and Sales Response 
model, the CAFE Model only makes use of production volume inputs specified for the first model year to be 
simulated explicitly; for ensuing model years, production volumes are estimated endogenously using this set of first-
year estimates as a starting point. 
2 Unlike engines and transmissions, vehicle platforms are not presently defined on a separate worksheet. Instead, the 
modeling system relies on the data provided in the vehicles worksheet to extract the relevant information for a 
specific platform. 
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Figure 1. Basic Structure of Input File Defining the Fleet’s Initial State3 

 
In Figure 1 above, each vehicle model is shown as always having an engine and a transmission. 
However, this may not always be the case. In particular, battery electric vehicles (BEVs) and fuel 
cell vehicles (FCVs) do not make use of a traditional combustion engine or transmission. Instead, 
both rely on electric powertrains, having advanced, custom-built transmissions packaged with the 
powertrain. The system assumes that BEVs and FCVs are the sole users of their respective 
transmissions (i.e., the transmissions are not shared by any other vehicle) and that no further 
improvements may be possible on those transmissions. As such, for modeling simplicity, the 
system assumes that these vehicles do not have an engine or a transmission and the associated 

                                                 
3 Note: For simplicity and illustration purposes, some column headers and data elements shown in Figure 1 were 
renamed, abbreviated, or combined. 

Code Manufacturer Prefer Fines
101 Mfr1 N
102 Mfr2 Y
103 Mfr3 N

Code Manufacturer Model Platform Engine Transmission Reg. Class FE Sales Technologies
101 Mfr1 Veh1 P101 101 101 PC 31.1 2,075 MR1
102 Mfr1 Veh2 P101 101 102 PC 26.5 2,538 MR1
103 Mfr1 Veh3 P102 102 101 LT 22.4 3,187 MR0
201 Mfr2 Veh4 P201 201 201 PC 26.1 8,461 MR0
202 Mfr2 Veh5 P201 201 203 PC 26.7 6,668 MR0
203 Mfr2 Veh6 P201 201 202 LT 22.2 781 MR0
204 Mfr2 Veh7 P202 202 202 LT 21.9 9,936 MR2
301 Mfr3 Veh8 P301 301 301 PC 32.5 8,409 MR1
302 Mfr3 Veh9 P302 302 301 LT 21.3 5,968 MR1

Code Manufacturer Fuel Config. Cylinders Technologies
101 Mfr1 G I 4 DOHC
102 Mfr1 G V 6 SOHC
201 Mfr2 G V 6 DOHC
202 Mfr2 D V 8 DOHC,ADSL
301 Mfr3 G I 4 DOHC,TURBO1
302 Mfr3 G V 8 DOHC

Code Manufacturer Type Gears Technologies
101 Mfr1 AT 7 AT7
102 Mfr1 MT 5 MT5
201 Mfr2 DCT 6 DCT6
202 Mfr2 AT 6 AT6
203 Mfr2 MT 6 MT6
301 Mfr3 AT 8 AT8

Transmissions Worksheet

Engines Worksheet

Manufacturers Worksheet

Vehicles Worksheet
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“Engine” and “Transmission” codes should be left blank. Similarly, plug-in hybrid/electric 
vehicles (PHEVs) and power-split strong-hybrid electric vehicles (SHEVPSs) also assume the use 
of an advanced, custom-built transmission that is unique to the specific vehicle. For modeling 
simplicity, the system assumes that these vehicles do not have a transmission assigned to them as 
well.4 
 
Figure 1 describes the basic relationship between different worksheets in a simplified manner; the 
structure and contents of the actual market data input file is significantly more involved. However, 
while the modeling system may load additional information provided in the input file (as outlined 
in Section A.1 of Appendix A), the model does not currently use all of that information. The system 
currently makes use of inputs essential for compliance simulation, such as vehicle’s fuel economy, 
curb weight or footprint, production volumes (or sales), and initial technology utilization. The 
CAFE Model uses fuel economy ratings to calculate corresponding CO2 ratings, and uses the latter 
as the basis for simulating compliance with CO2 standards.5 
 
When defining a vehicle’s fuel economy for compliance purposes, the value supplied should be 
specified as a “rated” value, absent any adjustments, credits, special provisions for alternative 
fuels, or petroleum equivalency factors that NHSTA may otherwise apply to adjust the vehicle’s 
fuel economy rating. That is, the vehicle’s fuel economy must represent the weighted harmonic 
average of the values measures on the “city” (UDDS) and “highway” (HWFET) drive cycles6, as 
defined by the following equation: 
 

 𝐹𝐹𝐹𝐹 =
0.55
𝐹𝐹𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

+
0.45

𝐹𝐹𝐹𝐹𝐻𝐻𝐶𝐶𝐻𝐻ℎ𝑤𝑤𝑤𝑤𝐶𝐶
 (1) 

 
Where: 
 

0.55 : the portion of total miles a vehicle is assumed to travel under city driving 
conditions, 

0.45 : the portion of total miles a vehicle is assumed to travel under highway driving 
conditions, 

FECity : the fuel economy rating of a vehicle as measured on the city (UDDS) cycle, 
FEHighway : the fuel economy rating of a vehicle as measured ono the highway (HWFET) 

cycle, and 
FE : the combined city and highway fuel economy rating of a vehicle. 

 
Additionally, the fuel economy rating must be defined for an appropriate fuel type (appearing in 
the input file in the columns corresponding to the fuel types used), as well as reported as individual 
components in the case of dual-fuel vehicles (i.e., flex-fuel and plug-in hybrid/electric vehicles). 
Furthermore, the associated fuel share, for each fuel type where a fuel economy value exists, must 
                                                 
4 The handling of transmissions (definition and assignment) with regard to hybrid/electric vehicles may be updated 
in the future release of the CAFE Model. 
5 The conversion of a vehicle’s fuel economy to an equivalent CO2 rating is discussed in Section S5.2.1 below. 
6 UDDS and HWFET drive schedules are described at https://www.epa.gov/vehicle-and-fuel-emissions-
testing/dynamometer-drive-schedules. 

https://www.epa.gov/vehicle-and-fuel-emissions-testing/dynamometer-drive-schedules
https://www.epa.gov/vehicle-and-fuel-emissions-testing/dynamometer-drive-schedules
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also be defined. For single fuel vehicles, the accompanying fuel share should be specified at 100%, 
while for dual fuel vehicles, the fuel share represents the assumed portion of miles, on average, a 
vehicle is expected to travel when operating on a given fuel. For example, inputs could be set to 
indicate that a 30-mile plug-in hybrid/electric vehicle might be expected to travel 53% of its total 
miles using electricity and the remaining 47% using gasoline. 
 
The fuel economy and fuel share values are assigned in the vehicles worksheet under the “Fuel 
Economy” section, for each supported fuel type within the modeling system. Presently, the model 
supports six fuel types, as defined in Table 1, for specifying the vehicle and engine fueling options, 
for defining fuel-specific inputs (e.g., fuel prices and emission factors), and for estimating the 
various modeling effects (such as amount of fuel consumed and greenhouse gas and air pollutant 
emissions) attributed to a vehicle when operating on a specific type of fuel. As noted above, the 
individual fuel types appearing in Table 1 may be combined, in the case of dual-fuel vehicles, to 
be interpreted by the modeling system as FFVs (flex-fuel vehicles) or PHEVs. 
 

Table 1. Fuel Types 
Fuel Type Abbr. Description 
Gasoline G The vehicle operates on gasoline fuel 

E85 E85 The vehicle operates on E85 fuel 
(ethanol/gasoline blend with up to 85% ethanol) 

Diesel D The vehicle operates on diesel fuel 
Electricity E The vehicle operates on electricity 
Hydrogen H The vehicle operates on hydrogen fuel 
CNG CNG The vehicle operates on compressed natural gas fuel 

 
On the engines worksheet, the user must also indicate the fuel type that an engine uses from among 
the choices described in Table 1. However, since a combustion engine cannot operate on electricity 
or hydrogen, those are not considered to be valid options for use on an engine. Since, as illustrated 
by Figure 1, each of the vehicles references a particular engine, the fuel type used by an engine 
must be a subset of the fuel economies defined on a vehicle. That is, if an engine is listed as 
operating on gasoline, the vehicle that uses that engine would specify a fuel economy and fuel 
share values for gasoline fuel type as well. In the case of FFVs and PHEVs, the engine would still 
be listed as operating on gasoline, while for a vehicle, the fuel economies and fuel shares for 
gasoline and either E85 or electricity would be specified. 
 
When calculating a manufacturer’s required or achieved CAFE and CO2 ratings, the modeling 
system relies on the vehicle’s fuel economy, footprint, and production volumes. The production 
volumes – or, as they are referred to within the context of the model, vehicle sales7 – are defined 
for the initial fleet starting with the model year for which all of the other vehicle, engine, and 
transmission attributes are specified. In other words, if the initial fleet covers vehicles from model 
year 2016, the first year where sales are defined must also be for model year 2016. The vehicle 
sales are then extended for a number of model years, covering the intended study period a user 
wishes to analyze during compliance simulation. The default modelling settings rely on the 
system’s built-in Dynamic Fleet Share and Sales Response model (or, DFS/SR model). Disabling 

                                                 
7 A manufacturer’s compliance is based on production-weighted CAFE and CO2 ratings. The system assumes every 
vehicle model produced for sale in the U.S. is sold in the same year it is produced. 



DRAFT – July 2018 

9 

the DFS/SR model allows a user to specify the future sales of individual vehicle models as a static 
input. 
 
The vehicle curb weight and footprint values are provided to the modeling system as inputs for 
each vehicle model available for simulation. Curb weight is measured in pounds (lbs.) and is 
defined as the actual or the manufacturer's estimated weight of the vehicle in operational status 
with all standard equipment, and weight of fuel at nominal tank capacity. Footprint is defined as 
the average of front and rear track widths (averaged, then rounded to the nearest tenth of an inch) 
multiplied by the vehicle’s wheelbase (rounded to the nearest tenth of an inch), divided by 144, 
then rounded to nearest square foot, as demonstrated in the following equation: 
 

 𝐹𝐹𝐹𝐹 = ROUND�
ROUND �𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶 + 𝑇𝑇𝑇𝑇𝑅𝑅𝑅𝑅𝑤𝑤𝐹𝐹

2 , 1� × 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
144

, 1� (2) 

 
Where: 
 

TWFront : the lateral distance between the centerlines of the front base tires at ground, 
including the camber angle, specified in inches, rounded to one decimal 
place (the front track width), 

TWRear : the lateral distance between the centerlines of the rear base tires at ground, 
including the camber angle, specified in inches, rounded to one decimal 
place (the rear track width), 

Wheelbase : the longitudinal distance between front and rear wheel centerlines, 
specified in inches, and rounded to one decimal place, 

144 :  the conversion factor from square inches to square feet, and  
FP : the vehicle’s footprint, specified in sq. ft., rounded to one decimal place. 

 
While past versions of the modeling system used calculated vehicle footprint using inputs 
specifying vehicle track widths and wheelbase, the system currently makes use of inputs specifying 
footprint directly, and does not make use of any inputs specifying these linear dimensions. 
Although the user may specify any value as the curb weight or the footprint, and the modeling 
system will not strictly enforce any specific guidelines (other than requiring both values be greater 
than 1), the definitions provided above should be used. 
 
From here, the vehicles’ curb weights, footprints, and sales volumes may be used to calculate a 
manufacturer’s standard (or the required CAFE value)8, while the vehicles’ fuel economies and 
sales are used to calculate a manufacturer’s CAFE rating (or the achieved CAFE value) for each 
fleet (domestic cars, imported cars, and light trucks). Additionally, the CAFE Model uses the same 
vehicles’ attributes to calculate the accompanying CO2 standard and rating for a manufacturer, 

                                                 
8 The vehicle curb weight or footprint may be used when calculating an attribute-based standard for a manufacturer 
(for example, when the standard is defined using a linear footprint based functional form). Under an attribute-based 
standard, the model first calculates vehicle specific targets, which differ based on the vehicles’ attributes, then the 
system obtains a sales weighted average based on those calculated targets. 
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applying the necessary fuel economy to CO2 conversions as necessary. The precise details of how 
the modeling system calculates these values is discussed in Section 5 below. 
 
In order for the modeling system to accurately account for the level of technological progression 
of the input fleet, and to gauge the potential for further fuel economy increases, the initial 
technology utilization should be specified for each vehicle model, engine, and transmission 
appearing in the market data input file. In the input file, technology utilization may be identified 
by column names corresponding to specific technologies supported within the model. The user 
would assign the appropriate usage states based on the engineering characteristics of the 
accompanying vehicles, engines, and transmissions. A value of “USED” would indicate that a 
particular technology is used in the input fleet, a value of “SKIP” would designate a technology as 
unavailable, and blank (or unassigned) value specifies that a technology is available for application 
by the model. As stated above, some of the detailed information appearing in the market data file 
is not used for actual analysis; however, this information is useful when populating the state of 
technological progression of the initial fleet. For example, if an engine’s “Valvetrain Design” 
column reads “DOHC” (dual overhead cam) for a specific engine, the corresponding “DOHC” 
column should be set to “USED”. Similarly, if a value of “T” (implying turbocharger) is shown in 
the engine’s “Aspiration” column, at the least, the “TURBO1” column for that engine should be 
set to “USED”. Likewise, on the transmission side, if the “Type” and “Num. Gears” columns are 
set to “A” and “8”, respectively, the analogous “AT8” column for the transmission should be set 
to “USED”. The complete list of technologies available for application, as well as the way these 
technologies are evaluated within the modeling system, is discussed in greater detail in Section 4 
below. 
 
As mentioned above, the user’s translation of vehicle attributes and engineering characteristics to 
actual technology assignments specified as model inputs determine the model’s treatment of 
vehicles’ potential for further fuel economy increases. At present, other than simply checking for 
the presence of certain data, the CAFE Model does not perform any form of validation on 
technology inputs supplied by the user. 
 
S2.2 Vehicle Classifications 
 
The CAFE Model defines and utilizes various vehicle classification schemes necessary for 
compliance modeling. The different classifications may be used when performing compliance 
simulation or when calculating modeling effects. The vehicle classifications are specified by the 
user as part of the initial fleet preparation within the market data input file. Principal among them 
is the vehicle’s regulatory class assignment. 
 
The modeling system supports regulatory classes necessary for performing compliance simulation 
of light duty vehicles as well as class 2b and 3 medium duty vehicles. The exact list of supported 
regulatory classes is outlined the following table: 
 

Table 2. Regulatory Classes 
Regulatory Class Abbr. Description 
Domestic Car DC Vehicles are regulated as domestic passenger automobiles 
Imported Car IC Vehicles are regulated as imported passenger automobiles 
Light Truck LT Vehicles are regulated as light duty trucks 
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Light Truck 2b/3 2B3 Vehicles are regulated as medium duty trucks 
 
When assigning regulatory classes to vehicles, the user would update the “Regulatory Class” 
column in the vehicles worksheet using the abbreviations listed in Table 2 above. The vehicle’s 
assigned class would then be used by the modeling system to determine which functional standard 
to apply to a specific vehicle when calculating its target, and to “bin” vehicles together when 
evaluating a manufacturer’s standard and CAFE rating for each regulatory class. To represent 
actual CAFE regulations, regulatory classes should be assigned consistent with 40 CFR Chapter 
V. Since EPA has not adopted EPCA/EISA’s requirement that domestic and imported passenger 
car fleets comply separately with CO2 standards, the modeling system combines domestic and 
imported cars into a single “Passenger Car” fleet when it is configured to evaluate the CO2 
compliance program. 
 
In addition to the regulatory classes, the market data input file also contains two sets of 
classifications for linking vehicles to their respective vehicle technology and engine technology 
classes.9 The technology classes allow the modeling system to identify an appropriate set of 
available technologies, along with their costs and improvements, for application on specific 
vehicle models. Section 4 below describes the technology classes and application of vehicle 
technologies within the model in greater detail. Conversely, this section provides a general 
overview and outlines the relationship between vehicle models and technology classes. 
 

Table 3. Technology Classes Overview 
Category Technology Classes 

Vehicle Technology Classes 
SmallCar, SmallCarPerf, MedCar, MedCarPerf, 
SmallSUV, SmallSUVPerf, MedSUV, MedSUVPerf, 
Pickup, PickupHT, Truck 2b/3, Van 2b/3 

Engine Technology Classes 

2C1B, 3C1B, 4C1B, 4C2B, 5C1B, 
6C1B, 6C1B_ohv, 6C2B, 6C2B_ohv, 
8C2B, 8C2B_ohv, 10C2B, 10C2B_ohv, 
12C2B, 12C4B, 16C4B 

 
In order for the modeling system to properly evaluate technologies for application on any given 
vehicle, the vehicle technology class and the engine technology class must both be assigned to a 
value listed in Table 3 above. The system would then use the vehicle’s “Technology Class” 
assignment to determine the applicability of various technologies on a vehicle, as well as to obtain 
the numerous logical assumptions, fuel consumption improvements, and non-engine cost tables 
pertaining to specific technologies. Additionally, to obtain the cost tables of engine technologies, 
the model would utilize the vehicle’s “Engine Technology Class” assignment. 
 
As with all values within the input fleet, technology class assignments are specified at the user’s 
discretion. However, in general, vehicle technology classes should be assigned based on the 
vehicle’s body style, size (footprint and curb weight), and performance characteristics, while 
engine technology classes should be assigned based on the number of cylinders, number of banks, 
and the degree of turbocharging and downsizing used by an engine assigned to the vehicle. For 

                                                 
9 Users may enter technology class assignments under the “Technology Class” and “Engine Technology Class” 
columns on the vehicles worksheet of the market data input file. 
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battery electric and fuel cell vehicles, since those vehicles do not include an engine, the engine 
technology class does not have to be assigned (may be left blank in the input). 
 
The last vehicle classification assigned in the market data input file is the vehicle’s safety class. 
The safety class is used by the model during effects calculations when estimating the impact of 
changes in vehicle’s curb weight and reduction or increases in total vehicle travel on vehicle related 
fatal and non-fatal crashes. The user would update the “Safety Class” column in the vehicles 
worksheet using the abbreviations listed in Table 4 below: 
 

Table 4. Safety Classes 
Safety Class Abbr. Description 

Passenger Car PC Vehicles use safety coefficients denoted for passenger 
automobiles 

Light Truck/SUV LT Vehicles use safety coefficients denoted for light trucks 
and sport utility vehicles 

Minivan/CUV CM Vehicles use safety coefficients denoted for minivans and 
crossover utility vehicles 

 
The modeling system uses the vehicle safety class assignments in conjunction with the coefficients 
defined in the safety values worksheet of the parameters input file (described in Section A.3.7 of 
Appendix A) based, in part, on NHTSA’s staff analysis of vehicle mass, size, and safety, as 
documented in the 2018 preamble and Preliminary Regulatory Impact Analysis (RIA) proposing 
new CAFE and CO2 standards. Therefore, safety class assignments should be defined in a way that 
match the original vehicle assignments used in NHTSA’s study. 
 
In additional to the aforementioned classes assigned to each vehicle as part of the initial input fleet, 
the modeling system also defines an additional vehicle classification internally. Namely, the model 
assigns a general “vehicle class” to each vehicle based on that vehicle’s style and GVWR as 
outlined in Table 5, below. For light duty passenger vehicles (LDVs), the assignment is based 
strictly on the vehicle’s body style, where any vehicles that are identified in the market data input 
file as: convertible, coupe, hatchback, sedan, or wagon are assigned to the LDV class. For all truck 
classes (LDT1 to LDT3), the assignment is based on the gross vehicle weight rating (GVWR), as 
defined by the ranges shown in the table below, irrespective of the vehicle’s body style. 
 

Table 5. Vehicle Classes 
Vehicle Class Description 
LDV Vehicle is classified as a light duty passenger vehicle 

LDT1 Vehicle is classified as a class-1 light duty truck, with its GVWR 
ranging from 0 to 6,000 pounds 

LDT2a Vehicle is classified as a class-2a light duty truck, with its GVWR 
ranging from 6,001 to 8,500 pounds 

LDT2b Vehicle is classified as a class-2b light duty truck, with its GVWR 
ranging from 8,501 to 10,000 pounds 

LDT3 Vehicle is classified as a class-3 light duty truck, with its GVWR 
ranging from 10,001 to 14,000 pounds 

 
During analysis, the modeling system may combine some of the classes listed in the table above 
when referencing certain input parameters to perform specific calculations on aggregate sets of 
vehicles. Specifically, vehicles belonging to the LDT1 and LDT2a classes may be binned together, 
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forming a single LDT1/2a class, while LDT2b and LDT3 classes are binned into LDT2b/3 class. 
The system uses the vehicle class assignments as part of the Dynamic Fleet Share and Sales 
Response modeling and during the effects calculations. Both of these topics are addressed in 
upcoming sections of this document. 
 
S2.3 Manufacturer-Specific Attributes 
 
While the vehicles, engines, and transmissions worksheets define various attributes and 
engineering characteristics of the input fleet, the “manufacturers” worksheet defines “global” 
parameters attributable to the specific manufacturer required for compliance simulation and effects 
calculations. Section A.1.1 of Appendix A describes the structure and content of the manufacturers 
worksheet, while this section provides details for the most significant portions necessary for 
compliance modeling. 
 
For each manufacturer, the user defines several parameters that the modeling system may use when 
estimating the value of the reduction in fuel consumption (or value of fuel saved) attributable to 
application of vehicle technologies. These parameters, which are defined based on the varying 
styles of the vehicle, are: the manufacturer-specific discount rate, the payback period, and the post-
compliance payback period. The actual calculation, which makes use of these parameters and as it 
applies for compliance simulation, is described in Section 5, below. 
 
The payback period represents the number of years required for an initial investment to be repaid 
in the form of future benefits or cost savings, and is defined from the perspective of the 
manufacturer, based on the manufacturer’s assumption of consumer’s purchasing behavior. In 
particular, the payback period represents the maximum number of years of cumulative fuel savings 
that consumers are expected to consider in their initial purchasing decision—this is modeled as an 
offset to the technology costs outlaid by manufacturers to achieve the fuel savings, as it is the 
amount they can transfer to consumers without reducing demand for a specific vehicle model. The 
post-compliance payback period (listed under the “Payback Period (OC)” section in the 
manufacturers worksheet) represents the payback period (in years) that the modeling system 
should use after the manufacturer reaches compliance. That is, the same calculation for measuring 
the value of fuel saved is employed, however, once the manufacturer achieves compliance, the 
model will begin using an alternative threshold for number of years for a technology to pay back 
as part of that calculation. It will only apply those technologies with upfront technology costs that 
pay back within that time frame – those technologies with costs that manufacturers assume can be 
passed onto consumers of the consumer of that vehicle model without reducing demand. Lastly, 
the discount rate is the rate at which consumers discount cost of future fuel prices, which is again 
defined from the perspective of the manufacturer. 
 
In order to distinguish between varying consumer behavior when purchasing different styles of 
vehicles (e.g., a new car vs a new pickup truck), the inputs are segregated into and defined 
separately by vehicle style. With the exception of vehicles regulated as 2b/3 trucks, for which the 
parameters defined under the “2b/3 Trucks” column are used, Table 6, below, correlates the 
column names used for defining the parameters in the market data input file with the body styles 
of vehicles that make use of those parameters for valuing fuel savings: 
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Table 6. Designation of Manufacturer Parameters by Vehicle Style 
Column Name Vehicle Styles 
Cars Convertible, Coupe, Hatchback, Sedan, Wagon 
Vans/SUVs Sport Utility, Minivan, Van, Passenger Van, Cargo Van 
Pickups Pickup 

 
The inputs provided for all of the aforementioned parameters are user-defined. Therefore, the 
modeling system exercises no control on the actual values supplied, and simply makes use of them 
during compliance simulation. However, note that the use of manufacturer-specific discount rates 
and post-compliance payback periods is contentious, and will be removed from the modeling 
system in the future. Thus, users should not rely on these inputs, instead, leaving the “Discount 
Rate” section blank and having the values in the “Payback Period” and “Payback Period (OC)” 
sections identically defined. 
 
The manufacturers worksheet also allows users to control a manufacturer’s preference for paying 
CAFE civil penalties, instead of applying technologies deemed to be not cost-effective, for each 
model year analyzed during the study period. If fine preference option is enabled for a particular 
model year (set to “Y”), the system would only apply technology to a manufacturer as long as it is 
considered cost-effect. Conversely, if fine preference is disabled (set to “N”), the system would 
continue to apply technology until compliance is achieved or the manufacturer runs out of viable 
technology solutions. 
 
Lastly, the user may define credit banks for each manufacturer, representing the compliance credits 
accrued for each regulatory class during model years up to five years prior to the start of the study 
period. The current version of the CAFE Model, as well as the market data input file used for 
analysis, provides a section for including banked credits between model years 2010 and 2015. 
However, during analysis, the system would only consider banked credits starting with model year 
2011.10 
 
To allow for compliance flexibilities, the credit banks from the input fleet may implicitly 
incorporate trades between manufacturers.11 Furthermore, the banks may also be adjusted for 
implicit fleet transfers and credit carry forward occurring within the same manufacturer. The 
current version of the modeling system does not explicitly simulate credit operations outside of 
the model years covered during the study period. Hence, these inputs provide the means to simulate 
the potential that “older” credits may actually be available for application during the study period, 
and should reflect proper estimated adjustments when assuming any transferring or trading of 
CAFE credits (i.e., adjustments necessary to preserve gallons) or CO2 credits. 

                                                 
10 The market data input fleet, used for compliance modeling with the current version of the CAFE Model, includes 
a baseline vehicle fleet defined for model year 2016. The first model year evaluated during the study period is, by 
extension, 2016. Therefore, the first model year for which bank credits may be used is 2011. 
11 For example, for a trade involving manufacturer A’s transfer of 1 million light truck credits to manufacturer B in 
model year 2013, inputs should deduct 1 million credits from manufacturer A’s MY 2013 light truck balance, and 
add these (after any required adjustment) to manufacturer B’s MY 2013 light truck balance. 
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Section 3 Regulatory Scenario Definition 
 
Each time the modeling system is used, it evaluates one or more regulatory scenarios, which are 
defined in the “scenarios” input file provided by the user. Each scenario describes the overall scope 
of the CAFE and CO2 compliance programs in terms of each programs’ coverage, the functional 
form and stringency of the standards applicable to passenger cars, lights trucks, and class 2b/3 
trucks, applicability of multi-fuel vehicles, as well as other miscellaneous settings that may have 
an impact on compliance. The system is normally used to examine and compare at least two 
scenarios, where the first scenario is identified as the baseline, providing a reference set of results 
to which results for any other scenarios are compared. The full details pertaining to the structure 
and content of the scenarios input file are described in Section A.4 of Appendix A. This section, 
however, focuses on the specification of the functional form of the standard, the calculation of the 
fuel economy and CO2 targets, and additional parameters defined within the scenario that may 
influence the calculated required or achieved levels. 
 
Considering that the standards are evaluated and set independently for a given class of vehicles, 
the regulatory scenario definition outlines the scope and applicability of the compliance program 
separately for each regulatory class. However, since vehicles that are regulated as domestic and 
imported passenger automobiles under the CAFE compliance program adhere to the same 
standard, the scenario provides a combined definition for both of these classes as “Passenger Car”. 
Additionally, since the CO2 program does not distinguish between domestic and imported cars for 
compliance purposes, this combined definition of the passenger car standards is applicable as well. 
 
For each regulatory class, the scenario definition specifies the function and coefficients in each 
model year, which the system may use when calculating the vehicle’s fuel economy and CO2 
targets. The CAFE Model supports multiple functional forms for use during analysis, as outlined 
in the following table: 
 

Table 7. Target Functions 
Function Description Coefficients 

1 Flat standard A 
2 Logistic area-based function A - D 
3 Logistic weight-based function A - D 
4 Exponential area-based function A - C 
5 Exponential weight-based function A - C 
6 Linear area-based function A - D 
7 Linear weight-based function A - D 
8 Linear work-factor-based function12 A - H 

206 Dual linear area-based function A - H 
207 Dual linear weight-based function A - H 
208 Dual linear work-factor-based function12 A - I 

 

                                                 
12 While the modeling system does not prohibit the use of a particular target function for any given regulatory class, 
the work-factor-based functions (8 and 208) should only be used in conjunction with the “Light Truck 2b/3” 
regulatory class. 
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The specification for all target functions may be found in Section A.4.1 of Appendix A. As an 
example, function 206, which has been used during the most recent analysis, is defined here for 
the reader’s consideration: 
 

 𝑇𝑇𝐹𝐹𝐹𝐹 = MIN �MAX�
1
𝐴𝐴

, MIN �
1
𝐵𝐵

,𝐶𝐶 × 𝐹𝐹𝐹𝐹 + 𝐷𝐷�� , MAX�
1
𝐹𝐹

, MIN �
1
𝐹𝐹

,𝐺𝐺 × 𝐹𝐹𝐹𝐹 + 𝐻𝐻��� (3) 

 
Where: 
 

A : the A coefficient, specified in mpg (miles per gallon), representing the ceiling or the 
lower bound asymptote of the target function, 

B : the B coefficient, specified in mpg, representing the floor or the upper bound 
asymptote of the target function, 

C : the C coefficient, specified as the change in gpm (gallons per mile) over change in 
square feet, representing the slope of the target function, 

D : the D coefficient, specified in gpm, representing the y-intercept of the target 
function, 

E : the E coefficient, specified in mpg, representing the ceiling or the lower bound 
asymptote of the “backstop” target function, 

F : the F coefficient, specified in mpg, representing the floor or the upper bound 
asymptote of the “backstop” target function, 

G : the G coefficient, specified as the change in gpm over change in square feet, 
representing the slope of the “backstop” target function, 

H : the H coefficient, specified in gpm, representing the y-intercept of the “backstop” 
target function, 

FP : the vehicle’s footprint, specified in sq. ft., as defined in Equation (2) above, and 
TFE : the calculated vehicle fuel economy target, in gpm. 

 
For target function 206, as defined by Equation (3), coefficients A - D specify the “core” of the 
target function, while coefficients E - H provide a “backstop” for that function, preventing the 
targets from decreasing below a certain predefined point. On rare occasions, the coefficients 
defining the target function in a future model year may change sufficiently enough to intersect 
with the target function of a preceding year, thus, causing the calculated targets for some vehicles 
to be lower in a future model year, while still resulting in a higher overall standard. To prevent the 
targets of any individual vehicle from unintentionally decreasing between model years, the system 
implements a set of backstop coefficients for some of the available target functions. 
 
Each function defined in Table 7 produces vehicle targets on a gallon per mile basis (gpm), which 
are later used when calculating the value of the CAFE standard for compliance with the CAFE 
program. To support compliance with the CO2 program, the modeling system calculates CO2 
vehicle targets from the gpm targets obtained in Equation (3). The CO2 target calculation is, hence, 
defined by the following: 
 
 𝑇𝑇𝐶𝐶𝐶𝐶2 = 𝑇𝑇𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶2𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶 + 𝐶𝐶𝐶𝐶2𝐶𝐶𝑂𝑂𝑂𝑂𝑒𝑒𝑒𝑒𝐹𝐹𝑅𝑅𝐶𝐶 (4) 
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Where: 
 

RC : the regulatory classification of a vehicle, 
TFE : the calculated vehicle fuel economy target, in gallons per mile, 
CO2FactorRC : the CO2 factor to use for converting between fuel economy values and 

CO2 values, 
CO2OffsetRC : the absolute amount, in grams per mile, by which to shift the CO2 target 

after conversion from fuel economy, and 
TCO2 : the calculated vehicle CO2 target, in grams per mile. 

 
The CO2Factor and CO2Offset variables are specified in the scenario definition for each 
regulatory class. As mentioned above, for vehicles regulated as domestic or imported cars, scenario 
definition values associated with the combined Passenger Car class will be used. 
 
In addition to the function and variable coefficients, the scenario definition includes additional 
parameters that may have an impact on compliance. When complying with the CAFE program, 
vehicles regulated as domestic passenger automobiles are subject to a minimum domestic car 
standard that is no less than 92% of the combined Passenger Car standard computed for the entire 
industry during a specific model year. Since the minimum domestic car standards are calculated 
and established during analysis of future model years, and since the fleet distribution may change 
by the time the standards take effect, during evaluation of standards set by the past rulemakings 
these minimum standards are represented in absolute terms as miles per gallon, while for the future 
model years, they are specified as percentages. To support this, the scenario definition includes the 
“Min (mpg)” and “Min (%)” variables, defining the lower bounds for the minimum domestic car 
standard. 
 
When complying with the CO2 program, the calculated CO2 ratings may be adjusted by some 
amount during analysis, based on the mix of vehicles present within a manufacturer’s product line. 
The CO2 compliance program includes manufacturer incentives to encourage adoption of 
alternative fuel and advanced vehicle technologies. Specifically, the CO2 program defines 
production multipliers, which are used to scale the sales volumes of CNGs, PHEVs, BEVs, and 
FCVs when computing the manufacturer’s CO2 rating toward compliance with CO2 standards. To 
accomplish this, the scenario definition includes the “EPA Multiplier 1” and “EPA Multiplier 2” 
variables, where the former applies to the production multipliers of CNGs and PHEVs, and the 
latter includes BEVs and FCVs. 
 
Lastly, the scenario definition specifies a series of air conditioning and off-cycle credit caps, 
defined separately for each compliance program, which influence the amount of adjustment or 
credit a manufacturer may claim toward compliance. The caps are specified in grams per mile of 
CO2 and serve to limit the application of the associated value defined for each manufacturer in the 
input fleet. 
 
The calculation of the standards and ratings for CAFE and CO2 compliance programs are described 
in Section 5, below. 
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Section 4 Evaluation of Vehicle Technologies 
 
A vehicle technologies input file provides a set of possible improvements available for the vehicle 
fleet within the modeling system. The inputs for vehicle technologies, referred to below simply as 
“technologies”, are defined by the user in the technology input file for the modeling system. As 
part of the technology definition, the input file includes: additional cost associated with application 
of the technology, an improvement factor (in terms of percent reduction of fuel consumption), the 
initial year that the technology may be considered for application, whether it is applicable to a 
given class of vehicle, as well as other miscellaneous assumptions outlining additional technology 
characteristics. Section A.2 of Appendix A describes all technology attributes in greater detail. 
 
Internally, the modeling system assigns additional properties for each technology defining the 
application schedule (further specifying when a technology may be considered for application) and 
the application level (controlling the scope of a technology’s applicability). The application 
schedule determines whether a technology may be applied during a vehicle’s redesign year only, 
during a vehicle’s refresh or redesign years, or if the technology is defined as part of the baseline 
input fleet and is not available for application during modeling. The application level indicates 
whether the technology is vehicle-level, in which case it may be applied directly to individual 
vehicles, or if the technology is platform, engine, or transmission-level, in which case it will be 
applied to all vehicles that share a common platform, engine, or transmission, respectively. 
 
The following two tables outline all technologies available within the modeling system, along with 
their application levels and schedules: 
 

Table 8. CAFE Model Technologies (1) 

Technology Application 
Level 

Application 
Schedule Description 

SOHC Engine Baseline Only Single Overhead Camshaft Engine 
DOHC Engine Baseline Only Double Overhead Camshaft Engine 

LUBEFR1 Engine Baseline Only Improved Low Friction Lubricants and 
Engine Friction Reduction 

LUBEFR2 Engine Baseline Only LUBEFR, Level 2 
LUBEFR3 Engine Baseline Only LUBEFR, Level 3 
VVT Engine Refresh/Redesign Variable Valve Timing 
VVL Engine Redesign Only Variable Valve Lift 
SGDI Engine Redesign Only Stoichiometric Gasoline Direct Injection 
DEAC Engine Redesign Only Cylinder Deactivation 
TURBO1 Engine Redesign Only Turbocharging and Downsizing, Level 1 (1.5271 bar) 
TURBO2 Engine Redesign Only Turbocharging and Downsizing, Level 2 (2.0409 bar) 
CEGR1 Engine Redesign Only Cooled Exhaust Gas Recirculation, Level 1 (2.0409 bar) 
HCR1 Engine Redesign Only High Compression Ratio Engine, Level 1 
HCR2 Engine Redesign Only High Compression Ratio Engine, Level 2 
VCR Engine Redesign Only Variable Compression Ratio Engine 
ADEAC Engine Redesign Only Advanced Cylinder Deactivation 
ADSL Engine Redesign Only Advanced Diesel 
DSLI Engine Redesign Only Diesel Engine Improvements 
CNG Engine Baseline Only Compressed Natural Gas Engine 

 
In Table 8, above, note that SOHC and DOHC engine technologies are defined as baseline-only. 
These technologies are used to inform the modeling system of the input engine’s configuration in 
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order to correctly map an input vehicle model to an identically specified set of simulation results 
contained within the simulation database produced by Argnonne National Laboratory (the ANL 
simulation database and associated vehicle mappings are discussed in the sections that follow). 
Note that all levels of LUBEFR and CNG engine technologies are defined as baseline-only as well. 
While they may be present in the input fleet, these technologies are not applicable by the modeling 
system. 
 

Table 9. CAFE Model Technologies (2) 

Technology Application 
Level 

Application 
Schedule Description 

MT5 Transmission Baseline Only 5-Speed Manual Transmission 
MT6 Transmission Redesign Only 6-Speed Manual Transmission 
MT7 Transmission Redesign Only 7-Speed Manual Transmission 
AT5 Transmission Baseline Only 5-Speed Automatic Transmission 
AT6 Transmission Refresh/Redesign 6-Speed Automatic Transmission 
AT6L2 Transmission Refresh/Redesign 6-Speed Automatic Transmission, Level 2 
AT6L3 Transmission Refresh/Redesign 6-Speed Automatic Transmission, Level 3 
AT7 Transmission Baseline Only 7-Speed Automatic Transmission 
AT8 Transmission Refresh/Redesign 8-Speed Automatic Transmission 
AT8L2 Transmission Refresh/Redesign 8-Speed Automatic Transmission, Level 2 
AT8L3 Transmission Refresh/Redesign 8-Speed Automatic Transmission, Level 3 
AT9 Transmission Baseline Only 9-Speed Automatic Transmission 
AT10 Transmission Refresh/Redesign 10-Speed Automatic Transmission 
AT10L2 Transmission Refresh/Redesign 10-Speed Automatic Transmission, Level 2 
CVTL2B Transmission Refresh/Redesign CVT, Level 2 (Upgrade from Automatic Path) 
DCT6 Transmission Refresh/Redesign 6-Speed Dual Clutch Transmission 
DCT8 Transmission Refresh/Redesign 8-Speed Dual Clutch Transmission 
CVT Transmission Baseline Only Continuously Variable Transmission 
CVTL2A Transmission Refresh/Redesign CVT, Level 2 (Upgrade from CVT Path) 
EPS Vehicle Refresh/Redesign Electric Power Steering 
IACC Vehicle Refresh/Redesign Improved Accessories - Level 1 
CONV Vehicle Baseline Only Conventional Powertrain (Non-Electric) 
SS12V Vehicle Redesign Only 12V Micro-Hybrid (Stop-Start) 
BISG Vehicle Redesign Only Belt Mounted Integrated Starter/Generator 
CISG Vehicle Redesign Only Crank Mounted Integrated Starter/Generator 
SHEVP2 Vehicle Redesign Only P2 Strong Hybrid/Electric Vehicle 
SHEVPS Vehicle Redesign Only Power Split Strong Hybrid/Electric Vehicle 
PHEV30 Vehicle Redesign Only 30-mile Plug-In Hybrid/Electric Vehicle 
PHEV50 Vehicle Redesign Only 50-mile Plug-In Hybrid/Electric Vehicle 
BEV200 Vehicle Redesign Only 200-mile Electric Vehicle 
FCV Vehicle Redesign Only Fuel Cell Vehicle 
LDB Vehicle Refresh/Redesign Low Drag Brakes 
SAX Vehicle Refresh/Redesign Secondary Axle Disconnect 
ROLL0 Vehicle Baseline Only Baseline Tires 
ROLL10 Vehicle Refresh/Redesign Low Rolling Resistance Tires, Level 1 (10% Reduction) 
ROLL20 Vehicle Refresh/Redesign Low Rolling Resistance Tires, Level 2 (20% Reduction) 
MR0 Platform Baseline Only Baseline Mass 
MR1 Platform Redesign Only Mass Reduction, Level 1 (5% Reduction in Glider Weight) 
MR2 Platform Redesign Only Mass Reduction, Level 2 (7.5% Reduction in Glider Weight) 
MR3 Platform Redesign Only Mass Reduction, Level 3 (10% Reduction in Glider Weight) 
MR4 Platform Redesign Only Mass Reduction, Level 4 (15% Reduction in Glider Weight) 
MR5 Platform Redesign Only Mass Reduction, Level 5 (20% Reduction in Glider Weight) 
AERO0 Vehicle Baseline Only Baseline Aero 
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AERO5 Vehicle Refresh/Redesign Aero Drag Reduction, Level 1 (5% Reduction) 
AERO10 Vehicle Redesign Only Aero Drag Reduction, Level 2 (10% Reduction) 
AERO15 Vehicle Redesign Only Aero Drag Reduction, Level 3 (15% Reduction) 
AERO20 Vehicle Redesign Only Aero Drag Reduction, Level 4 (20% Reduction) 

 
In Table 9, above, note that MT5, AT5, AT7, AT9, and CVT transmission technologies are defined 
as baseline-only. Additionally, CONV, ROLL0, MR0, and AERO0 technologies are listed as 
baseline-only as well. As is the case with DOHC and SOHC engine technologies, the baseline 
technologies appearing in Table 9 are present in order to allow the CAFE Model to correctly map 
an input vehicle to a vehicle available in the Argonne simulation database. 
 
The modeling system defines several technology classes and pathways for logically grouping all 
available technologies for application on a vehicle. Technology classes provide costs and 
improvement factors shared by all vehicles with similar body styles, curb weights, footprints, and 
engine types, while technology pathways establish a logical progression of technologies on a 
vehicle. 
 
S4.1 Technology Classes 
 
The modeling system defines two types of technology classes: vehicle technology classes and 
engine technology classes. The system utilizes vehicle technology classes as a means for 
specifying common technology input assumptions for vehicles that share similar characteristics. 
Predominantly, these classes signify the degree of applicability of each of the available 
technologies to a specific class of vehicles, as well as determine the set of results from the Argonne 
simulation database that is tailored for application on vehicles with a specific technology class. 
For a handful of technologies that were not included in the Argonne simulation, the technology 
classes also allow the modeling system to obtain the improvement factors attributed to those “add-
on” technologies. Furthermore, for each technology, the vehicle technology classes also define the 
amount by which the vehicle’s weight may decrease (resulting from application of mass reducing 
technology), and the additional cost associated with application of non-engine-level technologies. 
 
The model supports twelve vehicle technology classes as shown in Table 10: 
 

Table 10. Vehicle Technology Classes 
Class Description 
SmallCar Small passenger cars 
SmallCarPerf Small performance passenger cars 
MedCar Medium to large passenger cars 
MedCarPerf Medium to large performance passenger cars 
SmallSUV Small sport utility vehicles and station wagons 
SmallSUVPerf Small performance sport utility vehicles and station wagons 
MedSUV Medium to large sport utility vehicles, minivans, and passenger vans 

MedSUVPerf Medium to large performance sport utility vehicles, minivans, and 
passenger vans 

Pickup Light duty pickups and other vehicles with ladder frame construction 
PickupHT Light duty pickups with high towing capacity 
Truck 2b/3 Class 2b and class 3 pickups 
Van 2b/3 Class 2b and class 3 cargo vans 
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Of the twelve vehicle technology classes shown in the table above, the ten relating to the light duty 
vehicle fleet include simulation results produce by Argonne National Laboratory. For the current 
version of the CAFE Model, which is used for evaluating compliance with the light-duty standards, 
the “Truck 2b/3” and “Van 2b/3” classes, do not include any actual simulation data. 
 
Since the costs attributed to application of engine-level technologies vary based upon the engine 
configuration (i.e., the engine’s valvetrain design and the number of engine cylinders and banks), 
the model defines separate engine classes for specifying input costs for these technologies. The 
modeling system provides sixteen engine technology classes as shown in Table 11: 
 

Table 11. Engine Technology Classes 
Class Description 
2C1B SOHC/DOHC engine with 2 cylinders and 1 bank 
3C1B SOHC/DOHC engine with 3 cylinders and 1 bank 
4C1B SOHC/DOHC engine with 4 cylinders and 1 bank 
4C2B SOHC/DOHC engine with 4 cylinders and 2 banks 
5C1B SOHC/DOHC engine with 5 cylinders and 1 bank 
6C1B SOHC/DOHC engine with 6 cylinders and 1 bank 
6C1B_ohv OHV engine with 6 cylinders and 1 bank 
6C2B SOHC/DOHC engine with 6 cylinders and 2 banks 
6C2B_ohv OHV engine with 6 cylinders and 2 banks 
8C2B SOHC/DOHC engine with 8 cylinders and 2 banks 
8C2B_ohv OHV engine with 8 cylinders and 2 banks 
10C2B SOHC/DOHC engine with 10 cylinders and 2 banks 
10C2B_ohv OHV engine with 10 cylinders and 2 banks 
12C2B SOHC/DOHC engine with 12 cylinders and 2 banks 
12C4B SOHC/DOHC engine with 12 cylinders and 4 banks 
16C4B SOHC/DOHC engine with 16 cylinders and 4 banks 

 
Once the inputs for technology classes are defined, the user assigns each vehicle in the input fleet 
to appropriate vehicle and engine technology classes. The model then uses the technology class 
assignments to obtain the appropriate applicability states, improvement factors, and costs 
associated with each technology, as well as the relevant Argonne simulation results for each 
individual vehicle. 
 
S4.2 Technology Pathways 
 
The modeling system defines technology pathways for grouping and establishing a logical 
progression of technologies on a vehicle. Each pathway (or path) is evaluated independently and 
in parallel, with technologies on these paths being iterated in sequential order. As the model 
traverses each path, the costs and fuel economy improvements are accumulated on an incremental 
basis with relation to the preceding technology. The system stops examining a given path once a 
combination of one or more technologies results in a “best” technology solution for that path.13 

                                                 
13 Within the context of the compliance simulation, “best” is defined from a manufacturer’s perspective. The system 
assumes that the manufacturer will seek to progress through the technology pathways in a manner that minimizes 
effective costs, which include (a) vehicle price increases associated with added technologies, (b) changes in the cost 
of compliance (such as reductions in civil penalties owed for noncompliance with CAFE standards), and (c) the 
value vehicle purchasers are estimated to place on the fuel economy improvement. 
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After evaluating all paths, the model selects the most cost-effective solution among all pathways. 
This “parallel path” approach allows the modeling system to progress thorough technologies in 
any given pathway without being unnecessarily prevented from considering technologies in other 
paths. 
 
The modeling system incorporates nineteen technology pathways for evaluation as shown in Table 
12. Similar to individual technologies, each path carries an intrinsic application level that denotes 
the scope of applicability of all technologies present within that path, and whether the pathway is 
evaluated on one vehicle at a time, or on a collection of vehicles that share a common platform, 
engine, or transmission. 
 

Table 12. Technology Pathways 
Technology Pathway Application Level 
Basic Engine Path Engine 
Turbo Engine Path Engine 
High Compression Ratio (HCR) Engine Path Engine 
Variable Compression Ratio VCR Engine Path Engine 
Advanced Cylinder Deactivation (ADEAC) Engine Path Engine 
Diesel Engine Path Engine 
Alternative Fuel Engine Path Engine 
Manual Transmission Path Transmission 
Automatic Transmission Path Transmission 
Sequential Transmission Path Transmission 
Continuously Variable Transmission (CVT) Path Transmission 
Electric Improvements Path Vehicle 
Electrification Path Vehicle 
Hybrid/Electric Path Vehicle 
Advanced Hybrid/Electric Path Vehicle 
Dynamic Load Reduction (DLR) Path Vehicle 
Low Rolling Resistance Tires (ROLL) Path Vehicle 
Aerodynamic Improvements (AERO) Path Vehicle 
Mass Reduction (MR) Path Platform 

 
S4.2.1 Engine-Level Pathways 
 
The technologies that make up the seven Engine-Level paths available within the model are 
presented in Figure 2, below. Note that the baseline-only technologies (SOHC, DOHC, and CNG) 
are grayed out. As mentioned earlier, these technologies are used to inform the modeling system 
of the input engine’s configuration, and are not otherwise applicable during the analysis. Note that 
the OHV technology is not supported within the model, even as a baseline-only technology. 
Considering that vehicles with OHV engines are rare within the input fleet, these vehicles were 
not included as part of Argonne’s simulation. In the absence of simulation data, in order to achieve 
the closest possible vehicle mapping, when setting up the input fleet, OHV engines should be 
identified as using the SOHC technology. Lastly, the three baseline-only LUBEFR technologies 
listed in Table 8 are excluded from the figure below. 
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Figure 2. Engine-Level Paths 

 
For all pathways, the technologies are evaluated and applied to a vehicle in sequential order, as 
shown, from top to bottom. However, if a technology is deemed ineffective, the system will bypass 
it, and skip ahead to the next available technology. If the modeling system applies a technology 
that resides later in the pathway, it will “backfill” anything that was previously skipped in order to 
fully account for costs and fuel economy improvements, each of which are evaluated and applied 
on an incremental basis. For any technology that is already present on a vehicle (either from the 
input fleet or previously applied by the model), the system skips over those technologies as well 
and proceeds to the next. These skipped technologies, however, will not be applied again during 
backfill. 
 
The Basic Engine path begins with SOHC and DOHC technologies defining the initial 
configuration of the vehicle’s engine. Since these technologies are not available during modeling, 
the system evaluates this pathway starting with VVT technology. For all vehicles evaluated by the 
model, VVT is considered to be a prerequisite technology, where application of all other 
technologies is prohibited until the vehicle’s engine is upgraded to include VVT. Given that the 
Argonne simulation database assumes VVT to be the starting point (or baseline state) for an engine, 
the modeling system enforces this constraint in order to avoid erroneous mappings of vehicles that 
are defined in the input fleet without VVT technology already applied. 
 
Once the VVT technology condition is satisfied, the system may continue to progress down the 
Basic Engine path. At this point, the model may select one of VVL, SGDI, or DEAC technologies, 
based on whichever is most cost-effective for application to a vehicle at the time of evaluation. 
Since these technologies are not mutually exclusive, the system may continue to examine the 
remainder of available Basic Engine technologies after applying the selected one to a vehicle. 
Since application of VVL, SGDI, and DEAC technologies is strictly based on their cost-
effectiveness, their order in which these technologies are applied is not immediately apparent, and 
may change from vehicle to vehicle, given the varying technology profiles of different vehicles. 
However, whether the model picks one order of application (e.g., VVL, SGDI, DEAC) over 
another (e.g., DEAC, SGDI, VVL), the resulting net cost and fuel economy improvement will be 
the same. 
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For the remaining engine-level paths, the technologies are evaluated sequentially, starting at the 
root of each pathway (e.g., TURBO1), as illustrated in Figure 2, above. However, as stated earlier, 
each technology pathway is evaluated independently and in parallel. This means the modeling 
system may evaluate and apply technology on each of these pathways (e.g., TURBO1 technology 
on the Turbo Engine path) prior to exhausting the Basic Engine path. 
 
With the exception of the Basic Engine path, all of the engine-level pathways available within the 
model are mutually exclusive. This denotes that if a vehicle is using an engine technology from 
one of the paths (e.g., HCR1), all other pathways will be disabled on that engine. Additionally, 
once the model transitions beyond the Basic Engine pathway, applying one of the more advanced 
engine technologies, all unused technologies on the Basic Engine path will be backfilled (as 
necessary) and permanently disabled from future applications. This ensures that the model retains 
proper mapping of vehicles to the Argonne simulation database and that it does not inadvertently 
“downgrade” a vehicles during analysis. 
 
S4.2.2 Transmission-Level Pathways 
 
The technologies that make up the four Transmission-Level paths defined by the modeling system 
are shown in Figure 3, below. The baseline-only technologies (MT5, AT5, AT7, AT9, and CVT) 
are grayed and are only used to signify the initial configuration of the vehicle’s transmission. For 
simplicity, all manual transmissions with five forward gears or fewer should be assigned the MT5 
technology in the input fleet. Similarly, all automatic transmissions with five forward gears or 
fewer should be assigned the AT5 technology. 
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Figure 3. Transmission-Level Paths 

 
Given the definition of incremental costs and fuel economy improvements utilized during the 
analysis, the system assumes that all manual transmissions with seven or more gears are mapped 
to the MT7 technology. Moreover, all dual-clutch (DCT) or auto-manual (AMT) transmissions 
with five or six forward gears should be mapped to the DCT6 technology, and all DCTs or AMTs 
with seven or more forward gears should be mapped to DCT8. These transmission technology 
utilization assignments, however, are defined within the input fleet, and are not enforced by the 
modeling system. 
 
The Automatic Transmission path begins with AT5 technology. As the model progresses through 
this pathway, it encounters a choice between CVTL2B and AT8 technologies. Whenever a 
technology pathways forks into two or more branch points, all of the branches are treated as 
mutually exclusive. The system evaluates all technologies forming the branch, and selects the most 
costs-effective for application, while disabling the remaining.14 In the case of the Automatic 
Transmission path, that means if a vehicle continues with application of the CVTL2B technology, 

                                                 
14 When evaluating branches in the path, in order to avoid bias between “earlier” technologies on one branch (e.g., 
CVTL2B) and “later” technologies on the other (e.g., AT10), the system simultaneously evaluates all technologies 
from both branches, selecting the most costs-effective for application. 
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the remaining automatic technologies starting with AT8 will be disabled. Likewise, if the vehicle 
applies the AT8 or later technology, the CVTL2B technology will be disabled.15 
 
To accommodate certain transmission configurations that are not explicitly available for evaluation 
by the modeling system, the Automatic Transmission path allows the model to begin traversal 
midway or toward the end of this pathway. Specifically, vehicles that begin with AT7 or AT9 
transmissions may only advance to AT8L2 and later or AT10 and later, respectively, as portrayed 
in Figure 3 above. 
 
The technology progression within the Manual Transmission, Sequential Transmission, and CVT 
paths is straightforward. In all cases, the system begins evaluation at the root of the pathway (either 
at MT5, DCT6, or CVT), and progresses down until the end of that pathway (ending at either MT7, 
DCT8, or CVTL2A). 
 
All of the transmission pathways defined within the model are mutually exclusive. This signifies 
that if a vehicle is using a transmission technology from one of the paths (e.g., AT6), all other 
pathways will be disabled on that transmission. 
 
S4.2.3 Vehicle-Level Electrification Pathways 
 
The technologies that are included on the four Vehicle-Level paths pertaining to the electrification 
and hybrid/electric improvements defined within the modeling system are illustrated in Figure 4 
below. As shown in the Electrification path, the baseline-only CONV technology is grayed out. 
This technology is used to denote whether a vehicle comes in with a conventional powertrain (i.e., 
a vehicle that does not include any level of hybridization) and to allow the model to properly map 
to simulation results found in the Argonne database. 
 

 
Figure 4. Vehicle-Level (Electrification) Paths 

                                                 
15 The CAFE Model does not currently simulate the potential that a manufacturer might, for example, replace an 
existing (conventional) automatic transmission with a CVT, and later replace that CVT with a different (also 
conventional) automatic transmission. 
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Since CONV is a baseline-only technology, the model begins evaluation of the Electrification path 
starting with SS12V. Afterwards, the model encounters a choice between BISG and CISG 
technologies. As discussed earlier, the branch points are treated as mutually exclusive within the 
model, where the system evaluates both of these technologies, selecting the more costs-effective 
for application. Likewise, the Advanced Hybrid/Electric path begins with PHEV30, leading to a 
choice between BEV200 and FCV technologies. As before, the model evaluates both technologies, 
selecting one for application, while disabling the other. 
 
Similar to other pathways, the progression of technologies on the Electric Improvements path starts 
with EPS and progresses to IACC. Technologies on the Hybrid/Electric path (SHEVP2 and 
SHEVPS) are defined as stand-alone and mutually exclusive. When the modeling system applies 
one of those technologies, the other one is immediately disabled from future application. 
 
As with Engine- and Transmission-Level pathways, the Vehicle-Level electrification paths are 
evaluated in parallel, where, for example, the model may immediately evaluate PHEV30 
technology prior to having to apply more basic technologies, such as SS12V or SHEVPS. Unlike 
the other pathways, however, these Vehicle-Level paths are not defined as mutually exclusive. 
Instead, these paths are treated by the model as pseudo-sequential and superseding. This indicates 
that the intended order of progression among these paths is starting with the Electrification path, 
going through the Hybrid/Electric path, and ending at the Advanced Hybrid/Electric path. As the 
vehicle progresses through these pathways, each time the model applies a technology from the 
succeeding path, all technologies on the preceding paths are superseded (i.e., replaced and 
disabled) and are no longer available for future application. If the model skips ahead to a later 
technology (e.g., PHEV30), the technologies on preceding paths will be superseded as well.16 
 
Unlike the rest of the Vehicle-Level electrification paths, the Electrification Improvements path is 
not part of the aforementioned pseudo-sequential progression of pathways. This path is evaluated 
independently; however, the EPS technology listed therein will be superseded once either BISG 
or CISG technologies in the Electrification path are applied. Additionally, the entire Electrification 
Improvements path will be disabled once the vehicle advances to either Hybrid/Electric pathway. 
 
S4.2.4 Platform-Level and Other Vehicle-Level Pathways 
 
The technologies that are included on the single Platform-Level path as well as the three remaining 
Vehicle-Level paths provided by the model are displayed in Figure 5 below. The baseline-only 
technologies (MR0, AERO0, and ROLL0) are grayed and are only used to signify the initial 
configuration of the vehicle. In each case, as with other baseline-only technologies, these are used 
to allow for appropriate vehicle mapping to the Argonne simulation database. 
 

                                                 
16 Additional supersession logic utilized within the model is discussed in Section S4.5 below. 
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Figure 5. Platform-Level and Vehicle-Level (Other) Paths 

 
All of the pathways shown in Figure 5 follow a direct progression of technologies. As before, the 
model begins evaluation at the root of the path (e.g., AERO5), and advances sequentially until 
reaching the end of the pathway (e.g., AERO20). Unlike other pathways, however, when the model 
evaluates technologies on the Mass Reduction, AERO, and ROLL paths, the system does not 
backfill technologies that were previously bypassed due to being considered ineffective. In these 
cases, backfilling is not required, since these technologies are defined in terms of absolute costs 
and fuel economy improvements over the root of each respective pathway. 
 
Each path in Figure 5 above is evaluated independent of the other, having no additional 
dependencies or interactions among them (i.e., application of a technology from any path does not 
disable any other pathway). 
 
S4.2.5 Relationship Between Technology Pathways 
 
Even though the model evaluates each technology path independently some of the pathways are 
interconnected, as described in the preceding sections, to allow for additional logical progression 
and incremental accounting of technologies. For example, the SHEVPS technology on the 
Hybrid/Electric path is defined within the model as incremental over the VVT technology on the 
Basic Engine path, the AT5 technology on the Automatic Transmission path, and the CISG 
technology on the Electrification path. For that reason, whenever the system evaluates the 
SHEVPS technology for application on a vehicle, it needs to ensure that all of the aforementioned 
technologies (as well as their predecessors) have been properly accounted for on that vehicle. The 
model achieves this by performing internal cost and fuel economy adjustments in order to bring a 
vehicle to a predefined reference state. The specifics of the way the modeling system performs 
these adjustments, as well as which of the technologies are affected, are addressed in the sections 
below. 
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Of the nineteen technology pathways present in the model, all Engine paths, the Automatic 
Transmission path, the Electrification path, and both Hybrid/Electric paths are logically linked for 
incremental technology progression. This relationship between pathways is illustrated in Figure 6 
below. 
 

 
Figure 6. Technology Pathways Diagram 

 
Some of the technology pathways, as defined in the CAFE model and shown in the diagram above, 
may not be compatible with a vehicle given its state at the time of evaluation. For example, a 
vehicle with a 6-speed automatic transmission will not be able to get improvements from a Manual 
Transmission path. For this reason, the system implements logic to explicitly disable certain paths 
whenever a constraining technology from another path is applied on a vehicle. On occasion, not 
all of the technologies present within a pathway may produce compatibility constraints with 
another path. In such a case, the system will selectively disable a conflicting pathway (or part of 
the pathway) as required by the incompatible technology. In the preceding sections, this was 
referred to as mutual exclusivity of paths. The full and precise logic for conflicting and mutually 
exclusive pathways defined within the model is shown in the table below: 
 

Table 13. Technology Pathway Compatibility Logic 
Technology Pathway Conflicting Pathways Disabled in the Model 
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(** if a vehicle uses any technology on the Alternative Fuel Engine path, 
presently this only includes CNG, the model prohibits any further 
technology application to that vehicle) 

Diesel Engine Path 
Turbo, HCR, VCR, and ADEAC Engine Paths 
Alt. Fuel Engine Path 
Both Hybrid/Electric Paths 

Manual Transmission Path 
All Other Transmission Paths 
Electrification Path 
Both Hybrid/Electric Paths 

Automatic Transmission Path 
Sequential Transmission Path 
CVT Path 

All Other Transmission Paths 

Electrification Path Electric Improvements Path ** 
(** only EPS technology is disabled, and only if BISG or CISG is used) 

Hybrid/Electric Paths 
(including adv. H/E) 

Turbo, HCR, VCR, and ADEAC Engine Paths ** 
(** except if SHEVP2-only is used) 
Alt. Fuel Engine Path 
Diesel Engine Path 
Manual Transmission Path 
Electric Improvements Path 

 
In addition to the logic described in Table 13, for any interlinked technology pathways shown in 
Figure 6 above, the system also disables all preceding technology paths whenever a vehicle 
transitions to a succeeding pathway. For example, if the model applies SHEVPS technology on a 
vehicle, the system disables all Engine paths, the Manual Transmission path, and Electric 
Improvements path (as defined in the table above), as well as the Basic Engine path, all other 
Transmission paths, and the Electrification path (all of which precede the Hybrid/Electric 
pathway).17 
 
S4.3 Technology Applicability 
 
The modeling system determines the applicability of each technology on a vehicle, engine, 
transmission, or platform using the combination of technology input assumptions and the 
technology utilization settings defined in the input fleet (as specified in the market data input 
file).18 
 
For each vehicle technology class (discusses above), the technology input assumptions provide the 
Applicable, Year Available, and Year Retired fields that control the scope of applicability of each 
technology. If the Applicable field is set to FALSE for a specific technology, that technology will 
not be available for evaluation. Conversely, if this field is set to TRUE, the technology will be 
available for application. Furthermore, the Year Available and Year Retired fields determine the 
minimum and maximum model years during which the technology may be considered by the 
modeling system. If the Year Retired field is not specified (left as blank in the technologies input 
file), the technology is assumed to be available indefinitely. Additionally, technology phase-in 

                                                 
17 The only notable exception to this rule occurs whenever SHEVP2 technology is applied on a vehicle. This 
technology may be present in conjunction with any engine-level technology, and as such, the Basic Engine path is 
not disabled upon application of SHEVP2 technology, even though this pathway precedes the Hybrid/Electric path. 
18 The technology utilization section is described in Sections A.1.2, A.1.3, and A.1.4 of Appendix A. 
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caps may limit the availability of technologies if a particular penetration rate is reached for a 
vehicle’s manufacturer in a model year being evaluated. 
 
In the market data input file, the worksheets describing each vehicle model, engine, and 
transmission selected for simulation provide the Technology Information sections that are used to 
define the initial technology utilization state of the input fleet. Each of the CAFE model 
technologies listed in Table 8 and Table 9 above are referenced on these worksheets as appropriate, 
based on the application-level of the technology. The user determines which technologies are 
initially present in the input fleet, given the characteristics of each vehicle, engine, and 
transmission. Since the modeling system relies heavily on the Technology Information settings, 
these sections must accurately and completely represent the initial state of each vehicle, platform, 
engine, and transmission in order to avoid potential modeling errors. 
 
Lastly, the logical restrictions imposed by the technology pathways described above further restrict 
the applicability of technologies should any compatibility issues arise during modeling. 
 
S4.4 Technology Evaluation and Inheriting 
 
Once the system determines the applicability of all technologies, it may begin evaluating them for 
application on a vehicle. As stated before, the system examines each pathway sequentially, 
bypassing and backfilling technologies whenever necessary. The model considers and applies 
redesign-based technologies (as defined in Table 8 and Table 9 above and listed as “Redesign 
Only”) whenever a vehicle is at a redesign, while refresh-based technologies (listed as 
“Refresh/Redesign”) may be considered during a vehicle’s refresh or redesign years. 
 
When the system evaluates platform, engine, or transmission-level technologies, since the 
technology being analyzed directly modifies a shared vehicle component19, the resultant 
improvements must be considered on all vehicles that utilize a common platform, engine, or 
transmission simultaneously. During modeling, the system elects a “leader” vehicle, with all 
technology improvements being realized on that vehicle first, and afterwards, propagated down to 
the remainder of the vehicles (known as the “followers”) that share the leader’s platform, engine, 
or transmission. As such, new technologies are initially evaluated and applied to a leader vehicle 
during its refresh or redesign year (as appropriate for a specific technology). Any follower vehicles 
that share the same redesign and/or refresh schedule as the leader apply these technology 
improvements during the same model year. The rest of the followers inherit technologies from a 
leader vehicle during a follower’s refresh year (for engine- and transmission-level technologies), 
or during a follower’s redesign year (for platform-level technologies). 
 
The system dynamically assigns a leader vehicle for each platform, engine, and transmission 
during analysis, based on the following criteria: 
 

                                                 
19 For the purposes of CAFE modeling, a vehicle component is defined as any major vehicle block that maintains its 
own production line and is utilized on multiple vehicles at a time. Vehicle platforms, engines, and transmissions are 
all considered to be vehicle components from the model’s perspective. 
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1) For vehicle platforms only, the system first determines which of the shared vehicles have 
the highest degree of platform-level technology utilization,20 

2) From the filtered list of vehicles, the system selects a vehicle model with the highest 
production volumes (averaged across all analysis years) as the leader, 

3) If multiple vehicles are selected (that is, they all have the same average production 
volumes), the vehicle with the highest MSRP is then chosen as the leader. 

 
Note that, since platforms, engines, and transmissions do not always encompass the same set of 
vehicles, a vehicle chosen as the leader of an engine may not necessarily be selected as a leader of 
a platform or a transmission. 
 
Since vehicle-level technologies affect only one vehicle at a time, all technology improvements 
are applied immediately to just the one vehicle model during its refresh or redesign year. 
 
S4.5 Technology Supersession 
 
As the modeling system progresses through the various technology pathways, it may encounter 
technologies that serve the same function on a vehicle, but represent upgraded or more advanced 
version of one another. For example, TURBO2 technology is an upgraded version of TURBO1, 
however, both may not simultaneously exist on the same vehicle. The system may also encounter 
technologies that represent entirely different powertrain designs, and may need to completely 
remove a large set of conflicting technologies that may already exists on a vehicle. For example, 
application of SHEVPS requires replacing the engine and transmission of a vehicle with unique 
version optimized for a power-split hybrid. Additionally, as discussed earlier, some technology 
pathways are defined as mutually exclusive and may not be concurrently applied to a vehicle. 
 
In order for users to diagnose the various technology application choices the CAFE Model made 
during compliance modeling, and to allow for incremental evaluation and application of one or 
more vehicle technologies on a vehicle, the modeling system includes a logical concept of 
technology supersession. In essence, when a previously applied technology is superseded on a 
vehicle by the model, it is removed from that vehicle, and replaced by another, typically more 
advanced technology. The system internally keeps tracks of each superseded technology, which is 
later reflected in the reports produced by the model.21 
 
The following table provides a list of technologies that may supersede one or more other 
technologies: 
 
 
 

                                                 
20 Unlike engines and transmissions, the vehicle platforms are not discretely defined in the market data input file. 
Instead, technology utilization of platform-level technologies is attributed to individual vehicles. Therefore, on 
occasion, vehicles that share a common platform may begin the analysis with varying degrees of platform-level 
technologies. For this reason, the system begins the leader selection process by first filtering for vehicles with the 
highest utilization of these technologies. 
21 Modeling reports are discussed in greater detail in Appendix B. 
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Table 14. Technology Supersession Logic 
Technology Superseded Technologies 
TURBO1 LUBEFR1, LUBEFR2, LUBEFR3, DEAC 
TURBO2 LUBEFR1, LUBEFR2, LUBEFR3, DEAC, TURBO1 
CEGR1 LUBEFR1, LUBEFR2, LUBEFR3, DEAC, TURBO1, TURBO2 
HCR1 LUBEFR1, LUBEFR2, LUBEFR3, VVL, DEAC 
HCR2 LUBEFR1, LUBEFR2, LUBEFR3, HCR1 
VCR LUBEFR1, LUBEFR2, LUBEFR3, DEAC 
ADEAC LUBEFR1, LUBEFR2, LUBEFR3, DEAC 
ADSL LUBEFR1, LUBEFR2, LUBEFR3, VVT, VVL, SGDI, DEAC 
DSLI LUBEFR1, LUBEFR2, LUBEFR3, VVT, VVL, SGDI, DEAC 
MT6 MT5 
MT7 MT5, MT6 
AT6 AT5 
AT6L2 AT5, AT6 
AT6L3 AT5, AT6, AT6L2 
AT8 AT5, AT6, AT6L2, AT6L3, AT7 
AT8L2 AT5, AT6, AT6L2, AT6L3, AT7, AT8 
AT8L3 AT5, AT6, AT6L2, AT6L3, AT7, AT8, AT8L2 
AT10 AT5, AT6, AT6L2, AT6L3, AT7, AT8, AT8L2, AT8L3, AT9 
AT10L2 AT5, AT6, AT6L2, AT6L3, AT7, AT8, AT8L2, AT8L3, AT9, AT10 
CVTL2B AT5, AT6, AT6L2, AT6L3 
DCT8 DCT6 
CVTL2A CVT 
SS12V CONV 
BISG CONV, SS12V 
CISG CONV, SS12V 
SHEVP2 All transmission technologies (except AT8), CONV, SS12V, BISG, CISG 

SHEVPS All engine and transmission technologies (except DOHC and SOHC), CONV, 
SS12V, BISG, CISG 

PHEV30 All engine and transmission technologies (except DOHC and SOHC), CONV, 
SS12V, BISG, CISG, SHEVP2, SHEVPS 

PHEV50 All engine and transmission technologies (except DOHC and SOHC), CONV, 
SS12V, BISG, CISG, SHEVP2, SHEVPS, PHEV30 

BEV200 All engine and transmission technologies (including DOHC and SOHC), CONV, 
SS12V, BISG, CISG, SHEVP2, SHEVPS, PHEV30, PHEV50 

FCV All engine and transmission technologies (including DOHC and SOHC), CONV, 
SS12V, BISG, CISG, SHEVP2, SHEVPS, PHEV30, PHEV50 

ROLL10 ROLL0 
ROLL20 ROLL0, ROLL10 
MR1 MR0 
MR2 MR0, MR1 
MR3 MR0, MR1, MR2 
MR4 MR0, MR1, MR2, MR3 
MR5 MR0, MR1, MR2, MR3, MR4 
AERO5 AERO0 
AERO10 AERO0, AERO5 
AERO15 AERO0, AERO5, AERO10 
AERO20 AERO0, AERO5, AERO10, AERO15 

 
When a technology is superseded, the model typically needs to account for the cost and fuel 
economy improvement discrepancies that may arise during technology supersession. This cost and 
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fuel economy accounting differs based on the technology being applied and the technologies being 
superseded, and is described in detail in Sections S4.6.1 and S4.7.1 below. 
 
S4.6 Technology Fuel Economy Improvements 
 
For virtually all of the technologies analyzed within the CAFE Model, the fuel economy 
improvements were derived from a database containing detailed vehicle simulation results, 
analyzed at Argonne National Laboratory using the Autonomie model. In order to incorporate the 
results of the Argonne database, while still preserving the basic structure of the CAFE Model’s 
technology subsystem, it was necessary to translate the points in the database into corresponding 
locations defined by the technology pathways, described in Section S4.2 above. By recognizing 
that most of the pathways are unrelated, and are only logically linked to allow for incremental 
technology progression, it is possible to condense the paths into a smaller number of groups and 
branches based on the specific technology. Additionally, to allow for technologies present on the 
Basic Engine path to be evaluated and applied in any order, as simulated in the Argonne database, 
a unique group was established for each of these technologies. As such, we define following 
technology groups: engine cam configuration (CONFIG), VVT engine technology (VVT), VVL 
engine technology (VVL), SGDI engine technology (SGDI), DEAC engine technology (DEAC), 
non-basic engine technologies (ADVENG)22, transmission technologies (TRANS), electrification 
and hybridization (ELEC), low rolling resistance tires (ROLL), mass reduction levels (MR), and 
aerodynamic improvements (AERO).23 The combination of technologies along each of these 
groups forms a unique technology state vector and defines a unique technology combination that 
corresponds to a single point in the database for each technology class evaluated within the 
modeling system. 
 
As an example, a technology state vector describing a vehicle with a SOHC engine, variable valve 
timing (only), a 6-speed automatic transmission, a belt-integrated starter generator, mass reduction 
(level 1), aerodynamic improvements (level 2), and rolling resistance (level 1) would be specified 
as SOHC;VVT;;;;;AT6;BISG;MR1;AERO20;ROLL10.24 By assigning each unique technology 
combination a state vector such as the one in the example, the CAFE Model can then assign each 
vehicle in the analysis fleet an initial state that corresponds to a point in the database. From there, 
it is relatively simple to obtain a fuel economy improvement factor for any new combination of 
technologies and apply that factor to the fuel economy of a vehicle in the analysis fleet. 
 
Once a vehicle is assigned (or mapped) to an appropriate technology state vector (from one of 
approximately 150 thousand unique combinations, which is defined in the Argonne simulation 
database as CONFIG;VVT;VVL;SGDI;DEAC;ADVENG;AT10;ELEC;ROLL;MR;AERO), 
adding a new technology to the vehicle simply represents progress from one state vector to another. 

                                                 
22 The ADVENG group includes all technologies found in the following pathways: Turbo, HCR, VCR, ADEAC, 
and Diesel path; however, this group does not include the Alt. Fuel path, since CNG technology is not present in the 
Argonne simulation database. 
23 Since none of the technologies within the Dynamic Load Reduction path were simulated by Argonne, this 
pathway is not represented by the technology group combination. 
24 In the example technology state vector, the series of semicolons between VVT and AT6 correspond to the engine 
technologies which are not included as part of the combination. 
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Thus, the formula for calculating a vehicle’s fuel economy for each technology represented within 
the Argonne database is defined as: 
 

 𝐹𝐹𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐹𝐹𝐹𝐹 ×
𝐹𝐹𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃
𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤

 (5) 

 
Where: 
 

FE  : the original fuel economy for the vehicle, in mpg, 
FPrev : the fuel economy improvement factor associated with the technology state 

vector before application of any new candidate technologies, 
FNew : the fuel economy improvement factor associated with the technology state 

vector after application of new candidate technologies, and 
FENew  : the resulting fuel economy for the same vehicle, in mpg. 

 
The fuel economy improvement factor is defined in a way that captures the incremental 
improvement of moving between points in the database, where each point is defined uniquely as a 
combination of up to 11 distinct technologies describing, as mentioned above, the engine’s cam 
configuration, multiple distinct combinations of engine technologies, transmission, electrification 
type, low rolling resistance tires, mass reduction level, and level of aerodynamic improvement. 
 
In addition to the technologies found in the Argonne simulation database, the modeling system 
also provides support for a handful of “add-on” technologies that were required for CAFE 
modeling, but were not explicitly simulated by Argonne. These technologies are: DSLI, EPS, 
IACC, LDB, and SAX. For calculating fuel economy improvements attributable to these 
technologies, the model uses the fuel consumption improvement factors, FC, as defined in the 
technologies input file.25 Since VVT is defined as a prerequisite technology, it may also need be 
applied by the model during analysis. However, since it is considered a reference point within the 
Argonne database, it would be impossible for the model to calculate the vehicle’s fuel economy 
improvements using Equation (5) above. Instead, the model relies on the fuel consumption 
improvement factor when evaluating the VVT technology as well. 
 
The FC factor is defined on a gallons-per-mile basis and represents a percent reduction in vehicle’s 
fuel consumption value. The formula to find the resulting increase in fuel economy of a vehicle 
with fuel consumption reduction factors from one or more add-on technologies is defined as: 
 

 𝐹𝐹𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐹𝐹𝐹𝐹 × �
1

(1 − 𝐹𝐹𝐶𝐶𝐶𝐶)

𝐹𝐹

𝐶𝐶=0

 (6) 

 
Where: 
 

FE  : the original fuel economy for the vehicle, in mpg, 

                                                 
25 The technologies input file is further described in Section A.2 of Appendix A. 
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FCi : the fuel consumption improvement factors attributed to the 0-th to n-th “add-
on” candidate technologies, and 

FENew  : the resulting fuel economy for the same vehicle, in mpg. 
 
As the model evaluates and backfills multiple technologies at a time, it is possible that a 
combination of Argonne simulated and add-on technologies may be applied to a vehicle in a single 
operation. In such a case, Equations (5) and (6) above combine to become: 
 

 𝐹𝐹𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐹𝐹𝐹𝐹 ×
𝐹𝐹𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃
𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤

× �
1

(1 − 𝐹𝐹𝐶𝐶𝐶𝐶)

𝐹𝐹

𝐶𝐶=0

 (7) 

 
Where: 
 

FE  : the original fuel economy for the vehicle, in mpg, 
FPrev : the fuel economy improvement factor associated with the technology state 

vector before application of any new candidate technologies, 
FNew : the fuel economy improvement factor associated with the technology state 

vector after application of new candidate technologies, 
FCi : the fuel consumption improvement factors attributed to the 0-th to n-th “add-

on” candidate technologies, and 
FENew  : the resulting fuel economy for the same vehicle, in mpg. 

 
For some technologies, the modeling system may convert a vehicle or a vehicle’s engine from 
operating on one type of fuel to another. For example, application of Advanced Diesel (ADSL) 
technology converts a vehicle from gasoline operation to diesel operation. In such a case, the 
aforementioned Equations (5), (6), and (7) still apply, however, in each case, the FENew value is 
assigned to the vehicle’s new fuel type, while the fuel economy on the original fuel is discarded. 
 
Moreover, whenever the modeling system converts a vehicle model to a 30-mile Plug-In 
Hybrid/Electric Vehicle (PHEV30), that vehicle is assumed to operate simultaneously on gasoline 
and electricity fuel types. In this case, the model obtains two sets of fuel economy improvement 
factors, FNew and F2New, from the Argonne simulation database for estimating the FENew values on 
gasoline and electricity, respectively. In the case of electricity, since no reference fuel economy 
exists prior to conversion to PHEV30, the F2New value is defined as an improvement over FEPrev 
value on gasoline. That is, for calculating the fuel economy on electricity when upgrading a vehicle 
to PHEV30, Equation (5) becomes: 
 

 𝐹𝐹𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤,𝐹𝐹 = 𝐹𝐹𝐹𝐹𝐺𝐺 ×
𝐹𝐹𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃
𝐹𝐹2𝑁𝑁𝑅𝑅𝑤𝑤

 (8) 

 
Where: 
 

FEG  : the original fuel economy for the vehicle, in mpg, when operating on gasoline, 
FPrev : the fuel economy improvement factor associated with the technology state 

vector before application of any new candidate technologies, 
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F2New : the fuel economy improvement factor associated with the technology state 
vector after application of new candidate technologies, and 

FENew,E  : the resulting fuel economy for the same vehicle, in mpg, when operating on 
electricity. 

 
Just as no reference fuel economy on electricity exists on a vehicle prior to application of PHEV30 
technology, a reference fuel economy improvement factor would not exist in the Argonne database 
either. For this reason, Equation (8) above uses FPrev factor when calculating the new vehicle fuel 
economy on electricity. Since both FEG and FPrev refer to the same reference state, Equation (8) 
mathematically applies and produces accurate results with regard to the Argonne simulation 
database.26 
 
Additionally for PHEVs, the Secondary FS field, defined in the technologies input file, specifies 
the assumed amount of miles driven by the vehicle when operating on electricity. The vehicle’s 
overall rated fuel economy is then defined as the average of the fuel economies on gasoline and 
electricity, weighted by the fuel shares.27 As the system transitions to PHEV50, the same 
calculation applies, however, this time, the F2New value is defined as a fuel economy improvement 
factor over FEE (or, fuel economy on electricity). 
 
When the system further improves the vehicle, converting it from a PHEV50 to a 200-mile Electric 
Vehicle (BEV200), the gasoline fuel component is removed, while the electric-operated portion 
remains. In this case, the FPrev value, obtained from the simulation database, represents a fuel 
economy improvement factor over FEE on PHEV50’s electricity component. Similarly, when a 
vehicle is converted to a Fuel Cell Vehicle (FCV) instead of BEV200, the same conversion logic 
applies, except the final fuel economy, FENew, is defined on hydrogen fuel type. 
 
S4.6.1 Fuel Economy Adjustments 
 
When the modeling system evaluates the fuel economy improvement associated with application 
of a technology, it may, on occasion, be necessary to adjust the improvement factor based on 
whether a conflicting technology was removed (or superseded) during evaluation. For the 
technologies that are listed in the Argonne simulation database, the fuel economy improvement is 
derived from the factors defined for each unique technology combination or state vector. As 
defined in Equation (5) above, each time the improvement factor for a new state vector is added 
to a vehicle’s existing fuel economy, the factor associated with the old technology combination is 
entirely removed. In that sense, application of technologies obtained from the Argonne database 
is “self-correcting” within the model. 
 
However, the system still needs to perform fuel economy adjustments (or corrections) in the event 
that some add-on technologies that were present on a vehicle were superseded during analysis. For 

                                                 
26 Readers are invited to validate the calculations presented by this and other equations for accuracy. 
27 The overall fuel economy for PHEVs is the rated value achieved by the vehicle assuming on-road operation 
specified by the Secondary FS field. For compliance purposes, the vehicle’s overall fuel economy is determined by 
the Multi-Fuel and the PHEV Share parameters defined in the scenarios input file. The scenarios input file is further 
discussed in Section A.4 of Appendix A. 
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each of the technologies affected, this section describes the logical constraints imposed by the 
model during such fuel economy corrections. 
 
When the system evaluates BISG or CISG (mild hybrid) technologies for application on a vehicle, 
it assumes that the fuel efficiency attributed to EPS is already included as part of Argonne’s 
simulation of those technologies. Additionally, the model operates under the assumption that 
Argonne’s simulation of vehicles with hybrid/electric powertrains (mild hybrid and greater) 
include fuel economy improvements over a conventional powertrain without any electric 
improvements (namely, excluding the benefits of EPS and IACC). As such, in order to avoid 
double-counting of fuel economy improvements, the model negates the fuel consumption 
improvement factor, FC, for the add-on EPS technology (if EPS is present on the vehicle) prior to 
applying BISG or CISG. If EPS is not used on a vehicle at the time of evaluation, no additional 
adjustments would be necessary. 
 
As the modeling system evaluates strong hybrid/electric technologies (SHEVP2 or SHEVPS), it 
assumes that the fuel efficiency of EPS and IACC technologies are accounted for in Argonne’s 
simulation results. As with application of BISG and CISG, the system avoids double-counting by 
negating the FC factors of EPS and IACC technologies, for whichever is present on a vehicle at 
the time of evaluation. However, if a vehicle that is being upgraded to a strong hybrid already 
includes either BISG or CISG technology, the EPS correction would not be required, as the model 
would have previously performed this adjustment as described in the preceding paragraph. In such 
a case, the system would only negate the FC factor of IACC technology. 
 
Lastly, when the model evaluates PHEV30 for application, the same correction logic described for 
strong hybrids applies (i.e., EPS and IACC are part of simulation results and must be negated). If, 
however, the vehicle being upgraded begins with SHEVP2 or SHEVPS, the EPS and IACC 
corrections would not be required. 
 
Notice that, even though the technology pathways on which the mild, strong, and plug-in hybrids 
are listed are interlinked for incremental technology progression, the fuel economy adjustments 
are required for each of these technologies nonetheless. This occurs because the modeling system 
is allowed to jump ahead to the root of a more advanced path prior to exhausting the preceding 
pathways. Therefore, some of the corrections that would have been applied by a preceding 
technology would not have necessarily been resolved. 
 
S4.7 Technology Cost Tables 
 
The technology input assumptions, as defined in the technologies input file, provide a fully 
“learned-out” table of year-by-year technology costs, as specified by the Cost Table section. As 
mentioned earlier, the costs for engine-level technologies are specified for each engine technology 
class, while the costs for all other technologies are defined for each vehicle technology class. 
 
For most of the technologies, the costs provided are defined incrementally over a preceding 
technology and are used as is. However, for all technologies on the Mass Reduction path, the input 
costs are specified on per pound basis, where the base cost value is multiplied by the amount of 
pounds by which a vehicle’s glider weight is reduced, in order to obtain the full cost of applying 
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the technology. Additionally, for Low Rolling Resistance Tires, Aerodynamic Improvements, and 
Mass Reduction paths, the costs for each technology are specified as absolute over the root of the 
respective pathway (i.e., ROLL0, AERO0, or MR0). 
 
The modeling system also incorporates cost adjustment factors to provide accounting corrections 
for some technology costs defined within the technology input assumptions. Since the Basic 
Engine path (see Figure 2 above) converges from DOHC and SOHC technologies, and since the 
base input costs are defined for the DOHC engine, the system necessitates the use of these 
adjustments in order to offset the costs of some technologies used on engines with SOHC or OHV28 
valvletrain designs. Given that the engine technology cost tables are defined independently for 
each engine technology class, at present, the cost adjustments for only a few engine technologies 
are required to be specified in the technologies input file. During evaluation of technology costs, 
the system considers the cost adjustment factors only when all of the technologies that make up 
the “adjustments combination” are either used or selected for application on a vehicle. For 
example, a cost adjustment factor defined for a “SOHC;VVL” technology combination, as listed 
in the input assumptions, will only be applicable to vehicles that use an SOHC engine, whenever 
VVL technology is selected for application. To allow the same learning effect to be applied to the 
cost adjustments as found in the main cost tables, the system accepts cost adjustment factors on a 
year-by-year basis. 
 
Taking the above into consideration, the cost attributed to application of one or more technologies 
in each model year is represented by the following equation: 
 

 𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 = �𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶

𝐹𝐹

𝐶𝐶=0

+ �𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐴𝐴𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀.𝐶𝐶

𝐹𝐹

𝐶𝐶=0

 (9) 

 
Where: 
 

MY : the model year for which to calculate costs of selected candidate 
technologies, 

CostMY,i  : the base cost attributed to application of the 0-th to n-th candidate 
technologies in model year MY, 

CostAdjMY,i : the cost adjustment attributed to application of the 0-th to n-th candidate 
technologies, wherever applicable, in model year MY, and 

TechCostMY  : the resulting net technology cost attributed to all selected candidate 
technologies in model year MY. 

 
As stated earlier, for most technologies, the base cost defined in Equation (9) simply represents 
the incremental technology cost from a preceding technology within the same path. For some 
technologies, however, this cost value would also need to include additional implicit cost 
adjustments pertaining to the resolution of various technology constrains and dependencies arising 
within the model during evaluation of certain technologies. Note that these implicit cost 
                                                 
28 As previously discussed, the modeling system does not explicitly define OHV technology for analysis. Instead, 
OHV engines are mapped to SOHC technology in the input fleet. That said, for added flexibility and more accurate 
representation of technology costs, the system still accommodates separate cost tables for OHV engines. 
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adjustments, which are addressed in detail in Section S4.7.1 below, are different from the ones 
defined in the equation above. The cost adjustments shown in Equation (9), and as described above, 
are necessary for adjusting DOHC costs for SOHC and OHV engines. 
 
As stated above, technologies appearing on the Low Rolling Resistance Tires, Aerodynamic 
Improvements, and Mass Reduction paths are defined as absolute costs with respect to their initial 
technologies. This indicates that whenever the model calculates the cost of a new technology on a 
vehicle from one of these pathways, it simultaneously negates the cost of the previously utilized 
technology on the same vehicle from the same pathway. For ROLL and AERO technologies, 
Equation (9) from above reduces to: 
 
 𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 = 𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝑁𝑁𝑅𝑅𝑤𝑤 −  𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃 (10) 

 
Where: 
 

MY : the model year for which to calculate the cost of selected candidate 
technology, 

CostMY,New  : the base cost attributed to application of the new candidate technology in 
model year MY, for which the cost is defined on an absolute basis, 

CostMY,Prev  : the base cost associated with the previously utilized technology on a 
vehicle in model year MY, for which the cost is defined on an absolute 
basis, and which will be removed after application of the candidate 
technology, and 

TechCostMY  : the resulting net cost attributed to application of the new candidate 
technology in model year MY. 

 
For mass reduction technologies, since the cost is also specified on per pound basis, Equation (10) 
is further expanded to become: 
 

 
𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 = �𝐺𝐺𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅 × ∆𝑇𝑇𝑁𝑁𝑅𝑅𝑤𝑤 × 𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝑁𝑁𝑅𝑅𝑤𝑤�

−  �𝐺𝐺𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅 × ∆𝑇𝑇𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃 × 𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃� 
(11) 

 
Where: 
 

MY : the model year for which to calculate the cost of selected mass reduction 
technology, 

GWRef  : the estimated reference weight of the vehicle’s glider,29 
∆WNew  : the percent reduction of the vehicle’s reference glider weight, GWRef, 

attributed to application of the new mass reduction technology, 
CostMY,New  : the base cost attributed to application of the new mass reduction 

technology in model year MY, for which the cost is defined on an absolute 
basis, 

                                                 
29 When defining the reference glider weight, GWRef, for a vehicle, the model backs out any mass reduction 
technology that may be present on that vehicle in the input fleet. The calculation of the reference glider weight is 
described further in Section S4.8 below. 
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∆WPrev  : the percent reduction of the vehicle’s reference glider weight, GWRef, 
attributed to the previously utilized mass reduction technology, 

CostMY,Prev  : the base cost associated with the previously utilized technology on a 
vehicle in model year MY, for which the cost is defined on an absolute 
basis, and which will be removed after application of the new mass 
reduction technology, and 

TechCostMY  : the resulting net cost attributed to application of the new mass reduction 
technology in model year MY. 

 
The percent reduction of vehicle’s glider weights, ∆WNew and ∆WPrev, are specified for each mass 
reduction technology in the input assumptions. 
 
Along with the base Cost Table, the input assumptions also define the Maintenance and Repair 
Cost Table, which is also specified for each model year and accounts for the learning effect, 
wherever applicable. The Maintenance and Repair Cost Table identifies the changes in the amount 
buyers are expected to pay for maintaining a new vehicle30, as well as the increases in non-warranty 
repair costs attributed to application of additional technology. Although listed in the input 
assumptions, the Stranded Capital Table is not supported within the current version of the CAFE 
Model.31 
 
S4.7.1 Implicit Cost Adjustments 
 
When the CAFE Model evaluates the additional cost associated with application of technology, it 
may, on occasion, be necessary to adjust the base cost value depending on whether a conflicting 
technology was removed (or superseded) or a missing prerequisite technology was added (or 
implicitly backfilled32) during evaluation. The system performs these implicit cost adjustments (or 
corrections) to ensure that regardless of the sequence in which technologies are applied to a 
vehicle, the resultant accumulated cost remains consistent. For each of the technologies affected, 
this section describes the logical constraints imposed by the model during such cost corrections. 
 
As illustrated in Figure 3 and discussed in Section S4.2.2 above, the AT8L2 and AT10 
transmission technologies each serve as convergence points for two other technologies on the 
Automatic Transmission path. The model may reach AT8L2 from either the baseline-only AT7 
technology or from the AT8 technology; while AT10 may be reached via either AT8L3 or the 
baseline-only AT9 technologies. However, costs for any given technology may be defined 
incrementally over exactly one preceding technology in the input assumptions. Conversely, a 
technology may have multiple succeeding technologies for which it serves as the basis for 
                                                 
30 The maintenance costs may lead to increases in cost to consumers, such as for advanced diesel engines, or in cost 
saving to consumers, such as for electric vehicles. In the case of electric vehicles, the cost savings result from 
avoiding traditional vehicle maintenance such as engine oil changes. 
31 Further discussion of the technology cost input assumptions can be found in Section A.2 of Appendix A. 
32 In this context, implicit backfill differs from a typical backfill of technologies. In a traditional sense, the model 
explicitly selects, analyzes, and backfills technologies during evaluation, within the same path, that were previously 
skipped due to being cost-ineffective. Implicit backfill, however, occurs whenever the model evaluates a technology 
on given pathway, where the cost of that technology may be defined as incremental over some other technologies 
found on one or more different paths. 
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incremental costs. For the Automatic Transmission path, the incremental cost accounting, for a 
subset of technologies for which incremental cost progression is not immediately apparent from 
the technology input assumptions, is illustrated by Figure 7 below. 
 

 
Figure 7. Automatic Transmission Path (Subset) 

 
In the figure above, the short solid arrows indicate the sequence in which technologies are 
evaluated by the model (along with the incremental cost accounting for most of these 
technologies), while the long and curved dashed arrows signify the incremental cost progression 
for some “special case” technologies. Hence, while the baseline-only AT7 technology does not 
have a preceding technology, the cost for AT7 is specified as being incremental over AT6L3 in 
the input assumptions. Similarly, the cost for baseline-only AT9 technology is specified 
incrementally over AT8L3. 
 
With the progression of technologies and technology costs established per above, the system may 
use the input assumptions provided by the user, along with internally defined implicit cost 
adjustment logic, to accurately account for the costs of all automatic transmission technologies. 
For technologies that do not serve as converging points, the cost is defined simply as being 
incremental over the preceding technology. For AT8L2, the cost is defined as incremental over 
AT8. However, if the vehicle using AT7 transmission, the model needs to adjust the costs prior to 
upgrading to AT8L2. To do this, the system backs out the cost of AT7 transmission (moving it 
back to AT6L3), then adds in the cost of AT8 transmission (thus making the vehicle appear as 
having AT8 and being prime for advancement to the next technology). Likewise, for AT10, the 
cost is defined as incremental over AT8L3. When converting from AT9, however, the modeling 
system backs out the cost of AT9 (effectively making the vehicle appear as AT8L3), before 
upgrading to AT10.33 
 

                                                 
33 For the “special case” cost accounting to work correctly, the costs for all transmission technologies (with the 
exception of MT5 and AT5) should be provided in the input assumptions defined in the technologies input file. 
However, while the incremental logic is inherent to the modeling system, the cost inputs are defined by the user. 

↘

↓
AT8L3

↓
AT9 → AT10

Auto. Transmission Path (Subset)

AT6L3

AT8

↓
AT7 → AT8L2
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When a vehicle initially transitions from a Basic Engine path to use one of the more advanced 
engine technologies – namely, TURBO1, HCR1, VCR, ADEAC, or ADSL – the model assumes 
that the costs of these technologies are specified incrementally over VVT. For this reason, the 
system negates the costs associated with VVL, SGDI, and DAEC, for whichever technology was 
present on a vehicle at the time the vehicle’s engine was upgraded. For the remainder of the 
advanced engine technologies, e.g., TURBO2, this type of cost adjustment is not required, since 
TURBO2 is assumed to be defined incrementally over TURBO1. 
 
As the modeling system evaluates BISG or CISG (mild hybrid) technologies for application on a 
vehicle, it assumes that electric power steering, represented by EPS technology, is also included 
as part of the mild hybrid package. Since the costs of these mild hybrid technologies are defined 
incrementally over SS12V (which is assumed not to include EPS), in order to avoid double-
counting of technology costs, the model negates the cost of EPS technology (if EPS is present on 
the vehicle) prior to applying BISG or CISG. If EPS is not used on a vehicle at the time of 
evaluation, no additional adjustments would be necessary. 
 
Similarly to mild hybrids, when the CAFE Model evaluates strong hybrid/electric technologies 
(SHEVP2 or SHEVPS), it assumes that EPS and IACC are both included as part of the strong 
hybrid/electric package. In addition to this, for cost accounting purposes, SHEVP2 is defined 
incrementally over AT534 and BISG technologies, whereas SHEVPS is specified as incremental 
over VVT, AT5, and CISG. To avoid double-counting of technology costs, the system performs 
implicit adjustments, backing out the costs of “extra” technologies, while also adding back the 
costs of some other required technologies. 
 
The system begins adjusting the costs by negating the entire accumulated cost of the transmission 
the vehicle was using (prior to application of SHEVP2 or SHEVPS) back to AT5. For example, if 
the vehicle was using AT9 transmission at the time of evaluation, the combined incremental cost 
of: AT6, AT6L2, AT6L3, AT8, AT8L2, AT8L3, and AT9 would be backed out. Table 15 below 
shows the exact list of transmission technologies whose costs will be backed out upon application 
of a strong hybrid/electric technology. Note that the system backs out the cost of the transmission 
regardless of whether it was present in the input fleet or applied during analysis. 
 

Table 15. Transmission Cost “Back-out” Logic 
Technology Technologies Backed Out 
AT6 AT6 
AT6L2 AT6, AT6L2 
AT6L3 AT6, AT6L2, AT6L3 
AT7 AT6, AT6L2, AT6L3, AT7 
AT8 AT6, AT6L2, AT6L3, AT8 
AT8L2 AT6, AT6L2, AT6L3, AT8, AT8L2 
AT8L3 AT6, AT6L2, AT6L3, AT8, AT8L2, AT8L3 
AT9 AT6, AT6L2, AT6L3, AT8, AT8L2, AT8L3, AT9 

                                                 
34 During analysis, the system assumes that any vehicle converted to SHEVP2 will be paired with an AT8 
transmission. Even though, when converting to SHEVP2, all transmission related costs are negated back to AT5, the 
model assumes that the SHEVP2 technology includes any additional cost necessary to account for the difference 
between AT5 and AT8 transmissions in the input assumptions. This correlates to the simulated results in the 
Argonne database and is reflected in all outputs produced by the model. 
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AT10 AT6, AT6L2, AT6L3, AT8, AT8L2, AT8L3, AT10 
AT10L2 AT6, AT6L2, AT6L3, AT8, AT8L2, AT8L3, AT10, AT10L2 
CVTL2B AT6, AT6L2, AT6L3, CVTL2B 
CVT CVT 
CVTL2A CVT, CVTL2A 
DCT6 DCT6 
DCT8 DCT6, DCT8 

 
Once the vehicle’s transmission costs are accounted for, the model continues by remedying the 
costs of mild hybrid technologies, ensuring that the incremental progression from BISG to 
SHEVP2 or CISG to SHEVPS is observed. As with application of BISG and CISG, the costs of 
EPS and IACC technologies are negated, assuming the relevant technology is present on a vehicle 
at the time of evaluation. However, if a vehicle that is being upgraded to a strong hybrid already 
includes either BISG or CISG technology, the EPS correction would not be required, as the model 
would have previously performed this adjustment as discussed above. Furthermore, if an 
“incorrect” mild hybrid is used at the time of evaluation (i.e., CISG is used while SHEVP2 is being 
analyzed; or, BISG is used while SHEVPS is considered), the system would “swap” the costs of 
BISG and CISG. For example, in the case of conflicting BISG/SHEVPS pairing, the model would 
negate the cost of BISG, then add in the cost of CISG. Lastly, if a vehicle does not include a mild 
hybrid technology, the system would add in the cost of BISG or CISG as appropriate (i.e., BISG 
is added if SHEVP2 is examined; CISG is added if SHEVPS is evaluated), as well as the cost of 
SS12V, if it is not already in use on a vehicle. 
 
Additionally for SHEVPS, the system finalizes adjusting the costs by negating all engine 
technology costs back to VVT. At the time of evaluation, if the vehicle was using a technology 
from any of: Turbo, HCR, VCR, ADEAC, or Diesel Engine paths, the associated costs of required 
technologies, as shown in Table 16, would be backed out. For example, if the vehicle was using 
TURBO2, the combined incremental cost of TURBO1 and TURBO2 would be backed out. If, 
however, the vehicle was using HCR1, only the incremental cost of HCR1 would be backed out. 
 

Table 16. Engine Cost “Back-out” Logic 
Technology Technologies Backed Out 
TURBO1 TURBO1 
TURBO2 TURBO1, TURBO2 
CEGR1 TURBO1, TURBO2, CEGR1 
HCR1 HCR1 
HCR2 HCR1, HCR2 
VCR VCR 
ADEAC ADEAC 

 
Since the technologies from the Basic Engine path were “resolved” (as described earlier) when the 
vehicle was converted to a more advanced engine, e.g., TURBO1, the costs of the Basic Engine 
technologies would not need to be negated. If, however, the highest level of technology utilization 
achieved by the vehicle’s engine is entirely within the Basic Engine pathway, the costs associated 
with VVL, SGDI, and DAEC would be backed out, for whichever technology was present on a 
vehicle at the time SHEVPS was evaluated for application. 
 
When the model evaluates PHEV30, it assumes that the cost is defined as incremental over 
SHEVPS. If the vehicle being upgraded is already using SHEVPS, the system does not need to 
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perform any additional cost adjustments. Conversely, if the vehicle is using SHEVP2 at the time 
of evaluation, the system would begin by first removing the cost attributed to SHEVP2 technology. 
From there, the system would follow a similar conversion logic as described for SHEVPS above 
(i.e., negating the cost of BISG and any required engine technology), before finally adding in the 
cost of SHEVPS. However, if the vehicle does not use either strong hybrid/electric technology, 
the model would utilize the same conversion logic as for SHEVPS (i.e., negating the cost of any 
required engine and transmission technology; removing EPS, IACC, and BISG as needed; adding 
in SS12V and CISG if not used), then add in the cost of SHEVPS. 
 
S4.7.2 Battery Costs 
 
For some of the technologies evaluated within the CAFE Model, the system provides the ability 
to separately account for costs related to varying vehicle battery sizes, depending on the overall 
configuration of the vehicle (i.e., engine, transmission, electrification, hybridization, and other 
various body level improvements). As with fuel economy improvement factors (discussed earlier), 
the battery costs were derived from a vehicle simulation database produced using the Autonomie 
model at Argonne National Laboratory. Thus, the system relies on the same unique technology 
state vector assignment of a vehicle (as defined in Section S4.6 above) when progressing from one 
technology to the next. 
 
The CAFE Model includes discrete accounting of battery costs during analysis whenever a vehicle 
evaluates for application or already includes a technology from the Electrification, Hybrid/Electric, 
or Advanced Hybrid/Electric paths. As an example, consider a vehicle that utilizes a combination 
of technologies defined by the state vector: DOHC;VVT;;;;;AT6;CONV;MR1;AERO0;ROLL0. 
When this vehicle progresses to BISG technology (from the Electrification path), the model 
calculates battery costs for the resulting combination, which now includes Belt-integrated 
Starter/Generator. Alternatively, consider a vehicle with a technology state vector that already 
includes an Advanced Hybrid/Electric technology as: PHEV30;MR2;AERO10;ROLL20. When 
the vehicle applies MR3 technology, the model still calculates battery costs attributed to the new 
technology state vector, since the resulting combination includes PHEV30. In the latter example, 
however, the model would produce an incremental change in cost in order to capture the effect of 
different battery size requirements between a 30-mile plug-in hybrid/electric vehicle with a level-
2 mass reduction and a level-3 mass reduction. 
 
Since the Argonne simulation results provide a single cost value for each technology combination, 
the modeling system accommodates an additional table of learning rate multipliers defined within 
the technologies input file. Together, the two combine to produce a fully learned-out cost value 
for each technology state vector during each model year, as defined by the following equation: 
 
 𝐵𝐵𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 = 𝐵𝐵𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑁𝑁𝑅𝑅𝑤𝑤 × 𝐿𝐿𝐿𝐿𝑀𝑀𝑀𝑀,𝑁𝑁𝑅𝑅𝑤𝑤 − 𝐵𝐵𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃 × 𝐿𝐿𝐿𝐿𝑀𝑀𝑀𝑀,𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃 (12) 

 
Where: 
 

MY : the model year for which to calculate the battery cost of the selected 
candidate technologies, 

BatteryCostNew  : the base battery cost associated with the technology state vector after 
application of the selected candidate technologies, 
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LRMY,New  :  the learning rate multiplier associated with the technology state vector 
after application of the selected candidate technologies in model year 
MY, 

BatteryCostPrev  : the base battery cost associated with the technology state vector before 
application of the selected candidate technologies, 

LRMY,Prev  :  the learning rate multiplier associated with the technology state vector 
before application of the selected candidate technologies in model year 
MY, and 

BatteryCostMY  : the resulting battery cost associated with the technology state vector 
attributed to application of the selected candidate technologies in model 
year MY. 

 
The learning rate multipliers, LRMY,New and LRMY,Prev, are defined in the technology input 
assumptions for each Electrification, Hybrid/Electric, and Advanced Hybrid/Electric technology. 
 
Once the model obtains the battery cost attributable to a technology, the total cost from application 
of that technology may be calculated by combining the results of Equation (12) with one of the 
Equations (9), (10), or (11) as: 
 
 𝑇𝑇𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 = 𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 + 𝐵𝐵𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 (13) 

 
Where: 
 

MY : the model year for which to calculate the total cost of the selected 
candidate technologies, 

TechCostMY  : the non-battery cost attributed to application of the selected candidate 
technologies in model year MY, 

BatteryCostMY  : the battery cost associated with the technology state vector attributed to 
application of the selected candidate technologies in model year MY, 
and 

TotalCostMY  : the resulting total cost attributed to application of the selected candidate 
technologies in model year MY. 

 
S4.8 Application of Mass Reduction Technology 
 
Each time the modeling system evaluates a mass reduction technology for application, the curb 
weight of a vehicle is reduced by some percentage, as defined in the technology input assumptions, 
with respect to that vehicle’s reference glider weight. Within the model, the glider weight is 
defined as the portion of the vehicle’s curb weight that is eligible for mass reduction and does not 
include engine, transmission, or interior safety systems.35 From there, the reference glider weight 
is obtained by backing out any mass reduction technology from the vehicle’s glider, which may 
already be present on an initial vehicle configuration as specified in the input fleet. The calculation 
for the reference glider weight is then defined by the following: 

                                                 
35 The definition of the glider weight within the CAFE Model is specified in a way that matches the vehicle 
simulation results from Argonne National Laboratory’s Autonomie model. 



DRAFT – July 2018 

48 

 

 𝐺𝐺𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅 =
𝐶𝐶𝑇𝑇0 × ∆𝐺𝐺𝐺𝐺
1 − ∆𝑇𝑇𝑀𝑀𝑤𝑤𝑀𝑀

 (14) 

 
Where: 
 

CW0 : the initial curb weight of the vehicle as defined in the input fleet, 
∆GS : the assumed average share of the vehicle’s total curb weight attributable to its 

glider, as defined in the technology input assumptions for each technology class, 
∆WMax : the percent reduction associated with the maximum level of mass reduction 

technology initially in use on the vehicle, as defined in the input fleet, and 
GWRef  : the calculated reference glider weight of the vehicle. 

 
As an example, consider an input vehicle is defined as having MR3, with an initial curb weight of 
3600 pounds. Assuming ∆W for MR3 technology is 10% and ∆GS is 50%36, the glider weight of 
the vehicle is calculated as 1800 pounds and, as defined by Equation (14), the reference glider 
weight becomes: 3600 * 50% / (1 – 10%), or 2000 pounds.37 
 
Once the reference glider weight has been determined for each vehicle, the system may calculate 
the changes in vehicles’ curb weights attributed to application of mass reduction technology. Since 
the progression of technologies available within the Mass Reduction path is specified on an 
absolute basis (i.e., the preceding technology is removed when a new one is added, as described 
in Sections S4.2.4 and S4.7), the modeling system calculates the change in curb weight as the 
difference between percent reduction attributed to the new candidate technology and the percent 
reduction of the greatest mass reduction technology in use on a vehicle. This calculation is better 
demonstrated by the following equation: 
 
 ∆𝐶𝐶𝑇𝑇 = 𝐺𝐺𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅 × (∆𝑇𝑇𝑁𝑁𝑅𝑅𝑤𝑤 − ∆𝑇𝑇𝑃𝑃𝐹𝐹𝑅𝑅𝑃𝑃) (15) 

 
Where: 
 

GWRef  : the reference glider weight of the vehicle, as calculated in Equation (14) above, 
∆WNew  : the percent reduction of the vehicle’s reference glider weight, GWRef, attributed 

to application of the new mass reduction technology, 
∆WPrev  : the percent reduction of the vehicle’s reference glider weight, GWRef, attributed 

to the previously utilized mass reduction technology, and 
∆CW  : the amount by which a vehicle’s curb weight is reduced as a result of applying 

new mass reduction technology. 
                                                 
36 The values for ∆W and ∆GS are both defined in the technology input assumptions, as discussed in Section A.2 of 
Appendix A. For the current analysis, the glider share, ∆GS, is defined at 50%, while weight reduction, ∆W, 
attributable to MR3 technology is defined at 10%. 
37 The CAFE Model necessitates the use of a reference glider weight in order to correlate to the simulation results 
found in the Argonne database, where all vehicle sizing for mass reduction application is based on the glider weight 
using the same methodology as defined in Equation (11). In other words, since Argonne modeling assumes each 
vehicle simulated begins with a base weight without any mass reduction, the vehicles analyzed by the CAFE Model 
must also be brought back to a pre-mass reduction state. 
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From here, the vehicle’s new curb weight is obtained by subtracting the change in weight from its 
original curb weight, as: 
 
 𝐶𝐶𝑇𝑇𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐶𝐶𝑇𝑇 − ∆𝐶𝐶𝑇𝑇 (16) 

 
Where: 
 

CW  : the original curb weight of the vehicle before application of new mass reduction 
technology, 

∆CW  : the amount by which a vehicle’s curb weight is reduced as a result of applying 
new mass reduction technology, and 

CWNew  : the resulting curb weight of the vehicle after application of new mass reduction 
technology. 

 
In addition to affecting the vehicle’s curb weight, application of mass reduction technology may 
also influence the vehicle’s new payload and towing capacities by way of adjusting the gross 
vehicle weight rating (GVWR) and gross combined weight rating (GCWR) values. With the 
exception of pickups (the vehicles for which the vehicle style column in the input fleet is set to 
“Pickup”), the GVWR and GCWR changes are presently not calculated within the model for all 
light duty vehicles (i.e., vehicles regulated as passenger cars or light trucks). For light duty pickups, 
however, the GVWR value is reduced by the same amount as the curb weight (as shown in 
Equation (17) below), while GCWR does not change. 
 
 𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿 − ∆𝐶𝐶𝑇𝑇 (17) 

 
Where: 
 

GVWR  : the original gross vehicle weight rating before application of new mass 
reduction technology, 

∆CW  : the amount by which a vehicle’s GVWR is reduced as a result of applying 
new mass reduction technology, and 

GVWRNew  : the resulting GVWR of the vehicle after application of new mass reduction 
technology. 

 
For 2b/3 vehicles (i.e., vehicles regulated as 2b/3 trucks), the degree by which GVWR and GCWR 
are affected is controlled in the scenarios input file through the Payload Return and Towing Return 
parameters. The modeling system uses these parameters when calculating changes in vehicle’s 
GVWR and GCWR as shown in the following formulas: 
 

 ∆𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿 = MAX�8501, MIN�
𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿 − (1 − 𝐹𝐹) × ∆𝐶𝐶𝑇𝑇,
𝐶𝐶𝑇𝑇𝑁𝑁𝑅𝑅𝑤𝑤 × �𝐺𝐺𝐺𝐺𝐺𝐺𝑅𝑅

𝐶𝐶𝐺𝐺 �
𝑀𝑀𝑀𝑀𝑀𝑀

�� (18) 
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Where: 
 

GVWR : the original GVWR of the vehicle before application of new mass reduction 
technology, 

∆CW  : the amount by which a vehicle’s curb weight is reduced as a result of 
applying new mass reduction technology, as defined in Equations (15) 
above, 

CWNew : the curb weight of the vehicle after application of new mass reduction 
technology, as defined in Equations (16) above, 

P : the percentage of curb weight reduction returned to payload capacity, 
�𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺

𝐶𝐶𝐺𝐺 �
𝑀𝑀𝑀𝑀𝑀𝑀

 : the limiting factor, defined for each input vehicle, preventing GVWR from 
increasing beyond levels observed among the majority of similar vehicles, 

8501 : the minimum GVWR at which a vehicle may be classified as a 2b/3 truck 
for regulatory purposes, and which is used to prevent 2b/3 vehicles from 
crossing into the light duty category, and 

∆GVWR : the amount by which a vehicle’s GVWR is reduced as a result of applying 
new mass reduction technology. 

 

 ∆𝐺𝐺𝐶𝐶𝑇𝑇𝐿𝐿 = MIN�
𝐺𝐺𝐶𝐶𝑇𝑇𝐿𝐿 − (1 − 𝑇𝑇) × ∆𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿,
𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿𝐹𝐹𝑅𝑅𝑤𝑤 × �𝐺𝐺𝐶𝐶𝐺𝐺𝑅𝑅

𝐺𝐺𝐺𝐺𝐺𝐺𝑅𝑅�𝑀𝑀𝑀𝑀𝑀𝑀
� (19) 

 
Where: 
 

GCWR : the original GCWR of the vehicle before application of new mass reduction 
technology, 

∆GVWR  : the amount by which a vehicle’s GVWR is reduced as a result of applying 
new mass reduction technology, as defined in Equations (18) above, 

GVWRNew : the GVWR of the vehicle after application of new mass reduction 
technology, as defined in Equations (20) below, 

T : the percentage of GVWR reduction returned to towing capacity, 
�𝐺𝐺𝐶𝐶𝐺𝐺𝐺𝐺
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺�𝑀𝑀𝑀𝑀𝑀𝑀 : the limiting factor, defined for each input vehicle, preventing GCWR from 

increasing beyond levels observed among the majority of similar vehicles, 
and 

∆GCWR : the amount by which a vehicle’s GCWR is reduced as a result of applying 
new mass reduction technology. 

 
As with the calculation of the vehicle’s new curb weight, the new GVWR and GCWR are obtained 
by subtracting ∆GVWR and ∆GCWR from the vehicle’s original GVWR and GCWR, as: 
 
 𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿 − ∆𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿 (20) 

 
Where: 
 

GVWR  : the original GVWR of the vehicle before application of new mass reduction 
technology, 
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∆GVWR  : the amount by which a vehicle’s GVWR is reduced as a result of applying 
new mass reduction technology, and 

GVWRNew  : the resulting GVWR of the vehicle after application of new mass reduction 
technology. 

 
 𝐺𝐺𝐶𝐶𝑇𝑇𝐿𝐿𝑁𝑁𝑅𝑅𝑤𝑤 = 𝐺𝐺𝐶𝐶𝑇𝑇𝐿𝐿 − ∆𝐺𝐺𝐶𝐶𝑇𝑇𝐿𝐿 (21) 

 
Where: 
 

GCWR  : the original GCWR of the vehicle before application of new mass reduction 
technology, 

∆GCWR  : the amount by which a vehicle’s GCWR is reduced as a result of applying 
new mass reduction technology, and 

GCWRNew  : the resulting GCWR of the vehicle after application of new mass reduction 
technology. 
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Section 5 Compliance Simulation 
 
Having determined the applicability of technologies on each vehicle model, platform, engine, and 
transmission, the modeling system begins compliance simulation processing, iteratively evaluating 
each of the defined scenarios, model years, and manufacturers. As shown in Figure 8 below, 
compliance simulation follows a series of nested loops, or stages, progressing from one stage to 
the next, performing the necessary tasks, and then returning back to the previous stage for further 
processing. This process concludes when all available manufacturers, model years, and scenarios 
have been analyzed. 
 

 
Figure 8. Compliance Simulation 
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Compliance simulation begins with evaluation of all of the regulatory scenarios defined in the 
scenarios input file. For each scenario, the system examines all model years available during the 
study period. In each model year, the system prepares the input fleet for analysis by calculating 
the forecast of sales for that year as well as by adjusting the share of passenger cars and light trucks 
with respect to the overall fleet’s volume.38 Afterwards, the model allocates new sales and fleet 
shares to each vehicle model for all manufacturers. Once the new sales forecast is allocated to each 
manufacturer, compliance simulation proceeds to analyzing all manufacturers defined in the input 
fleet. For each manufacturer, the compliance simulation algorithm (discussed below) is executed 
to determine a manufacturer’s compliance state and, if necessary, apply additional technology to 
bring the manufacturer into compliance. After evaluating all manufacturers for a given model year, 
compliance simulation repeats the process with the next model year. Once all model years are 
exhausted, the system finalizes the evaluation of an active scenario by calculating modeling effects 
(discussed in Chapter Three below) and generating modeling reports. This process then repeats for 
the next available scenario. After the system evaluates all scenarios, the compliance simulation 
process concludes. 
 
In order to ascertain the compliance state of a manufacturer during compliance simulation, the 
modeling system continuously calculates the required and achieved levels attained by the 
manufacturer during each model year being evaluated. The CAFE Model supports compliance 
with standards defined by either the CAFE or the CO2 program. Accordingly, the manufacturer’s 
required and achieved levels computed by the model translate to either CAFE standard and rating 
or CO2 standard and rating. However, while compliance may only be evaluated against only one 
compliance program at a time, in order to gauge the impact of one program upon another, the 
system simultaneously calculates all compliance metrics, as applicable to each program, during 
analysis. 
 
In addition to calculating the required and achieved CAFE and CO2 levels, the system also 
calculates credits earned by a manufacturer, where positive values represent overcompliance with 
a given standard, while negative values indicate a shortfall, or noncompliance. During analysis, 
the model may offset negative credits earned by transferring credits from a different regulatory 
class or carrying credits forward from an earlier model year. Likewise, if positive credits are 
earned, they may be transferred to a different regulatory class or carried forward to some later 
model year. To allow for this, the model maintains separate accounting of credits in and credits 
out values, where each value is updated (as necessary) when a credit transaction is executed.39 
Collective the credits earned, transferred or carried in, and transferred or carried out represent the 
net credits attributed to a manufacturer. Lastly, when evaluating compliance with the CAFE 
program, the model also calculates civil penalties (or fines) incurred by a manufacturer for non-
compliance based on the fine rate defined in the regulatory scenario and the net credits 
accumulated by the manufacturer. 
 
The calculation of all aforementioned compliance metrics (standard, rating, credits, and fines) for 
both compliance programs are described in detail in the following two sections. 

                                                 
38 Calculation of sales forecast and PC/LT share is only performed if the “Dynamic Fleet Share and Sales Response” 
option is enabled through the CAFE Model’s GUI (refer to Appendix C for more GUI options). 
39 Credit transfers and carry forward are discussed in greater detail in Section S5.5 below. 
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S5.1 CAFE Compliance Calculations 
 
When evaluating compliance with the CAFE program, the modeling system calculates the values 
for the standard (or the required CAFE value), CAFE rating (or the achieved CAFE value), credits 
earned (or for noncompliance, shortfall), and civil penalties (or fines) for each manufacturer. To 
determine the impact of technology application on a manufacturer’s fleet, the model repeatedly 
performs all of the calculations before, during, and after each successive technology application. 
Since manufacturers are required to attain compliance independently in each class of vehicles, the 
standard, CAFE rating, credits, and fines are computed separately for each regulatory class. 
 
Before the modeling system may begin compliance calculations for a manufacturer, an updated 
fuel economy target and fuel economy value (or rating) must be obtained for each vehicle model 
defined within the manufacturer’s product line. The fuel economy target is calculated based on the 
user-supplied functional form, as described in Section 3 above, and is applicable irrespective of 
the fuel source the vehicle uses. The fuel economy rating, however, may be composed of one or 
more values corresponding to the different fuel types the vehicle operates on (i.e., flex-fuel or plug-
in hybrid/electric vehicles). Prior to calculating the CAFE rating, the model computes a 
“combined” or average fuel economy value by harmonically averaging the individual components. 
Furthermore, as discussed in Section S2.1, the vehicle fuel economy value provided in the input 
fleet excludes all form of external credits and adjustments. When evaluating a manufacturer’s 
compliance, in order to account for the credits accrued from vehicles that makes use of alternative 
fuels, the system applies a petroleum equivalency factor for any fuel type wherever appropriate. 
The calculation of the vehicle’s “rated” and “compliance” fuel economy values is described in the 
next section. 
 
In order to fully capture the incremental effect arising from technology application, the modeling 
system maintains the full precision of the vehicle’s fuel economy target and rating values (i.e., 
both are kept unrounded). When the standard is calculated (as specified by Equations (27) and (28) 
below), the resulting value is rounded to one decimal place (for light duty vehicles) or two decimal 
places (for medium duty vehicles). However, for the achieved CAFE value (as shown in Equations 
(31) and (32) further below), the vehicle fuel economy rating is rounded prior to use (to either one 
or two decimal places), while the CAFE rating remains unrounded until it is used for calculating 
the amount of CAFE credits earned by a manufacturer. 
 
In each case, the rounding of any “mpg” value for compliance purposes is applied according to the 
following two equations. For light duty regulatory classes (DC, IC, LT), the equation is: 
 
 𝑚𝑚𝑚𝑚𝑚𝑚 = ROUND(𝑚𝑚𝑚𝑚𝑚𝑚, 1) (22) 

 
While for the medium duty regulatory class (LT2b3), rounding is applied as: 
 

 𝑚𝑚𝑚𝑚𝑚𝑚 =
100

ROUND(100 𝑚𝑚𝑚𝑚𝑚𝑚⁄ , 2) (23) 
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For light duty regulatory classes, the fuel economy standards are set and regulated on a mile-per-
gallon basis (mpg). Thus, with the exception of the vehicle target (which is specified as gpm), all 
fuel economy related calculations are computed in mpg as well. However, for the medium duty 
regulatory class, the standards are set on a gallon-per-100-mile basis. To display a comparable unit 
of measure for all fuel economy related values produced in the model’s outputs, the modeling 
system converts and stores the standard and CAFE values for 2b/3 vehicles as mpg. Therefore, as 
shown in Equation (23) the mpg value is first converted from miles/gallon to gallons/100-miles, 
rounded to two decimal places, and then converted back to miles/gallon. The resulting value 
adheres to the rounding precision required when setting the standards for the medium duty vehicles 
on a gallon-per-100-mile basis. However, in each case, the mpg value reported by the system will 
appear as unrounded. 
 
S5.1.1 Calculation of Vehicle’s Fuel Economy 
 
As discussed in Section S2.1, the vehicle fuel economy value defined in the manufacturer’s input 
fleet represents a “rated” value, which specified for any fuel type the vehicle operates on. All fuel 
economy improvements associated with technology application are initially applied to this rated 
value. Then, when determining the compliance state of a manufacturer, the rated value is converted 
to a “compliance” value by applying a petroleum equivalency factor to select fuel types. During 
analysis, the modeling system uses the rated and compliance fuel economy values to produce the 
associated CAFE ratings for a manufacturer – one without the use of credits and adjustments, and 
the other with all credits and adjustments taken into account. At the end of the analysis, the system 
outputs both sets of the fuel economy values in the modeling reports. 
 
As mentioned above, the fuel economy rating may be comprised of one or more subcomponents. 
Before it can be used for calculating the CAFE rating, an average value must be obtained. For 
single-fuel vehicles (i.e., vehicles operating exclusively on a single source of fuel), this equates to 
the fuel economy rating on the specific fuel, while for dual-fuel vehicles, the fuel economy value 
is computed by harmonically averaging the individual components from the different fuel types, 
subject to the “Multi-Fuel”, “FFV Share”, and “PHEV Share” settings specified in the scenario 
definition. For all vehicles, the average fuel economy calculation may be generalized by the 
following equation: 
 

 𝐹𝐹𝐹𝐹 = �
𝐹𝐹𝐺𝐺𝐹𝐹𝐹𝐹
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

 (24) 

 
Where: 
 

FT : the fuel type the vehicle operates on, 
FSFT : the percent share of miles driven by a vehicle when operating on fuel type FT, 
FEFT : the fuel economy rating of the vehicle when operating on fuel type FT, and 
FE : the average fuel economy rating of the vehicle, aggregated across all fuel types 

the vehicle operates on. 
 
In Equation (24), when evaluating dual-fuel vehicles, the “Multi-Fuel” setting specified in the 
scenario definition may be configured to have the model ignore secondary fuel economy 
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components when calculating the average fuel economy value.40 In such a case, the system 
assumes that the vehicle operates exclusively on gasoline fuel for compliance purposes only. 
Additionally for dual-fuel vehicles, the fuel share value, FSFT, may represent either the vehicle’s 
“on-road” share of miles or a specific regulatory value applicable for compliance purposes, as 
defined by the “FFV Share” and “PHEV Share” settings. Refer to Section A.4 of Appendix A for 
definitions of each of these scenario settings. 
 
The value obtained from Equation (24) represents the average rated fuel economy of a vehicle. To 
obtain the average fuel economy value to use for compliance, the above equation is modified as in 
the following: 
 

 𝐹𝐹𝐹𝐹′ = �
𝐹𝐹𝐺𝐺𝐹𝐹𝐹𝐹

(𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹)
𝐹𝐹𝐹𝐹

 (25) 

 
Where: 
 

FT : the fuel type the vehicle operates on, 
FSFT : the percent share of miles driven by a vehicle when operating on fuel type FT, 
FEFT : the fuel economy rating of the vehicle when operating on fuel type FT, 
PEFFT : the petroleum equivalency factor of fuel type FT, and 
FE' : the average fuel economy rating of the vehicle, adjusted by the petroleum 

equivalency factor and aggregated across all fuel types the vehicle operates on. 
 
In Equation (25), the petroleum equivalency factor, PEFFT, varies depending on the associated fuel 
type. For gasoline and diesel fuels, this value is not applicable, and is thus interpreted as “1” in the 
equation above. For E85, hydrogen, and CNG fuel types, the PEFFT is defined as: 1 / 0.15. For 
electricity fuel type, PEFFT varies depending on whether the vehicle is a BEV or a PHEV and is 
calculated as a “reference scalar” multiplied by the ratio of energy densities of electricity to 
gasoline, as shown in the equation below: 
 

 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝐺𝐺𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹 ×
𝐹𝐹𝐷𝐷𝐹𝐹
𝐹𝐹𝐷𝐷𝐺𝐺

 (26) 

 
Where: 
 

Scalar : the reference scalar for computing the petroleum equivalency factor of 
electricity, specified in kWh/gallon, where this value is 82.049 for BEVs (i.e., if 
a vehicle operates exclusively on electricity at the time of calculation) and 
73.844 for PHEVs (i.e., the vehicle operates on a combination of gasoline and 
electricity at the time of calculation), 

EDE : the energy density of electricity, specified in BTU/kWh, as defined in the 
parameters input file, 

                                                 
40 Within the context of the modeling system, for FFVs and PHEVs, gasoline is always assumed to be the primary 
fuel source for the vehicle, regardless of the actual on-road use. 
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EDG : the energy density of gasoline, specified in BTU/gallon, as defined in the 
parameters input file, and 

PEFE : the petroleum equivalency factor of electricity. 
 
S5.1.2 Calculation of the CAFE Standard 
 
The modeling system calculates the value of the CAFE standard using a sales-weighted harmonic 
average of the fuel economy targets applicable to each vehicle model of a specific regulatory class. 
This defines the manufacturer’s required fuel economy standard for regulatory class RC and is 
represented by the following equation: 
 

 𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶 =
∑ 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶

∑ �𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶 × 𝑇𝑇𝐹𝐹𝐹𝐹,𝐶𝐶�𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶
 (27) 

 
Where: 
 

VRC : a vector containing all vehicle models in regulatory class RC, 
Salesi : the sales volume for a vehicle model i, 
TFE,i : the fuel economy target (in gpm) applicable to a vehicle model i,41 and 
STDRC : the calculated fuel economy standard attributable to a manufacturer in 

regulatory class RC. 
 
Equation (27) universally applies to an attribute-based standard (i.e., a functional form where a 
different fuel economy target is computed for each vehicle based on, for example, its footprint) as 
well as a flat standard (i.e., a functional form where each vehicle model has the same fuel economy 
target). However, for a flat standard, since with a common target the sales volumes of individual 
vehicle models cancel out, Equation (27) is reduced to the following: 
 
 𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶 = 𝑇𝑇𝐹𝐹𝐹𝐹  (28) 

 
As stated in Section 3 above, vehicles regulated as domestic passenger automobiles are subject to 
a minimum domestic car standard, as specified in the scenario definition. Thus, for the Domestic 
Car class, the calculation of the standard is further refined as: 
 
 𝐺𝐺𝑇𝑇𝐷𝐷𝐷𝐷𝐶𝐶′ = MAX�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐻𝐻,𝑀𝑀𝑀𝑀𝑀𝑀% × 𝐺𝐺𝑇𝑇𝐷𝐷𝑃𝑃𝐶𝐶𝑀𝑀𝑃𝑃𝐻𝐻, 𝐺𝐺𝑇𝑇𝐷𝐷𝐷𝐷𝐶𝐶� (29) 

 
Where: 
 

MinMpg : the minimum CAFE standard that each manufacturer must attain, specified as 
a flat-standard in miles per gallon, 

Min% : the minimum CAFE standard that each manufacturer must attain, specified as 
a percentage of the combined Passenger Car standard, STDPCAvg, 

STDPCAvg : the average Passenger Car standard (for the DC and IC classes) calculated 
across all manufacturers defined in the input fleet, 

                                                 
41 Refer to Section 3 above for description and calculation of the vehicle’s fuel economy target. 
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STDDC : the fuel economy standard attributable to a manufacturer in the Domestic Car 
regulatory class, before adjusting for the minimum domestic car standard, and 

STD'DC : the calculated fuel economy standard attributable to a manufacturer in the 
Domestic Car regulatory class, after adjusting for the minimum domestic car 
standard. 

 
Since the minimum domestic car standard is applicable to vehicles regulated as domestic passenger 
automobiles, the MinMpg and Min% variables are specified in the scenario definition for the 
Passenger Car class only. The STDPCAvg value from Equation (29) is calculated by harmonically 
averaging the standards for the Domestic Car and Imported Car regulatory classes across all 
manufacturers defined in the input fleet, as shown in the following equation: 
 

 𝐺𝐺𝑇𝑇𝐷𝐷𝑃𝑃𝐶𝐶𝑀𝑀𝑃𝑃𝐻𝐻 =
∑ �𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝐷𝐷𝐶𝐶 + 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝐼𝐼𝐶𝐶�𝐶𝐶∈𝑴𝑴

∑ �
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝐷𝐷𝐶𝐶
𝐺𝐺𝑇𝑇𝐷𝐷𝐶𝐶,𝐷𝐷𝐶𝐶

+
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝐼𝐼𝐶𝐶
𝐺𝐺𝑇𝑇𝐷𝐷𝐶𝐶,𝐼𝐼𝐶𝐶

�𝐶𝐶∈𝑴𝑴

 (30) 

 
Where: 
 

M : a vector containing all manufacturers defined within the input fleet, 
Salesi,DC : the sales volume for all vehicle models regulated as domestic passenger 

automobiles for a manufacturer i, 
Salesi,IC : the sales volume for all vehicle models regulated as imported passenger 

automobiles for a manufacturer i, 
STDi,DC : the fuel economy standard attributable to a manufacturer i in the Domestic Car 

regulatory class, before adjusting for the alternative minimum standard, 
STDi,IC : the fuel economy standard attributable to a manufacturer i in the Imported Car 

regulatory class, 
STDPCAvg : the average Passenger Car standard (for the DC and IC classes) calculated 

across all manufacturers defined in the input fleet. 
 
As described above, the values calculated by Equations (27), (28), and (29) are rounded to produce 
the final standard for a manufacturer. 
 
S5.1.3 Calculation of the CAFE Rating 
 
Similar to the calculation of the standard, the CAFE rating is computed by taking a sales-weighted 
harmonic average of the individual fuel economies attained by each vehicle model for a specific 
regulatory class. The system first calculates the achieved CAFE value without any adjustments or 
credits that are supplied for each manufacturer in the input fleet or the off-cycle credits accrued 
through technology application. Within the context of the modeling system, and as reported in the 
model outputs, this value is referred to as the “2-cycle” CAFE rating, and is calculated for each 
regulatory class RC as: 
 

 𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶 =
∑ 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶

∑ 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶
𝐹𝐹𝐹𝐹𝐶𝐶𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶

 (31) 
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Where: 
 

VRC : a vector containing all vehicle models in regulatory class RC, 
Salesi : the sales volume for a vehicle model i, 
FEi : the “rated” average fuel economy (in mpg) attained by a vehicle model i, as 

calculated by Equation (24), and 
CAFERC : the calculated corporate average fuel economy (CAFE) achieved by a 

manufacturer in regulatory class RC, before application of FFV credits, off-
cycle credits, or adjustments for improvements in air conditioning efficiency. 

 
In addition to the 2-cycle CAFE rating, the modeling system also calculates the CAFE rating to 
use for compliance by applying any credit or adjustment available to the manufacturer. For each 
regulatory class, this calculation is defined by the following equation: 
 

 

𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶′ =
𝐶𝐶𝐶𝐶2𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶

𝐶𝐶𝐶𝐶2𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶
∑ 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀∈𝑽𝑽𝐿𝐿𝐶𝐶

∑ 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀
𝐹𝐹𝐹𝐹𝑀𝑀′

𝑀𝑀∈𝑽𝑽𝐿𝐿𝐶𝐶

+ 𝐹𝐹𝐹𝐹𝐺𝐺𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶
− MIN �𝐴𝐴𝐶𝐶𝐹𝐹𝑂𝑂𝑂𝑂𝐴𝐴𝐶𝐶𝐶𝐶𝑅𝑅𝐶𝐶 ,

𝐴𝐴𝐶𝐶𝐹𝐹𝑂𝑂𝑂𝑂𝐶𝐶𝑒𝑒𝑚𝑚𝑅𝑅𝐶𝐶
� − MIN �𝐶𝐶𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 ,

𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝑚𝑚𝑅𝑅𝐶𝐶
�

 

(32) 

 
Where: 
 

CO2FactorRC : the CO2 factor to use for converting between fuel economy values and 
CO2 values, 

VRC : a vector containing all vehicle models in regulatory class RC, 
Salesi : the sales volume for a vehicle model i, 
FE'i : the “compliance” average fuel economy (in mpg) attained by a vehicle 

model i, as calculated by Equation (25), and 
FFVCreditsRC : the credits associated with production of flex-fuel vehicles in regulatory 

class RC, 
ACEffAdjRC : the amount of adjustments associated with improvements in air 

conditioning efficiency, specified in grams per mile of CO2, a 
manufacturer has accumulated toward compliance with the CAFE 
standard in regulatory class RC, 

ACEffCapRC : the maximum amount of AC efficiency adjustments, specified in grams 
per mile of CO2, a manufacturer may claim toward compliance with the 
CAFE standard in regulatory class RC, 

OCCreditsRC : the amount of off-cycle credits, specified in grams per mile of CO2, a 
manufacturer has accumulated toward compliance with the CAFE 
standard in regulatory class RC, 

OCCapRC : the maximum amount of off-cycle credits, specified in grams per mile of 
CO2, a manufacturer may claim toward compliance with the CAFE 
standard in regulatory class RC, 
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CAFE'RC : the CAFE rating achieved by a manufacturer in regulatory class RC, 
after application of FFV credits, off-cycle credits, or adjustments for 
improvements in air conditioning efficiency. 

 
The CO2FactorRC, ACEffCapRC, and OCCapRC variables are specified in the scenario definition 
for each regulatory class. The FFVCreditsRC, ACEffAdjRC, and OCCreditsRC variables are specified 
in the input fleet for each manufacturer, in each regulatory class. In addition to the off-cycle credits 
provided in the input fleet, a manufacturer may also accrue OCCreditsRC during analysis, whenever 
a technology that specifies off-cycle credits in the technology input assumptions is applied to a 
vehicle. 
 
Although not explicitly shown, in Equations (31) and (32), the FEi and FE'i values are rounded as 
described in Equations (22) and (23) above, before they are used to calculate the associated CAFE 
ratings. 
 
S5.1.4 Calculation of the CAFE Credits and Fines 
 
Once the standard and CAFE values have been computed, the model may proceed to determine 
the degree of noncompliance for a manufacturer by first calculating the CAFE credits, then using 
these credits to obtain the amount of CAFE civil penalties owed by a manufacturer. Within each 
regulatory class RC, the amount of CAFE credit created (noncompliance causes credit creation to 
be negative, which implies the use of CAFE credits or the payment of civil penalties) is calculated 
by taking the difference between the standard and the CAFE value attributable to a specific 
regulatory class, then multiplying the result by the number of vehicles in that class. The calculation 
of credits earned differs depending on the regulatory class being evaluated by the model. For light 
duty regulatory classes, the calculation of CAFE credits is expressed as follows: 
 
 𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 = (ROUND(𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶′ , 1) − 𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶) × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶 × 10 (33) 

 
Where: 
 

SalesRC : the sales volume of all vehicle models attributable to a manufacturer in 
regulatory class RC, 

STDRC : the standard attributable to a manufacturer in regulatory class RC, 
CAFE'RC : the CAFE rating achieved by a manufacturer in regulatory class RC, and 
CreditsRC : the calculated amount of credits earned by a manufacturer in regulatory class 

RC, where 1 credit is equal to one-tenth of a vehicle mpg. 
 
For the medium duty regulatory class, credits are computed as: 
 

 𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 = �
100
𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶

− ROUND�
100

𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶′
, 2�� × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶 × 100 (34) 
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Where: 
 

SalesRC : the sales volume of all vehicle models attributable to a manufacturer in 
regulatory class RC, 

STDRC : the standard attributable to a manufacturer in regulatory class RC, 
CAFE'RC : the CAFE rating achieved by a manufacturer in regulatory class RC, and 
CreditsRC : the calculated amount of credits earned by a manufacturer in regulatory class 

RC, where 1 credit is equal to one-tenth-thousand of a vehicle gpm. 
 
The credits produced by Equations (33) and (34) may be positive or negative, where positive values 
represent overcompliance with a given standard, while negative values indicate a shortfall, or 
noncompliance. If a manufacturer is at a shortfall in specific regulatory class, the modeling system 
may transfer available credits from a different regulatory class within the same model year, or 
carry credits forward from an earlier model year within the same regulatory class. As mentioned 
earlier, the modeling system keeps track of credits transferred or carried into or out of a specific 
regulatory class. A combination of credits earned, transferred or carried in, and transferred or 
carried out form the net credits attributed to a manufacturer, which are used to calculate CAFE 
civil penalties and assess the degree of noncompliance (or if the net credits are positive, signify 
that the manufacturer has attained compliance). The calculation for CAFE civil penalties, or fines, 
in each regulatory class is given by the following: 
 
 𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶 = MIN(𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 + 𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝑅𝑅𝐶𝐶 − 𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝐶𝐶𝐶𝐶𝐹𝐹𝑅𝑅𝐶𝐶 , 0) × 𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝐿𝐿𝑒𝑒𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶  (35) 

 
Where: 
 

CreditsRC : the amount of credits earned by a manufacturer in regulatory class RC, 
CreditsInRC : the amount of credits transferred or carried into regulatory class RC, 
CreditsOutRC : the amount of credits transferred or carried out of regulatory class RC, 
FineRateRC : the fine rate, specified in dollars, to apply per one credit of shortfall, and 
FinesRC : the calculated amount of CAFE civil penalties owed by a manufacturer in 

regulatory class RC. 
 
In the equation above, the FineRateRC is specified in the scenario definition, separately for each 
regulatory class and model year. 
 
S5.2 CO2 Compliance Calculations 
 
When the CAFE Model is configured to evaluate compliance with the CO2 program, it calculates 
the values for the CO2 standard and rating, as well as the CO2 credits earned for each manufacturer. 
As with the CAFE compliance calculations, the model repeatedly performs all of the CO2 
computations before, during, and after each successive technology application, independently for 
each regulatory class. Since the CO2 compliance program does not differentiate between domestic 
and imported passenger automobiles, all compliance calculations are performed on the: Passenger 
Car (combined DC and IC), Light Truck, and Light Truck 2b/3 regulatory classes. 
 



DRAFT – July 2018 

62 

During analysis, the modeling system evaluates and applies all technology improvements on a 
vehicle’s fuel economy rating. The system maintains (keeps track of and updates) the fuel 
economies for each vehicle model, converting them the equivalent CO2 ratings, only as required 
for compliance calculations. Likewise, the model first calculates the vehicle’s fuel economy target 
before converting it to an equivalent CO2 target, as defined by Equation (4), described in Section 
3 above. Thus, before the system may carry out the CO2 compliance calculations, it obtains the 
updated CO2 target and CO2 value (or rating) for each vehicle model in the manufacturer’s fleet. 
Similar to the vehicle’s fuel economy and manufacturer’s CAFE rating, the model calculates and 
reports CO2 values unrounded, only rounding to a whole gram-per-mile when either value is used 
for compliance. 
 
S5.2.1 Calculation of Vehicle’s CO2 Rating 
 
The modeling system uses a vehicle’s fuel economy value to calculate a corresponding CO2 rating 
for each fuel type the vehicle operates on. Since battery-electric and fuel-cell vehicles (BEVs and 
FCVs) do not release CO2 emissions during operation, the CO2 rating for these vehicles is assumed 
to be zero through model year 2025. Similarly, for plug-in hybrid/electric vehicles (PHEVs), the 
CO2 rating when operating on electricity is assumed to be zero as well, while the CO2 rating on 
gasoline is computed from the associated fuel economy value. Beginning in model year 2026, the 
CO2 rating of a vehicle when operating on electricity or hydrogen is computed by taking into 
account the differences between the upstream emissions associated with electric operation and 
gasoline operation of a comparable vehicle. Thus, for model years 2026 and later, the vehicle’s 
CO2 rating when operating on electricity or hydrogen fuel types is calculated as follows: 
 

 𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝐹𝐹𝐹𝐹 = �
1

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
×
𝐹𝐹𝐷𝐷𝐺𝐺 × 1000 × 0.534

𝐹𝐹𝐷𝐷𝐹𝐹 × 0.935
� − �𝑇𝑇𝐶𝐶𝐶𝐶2 ×

2478
𝐶𝐶𝐶𝐶2𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑅𝑅𝐶𝐶

� (36) 

 
Where: 
 

FT : the fuel type the vehicle operates on (either electricity or hydrogen), 
FEFT : the fuel economy rating of the vehicle, specified in miles per gallon, 

when operating on fuel type FT, 
EDG : the energy density of gasoline, specified in BTU/gallon, as defined in the 

parameters input file, 
EDE : the energy density of electricity, specified in BTU/kWh, as defined in the 

parameters input file, 
1000 : the conversion factor from kilowatt-hours (kWh) to watt-hours, 
0.534 : the assumed average upstream emissions rate of electricity (in 

grams/watt-hour), used for regulatory purposes, 
0.935 : the assumed electricity transmission losses between generation source 

and the wall, 
TCO2 : the calculated vehicle CO2 target, in grams per mile, 
2478 : the assumed upstream CO2 emissions of a gallon of gasoline, used for 

regulatory purposes, 
CO2FactorRC : the CO2 factor to use for converting between fuel economy values and 

CO2 values, and 



DRAFT – July 2018 

63 

CO2RatingFT : the CO2 rating of the vehicle, specified in grams per mile, when operating 
on fuel type FT. 

 
For all other fuel types, the vehicle’s CO2 rating is defined by the following equation: 
 

 𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝐹𝐹𝐹𝐹 =
𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝐹𝐹𝐹𝐹

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
 (37) 

 
Where: 
 

FT : the fuel type the vehicle operates on, 
CO2ContentFT : the mass (in grams) of CO2 released by using a gallon of fuel type FT, 
FEFT : the fuel economy rating of the vehicle, specified in miles per gallon, 

when operating on fuel type FT, and 
CO2RatingFT : the CO2 rating of the vehicle, specified in grams per mile, when 

operating on fuel type FT. 
 
For vehicles operating on compressed natural gas (CNG), since the model assumes the fuel 
economy rating is specified as gasoline-gallon equivalent (or GGE), the CO2ContentFT in the 
equation above refers to the mass of CO2 released by using a gallon of gasoline. For each applicable 
fuel type, the modeling system calculates the CO2ContentFT using the inputs specified in the 
parameters file as: 
 
 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑀𝑀𝐷𝐷𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹 × �44

12� � (38) 

 
Where: 
 

FT : the fuel type the vehicle operates on, 
MDFT : the mass density of a fuel type FT, specified in grams per gallon in the 

parameters input file, 
CCFT : the percentage of each fuel type’s mass that represents carbon, specified 

in the parameters input file, 
(44/12) : the ratio of the molecular weight of carbon dioxide to that of elemental 

carbon, and 
CO2ContentFT : the mass (in grams) of CO2 released by using a gallon of fuel type FT. 

 
Similar to a vehicle’s fuel economy value, the CO2 rating (as calculated in Equations (36) and 
(37)) may be comprised of one or more subcomponents corresponding to each fuel type the vehicle 
uses (i.e., flex-fuel or plug-in hybrid/electric vehicles). Before it can be used for calculating a 
manufacturer’s CO2 rating, a combined or average CO2 value for each vehicle must be obtained. 
For single-fuel vehicles, this equates to the CO2 rating on the specific fuel, while for dual-fuel 
vehicles, the combined CO2 value is computed by averaging the individual components from the 
different fuel types. For all vehicles, the average CO2 calculation may be generalized by the 
following equation: 
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 𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚 = �(𝐹𝐹𝐺𝐺𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝐹𝐹𝐹𝐹)
𝐹𝐹𝐹𝐹

 (39) 

 
Where: 
 

FT : the fuel type the vehicle operates on, 
FSFT : the percent share of miles driven by a vehicle when operating on fuel 

type FT, 
CO2RatingFT : the CO2 rating of the vehicle when operating on fuel type FT, and 
CO2Rating : the average CO2 rating of the vehicle, aggregated across all fuel types the 

vehicle operates on. 
 
Similar to the calculation of the average fuel economy rating (defined in Equation (24) above), the 
average CO2 rating for dual-fuel vehicles depends on the “Multi-Fuel”, “FFV Share”, and “PHEV 
Share” settings specified in the scenario definition. Using these settings, the model may be 
optionally configured to assume that dual-fuel vehicles (FFVs and PHEVs) operate exclusively on 
gasoline fuel for compliance purposes, and to also tune the assumed fuel share, FSFT , to use when 
calculating the average CO2 rating. 
 
While the CAFE compliance program makes provisions for including the petroleum equivalency 
factor (PEF) when computing the fuel economy rating to use for compliance purposes (see Section 
S5.1.1 above), the CO2 program does not include such adjustments. Therefore, the CO2 rating 
produced by Equation (39) may be used for calculating a manufacturer’s sales-weighted average 
CO2 rating. 
 
S5.2.2 Calculation of the CO2 Standard 
 
The CAFE Model calculates the value of the CO2 standard using a sales-weighted average of the 
CO2 targets applicable to each vehicle model of a specific regulatory class. This defines the 
manufacturer’s required CO2 standard for regulatory class RC and is represented by the following 
equation: 
 

 𝐶𝐶𝐶𝐶2𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶 =
∑ �𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶 × 𝐹𝐹𝐹𝐹𝐴𝐴𝑀𝑀𝐶𝐶𝑒𝑒𝐹𝐹𝑀𝑀𝑚𝑚𝑒𝑒𝑀𝑀𝑒𝑒𝐹𝐹𝐿𝐿𝐶𝐶 × 𝑇𝑇𝐶𝐶𝐶𝐶2,𝐶𝐶�𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶

∑ �𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶 × 𝐹𝐹𝐹𝐹𝐴𝐴𝑀𝑀𝐶𝐶𝑒𝑒𝐹𝐹𝑀𝑀𝑚𝑚𝑒𝑒𝑀𝑀𝑒𝑒𝐹𝐹𝐿𝐿𝐶𝐶�𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶
 (40) 

 
Where: 
 

VRC : a vector containing all vehicle models in regulatory class RC, 
Salesi : the sales volume for a vehicle model i, 
EPAMultiplierRC : a production multiplier used to scale the sales volumes of CNGs, 

PHEVs, BEVs, and FCVs when computing a manufacturer’s CO2 
standard toward compliance with CO2 standards for regulatory class 
RC, 
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TCO2,i : the CO2 target (in grams per mile) applicable to a vehicle model i,42 
and 

CO2STDRC : the calculated CO2 standard attributable to a manufacturer in 
regulatory class RC. 

 
Equation (40) universally applies to an attribute-based standard (i.e., a functional form where a 
different CO2 target is computed for each vehicle based on, for example, its footprint) as well as a 
flat standard (i.e., a functional form where each vehicle model has the same CO2 target). However, 
for a flat standard, since with a common target the sales volumes of individual vehicle models 
cancel out, Equation (40) is reduced to the following: 
 
 𝐶𝐶𝐶𝐶2𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶 = 𝑇𝑇𝐶𝐶𝐶𝐶2 (41) 

 
Since under the CO2 compliance program, all passenger automobiles are regulated under a single 
class, the calculation of the CO2 standard is not subject to a minimum domestic car standard. 
Lastly, the values calculated by Equations (40) and (41) are rounded a whole number to produce 
the final CO2 standard for a manufacturer. 
 
S5.2.3 Calculation of the CO2 Rating 
 
Similar to the calculation of the standard, the CAFE Model calculates the manufacturer’s CO2 
rating by taking a sales-weighted average of the individual CO2 ratings attained by each vehicle 
model for a specific regulatory class. During calculation, the modeling system additionally applies 
any credit or adjustment available to the manufacturer. The calculation for a manufacturer’s CO2 
rating for each regulatory class is, hence, defined by the following equation: 
 

 
𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑅𝑅𝐶𝐶 =

∑ (𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶 × 𝐹𝐹𝐹𝐹𝐴𝐴𝑀𝑀𝐶𝐶𝑒𝑒𝐹𝐹𝑀𝑀𝑚𝑚𝑒𝑒𝑀𝑀𝑒𝑒𝐹𝐹𝑅𝑅𝐶𝐶 × 𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝐶𝐶)𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶
∑ (𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶 × 𝐹𝐹𝐹𝐹𝐴𝐴𝑀𝑀𝐶𝐶𝑒𝑒𝐹𝐹𝑀𝑀𝑚𝑚𝑒𝑒𝑀𝑀𝑒𝑒𝐹𝐹𝑅𝑅𝐶𝐶)𝐶𝐶∈𝑽𝑽𝐺𝐺𝐶𝐶

− MIN �𝐴𝐴𝐶𝐶𝐹𝐹𝑂𝑂𝑂𝑂𝐴𝐴𝐶𝐶𝐶𝐶𝑅𝑅𝐶𝐶 ,
𝐴𝐴𝐶𝐶𝐹𝐹𝑂𝑂𝑂𝑂𝐶𝐶𝑒𝑒𝑚𝑚𝑅𝑅𝐶𝐶

�

− MIN �𝐴𝐴𝐶𝐶𝐿𝐿𝑒𝑒𝑒𝑒𝐴𝐴𝑒𝑒𝑚𝑚𝑒𝑒𝐴𝐴𝐶𝐶𝐶𝐶𝑅𝑅𝐶𝐶 ,
𝐴𝐴𝐶𝐶𝐿𝐿𝑒𝑒𝑒𝑒𝐴𝐴𝑒𝑒𝑚𝑚𝑒𝑒𝐶𝐶𝑒𝑒𝑚𝑚𝑅𝑅𝐶𝐶

� − MIN �𝐶𝐶𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 ,
𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝑚𝑚𝑅𝑅𝐶𝐶

� 
(42) 

 
Where: 
 

VRC : a vector containing all vehicle models in regulatory class RC, 
Salesi : the sales volume for a vehicle model i, 
EPAMultiplierRC : a production multiplier used to scale the sales volumes of CNGs, 

PHEVs, BEVs, and FCVs when computing a manufacturer’s CO2 
rating toward compliance with CO2 standards for regulatory class 
RC, 

CO2Ratingi : the average CO2 rating (in grams per mile) attained by a vehicle 
model i, as calculated by Equation (39), and 

ACEffAdjRC : the amount of adjustments associated with improvements in air 
conditioning efficiency, specified in grams per mile of CO2, a 

                                                 
42 Refer to Section 3 above for description and calculation of the vehicle’s CO2 target. 
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manufacturer has accumulated toward compliance with the CO2 
standard in regulatory class RC, 

ACEffCapRC : the maximum amount of AC efficiency adjustments, specified in 
grams per mile of CO2, a manufacturer may claim toward 
compliance with the CO2 standard in regulatory class RC, 

ACLeakageAdjRC : the amount of adjustments associated with improvements in air 
conditioning leakage, specified in grams per mile of CO2, a 
manufacturer has accumulated toward compliance with the CO2 
standard in regulatory class RC, 

ACLeakageCapRC : the maximum amount of AC leakage adjustments, specified in grams 
per mile of CO2, a manufacturer may claim toward compliance with 
the CO2 standard in regulatory class RC, 

OCCreditsRC : the amount of off-cycle credits, specified in grams per mile of CO2, a 
manufacturer has accumulated toward compliance with the CO2 
standard in regulatory class RC, 

OCCapRC : the maximum amount of off-cycle credits, specified in grams per 
mile of CO2, a manufacturer may claim toward compliance with the 
CO2 standard in regulatory class RC, 

CO2RatingRC : the CO2 rating achieved by a manufacturer in regulatory class RC, 
taking into consideration the application of EPA multipliers, off-
cycle credits, and adjustments for improvements in air conditioning 
efficiency and leakage. 

 
The EPAMultiplierRC, ACEffCapRC, ACLeakageCapRC, and OCCapRC variables are specified in the 
scenario definition for each regulatory class. As described in Section 3, EPAMultiplierRC 
corresponds to the “EPA Multiplier 1” or “EPA Multiplier 2” variable, where the former applies 
to the production multipliers of CNGs and PHEVs, while the latter includes BEVs and FCVs. The 
ACEffAdjRC, ACLeakageAdjRC, and OCCreditsRC variables are specified in the input fleet for each 
manufacturer, in each regulatory class. In addition to the off-cycle credits provided in the input 
fleet, a manufacturer may also accrue OCCreditsRC during analysis, whenever a technology that 
specifies off-cycle credits in the technology input assumptions is applied to a vehicle. 
 
Although not explicitly shown, in Equation (42), the CO2Ratingi value is rounded to a whole 
number before it is used to calculate the manufacturer’s CO2RatingRC. 
 
S5.2.4 Calculation of the CO2 Credits and Credit Value 
 
Using the CO2 standard and rating values computed in the preceding sections, the CAFE Model 
calculates the amount of CO2 credits earned by a manufacturer. The CO2 credits may then be used 
to determine the degree of noncompliance for a manufacturer. Within each regulatory class RC, 
the amount of CO2 credit created (noncompliance causes credit creation to be negative) is 
calculated by taking the difference between the standard and the CO2 rating attributable to a 
specific regulatory class, then multiplying the result by the number of vehicles and the assumed 
lifetime VMT in that class. For each regulatory class RC, the calculation of CO2 credits is 
expressed as follows: 
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 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 =
�𝐶𝐶𝐶𝐶2𝐺𝐺𝑇𝑇𝐷𝐷𝑅𝑅𝐶𝐶 − ROUND(𝐶𝐶𝐶𝐶2𝐿𝐿𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑅𝑅𝐶𝐶)� × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶 × 𝐺𝐺𝑀𝑀𝑇𝑇𝑅𝑅𝐶𝐶

1,000,000
 (43) 

 
Where: 
 

SalesRC : the sales volume of all vehicle models attributable to a manufacturer in 
regulatory class RC, 

VMTRC : the assumed average lifetime vehicle miles traveled by typical vehicle 
models in regulatory class RC, 

1,000,000 : the conversion factor from grams to metric tons, 
CO2STDRC : the CO2 standard attributable to a manufacturer in regulatory class RC, 
CO2RatingRC : the CO2 rating achieved by a manufacturer in regulatory class RC, and 
CO2CreditsRC : the calculated amount of CO2 credits earned by a manufacturer in 

regulatory class RC, where 1 credit is equal to one metric ton. 
 
The credits produced by Equation (43) may be positive or negative, where positive values represent 
overcompliance with a given standard, while negative values indicate a shortfall, or 
noncompliance. If a manufacturer is at a shortfall in specific regulatory class, the modeling system 
may transfer available credits from a different regulatory class within the same model year, or 
carry credits forward from an earlier model year within the same regulatory class. As mentioned 
earlier, the modeling system keeps track of credits transferred or carried into or out of a specific 
regulatory class. A combination of credits earned, transferred or carried in, and transferred or 
carried out form the net credits attributed to a manufacturer, which are used to assess the degree 
of noncompliance (or if the net credits are positive, signify that the manufacturer has attained 
compliance). Even though the CO2 compliance program does not allow the use of civil penalties 
to offset shortfalls, but instead mandates that all manufacturers must attain compliance, the 
modeling system may still produce results where some manufacturers are shown as noncompliant. 
This situation is more likely to arise under particularly stringent regulatory scenarios, if a 
manufacturer runs out of available technologies for application prior to reaching compliance. 
 
In addition to the CO2 credits earned, the modeling system also calculates the value of the net 
credits accumulated by a manufacturer as shown in the following equation: 
 

 𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 = (𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶 + 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝑅𝑅𝐶𝐶 − 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝐶𝐶𝐶𝐶𝐹𝐹𝑅𝑅𝐶𝐶)
× 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑅𝑅𝐶𝐶  

(44) 

 
Where: 
 

CO2CreditsRC : the amount of CO2 credits earned by a manufacturer in regulatory 
class RC, 

CO2CreditsInRC : the amount of CO2 credits transferred or carried into regulatory 
class RC, 

CO2CreditsOutRC : the amount of CO2 credits transferred or carried out of regulatory 
class RC, 

CO2CreditValueRC : the valuation of CO2 credits, specified in dollars, to apply per one 
credit of shortfall, and 
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ValueCO2CreditsRC : the calculated value of CO2 credits attributable to a manufacturer 
in regulatory class RC. 

 
In the equation above, the CO2CreditValueRC is specified in the scenario definition, separately for 
each regulatory class and model year. The ValueCO2CreditsRC, as calculated for a manufacturer 
in each regulatory class, is later used when calculating the effective cost of a technology 
application whenever the CAFE Model is configured to evaluate compliance with the CO2 
program. 
 
S5.3 Compliance Simulation Algorithm 
 
As the modeling system evaluates a manufacturer for compliance, the compliance simulation 
algorithm begins the process of applying technologies based on the CAFE or CO2 standards 
applicable during the current model year. This involves repeatedly evaluating the degree of 
noncompliance, identifying the “best next” technology (described in the following section) 
available on each of the parallel technology paths, and selecting the best among these for 
application. Figure 9 provides an overview of this process. 
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Figure 9. Compliance Simulation Algorithm 
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The algorithm first finds the best next applicable technology solution in each of the technology 
pathways. If a technology solution is found, the model selects the best option from among these. 
For any technology solution determined to be cost-effective (as defined below), the modeling 
system applies the selected technologies to the affected vehicles, regardless of whether the 
manufacturer is in compliance. Afterwards, the algorithm reevaluates the manufacturer’s degree 
of noncompliance and applies available credits (CAFE or CO2, depending on the compliance 
program being evaluated), which were generated during preceding model years and which are do 
to expire during the analysis year43. After applying expiring credits, if a manufacturer has not 
attained compliance, the algorithm proceeds to evaluate and apply non-cost-effective (aka, 
ineffective) technologies on an as-needed basis. If a manufacturer is assumed to be unwilling to 
pay fines, the algorithm finds and applies additional technology solutions until compliance is 
achieved, reevaluating the manufacturer’s degree of noncompliance after every successive 
technology application. Conversely, if a manufacturer is assumed to prefer to pay fines, the 
algorithm stops applying additional technology to this manufacturer’s product line once no more 
cost-effective solutions are encountered. In either case, once all viable technology solutions have 
been exhausted, if a manufacturer still has not reached compliance, the algorithm uses the 
remainder of available credits, before generating fines for noncompliance. 
 
In the case of the CAFE compliance program, “fines” refer to the CAFE civil penalties. However, 
since the CO2 compliance program does not allow fine payment, the algorithm assumes that every 
manufacturer is unwilling to pay fines and continues to apply technology until compliance is 
achieved or the manufacturer exhausts all technologies during the analysis year. 
 
At the root of the compliance simulation algorithm is the way the modeling system determines the 
best next technology solution and the way it calculates the effective cost of that solution. These 
topics are addressed in the following two sections. 
 
S5.3.1 Determination of “Best Next” Technology Solution 
 
When selecting the “best next” technology solution within a given path, the algorithm considers 
technologies in the order defined by the technology pathways (as discussed above). If the phase-
in limit for a specific technology has been reached, the algorithm proceeds to the next technology 
within the same path. If the phase-in limit has not been reached, the algorithm determines whether 
or not the technology remains applicable to any sets of vehicles, evaluates the effective cost of 
applying the technology to each such set, and identifies the application that would yield the lowest 
effective cost. 
 
As shown in Figure 10 below, the algorithm repeats this process for each technology path, and 
then selects the technology application yielding the lowest effective cost. As discussed above, the 
algorithm operates subject to expectations of each manufacturer’s preference to pay fines within 
the model year being evaluated. However, the effective cost is calculated, as described in the 
following section, irrespective of the fine payment settings. 
 

                                                 
43 Within the context of the CAFE Model, analysis year refers to the model year currently being evaluated by the 
modeling system. 
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Figure 10. Determination of “Best Next” Technology Solution 
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Note, in the diagram above, a “component” is any platform, engine, or transmission produced by 
a manufacturer, where application of a technology is evaluated on a vehicle designated as a leader 
of that component. Any follower vehicles of the same component, for which a candidate 
technology is available for application in the same analysis step as the leader vehicle, will also be 
evaluated during technology application. 
 
S5.3.2 Calculation of Effective-Cost 
 
Whenever the compliance simulation algorithm is evaluating the potential application of candidate 
technologies, it considers the effective cost of applying those technologies on a subset (or group) 
of vehicles selected by the algorithm, and chooses the option that yields the lowest effective cost.44 
The effective cost is used for evaluating the relative attractiveness of different technology 
applications, and not for actual cost accounting. This calculation can span multiple model years, if 
the algorithm selects a candidate technology that was left unused on a vehicle during its last 
redesign or refresh cycle. For example, if the technology was enabled for application in a previous 
year and not used, then it can remain as a candidate to be applied and then carried forward to the 
current model year. The effective cost obtained from application of a set of one or more candidate 
technologies on a group of vehicles is defined by the following equation: 
 

 𝐹𝐹𝑂𝑂𝑂𝑂𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹 =
𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝑤𝑤𝑇𝑇 − 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐺𝐺𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑤𝑤𝑇𝑇 − ∆𝐶𝐶𝐹𝐹𝑚𝑚𝑚𝑚𝑒𝑒𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒

𝐴𝐴𝑂𝑂𝑂𝑂𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐶𝐶𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑤𝑤𝑇𝑇
 (45) 

 
Where: 
 

AffectedSalesTotal : the total sales volume of all vehicles selected for evaluation, 
TechCostTotal : the total cost off all candidate technologies evaluated on a group of 

selected vehicles, 
FuelSavingsTotal : the value of the reduction in fuel consumption (or fuel savings) 

resulting from application off all candidate technologies evaluated a 
group of selected vehicles, 

∆Compliance : the change in manufacturer’s cost of compliance in the analysis year, 
which depending on the compliance program being evaluated, 
corresponds to the CAFE fines or value of CO2 credits, and 

EffCost : the calculated effective cost attributed to application of all candidate 
technologies evaluated on a group of selected vehicles. 

 
In the above equation, the affected sales may span multiple vehicle models if the algorithm choses, 
e.g., to apply an engine-level technology to multiple vehicles that share the same engine. 
Additionally, as stated above, if a candidate technology that was left unused from a vehicle’s last 
redesign or refresh is selected for application, the affected sales will include multiple model years 

                                                 
44 Such groups can span regulatory classes. For example, if the algorithm is evaluating a potential upgrade to a given 
engine, that engine might be used by a station wagon, which is regulated as a passenger car, and a minivan, which is 
regulated as a light truck. If the manufacturer’s passenger car fleet complies with the corresponding standard, the 
algorithm accounts for the fact that upgrading this engine will incur costs and realize fuel savings for both of these 
vehicle models, but will only yield a change in compliance for the light truck fleet. 
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ranging from the vehicle model’s last redesign or refresh year to the analysis year being evaluated. 
Furthermore, when multiple vehicles are selected for evaluation, with the varying redesign and 
refresh schedules, the range of model years may differ for each vehicle model. For example, 
consider that the modeling system is evaluating a manufacturer’s compliance during model year 
2025. The algorithm proceeds to select an engine-level technology for application on a leader 
vehicle that is being redesigned in model year 2020.45 Then, any follower vehicle that shares the 
same engine and is redesigned or refreshed between model years 2020 and 2025 (inclusive) may 
also be selected for application by the algorithm, starting with its last redesign or refresh year 
(whichever is greater).46 
 
For all selected vehicle models, covering a given range of model years, the affected sales are 
calculated as shown in the following equation: 
 

 𝐴𝐴𝑂𝑂𝑂𝑂𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐶𝐶𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑤𝑤𝑇𝑇 = �� � 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝑗𝑗

𝑀𝑀𝑀𝑀

𝑗𝑗=𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝑀𝑀𝑀𝑀

�
𝐶𝐶∈𝑽𝑽

 (46) 

 
Where: 
 

V : a vector containing a subset of vehicle models selected by the 
compliance simulation algorithm from a manufacturer’s entire 
product line, on which to evaluate the potential application of 
candidate technologies, 

BaseMY : the first model year of the potential application of candidate 
technologies, which represents the last redesign or refresh year of 
vehicle model i, 

MY : the model year being analyzed for compliance, corresponding to the 
last model year for which to evaluate the potential application of 
candidate technologies, 

Salesi,j : the sales volume of a vehicle model i during model year j, and 
AffectedSalesTotal : the total sales volume of all vehicles selected for evaluation. 

 
In addition to the affected sales, the compliance simulation algorithm first calculates each of the 
components in Equation (45) independently, prior to calculating the effective cost. Similar to the 
calculation of affected sales, with the exception of the ∆Compliance portion, each of these 
components spans a subset of selected vehicle models, covering a given range of model years. The 
calculations for TechCostTotal and ValueLossTotal are given by the two equation below: 
 

 𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝑤𝑤𝑇𝑇 = �� � �𝑇𝑇𝑒𝑒𝐹𝐹ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐶𝐶,𝑗𝑗 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝑗𝑗�
𝑀𝑀𝑀𝑀

𝑗𝑗=𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝑀𝑀𝑀𝑀

�
𝐶𝐶∈𝑽𝑽

 (47) 

                                                 
45 As shown in Table 8 above, with the exception of VVT, all engine-level technologies are initially applicable 
during a vehicle’s redesign year. 
46 As discussed in Section S4.4, engine-level technologies are applicable to a follower vehicle during that vehicle’s 
redesign or refresh year. 



DRAFT – July 2018 

74 

 
Where: 
 

V, BaseMY, MY : variables as defined in Equation (46) above, 
Salesi,j : the sales volume of a vehicle model i during model year j, 
TechCosti,j : the net cost attributed to all candidate technologies for a vehicle model 

i during model year j, as defined by Equations (9) through (13) in 
Section S4.7 above, and 

TechCostTotal : the total cost off all candidate technologies aggregated for a subset of 
selected vehicles. 

 
The value for the fuel savings, FuelSavingsTotal in Equation (45), is calculated by taking the 
difference between the fuel cost attributed to each vehicle model immediately before and after 
application of candidate technologies, aggregated across all vehicle models as follows:47 
 

 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐺𝐺𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑤𝑤𝑇𝑇 = �� � ��𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐶𝐶,𝑗𝑗 − 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐶𝐶,𝑗𝑗′ � × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝑗𝑗�
𝑀𝑀𝑀𝑀

𝑗𝑗=𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝑀𝑀𝑀𝑀

�
𝐶𝐶∈𝑽𝑽

 (48) 

 
Where: 
 

V, BaseMY, MY : variables as defined in Equation (46) above, 
Salesi,j : the sales volume of a vehicle model i during model year j, 
FuelCosti,j : the “fuel cost” for a vehicle model i during model year j, before 

application of candidate technologies, 
FuelCost'i,j : the “fuel cost” for a vehicle model i during model year j, after 

application of candidate technologies, 
FuelSavingsTotal : the value of the reduction in fuel consumption (or fuel savings) 

resulting from application off all candidate technologies aggregated for 
a subset of selected vehicles 

 
In Equation (48), the FuelCosti,j and FuelCost'i,j values refer to an assumed cost a typical vehicle 
purchaser expects to spend on refueling a new vehicle model over a specific number of years, 
which is defined from the manufacturer’s perspective in the input fleet as the “payback period”. In 
each case, the fuel cost is given by the following equation: 
 

 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑃𝑃𝑅𝑅ℎ,𝑀𝑀𝑀𝑀 = ����
𝐺𝐺𝑆𝑆𝐿𝐿𝐺𝐺𝑃𝑃𝑅𝑅ℎ,𝑤𝑤 × 𝐺𝐺𝑀𝑀𝑇𝑇𝑃𝑃𝑅𝑅ℎ,𝑤𝑤 × 𝐹𝐹𝐺𝐺𝑃𝑃𝑅𝑅ℎ,𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹,𝑀𝑀𝑀𝑀

(1 + 𝐷𝐷𝐿𝐿)𝑤𝑤 × (1 − 𝐺𝐺𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹) × 𝐹𝐹𝐹𝐹𝑃𝑃𝑅𝑅ℎ,𝐹𝐹𝐹𝐹
�

𝑃𝑃𝐵𝐵

𝑤𝑤=0

�
𝐹𝐹𝐹𝐹

 (49) 

 
Where: 
 

veh : the vehicle for which to calculate the fuel cost, 
MY : the model year being evaluated for compliance, 

                                                 
47 This is not necessarily the actual value of the fuel savings, but rather the increase in vehicle price the manufacturer 
is assumed to expect to be able impose without losing sales. 
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FT : the fuel type the vehicle operates on (refer to Table 1 above for fuel 
types supported by the model), 

PB : a “payback period”, or number of years in the future the consumer is 
assumed to take into account when considering fuel savings, 

SURVveh,a : the probability that a vehicle of a given age a will remain in service, 
VMTveh,a : the average number of miles driven in a year by a vehicle at a given age 

a, 
PriceFT,MY : the price of the specific fuel type in model year MY, 
DR : the discount rate the consumer is assumed to take into account when 

considering fuel savings,48 
GAPFT : the relative difference between on-road and laboratory fuel economy for 

a specific fuel type, 
FSveh,FT : the percent share of miles driven by a vehicle when operating on fuel 

type FT, 
FEveh,FT : the fuel economy rating of the vehicle when operating on fuel type FT, 

excluding any credits, adjustments, and the petroleum equivalency 
factors, and 

FuelCostveh,MY : the fuel cost attributed to a vehicle during model year MY. 
 
As discussed in Section A.3 of Appendix A, SURVveh,a, VMTveh,a, PriceFT,MY, and GAPFT are all 
specified in the parameters input file, while the values for DR and PB are specified in the market 
data input file (see Section A.1.1 in Appendix A). 
 
The last component of the effective cost calculation, ∆Compliance, differs based on the 
compliance program the modeling system is configured to evaluate during analysis. In the case of 
the CAFE program, this value represents the change in CAFE civil penalties (or fines), aggregated 
for each affected regulatory class, corresponding to the subset of vehicles selected by the 
compliance simulation algorithm. The calculation for the change in fines is defined as follows: 
 

 ∆𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒 = � � � �𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶,𝑗𝑗 − 𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶,𝑗𝑗
′ �

𝑀𝑀𝑀𝑀

𝑗𝑗=𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝑀𝑀𝑀𝑀

�
𝑅𝑅𝐶𝐶∈𝑽𝑽

 (50) 

 
Where: 
 

V, BaseMY, MY : variables as defined in Equation (46) above, 
RC : the regulatory class obtained from a subset of vehicle models selected 

for evaluation, 
FinesRC,j : the fines owed by a manufacturer in regulatory class RC during model 

year j, before application of candidate technologies, 
Fines'RC,j : the fines owed by a manufacturer in regulatory class RC during model 

year j, after application of candidate technologies, 

                                                 
48 As mentioned earlier, this value for the discount rate (defined for each manufacturer in the input fleet) will be 
removed from a future version of the model and should not be used during analysis. 
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∆Fines : the change in manufacturer’s fines in the analysis year, resulting from 
application of candidate technologies on a subset of selected vehicles. 

 
In the equation above, the fines owed (before and after application of technologies) are calculated 
as defined by Equation (35) in Section S5.1.4. 
 
When the CAFE Model is configured to evaluate the CO2 compliance program, ∆Compliance from 
Equation (45) denotes the change in the value of CO2 credits, aggregated for each affected 
regulatory class, and is given by the following calculation: 
 

 ∆𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒 = �� � �
MIN�𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶,𝑗𝑗 , 0�
−MIN�𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀𝐹𝐹𝑒𝑒𝑅𝑅𝐶𝐶,𝑗𝑗

′ , 0�
�

𝑀𝑀𝑀𝑀

𝑗𝑗=𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝑀𝑀𝑀𝑀

�
𝑅𝑅𝐶𝐶

 (51) 

 
Where: 
 

V, BaseMY, MY : variables as defined in Equation (46) above, 
RC : the regulatory class obtained from a subset of vehicle models 

selected for evaluation, 
ValueCO2CreditsRC,j : the value of CO2 credits attributed to a manufacturer in regulatory 

class RC during model year j, before application of candidate 
technologies, 

ValueCO2Credits'RC,j : the value of CO2 credits attributed to a manufacturer in regulatory 
class RC during model year j, after application of candidate 
technologies, 

∆ValueCO2Credits : the change in manufacturer’s value of CO2 credits in the analysis 
year, resulting from application of candidate technologies on a 
subset of selected vehicles. 

 
In the equation above, the values of CO2 credits (before and after application of technologies) are 
calculated as defined by Equation (44) in Section S5.2.4. Additionally in the above equation, since 
the change in the value of CO2 credits should only capture the change in manufacturer’s cost of 
compliance, rather than the full change in value of the credits, the compliance simulation algorithm 
applies a ceiling at 0 (zero) to each calculated value of the CO2 credits. 
 
S5.4 Dynamic Fleet Share and Sales Response 
 
When evaluating a manufacturer’s fleet for compliance, the CAFE Model may be configured to 
rely on a user-supplied static fleet forecast, which may be based on a combination of manufacturer 
compliance data, public data sources, and proprietary forecasts. In such a case, the modeling 
system uses predefined sales volumes for each vehicle model available within the input fleet, for 
each model year analyzed during the study period. During analysis, any increases in vehicle costs, 
and associated fuel economy levels, resulting from technology application will not yield changes 
in the mix of vehicles available for sale. Furthermore, with the static forecast, the model assumes 
that any project growth in vehicles’ sales volumes is embedded into the input fleet. 
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As an alternative to the static forecast, users may enable the “Dynamic Fleet Share and Sales 
Response” option (or, DFS/SR model) within the CAFE Model’s user interface to dynamically 
adjust the fleet forecast during modeling for each analysis year.49 The purpose of the Sales 
Response model is to allow the CAFE modeling system to estimate new vehicle sales in a given 
future model year, accounting for the impact of a regulatory scenario’s stringency on new vehicle 
prices. Additionally, the Dynamic Fleet Share model modifies the share of light duty passenger 
cars (LDV) and class 1/2a trucks (LDT1/2a) with respect to the overall vehicle market.50 Since the 
attributed-based standards defined for the CAFE and CO2 compliance programs utilized within the 
modeling system rely upon a fixed forecast, the DFS/SR model needs calculate the new vehicle 
sales for any future model year prior to performing compliance calculations on that year. Thus, 
when the DFS/SR option is enabled, before beginning analysis of each new model year, the 
modeling system updates the sales volumes of all vehicle models within the input fleet. The model 
achieves this by calculating the new total vehicles sales (via the Sales Response portion of the 
DFS/SR model), computing the shares of the LDV and LDT1/2a fleets (using the Dynamic Fleet 
Share component of the model), then combing these results to produce the updated vehicle fleet. 
 
The Sales Response model is estimated using lagged values of vehicle sales and average price 
increases from the years preceding the analysis year51 by one and two years. Additionally, the 
model uses quarterly changes in the U.S. GDP growth rate for the model year being evaluated, as 
well as values of the quarterly estimates of U.S. labor force participation during the model year 
being analyzed and the year immediately preceding the analysis year. For the lagged sales volumes 
occurring before the start of analysis (i.e., prior to the first model year evaluated), the Sales 
Response model relies on the observed total industry sales defined in the “Fleet Analysis Values” 
sheet of the parameters input file (see Section A.3.5 of Appendix A). Since the lagged fleet does 
not incur additional cost of compliance, the average vehicle price increases before the start of 
analysis are assumed to be zero. After the first model year is evaluated, the lagged values 
correspond to those that were produced by the CAFE Model itself. Utilizing the Sales Response 
model, the total industry sales calculated for any given model year is defined by the following 
equation: 
 

 
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀 =

�
𝛽𝛽0 + 𝛽𝛽1 × 𝐺𝐺𝐷𝐷𝐹𝐹𝑀𝑀𝑀𝑀 + 𝛽𝛽2 × 𝐿𝐿𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀 − 𝛽𝛽3 × 𝐿𝐿𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀−1 +
𝛽𝛽4 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀−1 ÷ 1𝑒𝑒6 + 𝛽𝛽5 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀−2 ÷ 1𝑒𝑒6 +

𝛽𝛽6 × (𝐿𝐿𝑒𝑒𝑚𝑚𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀−1 − 𝐿𝐿𝑒𝑒𝑚𝑚𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀−2)
�

1,000,000
 

(52) 

 
Where: 
 

                                                 
49 Refer to the CAFE Model’s Software Manual (available from within the model’s Help menu and in Appendix C 
below) for instruction on how to toggle the “Dynamic Fleet Share and Sales Response” option. 
50 As discussed in the RIA, the CAFE Model calculates the fleet shares based on the vehicle classification (or body 
style) of a vehicle (per Table 5 above), rather than its regulatory class assignment. This is done to account for the 
large-scale shift in recent years to crossover utility vehicles that have model variants in both the passenger car and 
light truck regulatory classes. 
51 Within the context of the CAFE Model, analysis year refers to the model year currently being evaluated by the 
modeling system. 
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β0 – β6 : set of beta coefficients, as defined by Table 17 below, used for tuning the 
Sales Response model, 

GDPMY : the estimated quarterly change in the gross domestic product growth rate in 
model year MY, 

LFPMY : the estimated quarterly labor force participation in model year MY, 
LFPMY-1 : the estimated quarterly labor force participation in the year immediately 

preceding model year MY, 
SalesMY-1 : total industry sales (aggregated across all manufacturers and vehicle 

models) for the year immediately preceding model year MY, 
SalesMY-2 : total industry sales (aggregated across all manufacturers and vehicle 

models) for the year preceding model year MY by two years, 
RegCostMY-1 : the average price increase of a new vehicle model for the year immediately 

preceding model year MY, 
RegCostMY-2 : the average price increase of a new vehicle model for the year preceding 

model year MY by two years, and 
SalesMY : the calculated total industry sales for model year MY. 

 
In the equation above, the GDP growth rate and the labor force participation values are specified 
in the parameters input file, while the beta coefficients are provided in Table 17 below. 
 

Table 17. Beta Coefficients 
Coefficient Value 

β0 0.5090738477 
β1 0.1488134968 
β2 0.0002462322 
β3 0.0002292395 
β4 0.6117051252 
β5 0.2047812576 
β6 0.0001719814 

 
The Dynamic Fleet Share (DFS) model is defined by a series of difference equations that determine 
the relative share of LDV and LDT1/2a fleets based on the average horsepower, curb weight, and 
fuel economy associated with the specific vehicle class, the previous year’s fleet share of that class, 
as well as the current and past fuel prices of gasoline. As with the Sales Response model, the DFS 
portion utilizes lagged values from one and two years preceding the analysis year when estimating 
the share of the fleet during the model year being evaluated. For the lagged horsepower, curb 
weight, and fuel economy values occurring before the start of analysis, the DFS model uses the 
pre-calculated “seed” values defined in the “DFS Model Values” sheet of the parameters input 
file.52 After the first model year is evaluated, the lagged values correspond to those that were 
calculated during analysis by the modeling system. The Dynamic Fleet Share model begins by 
calculating the natural log of the new shares during model year MY, independently for each vehicle 
class VC, as specified by the following equation: 
 

                                                 
52 Refer to Section A.3.10 of Appendix A for more information regarding the input parameters used for the Dynamic 
Fleet Share model. 
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 ln�𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀� =

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎛

𝛽𝛽𝐶𝐶 × (1 − 𝛽𝛽𝑅𝑅ℎ𝐹𝐹) + 𝛽𝛽𝑅𝑅ℎ𝐹𝐹 × ln�𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−1�+

𝛽𝛽𝐹𝐹𝑃𝑃 × �ln�𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐺𝐺𝑤𝑤𝐵𝐵,𝑀𝑀𝑀𝑀 × 100� − 𝛽𝛽𝑅𝑅ℎ𝐹𝐹 × ln�𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐺𝐺𝑤𝑤𝐵𝐵,𝑀𝑀𝑀𝑀−1 × 100�� +

𝛽𝛽𝐻𝐻𝑃𝑃 × �ln�𝐻𝐻𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−1� − 𝛽𝛽𝑅𝑅ℎ𝐹𝐹 × ln�𝐻𝐻𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−2��+

𝛽𝛽𝐶𝐶𝐺𝐺 × �ln�𝐶𝐶𝑇𝑇𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−1� − 𝛽𝛽𝑅𝑅ℎ𝐹𝐹 × ln�𝐶𝐶𝑇𝑇𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−2��+

𝛽𝛽𝑀𝑀𝑃𝑃𝐺𝐺 × �ln�𝐹𝐹𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−1 × 0.8� − 𝛽𝛽𝑅𝑅ℎ𝐹𝐹 × ln�𝐹𝐹𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−2 × 0.8�� +

𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶 × �ln(0.423453) − 𝛽𝛽𝑅𝑅ℎ𝐹𝐹 × ln(0.423453)� ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎞

 (53) 

 
Where: 
 

βc – βDummy : set of beta coefficients, as defined in the “DFS Model Values” sheet of 
the parameters input file, used for tuning the Dynamic Fleet Share 
model, 

ShareVC,MY-1 : the share of the total industry fleet classified as vehicle class VC in the 
year immediately preceding model year MY, 

PriceGas,MY : the fuel price of gasoline fuel, in dollars per gallon, in model year MY, 
PriceGas,MY-1 : the fuel price of gasoline fuel, in dollars per gallon, in the year 

immediately preceding model year MY, 
100 : the conversion factor from dollars per gallon to cents per gallon, 
HPVC,MY-1 : the average horsepower of all vehicle models belonging to vehicle class 

VC in the year immediately preceding model year MY, 
HPVC,MY-2 : the average horsepower of all vehicle models belonging to vehicle class 

VC in the year preceding model year MY by two years, 
CWVC,MY-1 : the average curb weight of all vehicle models belonging to vehicle class 

VC in the year immediately preceding model year MY, 
CWVC,MY-2 : the average curb weight of all vehicle models belonging to vehicle class 

VC in the year preceding model year MY by two years, 
FEVC,MY-1 : the average fuel economy rating of all vehicle models (excluding credits, 

adjustments, and petroleum equivalency factors) belonging to vehicle 
class VC in the year immediately preceding model year MY, 

FEVC,MY-2 : the average fuel economy rating of all vehicle models (excluding credits, 
adjustments, and petroleum equivalency factors) belonging to vehicle 
class VC in the year preceding model year MY by two years, 

0.8 : an adjustment factor corresponding to the on-road gap of gasoline fuel, 
0.423453 : a dummy coefficient, and 
ln(ShareVC,MY) : the natural log of the calculated share of the total industry fleet classified 

as vehicle class VC in model year MY. 
 
Once the initial LDV and LDT1/2a fleet shares are calculated (as a natural log), obtaining the final 
shares for a specific vehicle class is simply a matter of taking the exponent of the initial value, and 
normalizing the result at one (or 100%). This calculation is demonstrated by the following: 
 

 𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀 =
𝑒𝑒ln�𝑆𝑆ℎ𝑤𝑤𝐹𝐹𝑅𝑅𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀�

𝑒𝑒ln�𝑆𝑆ℎ𝑤𝑤𝐹𝐹𝑅𝑅𝐿𝐿𝐿𝐿𝐺𝐺,𝑀𝑀𝑀𝑀� + 𝑒𝑒ln�𝑆𝑆ℎ𝑤𝑤𝐹𝐹𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿1/2𝑎𝑎,𝑀𝑀𝑀𝑀�
 (54) 
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Where: 
 

ln(ShareVC,MY) : the natural log of the calculated share of the total industry fleet 
classified as vehicle class VC in model year MY, 

ln(ShareLDV,MY) : the natural log of the calculated share of the total industry fleet 
classified as light duty passenger vehicles (LDV) in model year MY, 

ln(ShareLDT1/2a,MY) : the natural log of the calculated share of the total industry fleet 
classified as class 1/2a light duty truck (LDT1/2a) in model year MY, 
and 

ShareVC,MY : the calculated share of the total industry fleet classified as vehicle 
class VC in model year MY. 

 
The last step of the Dynamic Fleet Share and Sales Response model involves combining the results 
obtained in Equations (52) and (54), and scaling the sales volumes of each individual vehicle model 
present within the input fleet, as follows: 
 

 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑃𝑃𝑅𝑅ℎ,𝑀𝑀𝑀𝑀 = 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑃𝑃𝑅𝑅ℎ,𝑀𝑀𝑀𝑀−1 ×
𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀

𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀−1 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀−1
 (55) 

 
Where: 
 

Salesveh,MY-1 : the sales volume of vehicle model veh in the year immediately preceding 
model year MY, 

ShareVC,MY-1 : the share of the total industry fleet classified as vehicle class VC in the year 
immediately preceding model year MY, 

SalesMY-1 : total industry sales (aggregated across all manufacturers and vehicle 
models) for the year immediately preceding model year MY 

ShareVC,MY : the share of the total industry fleet classified as vehicle class VC in model 
year MY, 

SalesMY : total industry sales (aggregated across all manufacturers and vehicle 
models) for model year MY, and 

Salesveh,MY : the calculated sales volume of vehicle model veh in model year MY. 
 
In Equation (55), the ShareVC,MY-1 and ShareVC,MY values are obtained based on the vehicle class 
assignment of the vehicle being evaluated. For example, if a vehicle is classified as LDT1, the 
corresponding shares for LDT1/2a class will be used. 
 
S5.5 Credit Transfers and Carry Forward 
 
During analysis, the compliance simulation algorithm may, as necessary, apply credits generated 
by a manufacturer in some compliance category in order to offset a shortfall of another compliance 
category. Here, a compliance category is defined as a combination of a manufacturer, model year, 
and regulatory class in which credits may be earned or used. The current version of the CAFE 
Model supports two forms credit usage: 
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1) Credit carry forward: where credits earned by a manufacturer during some previous model 
year are carried forward into the analysis year, within the same regulatory class, for up to 
five years; 

2) Credit transfers: where credits earned by a manufacturer in one regulatory class are 
transferred to another regulatory class, during the same model year, subject to a maximum 
transfer cap for any given year. 

 
Whenever the modeling system initiates a credit transfer or credit carry forward operation for a 
manufacturer, that operation forms a new “credit transaction” for the affected compliance 
categories. Each transaction is subsequently recorded in a model log file upon successful 
completion. The modeling system performs these credit transactions regardless of whether the 
system is configured to evaluate compliance with the CAFE program or the CO2 program. 
However, since the denomination and applicability of credits is specific to each compliance 
program, the system accumulates and maintains CAFE and CO2 credits independent of one 
another. 
 
The CAFE Model relies on the configuration options found in the “Credit Trading Values” sheet 
of the parameters input file for controlling the behavior of credit carry forward and credit transfer 
operations. For example, a user may elect to increase the caps for credit transfers in any of the 
listed model years, allowing the modeling system to transfer additional credits into a specific 
compliance category. Additionally, a user may disable one or both of the credit usage options 
within the parameters file, to have the model ignore a specific form of credit usage during analysis 
altogether. Although options for enabling credit trades between manufacturers and carrying credits 
backward into the preceding model years are listed in the parameters file, the modeling system 
currently ignores these settings. Section A.3.9 of Appendix A provides additional information on 
the available credit trading configuration options. 
 
Some of the credit usage options defined in the parameters file may not be applicable when the 
CAFE Model is configured to evaluate CO2 standards. Specifically, since the CO2 program allows 
for unlimited amount of fleet transfers, the transfer caps defined in the input file are not applicable. 
Likewise, since the CO2 credits are denominated as metric tons and may be carried forward and 
transferred without requiring any form of fuel-preserving adjustment, the assumed lifetime VMT 
parameter is not applicable when evaluating the CO2 compliance program as well. 
 
S5.5.1 Evaluation and Application of Credits 
 
As described in Section S5.3, if a manufacturer is noncompliant after exhausting all cost-effective 
technology solutions, the algorithm carries forward and transfers as much expiring credits as 
available in order to attain compliance. If the amount of expiring credits carried forward into the 
analysis year does not cover the entire shortfall of one or more regulatory classes, the algorithm 
proceeds to apply additional ineffective technologies, then carries forward and transfers the 
remainder of available credits. As it examines credit deficits in each compliance category 
attributable to a manufacturer (i.e., regulatory class and analysis year), the compliance simulation 
algorithm carries forward and transfers credits from other compliance categories in a specific order 
of precedence. The algorithm completes each step, described in the list below, for all regulatory 
classes, before moving on to the next step: 
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1) The algorithm begins by carrying forward credits into the analysis year, within the same 
regulatory class (e.g., LT-2017 to LT-2021), starting with oldest generated credits first; 

2) The algorithm then carries forward and transfers credits earned in a previous model year 
of one regulatory class, into the analysis year of another regulatory class (e.g., DC-2017 to 
LT-2021), again, starting with the oldest available credits first; however, since direct credit 
carry forward is restricted to within the same regulatory class only, this step results in two 
credit transactions, where credits are first carried forward into the analysis year for the 
originating regulatory class, then transferred into the final destination class (e.g., carry 
forward: DC-2017 to DC-2021, then transfer: DC-2021 to LT-2021); 

3) Lastly, if one or more of the regulatory classes has a surplus of credits during the analysis 
year, while some other regulatory classes are at a deficit, the algorithm concludes with 
transferring credits between regulatory classes (e.g., DC-2021 to LT-2021). 

 
The modeling system follows the same logical evaluation of credits whether it is configured to 
evaluate compliance with the CAFE standards or the CO2 standards. With the CAFE compliance 
program, however, fleet transfers may occur between DC and IC, DC and LT, or IC and LT classes, 
while for the CO2 program, fleet transfers are defined as simply between PC and LT regulatory 
classes. In the case of the CAFE program, the algorithm has a predefined preference for the source 
regulatory class (where credits are earned) when transferring into a destination regulatory class 
(where credits are used). The model’s credit transfer preference for each class is summarized by 
the following table: 
 

Table 18. Credit Transfer Preference 
Regulatory Class Source Regulatory Class 
Domestic Car Imported Car, Light Truck 
Imported Car Light Truck, Domestic Car 
Light Truck Imported Car, Domestic Car 
Light Truck 2b/3 N/A (fleet transfers not allowed) 

 
When transferring credits into the Imported Car or Light Truck regulatory class, the algorithm 
considers credits originating in the Domestic Car class only after exhausting credits from the other 
classes. Considering that the minimum domestic car standard cannot be met via fleet transfers 
(though, credit carry forward is allowed), the algorithm prefers to bank as much credits earned by 
the Domestic Car fleet during the analysis year, in order to be able to utilize those credits for carry 
forward during later years. When transferring credits into the Domestic Car regulatory class, the 
algorithm prefers to begin by transferring credits earned in the Imported Car fleet, then if needed, 
transferring credits from the Light Truck fleet. Fleet transfers under the CAFE program require the 
use of an adjustment factor in order to preserve total gallons consumed. Since the calculated DC/IC 
adjustment factor is closer to one than the DC/LT factor, the model favors using Imported Car 
credits first. 
 
The adjustment factor used by the algorithm when transferring credits between regulatory classes 
under the CAFE compliance program is calculated by using the assumed lifetime VMT, the CAFE 
standard, and the CAFE rating attributed to compliance categories where credits are earned and 
where credits are used, according to the following equation: 
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 𝐴𝐴𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =
𝐺𝐺𝑀𝑀𝑇𝑇𝐶𝐶𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 × 𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝐶𝐶𝐸𝐸𝑎𝑎𝐸𝐸𝐸𝐸𝑈𝑈𝑈𝑈 × 𝐺𝐺𝑇𝑇𝐷𝐷𝐶𝐶𝐸𝐸𝑎𝑎𝐸𝐸𝐸𝐸𝑈𝑈𝑈𝑈
𝐺𝐺𝑀𝑀𝑇𝑇𝐶𝐶𝐸𝐸𝑎𝑎𝐸𝐸𝐸𝐸𝑈𝑈𝑈𝑈 × 𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝐶𝐶𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 × 𝐺𝐺𝑇𝑇𝐷𝐷𝐶𝐶𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈

 (56) 

 
Where: 
 

CEarned : the compliance category where credits are earned, 
CUsed : the compliance category where credits are used, 
VMTCEarned : the assumed average lifetime vehicle miles traveled by typical vehicle 

models in a regulatory class corresponding to the compliance category 
where credits are earned, 

VMTCUsed : the assumed average lifetime vehicle miles traveled by typical vehicle 
models in a regulatory class corresponding to the compliance category 
where credits are used, 

CAFECEarned : the CAFE rating achieved by a manufacturer in a regulatory class 
corresponding to the compliance category where credits are earned, 

CAFECUsed : the CAFE rating achieved by a manufacturer in a regulatory class 
corresponding to the compliance category where credits are used, 

STDCEarned : the calculated fuel economy standard attributable to a manufacturer in a 
regulatory class corresponding to the compliance category where credits 
are earned, 

STDCUsed : the calculated fuel economy standard attributable to a manufacturer in a 
regulatory class corresponding to the compliance category where credits 
are used, and 

AdjFactor : the adjustment factor to use when transferring credits between compliance 
categories with different regulatory classes. 

 
As stated above, the purpose of the adjustment factor defined by Equation (56) is to preserve total 
gallons when transferring credits between compliance categories of different regulatory classes. 
 
As described in previous sections, the modeling system keeps track of total credits carried forward 
or transferred into a regulatory class and carried forward or transferred out of a regulatory class 
during each model year. Each time a credit transaction is executed by the compliance simulation 
algorithm, the total amount of credits carried forward or transferred out of a compliance category 
(where credits were earned) will be added to an associated “credits out” variable, while credits 
carried forward or transferred into a compliance category (where credits are used) will be added 
to an accompanying “credits in” variable. During each credit transaction, the amount of “out” 
credits will not exceed the amount of credits earned by a manufacturer; likewise, the amount of 
“in” credits will not exceed the minimum of the amount of credits earned by a manufacturer in a 
“source” compliance category or the amount of credits required in a “destination” compliance 
category. Collectively, the credits earned, “in”, and “out” form the “net credits” which will be used 
to by the algorithm to determine the degree of a manufacturer’s noncompliance in each regulatory 
class, whether the net credits result in the fines owed (under the CAFE program) or the value of 
CO2 credits (under the CO2 program).53 
 
                                                 
53 Refer to Equations (35) and (43) above for calculations of CAFE fines and value of CO2 credits. 
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When carrying forward credits, the compliance simulation algorithm may equally rely upon the 
credit banks defined within the input fleet as well as the credits generated as part of compliance 
modeling. Thus, for earlier model years evaluated during the study period, credits carried forward 
into the analysis year are likely to originate prior to the first year analyzed. Additionally, if a 
manufacturer is able to achieve compliance for several consecutive model years without requiring 
the use of credits, it is likely that “banked” or earned credits will remain unused and may expire. 
 
S5.5.2 Credit Usage Strategy 
 
When generating and using credits, the CAFE Model anticipates that, with each successive model 
year, the standards (or the required levels) for CAFE and CO2 would typically become more 
stringent, while the potential for meeting these standards through technology application would 
generally become more difficult. This difficulty in meeting the standards arises since, considering 
the vehicle redesign and refresh schedules, manufacturers have a limited set of vehicles available 
for improvement during each model year. Using credits aggressively in earlier years, instead of 
improving vehicle fuel economies, and thereby foregoing the improvements to a manufacturer’s 
CAFE or CO2 rating, results in higher shortfalls in all subsequent years, while simultaneously 
reducing the overall amount of “banked” credits. The higher shortfalls, in turn, force a 
manufacturer to apply additional technologies (to a set of vehicles being redesigned or refreshed) 
in a future model year, or use even more credits, further reducing the credit bank. In the later years, 
the more aggressive the model is with using the credits, the more challenging compliance for a 
manufacturer becomes. While multiyear modeling alleviates some of these concerns, by allowing 
the compliance simulation algorithm to “look back” to a preceding year and applying a technology 
that was left as a candidate, doing so may not always result in a cost-optimal solution. This occurs 
since, once the algorithm uses credits in an earlier year, further application of technology during 
the same year leads to a “loss” of credits, while the compliance state of a manufacturer remains 
the same. 
 
For this reason, the model employs a more conservative strategy of applying technology solutions 
for compliance in the earlier years (when doing so is more like to decrease the shortfall of future 
model years), and only using credits as necessary (when a manufacturer runs out of available 
technology solutions). This credit use strategy varies slightly, depending on the compliance 
program and the manufacturer the model is presently evaluating. Under the CAFE compliance 
program, for manufacturers that are willing to pay civil penalties, the model would only apply 
technologies, provided it is cost-effective to do so, and consume existing credits more 
aggressively. Alternatively, for manufacturers that are unwilling to pay CAFE civil penalties, or if 
the CAFE Model is evaluating compliance with the CO2 program (where fine payment is not an 
option), the model would apply as much technology as possible, only using credits that will expire 
during the analysis year or if a manufacturer has run out of available technology solutions.54 
 
When the CAFE Model is configured to evaluate compliance with the CO2 standards, since the 
CO2 program allows for unlimited credit transfers between fleets, the modeling system attempts 
to achieve compliance with the passenger car and light truck fleets simultaneously. To accomplish 
                                                 
54 Credit usage will be revisited in a future release of the CAFE Model in order to optimize the compliance 
simulation algorithm’s decision between applying technologies and using credits with respect to lowering the total 
cost of compliance. 
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this, the CAFE Model allows for CO2 credits to be transferred, from a fleet that is in compliance 
to another that is at a deficit, during the same year that the credits are earned. The system, then, 
reevaluates and transfers CO2 credits, each time and on an as-needed basis, after each successive 
application of technologies to a group of vehicles. This implementation allows the system to more 
realistically simulate a manufacturer’s response to a cumulative CO2 standard at each year, which 
while being defined independently for passenger cars and light trucks, is likely to be interpreted 
by manufacturers as a de facto single standard. 
 
  



DRAFT – July 2018 

86 

Chapter Three Calculation of Effects 
 
This chapter describes the way the CAFE modeling system estimates the effects of potential new 
CAFE or CO2 standards on energy use, as well as on emissions of greenhouse gases and other air 
pollutants. These effects on energy use and emissions are calculated based on the fuel economy of 
individual vehicle models that manufacturers make in response to the standards. The modeling 
system estimates all effects separately for each individual vehicle model and vintage (or model 
year) over its expected life span in the U.S. vehicle fleet. A vehicle model’s life span extends from 
the initial model year when it is produced and sold, through the year when vehicles produced 
during that model year have reached the maximum age assumed in the CAFE Model.55 This 
chapter also describes the way these energy use and environmental impacts are translated into 
estimates of economic benefits or costs, and identifies which of these economic impacts are borne 
privately by vehicle owners and by society as a whole. 
 
Although these effects are calculated for individual vehicle models, vintages, and future calendar 
years over their respective lifetimes, they are typically reported at the aggregate level for all vehicle 
models in a regulatory class produced during each model year affected by a proposed standard. 
Cumulative impacts for each regulatory class and model year over its expected life span are 
reported both in undiscounted terms and as their present value discounted to the calendar year 
defined within the parameters input file. Additionally, all effects calculated for the regulatory 
scenario considered to be the “baseline” are reported by the modeling system on an absolute basis 
(e.g., total amount of fuel consumed or total miles driven), while for scenarios considered to be 
the “action alternatives”, the effects are reported as incremental and are specified as the difference 
between the action alternative and the baseline scenario. 
 
  

                                                 
55 We adopt the simplifications that vehicle model years and calendar years are identical, and that all vehicles 
produced during a model year are sold and placed into service during the corresponding calendar year. 
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Section 1 Vehicle Lifetimes 
 
The number of vehicles of a specific model and model year (or vintage) that remain in service 
during each subsequent calendar year is calculated by multiplying the number originally produced 
by estimates of the proportion expected to remain in service at each age up to an assumed 
maximum lifetime. The modeling system applies survival rates in two different ways, depending 
upon whether the user elects to use the dynamic survival model (described below) or the static 
scrappage rates that appear in the parameters input file. The static survival rates vary by age of 
vehicle and differentiate between cars, vans and SUVs, light duty pickups, and medium duty trucks 
(class 2b and 3). The categories used to specify the survival rates (as provided in the parameters 
input file) are based on a combination of vehicle style (applicable to light duty vehicles) and 
regulatory class (for medium duty vehicles), and are described by the following table: 
 

Table 19. Survival Rates and Miles Driven Categories 
Category Description 
Cars Vehicles with styles defined as: convertible, coupe, hatchback, sedan, or wagon 
Vans/SUVs Vehicles with styles defined as: SUV, minivan, or van 
Pickups Vehicles with styles defined as: pickup 
2b/3 Trucks Vehicles that regulated as medium duty trucks 

 
The number of vehicles of a given model produced during a specific model year that remain in use 
during a future calendar year is defined by the following equation: 
 
 𝑁𝑁𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = 𝐺𝐺𝑆𝑆𝐿𝐿𝐺𝐺𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀 (57) 

 
Where: 
 

MY : the production year of the vehicle for which to calculate the number of 
surviving units of that vehicle model, 

CY : the calendar year during which to calculate the number of surviving 
vehicles, 

C : the category of the vehicle for which to calculate the number of surviving 
units of that vehicle model, 

SURVMY,C,a : the probability that vehicles produced in model year MY and belonging to a 
specific category C will remain in service at a given age a, 

SalesMY : the forecast number of new vehicles of a specific vehicle model produced 
and sold during model year MY, and 

NMY,CY : the resultant number of vehicles produced during model year MY that 
remain in use during a future calendar year CY. 

 
The age, a, of a vehicle model produced in model year, MY, during calendar year, CY, is defined 
as: 
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 𝑒𝑒 = 𝐶𝐶𝐶𝐶 −𝑀𝑀𝐶𝐶55F

56 (58) 
 
Although the modeling system calculates the number of surviving vehicles for each individual 
vehicle model, it aggregates these results for reporting purposes to obtain the total on-road fleet 
that remains in service in each calendar year, for each model year of production. Since all effects 
calculated by the model are output by fuel type (as discussed in Sections B.3 through B.5 of 
Appendix B) the model further separates the on-road fleet for a given model year based on the 
individual fuel types represented within the input fleet. Hence, the total surviving fleet apportioned 
to each type of fuel used by all vehicle models produced in a specific model year during each 
calendar year is calculated by summing the number of each individual vehicle model that remains 
in service during a specific calendar year as follows: 
 

 𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = ��𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝑁𝑁𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀�
𝐶𝐶∈𝑽𝑽

 (59) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate the surviving on-

road fleet, 
CY : the calendar year during which to calculate the surviving on-road fleet, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
FSi,MY,FT : the percent share of miles driven by vehicle model i, produced in model 

year MY, when operating on fuel type FT, 
Ni,MY,CY : the number of vehicles, of vehicle model i, produced during model year 

MY that remain in use during a future calendar year CY, and 
FleetMY,CY,FT : the resultant number of all vehicle models produced during model year 

MY that remain in use during calendar year CY, allotted to fuel type FT. 
 
Lastly, the total on-road fleet of all surviving vehicle models, attributed to each specific fuel type 
FT) produced in model year MY over their expected lifetimes is calculated by summing the number 
of surviving vehicle models across the individual calendar years as follows: 
 

 𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (60) 

 
The calendar year CY in the equation above ranges between the model year MY when the vehicle 
model was produced until MY plus the maximum survival age of that vehicle. 
 

                                                 
56 We define a vehicle’s age to be 0 during the year when it is produced and sold; that is, when CY=MY. Thus, for 
example, a model year 2005 vehicle is defined to be 10 years old during calendar year 2015. Because we do not 
attempt to forecast changes in the proportion of vehicles produced during future model years that are expected to 
survive to each age, a vehicle’s age depends only on the difference between its model year (MY) and the calendar 
year (CY) for which these calculations are performed, and not on their specific values. 
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In addition to the static scrappage schedule that appears in the parameters file, the CAFE Model 
currently accommodates another scrappage model: a Dynamic Scrappage Model, which allows 
vintage, new vehicle price, relative cost per mile, and the GDP growth rate to affect retirement 
rates. In contrast, the static schedules presume constant scrappage rates for all vintages under all 
new vehicle prices, new vehicle fuel economies, and macroeconomic conditions. The application 
of both scrappage rates follow the logic described above, despite the different origin of the rates 
themselves. The Dynamic Scrappage Model is presented in Section S1.1, while a description of 
the static survival rates used is presented in Section S1.2. 
 
S1.1 Dynamic Scrappage Model 
 
The dynamic scrappage model was developed from a series of registration counts by vehicle 
classification, vintage, and age under certain economic conditions. The model predicts historical 
values well, but because of the sparseness of data for older vehicles, it does not project remaining 
fleet shares that align with historical values beyond a certain age. For this reason, an exponential 
decay function is used to ensure that the final fleet share converges to the observed historical final 
fleet share for vehicles of a given classification. It is assumed that vehicles live up to 40 years, 
before a vehicle of that model year is completely scrapped. The share of each model of vintage 
MY and category C, remaining at age a, is defined by the following if (a < DecayStartsC), or if the 
age is less than the age when the decay is set to start in the parameters input file for a given vehicle 
category: 
 

 𝐺𝐺𝑆𝑆𝐿𝐿𝐺𝐺𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤 = (1 − 𝐺𝐺𝐶𝐶𝐿𝐿𝐴𝐴𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤) × �𝑁𝑁𝐶𝐶,𝑀𝑀𝑀𝑀,𝑤𝑤−1
𝐶𝐶𝑖𝑖𝐶𝐶

  (61) 

 
Where: 
 

MY : the production year for which to estimate the survival rate, 
C : the category for which to estimate the survival rate, 
SCRAPMY,C,a : the probability that each vehicle model of a vintage MY, belonging to a 

specific category C, will be scrapped by a given age a, conditional on 
survival to the preceding age, a-1, 

Ni,MY,a-1 : the number of vehicles of category C, produced during model year MY 
that remain in use for the previous age, a-1, and 

SURVMY,C,a : the calculated probability that vehicles produced in model year MY and 
belonging to a specific category C will remain in service at a given age a. 

 
In Equation (61) above, SCRAPMY,C,a is defined by the following equation: 
 

 𝐺𝐺𝐶𝐶𝐿𝐿𝐴𝐴𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤 =
𝑒𝑒∑ �𝛽𝛽𝐶𝐶,𝑖𝑖×𝑀𝑀𝑀𝑀𝑀𝑀,𝐶𝐶,𝑎𝑎,𝑖𝑖�𝑖𝑖𝑖𝑖𝑖𝑖𝐺𝐺

1 + 𝑒𝑒∑ �𝛽𝛽𝐶𝐶,𝑖𝑖×𝑀𝑀𝑀𝑀𝑀𝑀,𝐶𝐶,𝑎𝑎,𝑖𝑖�𝑖𝑖𝑖𝑖𝑖𝑖𝐺𝐺
 (62) 

 
Where: 
 

MY : the production year for which to estimate the probability of scrappage, 
C : the category of vehicles for which to estimate the probability of scrappage, 
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IV : the set of independent variables for which coefficients are defined as 
inputs for the scrappage model in the parameters input file, 

BC,i : a vector of coefficient values for a given vehicle category C and 
independent variable i, as defined in the parameters input file, 

XMY,C,a,i : vector of independent variable values for a given vintage MY, category C, 
age a, and independent variable i, as defined in the inputs, or calculated 
within the model simulation, and 

SCRAPMY,C,a : the resultant probability that each vehicle model of a vintage MY, 
belonging to a specific category C, will be scrapped by a given age a. 

 
If, however, (a >= DecayStartsC), then the share of each vehicle model of vintage MY and category 
C remaining at age, a, is defined by the following: 
 

 𝐺𝐺𝑆𝑆𝐿𝐿𝐺𝐺𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤 = 𝑒𝑒�𝑅𝑅𝑤𝑤𝐶𝐶𝑅𝑅𝑀𝑀𝑀𝑀,𝐶𝐶×𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶,𝑎𝑎� × �𝑁𝑁𝐶𝐶,𝑀𝑀𝑀𝑀,𝑤𝑤−1
𝐶𝐶𝑖𝑖𝐶𝐶

 (63) 

 
As in Equation (61), Ni,MY,a-1 is the number of vehicles of category C, produced during model year 
MY that remain in use for the previous age, a-1. 
 
T is the period since the decay function has been applied, and can be defined by the following 
equation: 
 
 𝑇𝑇 = (𝑒𝑒 − 𝐷𝐷𝑒𝑒𝐹𝐹𝑒𝑒𝐵𝐵𝐺𝐺𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐶𝐶 + 1) (64) 

 
And finally, RateMY,C is the rate of population decline necessary to ensure that the fleet surviving 
at the final age 40 equals the category-specific final survival share specified as an input to the 
scrappage model, and is defined by the equation below: 
 

 𝐿𝐿𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤 =
ln � (𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝐺𝐺𝐶𝐶𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝑒𝑒𝐶𝐶)

𝐹𝐹𝐹𝐹𝑚𝑚𝐶𝐶𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝐹𝐹𝑀𝑀𝑀𝑀𝑀𝑀,𝐶𝐶,𝑤𝑤=𝐷𝐷𝑅𝑅𝐷𝐷𝑤𝑤𝐶𝐶𝑆𝑆𝐶𝐶𝑤𝑤𝐹𝐹𝐶𝐶𝐵𝐵𝐶𝐶
�

40 − 𝐷𝐷𝑒𝑒𝐹𝐹𝑒𝑒𝐵𝐵𝐺𝐺𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝑒𝑒𝐶𝐶
 (65) 

 
Where:  
 

FinalSurvivalC : the final share of the fleet of category C, observed to remain in the 
historical data at the last age tracked in the scrappage model (age 40); 
this is an input in the parameters file, 

DecayStartsC : the age at which the decay function is set to begin for a vehicle of 
category C (this is an input defined in the parameters file), and 

PopulationMY,C,a=DecayStartsC : the number of vehicles of a vintage MY and category C 
remaining at the age when the decay function is set to begin for a vehicle 
of that category. 

 
The inputs to the scrappage model are further described in Section A.3.7 of Appendix A. This 
includes a description of the independent variable set used in the Dynamic Scrappage Model, the 
final survival share, and the age at which the decay function begins. 
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S1.2 Static Scrappage Model 
 
The static survival rates are explicitly defined by vehicle age, and for each vehicle category defined 
in Table 19 above, in the parameters input file as described in Section A.3.2 of Appendix A. These 
values are assumed to be constant for all vintages. Thus, when using static survival rates during 
analysis, Equation (57) above may simplifies as follows:  
 
 𝑁𝑁𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = 𝐺𝐺𝑆𝑆𝐿𝐿𝐺𝐺𝐶𝐶,𝑤𝑤 × 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀 (66) 

 
These rates are based on analysis of registration data used to support the 2017-2021 final standards 
and the 2022-2025 augural standards. That analysis shows the maximum ages of passenger 
automobiles and light and medium duty trucks are estimated to be 30 years and 37 years, 
respectively.57 
 
  

                                                 
57 These are defined as the ages when the number of vehicles of a model year that remain in service has declined to 
fewer than 2% of those originally produced. 
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Section 2 Vehicle Use and Total Lifetime Mileage 
 
The CAFE Model employs the widely-documented relationship between vehicle age and declining 
average vehicle use to estimate the number of miles that individual vehicle models are driven 
annually and in total over their expected lifetimes. Separate schedules of average annual miles 
driven, by vehicle age, were developed for cars, vans and SUVs, pickups, and medium duty trucks 
(class 2b and 3), as discussed in Section A.3.2 of Appendix A. As with the survival rates described 
in the preceding section, the categories used to specify the mileage schedules are based on a 
combination of vehicle style (applicable to light duty vehicles) and regulatory class (for medium 
duty vehicles). 
 
Two adjustments are applied to these mileage schedules to forecast the average number of miles 
that vehicles produced during future model years will be driven each year over their expected 
lifetimes. First, the estimates of annual miles driven by cars and trucks are adjusted to reflect 
assumed future growth in average vehicle use.58 Second, the estimates of average annual miles 
driven by each vehicle at each age are further adjusted by applying the estimated elasticity of 
vehicle use with respect to fuel cost per mile to the difference in inflation-adjusted fuel price per 
gallon between the base calendar year, when the VMT survey was taken, and each subsequent 
calendar year. This adjustment employs a combination of actual historic fuel prices for the calendar 
years prior to start of the modeling analysis, forecasts for calendar years as reported in the U.S. 
Energy Information Administration’s Annual Energy Outlook (AEO), and extrapolations of 
gasoline prices beyond the last year provided by AEO. The elasticity (or a fuel economy rebound 
effect) as well as the VMT growth assumptions are provided as inputs to the model and are further 
described in Section A.3.1 of Appendix A. 
 
The average number of miles driven by a vehicle model when operating on each individual fuel 
type produced in a specific model year that survives during each calendar year is defined by the 
following: 
 

 𝑀𝑀𝐶𝐶𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐺𝐺𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐺𝐺𝑀𝑀𝑇𝑇𝐶𝐶,𝑤𝑤 × (1 + 𝐹𝐹)𝐶𝐶𝑀𝑀−𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀 × �1 + 𝜀𝜀 × �
𝐶𝐶𝐹𝐹𝑀𝑀𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀

𝐶𝐶𝐹𝐹𝑀𝑀𝑤𝑤,𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀
− 1�� (67) 

 
Where: 
 

MY : the production year of the vehicle for which to calculate the miles driven, 
CY : the calendar year during which to calculate the vehicle’s miles driven, 
FT : the fuel type that the vehicle produced in model year MY operates on (refer 

to Table 1 above for fuel types supported by the model), 
FSMY,FT : the percent share of miles driven by the vehicle, produced in model year 

MY, when operating on fuel type FT, 
VMTC,a : the average annual miles that vehicles belonging to a specific category C 

drive at a given age a, 
                                                 
58 The user defines a secular increase in the average number of miles cars and trucks are driven each year, 
independent of fuel prices or other conditions that may influence travel behavior. This value is nominally set to zero, 
but may be modified by the user. 
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BaseCY : the base calendar year for VMT usage data corresponding to the year when 
the VMT survey was taken, 

r : the rate of growth in VMT beginning in the base year BaseCY, 
ε : the elasticity of annual vehicle use with respect to fuel cost per mile, 
CPMMY,CY : the fuel cost per mile attributed to the vehicle produced in model year MY 

during calendar year CY, 
CPMa,BaseCY : the average fuel cost per mile of all historic vehicles that were age a during 

the base calendar year BaseCY, and 
MIMY,CY,FT : the resultant number of miles driven in a year by the vehicle produced in 

model year MY, during calendar year CY, when operating on fuel type FT. 
 
The value of fuel cost per mile attributed to each vehicle model depends on both the price per 
gallon of fuel (or gasoline gallon equivalent, GGE, in the case of electricity, hydrogen, and CNG) 
during calendar year CY as well as the actual fuel economy that the vehicle produced in model 
year MY achieves in on-road driving. For most vehicles that operate exclusively on a single fuel 
type (typically, gasoline or diesel) the cost per mile is calculated from just that one fuel component. 
However, for dual fuel vehicles (such as PHEVs and FFVs), the cost per mile is a weighted sum 
of individual fuel components on which the vehicle operates. The cost per mile for each vehicle 
model is then defined by the following equation: 
 

 𝐶𝐶𝐹𝐹𝑀𝑀𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = ��𝐹𝐹𝐺𝐺𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 ×
𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹,𝐶𝐶𝑀𝑀

𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 × (1 − 𝐺𝐺𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹)�
𝐹𝐹𝐹𝐹

 (68) 

 
Where: 
 

MY : the production year of the vehicle for which to calculate the cost per mile, 
CY : the calendar year during which to calculate the vehicle’s cost per mile, 
FT : the fuel type that the vehicle produced in model year MY operates on, 
FSMY,FT : the percent share of miles driven by the vehicle, produced in model year MY, 

when operating on fuel type FT, 
FEMY,FT : the fuel economy rating of the vehicle, produced in model year MY, when 

operating on fuel type FT, 
GAPFT : the relative difference between on-road and laboratory fuel economy for a 

specific fuel type, 
PriceFT,CY : the inflation-adjusted price per gallon (or GGE) of the specific fuel type in 

calendar year CY, and 
CPMMY,CY : the calculated fuel cost per mile attributed to the vehicle produced in model 

year MY, during calendar year CY. 
 
Each vehicle’s fuel economy rating is assumed to be determined during the model year when it is 
produced, and to remain fixed throughout its lifetime. However, its actual on-road fuel economy 
is assumed to fall short of that rating by the on-road fuel economy “gap” (a model input specified 
in the parameters input file). 
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Similar to the cost per mile equation for the vehicle produced during model year MY, the value of 
fuel cost per mile averaged across all historic vehicles that were age a during the calendar year 
BaseCY when the VMT survey was taken is represented by the following equation: 
 

 𝐶𝐶𝐹𝐹𝑀𝑀𝑤𝑤,𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀 = ��𝐹𝐹𝐺𝐺𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀−𝑤𝑤,𝐹𝐹𝐹𝐹 ×
𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹,𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀

𝐹𝐹𝐹𝐹𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀−𝑤𝑤,𝐹𝐹𝐹𝐹 × (1 − 𝐺𝐺𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹)�
𝐹𝐹𝐹𝐹

 (69) 

 
Where: 
 

BaseCY : the base calendar year for VMT usage data corresponding to the year when 
the VMT survey was taken, 

BaseCY – a : the model year during which the historic vehicles were produced when they 
were age a in the base calendar year BaseCY, 

FT : the fuel type that historic vehicles operated on (in aggregate) in model year 
BaseCY – a, 

FSBaseCY-a,FT : the percentage share of total miles that all historic vehicles traveled in 
model year BaseCY – a when operating on fuel type FT, 

FEBaseCY-a,FT : the sales-weighted average fuel economy rating that all historic vehicles 
achieved in model year BaseCY – a when operating on fuel type FT, 

GAPFT : the relative difference between on-road and laboratory fuel economy for a 
specific fuel type, 

PriceFT,CY : the inflation-adjusted price per gallon (or GGE) of the specific fuel type in 
calendar year BaseCY, and 

CPMa,BaseCY : the calculated average fuel cost per mile of all historic vehicles that were 
age a during the base calendar year BaseCY. 

 
Since the mileage accumulation schedule used in Equation (67) is based on the VMT survey that 
was conducted during the calendar year BaseCY, the elasticity of annual vehicle use correlates the 
cost per mile of a new vehicle model of age a during each calendar year CY to the cost per mile of 
a typical historic vehicle that was of the same age during the base calendar year BaseCY. The CPM 
of a historic vehicle is hence calculated using the fuel prices of the base VMT calendar year, while 
the CPM of a new vehicle model is obtained using the fuel price forecasts in the calendar years 
corresponding to the vehicle’s model year and age. This relationship between the new and existing 
vehicles reflects the fuel economy rebound effect, which occurs because buyers of new vehicles 
respond to the reduction in their operating costs – resulting from higher fuel economy of new 
vehicles – by driving slightly more during a particular calendar year. 
 
Equation (67) specifies the average number of miles driven by a single surviving vehicle model 
produced in model year MY during calendar year CY, when operating on fuel type FT. The total 
number of miles driven by all vehicles of that model is calculated by multiplying the average 
annual miles driven by the number of vehicles produced in model year MY that remain in service 
during calendar year CY. Thus, the total miles driven on each fuel type by all surviving vehicles 
that were originally produced during a specific model year is calculated as: 
 
 𝑀𝑀𝐶𝐶𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

′ = 𝑁𝑁𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 × 𝑀𝑀𝐶𝐶𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 (70) 
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Where: 
 

MY : the production year of the vehicle for which to calculate the miles driven, 
CY : the calendar year during which to calculate the vehicle’s miles driven, 
FT : the fuel type that the vehicle produced in model year MY operates on, 
NMY,CY : the number of vehicles produced during model year MY that remain in use 

during a future calendar year CY as defined in Equation (57) above, 
MIMY,CY,FT : the number of miles driven in a year by a single vehicle model produced in 

model year MY, during calendar year CY, when operating on fuel type FT, 
as defined in Equation (67) above, and 

MI'MY,CY,FT : the resultant number of miles driven in a year by all surviving vehicles, of a 
specific vehicle model, produced in model year MY, during calendar year 
CY, when operating on fuel type FT. 

 
Although the modeling system calculates the number of miles driven for each individual vehicle 
model, it aggregates these results across all vehicle models for reporting purposes. The total miles 
driven on each type of fuel by all vehicle models produced in a specific model year during each 
calendar year is calculated by summing the mileage calculated for each individual vehicle model 
as shown in the following equation: 
 

 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝑀𝑀𝐶𝐶𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
′

𝐶𝐶∈𝑽𝑽

 (71) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate the miles driven, 
CY : the calendar year during which to calculate the miles driven by all vehicle 

models, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
MI'i,MY,CY,FT : the number of miles driven in a year by all surviving vehicles, of vehicle 

model i, produced in model year MY, during calendar year CY, when 
operating on fuel type FT, as defined in Equation (70) above, and 

MilesMY,CY,FT : the resultant number of miles driven in a year by all surviving vehicles 
(for all vehicle models) produced in model year MY, during calendar year 
CY, when operating on a specific fuel type FT. 

 
From here, the total number of miles driven on each type of fuel by all surviving vehicle models 
produced in model year MY over their expected lifetimes is calculated by summing the number of 
miles across the individual calendar years as follows: 
 

 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (72) 
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Section 3 Fuel Consumption 
 
Fuel consumption by vehicles of each model and vintage during a future year depends on the total 
mileage that the surviving vehicles are driven during that year, as well as on the fuel efficiency 
they obtain in actual driving. The fuel economy levels that new vehicles achieve in real-world 
driving falls significantly short of the rated fuel economy levels that are used to assess 
manufacturers’ compliance with CAFE or CO2 standards. 
 
The number of gallons of each type of fuel (or GGE for electricity, hydrogen, and CNG) consumed 
by a vehicle produced in a specific model year that survives during each calendar year is calculated 
as shown in the following equation: 
 

 𝐺𝐺𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 =
𝑀𝑀𝐶𝐶𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

(1 − 𝐺𝐺𝐴𝐴𝐹𝐹𝐹𝐹𝐹𝐹) × 𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
 (73) 

 
Where: 
 

MY : the production year of the vehicle for which to calculate the number of 
gallons (or GGE) of fuel consumed, 

CY : the calendar year during which to calculate the number of gallons (or GGE) 
of fuel consumed by the vehicle, 

FT : the fuel type that the vehicle produced in model year MY operates on, 
FEMY,FT : the fuel economy rating of the vehicle, produced in model year MY, when 

operating on fuel type FT, 
GAPFT : the relative difference between on-road and laboratory fuel economy for a 

specific fuel type, 
MIMY,CY,FT : the average number of miles driven in a year by a vehicle produced in model 

year MY, during calendar year CY, when operating on fuel type FT, as 
defined in Equation (67) above, and 

GMY,CY,FT : the resultant number of gallons (or GGE) of fuel consumed in a year by the 
vehicle produced in model year MY, during calendar year CY, when 
operating on fuel type FT. 

 
Similar to the mileage accumulation equations discussed in the previous section, the fuel 
consumption equation above estimates the number of gallons consumed by a single surviving 
vehicle model produced in model year MY during calendar year CY. The total number of gallons 
(or GGE) consumed by all surviving vehicles of that model is defined as follows: 
 
 𝐺𝐺𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

′ = 𝑁𝑁𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 × 𝐺𝐺𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 (74) 
 
Where: 
 

MY : the production year of the vehicle for which to calculate the number of 
gallons (or GGE) of fuel consumed, 

CY : the calendar year during which to calculate the number of gallons (or GGE) 
of fuel consumed by the vehicle, 
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FT : the fuel type that the vehicle produced in model year MY operates on, 
NMY,CY : the number of vehicles produced during model year MY that remain in use 

during a future calendar year CY as defined in Equation (57) above, 
GMY,CY,FT : the amount of gallons of fuel consumed in a year by a single vehicle model 

produced in model year MY, during calendar year CY as defined in Equation 
(73) above, and 

G'MY,CY,FT : the resultant amount of gallons (or GGE) of fuel consumed in a year by all 
surviving vehicles, of a specific vehicle model, produced in model year MY, 
during calendar year CY, when operating on fuel type FT. 

 
Although the modeling system calculates fuel consumption for each individual vehicle model, it 
aggregates these results across all vehicle models for reporting purposes. The total consumption 
of each type of fuel by all vehicle models produced in a specific model year during each calendar 
year is calculated by summing the fuel consumptions of each individual vehicle model as shown 
in the following equation: 
 

 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
′

𝐶𝐶∈𝑽𝑽

 (75) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate the number of 

gallons (or GGE) of fuel consumed, 
CY : the calendar year during which to calculate the number of gallons (or 

GGE) of fuel consumed by all vehicle models, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
G'i,MY,CY,FT : the amount of gallons (or GGE) of fuel consumed in a year by all 

surviving vehicles, of vehicle model i, produced in model year MY, 
during calendar year CY, when operating on a specific fuel type FT as 
defined in Equation (74) above, and 

GallonsMY,CY,FT : the resultant amount of gallons (or GGE) of fuel consumed in a year by 
all surviving vehicles (for all vehicle models) produced in model year 
MY, during calendar year CY, when operating on fuel type FT. 

 
From here, the total consumption of each type of fuel by all surviving vehicle models produced in 
model year MY over their expected lifetimes is calculated by summing the amount of gallons 
consumed across the individual calendar years as follows: 
 

 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (76) 

 
The total annual consumption of each fuel by all vehicle models will differ depending on the 
standard that prevailed during the model year when they were originally produced. This is reflected 
in the outputs produced by the model, when comparing the differences of total gallons of fuel 
consumed between various regulatory scenarios. 
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In addition to calculating fuel consumption in terms of amount of gallons (or GGE) consumed for 
each fuel type, the modeling system also calculates corresponding energy consumption in 
quadrillion British thermal units (or Quads) attributable to each fuel type analyzed within the 
model, reporting these quantities on a total and incremental basis. For non-liquid fuel types 
(electricity, hydrogen, and CNG), the CAFE model also estimates energy consumption in native 
units of that fuel type (kilowatt-hours, or kWh, for electricity and standard cubic feet, or scf, for 
hydrogen and CNG).59 
 
For liquid fuel types (gasoline, e85, and diesel), the conversion of energy consumption to 
quadrillion BTUs is calculated within the model by simply multiplying the amount of gallons of 
the specific fuel consumed by the energy density of that fuel type and scaling the result from BTUs 
to Quads. The system computes amount of Quads consumed by each individual vehicle model as 
well as overall consumption across all surviving vehicle models, for any given calendar year and/or 
model year. Thus, the equation for calculating Quads takes general form as shown: 
 

 𝑄𝑄𝐶𝐶𝑒𝑒𝐶𝐶𝑒𝑒𝐹𝐹𝐹𝐹 =
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐷𝐷𝐹𝐹𝐹𝐹

1𝑒𝑒15
 (77) 

 
Where: 
 

FT : the fuel type that one or more vehicles produced in a specific model year 
operate on, 

GallonsFT : the amount of gallons of fuel type FT consumed by one or more vehicle 
models, 

EDFT : the energy density of fuel type FT, and 
QuadsFT : the energy consumption expressed as quadrillion BTUs for fuel type FT. 

 
For electricity, hydrogen, and CNG fuel types, since their consumption is measured in gasoline 
gallon equivalents, the conversion to Quads is calculated by multiplying the amount of GGE by 
the energy density of gasoline. Equation (77) above then becomes: 
 

 𝑄𝑄𝐶𝐶𝑒𝑒𝐶𝐶𝑒𝑒𝐹𝐹𝐹𝐹 =
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐷𝐷𝐺𝐺𝑤𝑤𝐵𝐵𝐹𝐹𝑇𝑇𝐶𝐶𝐹𝐹𝑅𝑅

1𝑒𝑒15
 (78) 

 
Where: 
 

FT : the fuel type that one or more vehicles produced in a specific model year 
operate on, 

GallonsFT : the amount of gallons of fuel type FT consumed by one or more vehicle 
models, 

EDGasoline : the energy density of gasoline, and 
QuadsFT : the energy consumption expressed as quadrillion BTUs for fuel type FT. 

 

                                                 
59 When reporting amounts of fuel and energy consumption, the system converts all units into thousands. Thus, 
liquid fuel consumed is reported in thousands of gallons, electricity in mW-h, and hydrogen and CNG in Mcf. 
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Additionally for electricity, hydrogen, and CNG, the conversion from GGE to native units (kWh 
or scf) is calculated by multiplying the amount of gallons consumed by the ratio of the energy 
density of gasoline to the energy density of a specific fuel type. As with the calculation of energy 
use in Quads, the system computes consumption of kilowatt-hours and standard cubic feet for each 
individual vehicle model and total consumption for all surviving vehicle models. Hence, for 
electricity, the equation is defined as: 
 

 𝐾𝐾𝑇𝑇𝐻𝐻 = 𝐺𝐺𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝐹𝐹𝐹𝐹 ×
𝐹𝐹𝐷𝐷𝐺𝐺𝑤𝑤𝐵𝐵𝐹𝐹𝑇𝑇𝐶𝐶𝐹𝐹𝑅𝑅
𝐹𝐹𝐷𝐷𝐹𝐹𝐹𝐹

 (79) 

 
While for hydrogen and CNG, the equation is as follows: 
 

 𝐺𝐺𝐶𝐶𝐹𝐹 = 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝐹𝐹𝐹𝐹 ×
𝐹𝐹𝐷𝐷𝐺𝐺𝑤𝑤𝐵𝐵𝐹𝐹𝑇𝑇𝐶𝐶𝐹𝐹𝑅𝑅
𝐹𝐹𝐷𝐷𝐹𝐹𝐹𝐹

 (80) 

 
Where: 
 

GallonsFT : the amount of gasoline gallon equivalents of Electricity, Hydrogen, or CNG 
fuel types (denoted by the FT subscript) consumed by one or more vehicle 
models, 

EDGasoline : the energy density of gasoline fuel, 
EDFT : the energy density of Electricity, Hydrogen, or CNG fuel types, 
KWH : the amount of kilowatt-hours of Electricity fuel type consumed by one or 

more vehicle models (Equation (79)), and 
SCF : the amount of standard cubic feet of Hydrogen or CNG fuel types consumed 

by one or more vehicle models (Equation (80)). 
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Section 4 Greenhouse Gas Emissions 
 
Fuel consumption changes attributed to imposing new standards result in the associated changes 
in emissions of carbon dioxide (CO2), the primary greenhouse gas emitted during the refining, 
distribution, and combustion of transportation fuels. Lowering overall fuel consumption reduces 
total carbon dioxide emissions directly, while increasing the amount of fuel consumed naturally 
leads to increases in quantity of carbon dioxide emitted into the atmosphere. This occurs given that 
the largest source of these emissions from transportation activity is fuel used by the internal 
combustion engines. 
 
The CAFE Model calculates CO2 emissions from vehicle operation (also referred to as “tailpipe” 
or “downstream” emissions) by multiplying the number of gallons of a specific fuel consumed by 
the carbon content per gallon of that fuel type, and then applying the ratio of carbon dioxide 
emissions generated per unit of carbon consumed during the combustion process.60 Hence, the 
total emissions of carbon dioxide resulting from fuel consumption by all surviving vehicle models 
produced in a specific model year during each calendar year, attributed to vehicle operation on 
each fuel type, are calculated as: 
 

 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐷𝐷𝑆𝑆 =

𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝑀𝑀𝐷𝐷𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹 × �44
12� �

1𝑒𝑒6
 (81) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate downstream 
carbon dioxide emissions, 

CY : the calendar year during which to calculate the amount of carbon 
dioxide emitted by all vehicle models during operation, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
GallonsMY,CY,FT : the amount of gallons of fuel consumed in a year by all surviving 

vehicle models produced in model year MY during calendar year CY, 
when operating on fuel type FT, 

MDFT : the mass density of a fuel type FT (an input parameter specified in 
grams per unit of fuel type, which is either gallons, kWh, or scf), 

CCFT : the fraction of each fuel type’s mass that represents carbon, 
(44/12) : the ratio of the molecular weight of carbon dioxide to that of elemental 

carbon61, 
1e6 : the conversion factor from grams to metric tons, and 

                                                 
60 The carbon content for each type of fuel is specified as an input to the model in the parameters input file (further 
discussed in Section A.3.11 of Appendix A). Although the model does not explicitly account for incomplete 
conversion of carbon to carbon dioxide, input values specifying carbon content can be adjusted accordingly (i.e., 
reduced to 99-99.5% of actual carbon content). Since electricity and hydrogen fuel types do not cause CO2 
emissions to be emitted during vehicle operation, the carbon content for these fuel types should be set to zero in the 
input file. 
61 This ratio measures the mass of carbon dioxide that is produced by complete combustion of mass of carbon 
contained in each gallon of fuel. 



DRAFT – July 2018 

101 

CO2DS
MY,CY,FT : the total downstream emissions of carbon dioxide (denominated in 

metric tons) resulting from fuel consumption by all surviving vehicle 
models produced in model year MY, during calendar year CY, when 
operating on fuel type FT. 

 
Vehicles operating on electricity or hydrogen are assumed to generate no CO2 emissions during 
vehicle use. For vehicles operating on CNG, since mass density is specified in grams per scf, the 
generated CO2 emissions are calculated using amount of scf of CNG instead of amount of gallons 
consumed by all vehicle models. Thus, Equation (81) above becomes: 
 

 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐶𝐶𝑁𝑁𝐺𝐺
𝐷𝐷𝑆𝑆 =

𝐺𝐺𝐶𝐶𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐶𝐶𝑁𝑁𝐺𝐺 × 𝑀𝑀𝐷𝐷𝐶𝐶𝑁𝑁𝐺𝐺 × 𝐶𝐶𝐶𝐶𝑁𝑁𝐺𝐺 × �44
12� �

1𝑒𝑒6
 (82) 

 
As with the model’s calculations of miles driven and fuel consumption, estimates of annual CO2 
emissions from fuel use are summed over the calendar years that vehicles produced during each 
model year are projected to remain in use to obtain estimates of lifetime emissions. Specifically, 
lifetime CO2 emissions from fuel consumption by vehicle models produced during model year MY 
when operating on fuel type FT is defined by the following: 
 

 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
𝐷𝐷𝑆𝑆 = �𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

𝐷𝐷𝑆𝑆

𝐶𝐶𝑀𝑀

 (83) 

 
The total volume of fuel consumed also affects carbon dioxide emissions from refining and 
distributing liquid fuels (gasoline, diesel, and e85). Carbon dioxide emissions occur during the 
production of petroleum-based fuels as a result of energy use for petroleum extraction, 
transportation, storage, and refining, as well as during storage and distribution of refined fuel. 
Producing the chemical feedstocks or agricultural products from which non-petroleum fuels such 
as ethanol are derived also entails energy use and generates CO2 emissions, as does refining, 
storing, and distributing those fuels. Generating electricity for use by PHEVs and BEVs, or 
hydrogen for use by FCVs, using fossil energy sources such as coal or natural gas also produces 
CO2 emissions. Additionally, extracting natural gas from wells, as well as production (consisting 
of compression, cooling, and dehydration) and storage of CNG, also produces CO2 emissions. 
 
The CAFE Model calculates the amount of carbon dioxide emitted at each stage of fuel production 
and distribution (which are also referred to as “upstream” emissions) using aggregate estimates of 
emissions from all stages of these processes per unit of fuel energy supplied. These estimates are 
first converted to grams per quadrillion BTUs, then multiplied by the amount of Quads of each 
fuel type consumed to estimate total carbon dioxide emissions from production and distribution of 
various fuel types. Hence, the total CO2 emissions resulting from producing and distributing of 
fuel consumed by all surviving vehicles of a specific model year for each calendar year and fuel 
type is given by: 
 

 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝑈𝑈𝑆𝑆 =

𝑄𝑄𝐶𝐶𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶2𝐹𝐹𝐹𝐹 × 1𝑒𝑒9
1𝑒𝑒6

 (84) 
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Where: 
 

MY : the production year of all vehicles for which to calculate upstream carbon 
dioxide emissions, 

CY : the calendar year during which to calculate carbon dioxide upstream 
emissions attributed to the fuel consumption of vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
QuadsMY,CT,FT : the amount of quadrillion BTUs of energy consumed in a year by all 

surviving vehicle models produced in model year MY, during calendar 
year CY, when operating on fuel type FT, 

CO2FT : overall emissions of carbon dioxide from all stages of feedstock 
production and distribution of fuel type FT (an input parameter specified 
in grams per million-Btu; the input value is multiplied by 1e9 in order to 
convert it into grams per Quad), 

1e6 : the conversion factor from grams to metric tons, and 
CO2US

MY,CY,FT : the total upstream emissions of carbon dioxide (denominated in metric 
tons) resulting from production and distribution of each fuel type FT used 
by all surviving vehicle models produced in model year MY, during 
calendar year CY. 

 
Annual CO2 emissions generated by production and distribution of each fuel type FT are then 
summed over the lifetimes of all vehicle models produced during each model year MY as such: 
 

 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
𝑈𝑈𝑆𝑆 = �𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

𝑈𝑈𝑆𝑆

𝐶𝐶𝑀𝑀

 (85) 

 
Finally, downstream CO2 emissions from fuel consumption are combined with upstream emissions 
generated during the fuel supply process to yield total CO2 emissions from fuel production and 
consumption by vehicles produced in a specific model year, during each calendar year, as well as 
summed over their expected lifetimes. For each fuel type the surviving vehicle models operate on, 
the calculation for total CO2 emissions can be generalized as: 
 
 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹

𝐷𝐷𝑆𝑆 + 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
𝑈𝑈𝑆𝑆  (86) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate total carbon 
dioxide emissions, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
CO2DS

MY,FT : the downstream emissions of carbon dioxide for model year MY and fuel 
type FT as calculated by either of Equations (81), (82), or (83), 

CO2US
MY,FT : the upstream emissions of carbon dioxide for model year MY and fuel type 

FT as calculated by either of Equations (84) or (85), and 
CO2MY,FT : the total emissions of carbon dioxide (denominated in metric tons) resulting 

from production and consumption of fuel type FT used by all surviving 
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vehicle models produced in a model year MY, during each calendar year or 
over the entire vehicle lifetimes. 
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Section 5 Air Pollutant Emissions 
 
Imposing new standards can result in higher or lower emissions of criteria air pollutants, by-
products of fuel combustion that are also emitted during the production and distribution of fuel. 
Criteria pollutants that are emitted in significant quantities by motor vehicles include carbon 
monoxide, various hydrocarbon compounds, nitrogen oxides, sulfur dioxide, and fine particulate 
matter. 
 
As discussed in the sections above, changes in vehicle fuel economies and fuel prices may lead to 
associated changes in the total number of miles driven and the total amount of fuel consumed 
during each calendar year. Typically, reduction in the cost per mile of travel will lead to additional 
vehicle miles driven (as a consequence of the rebound effect) while also decreasing the overall 
fuel consumption. In contrast, increasing the cost per single mile driven will generally produce the 
opposite effect. The amount of emissions of most criteria pollutants produced during vehicle 
operation (or, “tailpipe” or “downstream” emissions) directly correlates to the number of miles 
driven by vehicle models, since federal standards regulate permissible emissions of these 
pollutants on a per-mile basis. Additionally, similar to carbon dioxide emissions, the overall 
volume of fuel consumed by vehicle models influences the total emissions of criteria pollutants 
resulting from production and distribution of a given fuel. Thus, increases in vehicle fuel 
economies as a result of imposing more stringent standards is likely to result in higher downstream 
and lower upstream emissions, while deregulation leading to less stringent standards may produce 
lower downstream and higher upstream emissions. 
 
The CAFE Model calculates emissions of criteria pollutants resulting from vehicle operation by 
multiplying the number of miles driven by vehicles of a model year during each calendar year they 
remain in service by per-mile emission rates for each pollutant, which are listed in the parameters 
input file by model year and vehicle age. These emission rates differ among the various classes of 
vehicles (as defined by Table 5 in Section S2.2 above) when operating on specific fuel types. The 
modeling system accepts emission rate tables defined for gasoline and diesel fuel types, where the 
gasoline rates are also used for vehicles operating on E85.62 Additionally, vehicles operating on 
electricity (PHEVs and BEVs), hydrogen (FCV), and CNG are assumed to generate no emissions 
of criteria air pollutants during vehicle use. 
 
Total emissions of any given criteria air pollutant from the use of all surviving vehicle models 
produced in a specific model year during each calendar year, attributed to vehicle operation on 
each fuel type, is defined as follows: 
 

 𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐷𝐷𝑆𝑆 =

∑ 𝑀𝑀𝐶𝐶𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
′ × 𝐹𝐹𝐶𝐶,𝑀𝑀𝑀𝑀,𝑤𝑤,𝐹𝐹𝐹𝐹𝐶𝐶∈𝑽𝑽

1𝑒𝑒6
 (87) 

 
 

                                                 
62 Given that no reliable sources of information for criteria emissions resulting from vehicle operation are available 
for E85 fuel, and since overall utilization of E85 by all vehicle models is insignificant when compared to overall 
vehicle fuel consumption, the modeling system assumes a simplification that emissions generated from vehicle 
operation on E85 fuel are equivalent to that of gasoline. 
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Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate downstream 

emissions of a given pollutant, 
CY : the calendar year during which to calculate the amount of a given pollutant 

emitted by all vehicle models during operation, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
a : the age of the vehicle produced in model year MY during calendar year CY 

(as defined by Equation (58) above), 
MI'i,MY,CY,FT : the number of miles driven in a year by all surviving vehicles of model i 

produced in model year MY, during calendar year CY, when operating on 
fuel type FT, 

Ei,MY,a,FT : the per-mile rate at which vehicles of model i and model year MY emit a 
given pollutant at age a, when operating on a specific fuel type FT, 

1e6 : the conversion factor from grams to metric tons, and 
EDS

MY,CY,FT : the total downstream emissions of a specific pollutant (denominated in 
metric tons) resulting from fuel consumption by all surviving vehicle 
models produced in model year MY, during calendar year CY, when 
operating on fuel type FT. 

 
As with CO2 emissions, annual emissions of each criteria air pollutant are summed over the 
calendar years that vehicle models originally produced during each model year are expected to be 
in service, in order to produce estimates of their total lifetime emissions. Thus, lifetime emissions 
of each air pollutant for each fuel type is defined as: 
 

 𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
𝐷𝐷𝑆𝑆 = �𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

𝐷𝐷𝑆𝑆

𝐶𝐶𝑀𝑀

 (88) 

 
Emissions of criteria air pollutants that occur during production and distribution of various fuel 
types are estimated using the same methodology employed for calculating carbon dioxide 
emissions, as discussed in the previous section and defined by equation (84) above. The modeling 
system uses aggregate estimates of emissions of criteria air pollutants from all stages of fuel 
production and distribution, which are specified in the parameters input file and are weighted by 
the user-defined fuel import assumptions. Thus, the total emissions of any given criteria air 
pollutant from producing and distributing of fuel consumed by all surviving vehicle models of a 
specific model year for each calendar year and fuel type is given by: 
 

 𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝑈𝑈𝑆𝑆 =

𝑄𝑄𝐶𝐶𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐹𝐹𝐹𝐹 × 1𝑒𝑒9
1𝑒𝑒6

 (89) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate upstream 
emissions of a given pollutant, 
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CY : the calendar year during which to calculate upstream emissions of a given 
pollutant attributed to the fuel consumption of vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
QuadsMY,CT,FT : the amount of quadrillion BTUs of energy consumed in a year by all 

surviving vehicle models produced in model year MY, during calendar 
year CY, when operating on fuel type FT, 

EFT : overall emissions of a given pollutant from all stages of feedstock 
production and distribution of fuel type FT (an input parameter specified 
in grams per million-Btu; the input value is multiplied by 1e9 in order to 
convert it into grams per Quad), 

1e6 : the conversion factor from grams to metric tons, and 
EUS

MY,CY,FT : the total upstream emissions of a specific pollutant (denominated in 
metric tons) resulting from production and distribution of each fuel type 
FT used by all surviving vehicle models produced in model year MY, 
during calendar year CY. 

 
Emissions of each criteria pollutant attributable to producing and distributing each fuel type FT 
consumed over the lifetimes of all vehicle models produced during model year MY are then 
summed as: 
 

 𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
𝑈𝑈𝑆𝑆 = �𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

𝑈𝑈𝑆𝑆

𝐶𝐶𝑀𝑀

 (90) 

 
Finally, total emissions of each criteria pollutant over the lifetimes of all vehicles of model year 
MY are the sum of downstream emissions that occur as a result of their lifetime use, and upstream 
emissions from producing and distributing the fuel they consume during each calendar year or 
over their lifetimes. As with the calculation of total carbon dioxide emissions, the equation for 
total criteria pollutants attributed to all surviving vehicle models when operating on a given fuel 
type, is a specific model year, is generalized as follows: 
 
 𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹

𝐷𝐷𝑆𝑆 + 𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹
𝑈𝑈𝑆𝑆  (91) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate total emissions of a 
given pollutant, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
EDS

MY,FT : the downstream emissions of a given criteria pollutant for model year MY and 
fuel type FT as calculated by either of Equations (87) or (88), 

EUS
MY,FT : the upstream emissions of a given criteria pollutant for model year MY and fuel 

type FT as calculated by either of Equations (89) or (90), and 
EMY,FT : the total emissions of a given criteria pollutant (denominated in metric tons) 

resulting from production and consumption of fuel type FT used by all 
surviving vehicle models produced in model year MY, during each calendar 
year or over the entire vehicle lifetimes. 
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Section 6 Vehicle Safety Effects 
 
As discussed in Section 2 above, vehicle miles traveled may increase or decrease due to the fuel 
economy rebound effect, resulting from changes in vehicle fuel efficiency and cost of fuel, as well 
as the assumed future growth in average vehicle use. The number of total lifetime miles traveled 
by all vehicle models has direct correlation to vehicle-related crashes, including those that result 
in fatalities. Since the use of mass reducing technology is present within the model, safety impacts 
may also be observed whenever a vehicle’s curb weight decreases with respect to some reference 
point. Thus, in addition to computing total fatalities related to vehicle use, the modeling system 
also estimates changes in fatalities due to potential reduction in a vehicle’s curb weight. 
Consequently, the modeling system computes total fatalities attributed to vehicle use of all 
surviving vehicle models produced in a specific model year during each calendar year, attributed 
to vehicle operation on each fuel type, as follows: 
 
 

𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = ��

𝑀𝑀𝐶𝐶𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
′

1𝑒𝑒9
× MAX(28.58895 + 𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐶𝐶𝐹𝐹𝑂𝑂𝑂𝑂𝑒𝑒𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀, 2) ×

�1 + 𝐹𝐹𝑂𝑂𝑂𝑂𝑒𝑒𝐹𝐹𝐹𝐹𝑆𝑆𝐶𝐶𝑖𝑖,𝐶𝐶𝐺𝐺𝑖𝑖 ×
𝑇𝑇𝑆𝑆𝐶𝐶𝑖𝑖 − 𝐶𝐶𝑇𝑇𝐶𝐶

100
�

�
𝐶𝐶∈𝑽𝑽

 (92) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate downstream 

emissions of a given pollutant, 
CY : the calendar year during which to calculate the vehicle related fatalities, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
SCi : the safety class that a vehicle model i belongs to, 
CWi : the curb weight of a vehicle model i, in model year MY, 
MI'i,MY,CY,FT : the number of miles driven in a year by all surviving vehicles, of vehicle 

model i, produced in model year MY, during calendar year CY, when 
operating on fuel type FT, as defined in Equation (70) above, 

1e9 : the conversion factor from miles to billion miles, 
28.58895 : the estimated number of vehicle related fatalities per billion miles 

traveled during model year 1975, 
FixedEffectMY : the estimated additional number of vehicle related fatalities per billion 

miles traveled during model year MY, 
EffectSCi,CWi : the percentage by which fatalities change for every 100 lbs. that a 

vehicle’s curb weight is reduced for vehicles within a safety class SCi and 
with a curb weight CWi, 

TSCi : the boundary, in lbs., between small and large weight effects associated 
with vehicle model i, 

100 : the conversion factor from lbs. to hundreds of lbs., and 
FMY,CY,FT : the resultant fatalities associated with all surviving vehicles (for all 

vehicle models) produced in model year MY, during calendar year CY, 
when operating on a specific fuel type FT. 
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The FixedEffectMY, EffectSCi,CWi, and TSCi variables are specified as inputs to the model, which are 
defined in the parameters input file, while the safety class categorizations of vehicle models, SCi, 
are applied in the input fleet. The “MAX” function bounds the MY fatality component at 2 (the 
lowest observed value in the fatality data), to ensure that per mile rates never turn negative. 
 
Total fatalities attributed to all surviving vehicle models produced during model year MY over 
their expected lifetimes are accumulated across the individual calendar years as follows: 
 
 𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

𝐶𝐶𝑀𝑀

 (93) 

 
In addition to using inputs to estimate the future involvement of modeled vehicles in crashes 
involving fatalities, the model also applies inputs defining other accident-related externalities 
estimated on a dollar per mile basis, as discussed below in S7.6.3. 
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Section 7 Private versus Social Costs and Benefits 
 
Improving the fuel efficiency of new vehicles produces a wide range of benefits and costs, many 
of which affect buyers of those vehicles directly. Depending upon how manufacturers attempt to 
recoup the costs they incur for improving the fuel efficiency of selected models, buyers are likely 
to face higher prices for some – and perhaps even most – new vehicle models. Purchasers of models 
whose fuel economy is improved benefit from lower fuel expenditures, from any increase in the 
range they can travel before needing to refuel, and from the added driving they do as a result of 
the rebound effect. Depending on the technology manufacturers use to improve fuel economy and 
its consequences for vehicle power and weight, these benefits may be partly offset by a slight 
decline in the performance of some new models. 
 
At the same time, the reduction in fuel production and use resulting from improved fuel economy 
produces certain additional benefits and costs to society as a whole. Potential social benefits from 
reduced fuel use include any value that society or the U.S. economy attaches to saving fuel over 
and above its private value to new vehicle buyers, lower emissions of air pollutants and greenhouse 
gases generated from fuel production, distribution, and consumption, and reduced economic costs 
associated with U.S. imports of crude petroleum and refined fuel. By causing some additional 
driving through the rebound effect, improving fuel economy can also increase a variety of social 
costs, including the economic value of health effects and property damages caused by increased 
air pollution, the value of time delays to motorists from added traffic congestion, added costs of 
injuries and property damage resulting from more frequent traffic accidents, and economic costs 
from higher levels of traffic noise. 
 
As with the calculation of modeling effects, the CAFE Model estimates and reports all private and 
social costs and benefits on an absolute basis for the scenario identified as the baseline. Hence, in 
almost all cases, all of the reported values for the baseline scenario should be interpreted as “costs” 
resulting from final vehicle fuel economy levels. For the action alternatives, the system calculates 
these values on an absolute basis as well, however, reporting the results as incremental changes 
over the baseline scenario. These incremental changes may be, in most cases, interpreted as 
“benefits” (e.g., reduction in lifetime fuel costs correlates to fuel savings) whenever the fuel 
economy values of vehicle models go up, on average, due to the action alternative standards being 
more stringent than the baseline. Conversely, the same incremental changes may be interpreted as 
“disbenefits” (or costs borne privately or by society, such as increases in fuel costs are reflected in 
added fuel expenditures) if, on average, the vehicle fuel economy decreases from the reduced 
stringency of the action alternative standards with respect to the baseline scenario. 
 
For simplicity, we assume that new regulation typically increases in stringency, and therefore leads 
to higher fuel economy levels. Thus, the following sections discuss the way each of the benefits 
and costs can result from potentially improving the fuel economy of new vehicles, while also 
presenting all calculations on an absolute basis (i.e., assuming the full amount of gallons consumed 
and miles traveled, which results from vehicle’s final fuel economy, rather than utilizing 
incremental fuel consumption or increases in VMT). Section 0 of Appendix A provides examples 
of specific unit economic values and other parameters used to estimate the aggregate value of these 
various benefits and costs. 
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S7.1 Increases in New Vehicle Prices 
 
Depending upon how manufacturers attempt to recover the costs they incur in complying with 
ensuing standards, purchase prices for some new models are likely to increase. Since we assume 
that manufacturers fully recover all costs they incur for installing fuel economy technologies in 
the form of higher prices for some models, the total increase in vehicle sales prices has already 
been accounted for in estimating technology costs to manufacturers. Nevertheless, the total value 
of these price increases represent a cost of the regulation from the viewpoint of buyers of vehicle 
models whose prices rise. 
 
In addition to increases in the prices paid by buyers who elect to purchase these models even at 
the higher price points, higher prices result in losses in welfare or consumer surplus to buyers who 
decide to purchase different models instead. These losses are extremely complex to estimate if 
prices change for a large number of models, and in any case are likely to be small even in total. 
Thus, we do not attempt to estimate their value. 
 
S7.2 The Value of Fuel Consumed 
 
The modeling system estimates the economic value of fuel consumed by new vehicles based on 
the total amount of gallons that each surviving vehicle model consumes at a given age as well as 
over its entire lifetime. The value of fuel consumed from the buyer’s perspective, or the retail fuel 
costs, is computed multiplying the forecast of future retail fuel prices at a specific calendar year 
by the number of gallons of fuel consumed at that year. Thus, the retail fuel costs associated with 
the total consumption of a particular type of fuel by all vehicle models produced in a specific 
model year that survive during each calendar year is given by the following: 
 
 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹,𝐶𝐶𝑀𝑀 × 𝐺𝐺𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 (94) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the private 
value of fuel consumed, 

CY : the calendar year during which to calculate the private value of fuel 
consumed by all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
GallonsMY,CY,FT : the amount of gallons (or GGE) of fuel consumed in a year by all 

surviving vehicle models produced in model year MY, during calendar 
year CY, when operating on fuel type FT, 

PriceFT,CY : the inflation-adjusted retail price per gallon (or GGE) of the specific 
fuel type in calendar year CY, 

Scale : the percentage by which to scale the private consumer benefits (a 
runtime option defined in the CAFE Model’s GUI), and 

FuelCostMY,CY,FT : the resultant private value of fuel consumed (or the retail fuel costs) in 
a year by all surviving vehicle models produced in model year MY, 
during calendar year CY, when operating on fuel type FT. 
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From here, the value of fuel consumed for each type of fuel by all surviving vehicle models 
produced in model year MY over their expected lifetimes is calculated by summing the fuel costs 
across the individual calendar years as follows: 
 

 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (95) 

 
In addition to the retail fuel costs, the modeling system also estimates the fuel tax costs paid by 
the purchasers of new vehicle models during each calendar year. For all vehicle models produced 
in a specific model year that survive during each calendar year, the calculation of fuel taxes for 
each fuel type is defined by the following: 
 
 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝑇𝑇𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹,𝐶𝐶𝑀𝑀 × 𝐺𝐺𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 (96) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the fuel tax 
costs, 

CY : the calendar year during which to calculate the fuel tax costs, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
GallonsMY,CY,FT : the amount of gallons (or GGE) of fuel consumed in a year by all 

surviving vehicle models produced in model year MY, during calendar 
year CY, when operating on fuel type FT, 

TaxFT,CY : the inflation-adjusted fuel tax per gallon (or GGE) of the specific fuel 
type in calendar year CY, 

Scale : the percentage by which to scale the private consumer, and 
FuelTaxMY,CY,FT : the resultant fuel tax costs associated with the total fuel consumed in a 

year by all surviving vehicle models produced in model year MY, 
during calendar year CY, when operating on fuel type FT. 

 
The fuel tax costs for each type of fuel by all surviving vehicle models produced in model year 
MY over their expected lifetimes is calculated by summing the fuel costs across the individual 
calendar years as follows: 
 

 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (97) 

 
S7.3 Benefits from Additional Driving 
 
The fuel economy rebound effect results in additional benefits to new vehicle buyers in the form 
of consumer surplus from the increased driving it produces. These benefits arise from the value to 
drivers and passengers of the social and economic opportunities made available to them by 
additional traveling. As evidenced by the fact that they elect to make more frequent or longer trips 
when improved fuel economy reduces the cost of driving, the benefits from this additional travel 
exceed the costs drivers and their passengers incur in making more frequent or longer trips. The 
amount by which these benefits from additional travel exceed its cost to them, which has been 
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reduced by improved fuel economy, represents the increase in consumer surplus associated with 
additional rebound effect driving. The full “Drive Value” described below includes both this 
consumer surplus and the cost of driving those additional miles. 
 
The system estimates the consumer surplus using the conventional approximation of one half of 
the product of the decline in fuel cost per mile driven and the resulting change in the annual number 
of miles traveled, with respect to the fuel cost and mileage associated with a typical historical 
vehicle of the same age. The cost of travel for those miles is simply the cost of the gallons 
consumed. For all vehicle models produced in a specific model year that survive during each 
calendar year, when operating on a specific type of fuel, the value of the benefits from additional 
driving is calculated as: 
 

 𝐷𝐷𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = ��
�𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐺𝐺𝑀𝑀𝑇𝑇𝐶𝐶,𝑤𝑤 × 𝑁𝑁𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 − 𝑀𝑀𝐶𝐶𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

′ � ×

�
𝐶𝐶𝐹𝐹𝑀𝑀𝑤𝑤,𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀 + 𝐶𝐶𝐹𝐹𝑀𝑀𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀

2
�

�
𝐶𝐶∈𝑽𝑽

 (98) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year 
MY, 

MY : the production year of all vehicles for which to calculate the value of 
additional driving, 

CY : the calendar year during which to calculate the value of additional 
driving by all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
C : the category of the vehicle for which to obtain the VMT, 
FSi,MY,FT : the percent share of miles driven by vehicle model i, produced in 

model year MY, when operating on fuel type FT, 
VMTC,a : the average annual miles that vehicles belonging to a specific 

category C drive at a given age a, 
Ni,MY,CY : the number of vehicles, of vehicle model i, produced during model 

year MY that remain in use during a future calendar year CY, as 
defined in Equation (57) above, 

MI'i,MY,CY,FT : the number of miles driven in a year by all surviving vehicles, of 
vehicle model i, produced in model year MY, during calendar year 
CY, when operating on fuel type FT, as defined in Equation (70) 
above, 

BaseCY : the base calendar year for VMT usage data corresponding to the year 
when the VMT survey was taken, 

CPMa,BaseCY : the average fuel cost per mile of all historic vehicles that were age a 
during the base calendar year BaseCY, 

CPMi,MY,CY : the fuel cost per mile attributed to the vehicle model i, produced in 
model year MY, during calendar year CY, and 

DriveValueMY,CY,FT : the resultant value of the benefits from additional driving attributed 
to all surviving vehicle models produced in model year MY, during 
calendar year CY, when operating on fuel type FT. 
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Since the VMT schedules specified in the parameters input file are defined based on what a typical 
historical vehicle traveled during each age of its life at the year the VMT survey was taken, the 
mileage accumulation associated with that historical vehicle, as shown in Equation (98), is not 
required to be adjusted by the VMT growth rate or the rebound effect. However, since the modeling 
system is attempting to estimate the cumulative drive value for the new vehicle models produced 
and sold during model year MY, the VMT attributed to the historic vehicle is then multiplied by 
the share of miles driven and the number of surviving vehicles associated with the vehicle model 
for which the value of additional driving is being calculated. 
 
The value of the benefits from additional driving for each type of fuel by all surviving vehicle 
models produced in model year MY over their expected lifetimes is calculated by summing the 
drive values across the individual calendar years as follows: 
 

 𝐷𝐷𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐷𝐷𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (99) 

 
S7.4 The Value of Extended Refueling Range 
 
Manufacturers’ efforts to improve the fuel economy of selected new vehicle models will also 
increase their driving range per tank of fuel. By reducing the frequency with which drivers 
typically refuel their vehicles, and by extending the upper limit of the range they can travel before 
requiring refueling, improving fuel economy thus provides some additional benefits to their 
owners.63 No direct estimates of the value of extended vehicle range are readily available, so the 
CAFE Model calculates the reduction in the annual number of required refueling events that results 
from improved fuel economy. The change in required refueling frequency for vehicle models with 
improved fuel economy reflects the increased driving associated with the rebound effect, as well 
as the increased driving range stemming from higher fuel economy. 
 
For vehicles that operate on non-liquid fuel types (electricity, hydrogen, and CNG), the modeling 
system adopts a simplification that there is no benefit or penalty associated with refueling those 
vehicles. Thus, the refuel value is assumed to be zero for those fuel types. For vehicles that operate 
on gasoline, diesel, or E85, the modeling system estimates the refueling value based on the 
assumed amount of time required for vehicle owners to detour to a fueling station, pay for fuel, 
and return to route, and the amount of time necessary to refuel a portion of the vehicle’s fuel tank. 
For all vehicle models produced in a specific model year that survive during each calendar year, 
when operating on a specific type of fuel, the refuel value is calculated as follows: 
 

 𝐿𝐿𝑒𝑒𝑂𝑂𝐶𝐶𝑒𝑒𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = �

⎝

⎜
⎛ �

𝐿𝐿𝑒𝑒𝑂𝑂𝐶𝐶𝑒𝑒𝑒𝑒𝑇𝑇𝑀𝑀𝑚𝑚𝑒𝑒𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐷𝐷𝑅𝑅𝑇𝑇𝐹𝐹𝑤𝑤𝐹𝐹𝐹𝐹𝑖𝑖×𝑅𝑅𝑅𝑅𝑅𝑅𝐷𝐷𝑅𝑅𝑇𝑇𝐺𝐺𝐹𝐹𝑇𝑇𝐷𝐷𝐷𝐷𝑅𝑅
7.5

60
� ×

�
𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
′

𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝑇𝑇𝑒𝑒𝑀𝑀𝐴𝐴𝐶𝐶 × 𝐿𝐿𝑒𝑒𝑂𝑂𝐶𝐶𝑒𝑒𝑒𝑒𝐺𝐺𝐹𝐹𝑒𝑒𝐶𝐶𝑚𝑚𝑒𝑒
� × 𝑇𝑇𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒

⎠

⎟
⎞

𝐶𝐶∈𝑽𝑽

 (100) 

                                                 
63 If manufacturers instead respond to improved fuel economy by reducing the size of fuel tanks to maintain a 
constant driving range, the resulting savings in costs will presumably be reflected in lower sales prices. 
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Where: 
 

V : a vector containing all vehicle models produced during model year 
MY, 

MY : the production year of all vehicles for which to calculate the 
refueling value, 

CY : the calendar year during which to calculate the refueling value of 
vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate 
on, 

RefuelTimeFT : the fixed component of average refueling time in minutes, which 
includes the time required for vehicle owners to detour to a fueling 
station, pay for fuel of type FT, and return to route, 

RefuelVolume : the average tank volume refilled during a refueling stop, 
FuelTanki : the fuel tank capacity of vehicle model i, 
7.5 : the average refueling rate, in gallons per minute, at the pumping 

station, 
60 : the conversion factor from minutes to hours, 
TravelValue : the amount that the driver of a vehicle would be willing to pay to 

reduce the time required to make a trip, 
G'i,MY,CY,FT : the amount of gallons of fuel consumed in a year by all surviving 

vehicles, of vehicle model i, produced in model year MY, during 
calendar year CY, when operating on a specific fuel type FT as 
defined in Equation (74) above, and 

RefuelValueMY,CY,FT : the resultant value of refueling attributed to all surviving vehicle 
models produced in model year MY, during calendar year CY, when 
operating on fuel type FT. 

 
From here, the refueling value attributed to all surviving vehicle models produced in model year 
MY over their expected lifetimes, when operating on each type of fuel, is calculated by summing 
the refueling values across the individual calendar years as follows: 
 

 𝐿𝐿𝑒𝑒𝑂𝑂𝐶𝐶𝑒𝑒𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐿𝐿𝑒𝑒𝑂𝑂𝐶𝐶𝑒𝑒𝑒𝑒𝐺𝐺𝑒𝑒𝑒𝑒𝐶𝐶𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (101) 

 
S7.5 Changes in Performance and Utility 
 
The system currently assumes that the costs and effects of fuel-saving technologies reflect the 
application of these technologies in a manner that holds vehicle performance and utility constant. 
Therefore, the system currently does not estimate changes in vehicle performance or utility. 
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S7.6 Socially-Valued Costs and Benefits 
 
S7.6.1 The “Social Value” of Fuel Consumed 
 
In addition to valuing fuel consumption from a buyer’s perspective, the CAFE Model also 
estimates the economic value of fuel consumed by new vehicle models from the viewpoint of 
society. Unlike the fuel related expenditures borne by vehicle buyers themselves, however, the 
pre-tax price per gallon is used in assessing the value of fuel consumed to the economy as a whole. 
This is because any changes in payments of state and federal taxes by purchasers of fuel will be 
exactly offset by the associated changes in spending on the construction and maintenance of streets 
and highways that fuel taxes are mainly used to finance, and thus do not reflect a net savings in 
resources to the economy. Hence, the societal value of fuel consumption is computed as the 
difference of retail fuel costs incurred by vehicle buyers and the fuel tax costs resulting from 
refueling those vehicle models. The pre-tax fuel costs associated with the total consumption of a 
particular type of fuel by all vehicle models produced in a specific model year that survive during 
each calendar year is, therefore, given by the following: 
 
 𝐹𝐹𝐹𝐹𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 − 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 (102) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the 
private value of fuel consumed, 

CY : the calendar year during which to calculate the private value of 
fuel consumed by all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY 
operate on, 

FuelCostMY,CY,FT : the private value of fuel consumed (or the retail fuel costs) in a 
year by all surviving vehicle models produced in model year 
MY, during calendar year CY, when operating on fuel type FT, 

FuelTaxMY,CY,FT : the fuel tax costs associated with the total fuel consumed in a 
year by all surviving vehicle models produced in model year 
MY, during calendar year CY, when operating on fuel type FT, 
and 

PreTaxFuelCostMY,CY,FT : the resultant social value of fuel consumed (or the pre-tax fuel 
costs) in a year by all surviving vehicle models produced in 
model year MY, during calendar year CY, when operating on 
fuel type FT. 

 
The value of fuel consumed for each type of fuel by all surviving vehicle models produced in 
model year MY over their expected lifetimes is calculated by summing the fuel costs across the 
individual calendar years as follows: 
 

 𝐹𝐹𝐹𝐹𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝐹𝐹𝑒𝑒𝑇𝑇𝑒𝑒𝐹𝐹𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (103) 
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S7.6.2 Social Costs of Market Externalities 
 
Importing petroleum into the United States is widely believed to impose significant costs on 
households and businesses that are not reflected in the market price for imported oil, and thus are 
not borne by consumers of refined petroleum products. These costs, also referred to as “market 
externalities”, include three components: (1) higher costs for oil imports resulting from the 
combined effect of U.S. import demand and OPEC market power on the world oil price; (2) the 
risk of reductions in U.S. economic output and disruption of the domestic economy caused by 
sudden reductions in the supply of imported oil; and (3) costs for maintaining a U.S. military 
presence to secure imported oil supplies from unstable regions, and for maintaining the Strategic 
Petroleum Reserve (SPR) to cushion against price increases. 
 
The social costs of market externalities resulting from imposing new standards is estimated by 
assuming that the total volume of fuel consumed by new vehicle models during each future year 
is translated directly into a corresponding amount of U.S. oil imports during that same year. The 
market externalities associated with the total consumption of a given type of fuel by all vehicle 
models produced in a specific model year that survive during each calendar year are calculated as 
follows: 
 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = �
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 ×

𝐶𝐶𝑚𝑚𝑚𝑚𝐹𝐹𝐹𝐹𝐹𝐹𝐴𝐴𝑒𝑒𝑒𝑒𝐶𝐶𝑚𝑚𝑚𝑚𝐹𝐹𝑀𝑀𝐹𝐹𝑀𝑀𝑒𝑒𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
� × �

𝑀𝑀𝐹𝐹𝑀𝑀𝐹𝐹𝑚𝑚𝑒𝑒𝐹𝐹𝑀𝑀𝐵𝐵𝐶𝐶𝑀𝑀 +
𝐹𝐹𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐺𝐺ℎ𝐹𝐹𝐹𝐹𝐴𝐴𝐶𝐶𝑀𝑀 +

𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝐵𝐵𝐺𝐺𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑀𝑀𝐹𝐹𝐵𝐵𝐶𝐶𝑀𝑀
� (104) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the 
market externalities, 

CY : the calendar year during which to calculate the market 
externalities associated with fuel consumption of all vehicle 
models, 

FT : the fuel type that all vehicles produced in model year MY 
operate on, 

GallonsMY,CY,FT : the amount of gallons (or GGE) of fuel consumed in a year by 
all surviving vehicle models produced in model year MY 
during calendar year CY, when operating on fuel type FT, 

ImportAssumptionsCY,FT : the fuel import assumptions for fuel type FT, during calendar 
year CY, as defined by Equation (105) below, 

MonopsonyCY : the “monopsony” component of economic costs of oil imports, 
specified in $/gallon in the parameters input file, 

PriceShockCY : the price shock component of economic costs of oil imports, 
specified in $/gallon in the parameters input file, 

MilitarySecurityCY : the military security component of economic costs of oil 
imports, specified in $/gallon in the parameters input file, and 

ExternalitiesMY,CY,FT : the resultant social costs of market externalities associated with 
all surviving vehicle models produced in model year MY, 
during calendar year CY, when operating on fuel type FT. 
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The fuel import assumptions used in the equation above are specified in the parameters input file, 
separately by various categories, for each type of fuel and for a subset of calendar years. The fuel 
import assumption categories define the shares of savings or reductions of crude oil imports and 
domestic refining of imported crude resulting from the potential reductions of total consumption 
of fuel by new vehicle models. The calendar years are explicitly defined at either 5 or 10 year 
increments (e.g., 2005, 2015, 2020), with the modeling system using the closet available year for 
any calendar year that is not explicitly defined in the inputs. For example, import assumptions 
specified in the inputs for calendar year 2020 would be used when estimating social costs of market 
externalities during calendar years 2018 through 2022. 
 

 𝐶𝐶𝑚𝑚𝑚𝑚𝐹𝐹𝐹𝐹𝐹𝐹𝐴𝐴𝑒𝑒𝑒𝑒𝐶𝐶𝑚𝑚𝑚𝑚𝐹𝐹𝑀𝑀𝐹𝐹𝑀𝑀𝑒𝑒𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = �
𝐿𝐿𝑒𝑒𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 +
𝐿𝐿𝑒𝑒𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝐿𝐿𝑒𝑒𝑂𝑂𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 ×
𝐿𝐿𝑒𝑒𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐶𝐶𝐿𝐿𝑒𝑒𝑂𝑂𝐶𝐶𝑚𝑚𝑚𝑚𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

� (105) 

 
Where: 
 

CY : the calendar year during which to calculate the market 
externalities associated with fuel consumption of all vehicle 
models, 

FT : the fuel type for which to calculate the market externalities 
associated with fuel consumption of all vehicle models, 

ReducedImportsCY,FT : the assumed value for share of fuel savings leading to lower 
fuel imports for fuel type FT, during calendar year CY, 

ReducedRefiningCY,FT : the assumed value for share of fuel savings leading to reduced 
domestic fuel refining for fuel type FT, during calendar year 
CY, 

ReducedRefImportsCY,FT : the assumed value for share of reduced domestic refining from 
imported crude for fuel type FT, during calendar year CY, 

ImportAssumptionsCY,FT : the calculated import assumptions for fuel type FT, during 
calendar year CY. 

 
From here, the lifetime social costs of market externalities attributed to all surviving vehicle 
models produced in model year MY over their expected lifetimes, when operating on each type of 
fuel, are calculated as follows: 
 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (106) 

 
S7.6.3 Social Costs of Added Driving 
 
The CAFE Model estimates the way that additional driving associated with the fuel economy 
rebound effect may contribute to increased traffic congestion, motor vehicle accidents, and 
highway noise. Additional vehicle use can contribute to traffic congestion and delays partly by 
increasing recurring congestion on heavily-traveled facilities during peak travel periods, 
depending on how the additional travel is distributed over the day and on where it occurs. Added 
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driving can also increase the frequency of incidents such as collisions and disabled vehicles that 
cause prolonged delays, although the extent to which it actually does will again depend partly on 
when and where the added travel occurs. Finally, added vehicle use from the rebound effect may 
also increase traffic noise, which causes inconvenience, irritation, and potentially even discomfort 
to occupants of other vehicles, pedestrians and other bystanders, and residents or occupants of 
surrounding property. 
 
The modeling system calculates the total congestion, accident, and noise costs (or, collectively 
referred to as external costs) by multiplying the total miles driven by new vehicle models during 
each calendar year by the assumed amount of dollar per vehicle-mile associated with each of these 
external “vehicle usage” costs. While the form of the calculation remains the same, each of these 
variables is estimated and reported separately by the modeling system. The external costs 
associated with the total miles traveled by all vehicle models produced in a specific model year 
that survive during each calendar year, when operating on a given fuel type, are calculated as 
follows: 
 
 𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹 (107) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the 
congestion, accident, or noise costs, 

CY : the calendar year during which to calculate the congestion, 
accident, or noise costs associated with total miles driven by all 
vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate 
on, 

MilesMY,CY,FT : the number of miles driven in a year by all surviving vehicles 
produced in model year MY, during calendar year CY, when 
operating on a specific fuel type FT, 

ExternalCost : one of either the congestion, accident, or noise components of 
external costs associated with additional vehicle use due to the 
“rebound” effect, specified in $/vehicle-mile in the parameters 
input file, and 

ExternalCostsMY,CY,FT : the resultant congestion, accident, or noise costs associated with 
all surviving vehicle models produced in model year MY, during 
calendar year CY, when operating on fuel type FT. 

 
Then, each of the lifetime external costs attributed to all surviving vehicle models produced in 
model year MY over their expected lifetimes, when operating on each type of fuel, are aggregated 
as follows: 
 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (108) 
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In addition to the aforementioned external vehicle usage costs, the modeling system also computes 
costs associated with the cleanup of fatal and non-fatal crashes, attributed to increases in total miles 
driven and application of mass reduction technology. For each model year and calendar year, the 
social cost associated with fatal crashes for all surviving vehicle models, when operating on a 
specific fuel type, are calculated according to the following equation: 
 
 𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹 (109) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the social 
costs of fatal crashes, 

CY : the calendar year during which to calculate the social costs of fatal 
crashes associated with all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate 
on, 

FMY,CY,FT : the fatalities associated with all surviving vehicles produced in 
model year MY, during calendar year CY, when operating on a 
specific fuel type FT, as calculated in Equation (92) above, 

FatalityCost : the social costs arising from vehicle fatalities, specified in 
$/fatality in the parameters input file, and 

FatalityCostsMY,CY,FT : the resultant fatality costs associated with travel by all surviving 
vehicle models produced in model year MY, during calendar year 
CY, when operating on fuel type FT. 

 
The fatality costs resulting from all surviving vehicle models produced in model year MY over 
their expected lifetimes, when operating on each type of fuel, are summed over each calendar year 
as follows: 
 

 𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (110) 

 
The non-fatal crash costs, from added driving and mass reduction, estimated by the modeling 
system are, then, calculated by applying a scaling factor defined in the parameters input file to the 
fatal crashes costs calculated in the equations above. The same scaling factor applies whether the 
modeling system is estimating non-fatal crash costs attributed to vehicle models during a specific 
calendar year, or cumulative costs over the vehicle’s lifetime. This calculation may be generalized 
as follows: 
 
 𝑁𝑁𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝑒𝑒ℎ𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹 = 𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝐵𝐵𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹 × 𝑁𝑁𝐹𝐹𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝐺𝐺𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹 (111) 

 
Where: 
 

FT : the fuel type that all vehicles produced in a specific model year 
operate on, 
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FatalityCostsFT : the fatality costs associated with travel by all surviving vehicle 
models produced in a specific model year during a specific 
calendar year, when operating on fuel type FT, 

NonFatalCostsScalar : a scaling factor used for estimating social costs arising from 
non-fatal vehicle crashes, 

NonFatalCrashCostsFT : the resultant non-fatal crash costs associated with travel by all 
surviving vehicle models produced in a specific model year 
during a specific calendar year, when operating on fuel type FT. 

 
S7.6.4 Social Costs of Environmental Impacts 
 
The modeling system estimates the economic costs associated with emissions of criteria pollutants, 
including carbon monoxide, volatile organic compounds, nitrogen oxides, sulfur dioxide, and fine 
particulates, using estimates of the economic damage costs per metric ton of emissions of each of 
these pollutants. As indicated previously, emissions of criteria pollutants can rise or fall whenever 
vehicle’s fuel economy changes. Thus, the economic costs of these emissions can increase or 
decline in response to new fuel economy or CO2 standards. The emission damage costs attributed 
to all vehicle models produced in a specific model year that survive during each calendar year, 
when operating on a given fuel type, are calculated as follows: 
 
 𝐹𝐹𝑚𝑚𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐹𝐹𝑚𝑚𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹 (112) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the 
social costs associated with emissions of a given pollutant, 

CY : the calendar year during which to calculate the social costs 
associated with emissions of a given pollutant attributed to all 
vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate 
on, 

EMY,CY,FT : the total upstream and downstream emissions of a specific 
pollutant attributed to all surviving vehicle models produced in 
model year MY, during calendar year CY, when operating on fuel 
type FT, as calculated by Equations (87), (89), and (91), 

EmissionCost : the economic costs arising from emissions for a given pollutant, 
specified in $/metric ton in the parameters input file, and 

EmissionCostsMY,CY,FT : the resultant social costs of emission damage caused by a given 
pollutant, attributed to all surviving vehicle models produced in 
model year MY, during calendar year CY, when operating on fuel 
type FT. 

 
The lifetime emission costs for a given pollutant, attributed to all surviving vehicle models 
produced during model year MY, when operating on fuel type FT, are summed across all calendar 
years as: 
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 𝐹𝐹𝑚𝑚𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐹𝐹𝑚𝑚𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (113) 

 
The CAFE Model estimates the social cost of damage caused by carbon dioxide emissions by 
multiplying the total amount of CO2 emitted by surviving vehicle models by the estimated value 
of damages per unit of emissions during each calendar year. Additionally, the modeling system 
uses the per unit cost of CO2 to estimate the global warming potential (GWP) damages caused by 
methane and nitrous oxide emissions, by applying a GWP scalar before computing the damage 
costs arising from those criteria pollutants. 
 
The damage costs caused by carbon dioxide emissions, attributed to all vehicle models produced 
in a specific model year that survive during each calendar year, when operating on a given fuel 
type, are calculated as follows: 
 
 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐶𝐶𝐶𝐶2𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀 (114) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the social 
costs associated with carbon dioxide emissions, 

CY : the calendar year during which to calculate the social costs associated 
with carbon dioxide emissions attributed to all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
CO2MY,CY,FT : the total upstream and downstream emissions of carbon dioxide 

attributed to all surviving vehicle models produced in model year MY, 
during calendar year CY, when operating on fuel type FT, as 
calculated by Equations (82), (84), and (86), 

CO2CostCY : the economic costs arising from carbon dioxide damage during 
calendar year CY, specified in $/metric ton in the parameters input 
file, and 

CO2CostsMY,CY,FT : the resultant social costs of emission damage caused by carbon 
dioxide, attributed to all surviving vehicle models produced in model 
year MY, during calendar year CY, when operating on fuel type FT. 

 
The global warming potential damage costs from methane and nitrous oxide emissions, attributed 
to all vehicle models produced in a specific model year that survive during each calendar year, 
when operating on a given fuel type, are calculated as follows: 
 
 𝐹𝐹𝑚𝑚𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐶𝐶𝐶𝐶2𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀 × 𝐺𝐺𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝐺𝐺𝐺𝐺𝑃𝑃 (115) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the 
social costs associated with methane or nitrous oxide emissions, 
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CY : the calendar year during which to calculate the social costs 
associated with methane or nitrous oxide emissions attributed to 
all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate 
on, 

EMY,CY,FT : the total upstream and downstream emissions of a specific 
pollutant attributed to all surviving vehicle models produced in 
model year MY, during calendar year CY, when operating on fuel 
type FT, as calculated by Equations (87), (89), and (91), 

CO2CostCY : the economic costs arising from carbon dioxide damage during 
calendar year CY, specified in $/metric ton in the parameters 
input file, 

ScalarGWP : the global warming potential scalar specified in the parameters 
input file for methane and nitrous oxide pollutants, and 

EmissionCostsMY,CY,FT : the resultant social costs of GWP damage caused by methane or 
nitrous oxide pollutants, attributed to all surviving vehicle 
models produced in model year MY, during calendar year CY, 
when operating on fuel type FT. 

 
The lifetime emission costs for carbon dioxide, methane, and nitrous oxide are calculated as other 
emissions shown in Equation (113), by summing across the individual calendar years. 
 
S7.6.5 Discounting of Social Costs and Benefits 
 
Along with calculating the “undiscounted” social costs and benefits described in the preceding 
sections, the CAFE Model also estimates discounted annual and lifetime valuations of these 
variables, measured from the perspective of society as a whole. The modeling system applies 
present year discounting, using one or more discount rates defined in the parameters input file, 
with all costs and benefits being discounted to a user-specified calendar year (also defined in the 
parameters file).64 Hence, the discounted costs or benefits, of each variable, attributed to all vehicle 
models produced in a specific model year that survive during each calendar year, when operating 
on a given fuel type, are calculated as follows: 
 
 𝐷𝐷𝑀𝑀𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 × (1 + 𝐷𝐷𝐿𝐿)−MAX(𝐶𝐶𝑀𝑀−𝐵𝐵𝑤𝑤𝐵𝐵𝑅𝑅𝐶𝐶𝑀𝑀,0) (116) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the 
discounted social costs, 

CY : the calendar year during which to calculate the discounted social costs 
associated with all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate on, 
                                                 
64 With the exception of CO2 costs, for discounting of all social costs and benefits, the CAFE Model uses the 
discount rates specified on the “Economic Values” worksheet, as discussed in Section A.3.1 of Appendix A. For 
discounting of CO2 costs, the system uses a separate discount rate value, as defined on the “Emission Costs” 
worksheet, described in Section A.3.13 of Appendix A. 



DRAFT – July 2018 

123 

BaseCY : the calendar year where all costs and benefits are discounted to, 
DR : the discount rate to apply to future costs and benefits, 
CostMY,CY,FT : the costs or benefits, as calculated in the preceding sections, to 

discount, and 
DiscCostMY,CY,FT : the resultant discounted costs or benefits, attributed to all surviving 

vehicle models produced in model year MY, during calendar year CY, 
when operating on fuel type FT. 

 
As shown in the equation above, if the base calendar year, BaseCY, used for discounting is greater 
than the calendar year, CY, for which the costs are being discounted, the modeling system assumes 
that those costs and benefits remains undiscounted. 
 
The lifetime discounted social costs or benefits for each variable are calculated by aggregating 
across the annual values for each model year MY and fuel type FT as follows: 
 

 𝐷𝐷𝑀𝑀𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = �𝐷𝐷𝑀𝑀𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐶𝐶𝑀𝑀

 (117) 

 
S7.7 Consumer-Valued Costs and Benefits 
 
S7.7.1 The Value of “Rebound Miles” 
 
In addition to the value of additional driving, discussed in Section S7.3 above, the CAFE Model 
estimates the value of “rebound miles,” which is based on the final cost per mile associated with a 
vehicle and the change in the annual number of miles traveled between the analysis vehicle and a 
typical historical vehicle of the same age. For all vehicle models produced in a specific model year 
that survive during each calendar year, when operating on a specific type of fuel, the value of the 
benefits from additional driving is calculated as: 
 

 𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹 = ��
�𝑀𝑀𝐶𝐶𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹

′ − 𝐹𝐹𝐺𝐺𝐶𝐶,𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 × 𝐺𝐺𝑀𝑀𝑇𝑇𝐶𝐶,𝑤𝑤 × 𝑁𝑁𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀� ×
�𝐶𝐶𝐹𝐹𝑀𝑀𝐶𝐶,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 × 𝐺𝐺𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒�

�
𝐶𝐶∈𝑽𝑽

 (118) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year 
MY, 

MY : the production year of all vehicles for which to calculate the value 
of rebound miles, 

CY : the calendar year during which to calculate the value of rebound 
miles by all vehicle models, 

FT : the fuel type that all vehicles produced in model year MY operate 
on, 

C : the category of the vehicle for which to obtain the VMT, 
FSi,MY,FT : the percent share of miles driven by vehicle model i, produced in 

model year MY, when operating on fuel type FT, 
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VMTC,a : the average annual miles that vehicles belonging to a specific 
category C drive at a given age a, 

Ni,MY,CY : the number of vehicles, of vehicle model i, produced during model 
year MY that remain in use during a future calendar year CY, as 
defined in Equation (57) above, 

MI'i,MY,CY,FT : the number of miles driven in a year by all surviving vehicles, of 
vehicle model i, produced in model year MY, during calendar year 
CY, when operating on fuel type FT, as defined in Equation (70) 
above, 

CPMi,MY,CY : the fuel cost per mile attributed to the vehicle model i, produced in 
model year MY, during calendar year CY, 

Scale : the percentage by which to scale the private consumer benefits (a 
runtime option defined in the CAFE Model’s GUI), and 

ReboundCostMY,CY,FT : the resultant value of the rebound miles attributed to all surviving 
vehicle models produced in model year MY, during calendar year 
CY, when operating on fuel type FT. 

 
As with the calculation of drive value (defined by Equation (98) in a preceding section), the base 
VMT schedules represent the annual mileage accumulation of a typical historic vehicle at each age 
of its life. Thus, VMTC,a in Equation (118) is not required to be adjusted for annual growth or 
rebound effect when computing the total miles traveled by a historic vehicle. As with the drive 
value, the modeling system is estimating the cost of rebound miles for vehicle models produced 
and sold during model year MY, and thus the VMT attributed to a historic vehicle is multiplied by 
the share of miles driven and the number of surviving units of the vehicle for which the rebound 
cost is being computed. 
 
Unlike the costs and benefits computed from the social perspective, which are then reported 
separately for each fuel type, the modeling systems outputs the consumer-valued variables as totals 
across all fuels. Thus, the value of rebound miles traveled by all surviving vehicle models produced 
in model year MY, during calendar year CY is aggregated as follows: 
 

 𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = �𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀,𝐹𝐹𝐹𝐹
𝐹𝐹𝐹𝐹

 (119) 

 
Afterwards, the value of rebound miles in model year MY over the expected lifetimes of all vehicle 
models is calculated by summing the rebound costs across the individual calendar years as follows: 
 

 𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 = �𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀
𝐶𝐶𝑀𝑀

 (120) 

 
S7.7.2 Ownership Costs 
 
The CAFE Model estimates additional ownerships costs that consumers incur either as part of a 
new vehicle purchase or during the lifetime of a vehicle model. Depending on the variable being 
calculated, the ownership costs may occur entirely at the point of sale (i.e., during the model year 
the vehicle was purchased), over some number of years after purchase, or during the lifetime of 
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the vehicle. In each case, however, these costs are computed relative to the MSRP of a new vehicle. 
Since a purchaser of a new vehicle model does not expect their vehicle to be scrapped prior to the 
end of its useful life (or, likewise, before reselling it for a different model), the modeling system 
does not apply survival weighting when calculating ownership costs. Instead, the system computes 
these costs under the assumption that the entire number of units initially produced during a specific 
model year remain in use during each future calendar year. 
 
When computing taxes and fees attributed to the sale of a new vehicle model, we assume that all 
costs to the buyer of that vehicle are borne upfront. Therefore, the system apportions these costs 
to vehicle age 0 (zero), with the lifetime costs having the same value as that at age zero. The total 
taxes and fees for a given model produced during a specific model year are, hence, calculated as 
in the following equation: 
 

 𝑇𝑇𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐴𝐴𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀 = ��𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝑀𝑀𝑀𝑀 × 𝑀𝑀𝐺𝐺𝐿𝐿𝐹𝐹𝐶𝐶,𝑀𝑀𝑀𝑀 × 𝑇𝑇𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐴𝐴𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒�
𝐶𝐶∈𝑽𝑽

 (121) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year 
MY, 

MY : the production year of all vehicles for which to calculate the taxes and 
fees, 

Salesi,MY : the number of units of vehicle model i produced for sale during model 
year MY, 

MSRPi,MY : the MSRP of a vehicle model i that is produced for sale during model 
year MY, 

TaxesAndFees : the average percentage of the vehicle’s MSRP the consumer pays in 
taxes and fees when purchasing a new vehicle (an input value specified 
in the parameters input file), 

TaxesAndFeesMY : the resultant total taxes and fees paid by purchasers of new vehicle 
models during model year MY. 

 
The modeling system estimates the costs that buyers incur for financing new vehicle purchases 
during each calendar year, extending up to the length of the financing term (as defined in the 
parameters input file). We assume that some of the new vehicle models will be financed at the 
time of sale and that purchasers will finance a certain percentage of the value of the MSRP. For 
simplicity, we apply a single estimate that represents a weighted combination of consumers that 
elect to finance their new vehicles and the amount of the MSRP they are willing to finance. Thus, 
the financing costs attributed to all vehicle models produced in a specific model year that survive 
during each calendar year (up to the length of the term), are calculated as: 
 

 𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = �

⎝

⎜
⎛

𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝑀𝑀𝑀𝑀 × 𝑀𝑀𝐺𝐺𝐿𝐿𝐹𝐹𝐶𝐶,𝑀𝑀𝑀𝑀 ×

�
𝐹𝐹 × 𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒

1 − �1 + 𝐹𝐹
12�

−𝐹𝐹𝑅𝑅𝐹𝐹𝐷𝐷 −
𝐺𝐺ℎ𝑒𝑒𝐹𝐹𝑒𝑒
𝑇𝑇𝑒𝑒𝐹𝐹𝑚𝑚

12
�× MIN �

𝑇𝑇𝑒𝑒𝐹𝐹𝑚𝑚
12

− 𝑒𝑒, 1�

⎠

⎟
⎞

𝐶𝐶∈𝑽𝑽

 (122) 
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Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate the financing 

cost, 
CY : the calendar year during which to calculate the financing cost attributed 

to all vehicle models, 
Salesi,MY : the number of units of vehicle model i produced for sale during model 

year MY, 
MSRPi,MY : the MSRP of a vehicle model i that is produced for sale during model 

year MY, 
Term : the average length of time (in months) used by consumers to finance a 

new vehicle purchase, 
r : the average interest rate used by consumers to finance a new vehicle 

purchase, 
Share : the percentage of consumers that choose to finance their new vehicle 

purchase, 
FinancingMY,CY : the resultant total financing costs paid by purchasers of new vehicle 

models in model year MY, during calendar year CY. 
 
The financing term, Term, interest rate, r, and percent share financed, Share, in the equation above 
are all input values specified in the parameters input file. 
 
Since no additional costs occur after the loan amount is repaid in full, the system assigns a cost of 
zero to each calendar year beyond the length of the term. Since the input value for the financing 
term is specified in months, the system makes the determination of whether to calculate financing 
costs at a given calendar year based on the whether a vehicle’s age, a, at a corresponding calendar 
year exceeds the number of whole years required to pay back the loan amount. This decision can 
be expressed by the following: 
 
 𝑒𝑒 < CEILING �

𝑇𝑇𝑒𝑒𝐹𝐹𝑚𝑚
12

� (123) 
 
Here, a is the vehicle age corresponding to the calendar year during which the costs of financing 
are calculated, while Term is the financing term as defined in the preceding equation. 
 
The financing costs calculated at each vehicle age for all vehicle models produced in model year 
MY are summed over the individual calendar years to obtain the cumulative financing costs paid 
by purchasers of new vehicle models. Since the modeling system only computes the annual 
financing costs up to the length of the term, the later calendar years in the summation have a value 
of zero, and have no impact on the computation of the lifetime costs of financing. Hence, this 
calculation is expressed by the following: 
 

 𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀𝑀𝑀 = �𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀
𝐶𝐶𝑀𝑀

 (124) 
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More expensive vehicles will require more expensive collision and comprehensive (e.g., fire and 
theft) car insurance. Actuarially fair insurance premiums for these components of value-based 
insurance will be the amount an insurance company will pay out in the case of an incident type 
weighted by the risk of that type of incident occurring. We expect that the same driver in the same 
vehicle type will have the same risk of occurrence for the entirety of a vehicle’s life, so that the 
share of the value of a vehicle paid out should be constant over the life of that vehicle. However, 
since the value of vehicle models is expected to decline at some depreciation rate with each 
subsequent calendar year, the absolute amount paid in value-related insurance also declines as the 
vehicle depreciates. Thus, the cost to insure all vehicle models produced in a specific model year 
that survive during each calendar year, is given by the following equation: 
 

 𝐶𝐶𝑀𝑀𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = ��𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶,𝑀𝑀𝑀𝑀 ×
𝑀𝑀𝐺𝐺𝐿𝐿𝐹𝐹𝐶𝐶,𝑀𝑀𝑀𝑀 × 0.0183

(1 + 𝐷𝐷𝑒𝑒𝑚𝑚𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑒𝑒𝐹𝐹𝑀𝑀𝐹𝐹𝑀𝑀)𝑤𝑤�
𝐶𝐶∈𝑽𝑽

 (125) 

 
Where: 
 

V : a vector containing all vehicle models produced during model year MY, 
MY : the production year of all vehicles for which to calculate the insurance 

cost, 
CY : the calendar year during which to calculate the insurance cost attributed 

to all vehicle models, 
Salesi,MY : the number of units of vehicle model i produced for sale during model 

year MY, 
MSRPi,MY : the MSRP of a vehicle model i that is produced for sale during model 

year MY, 
0.0183 : the share of MSRP paid on collision and comprehensive insurance, 
Depreciation : the typical depreciation rate of a new vehicle (an input value specified in 

the parameters input file), 
InsuranceMY,CY : the resultant total insurance costs paid by purchasers of new vehicle 

models in model year MY, during calendar year CY. 
 
The lifetime financing costs accrued by consumers for purchasing new vehicle models produced 
during model year MY are aggregated across each calendar year as follows: 
 

 𝐶𝐶𝑀𝑀𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀 = �𝐶𝐶𝑀𝑀𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀
𝐶𝐶𝑀𝑀

 (126) 

 
In order to estimate whether increases in total cost of ownership (TCO) to vehicle buyers are repaid 
over some number of years, the CAFE Model computes all of the aforementioned ownership costs 
using the vehicle’s initial and final MSRPs. The initial MSRP is based on what is provided to the 
system in the input fleet (before application of any technologies), while the final MSRP is 
calculated during analysis, considering the regulatory costs incurred by each vehicle model. In 
either case, the initial or final vehicle MSRP is substituted into each of the above equations to 
obtain the associated ownership cost. From here, the vehicle’s payback and payback TCO, as 
discussed in the following section, may be calculated. 
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S7.7.3 Calculating Vehicle Payback 
 
Using the various consumer-valued costs and benefits calculated during analysis, the CAFE Model 
estimates the number of years required for additional investments in fuel economy improving 
technologies to be paid back in the form of fuel savings realized by purchasers of new vehicle 
models. The system estimates the payback period for each vehicle model independently, as well 
as computing the average industry-wide payback using the accumulated totals for costs and fuel 
savings across all vehicles. 
 
Two methodologies are employed in calculating the payback periods: in the first, the payback 
calculation only considers the accumulated regulatory costs versus the associated fuel savings; 
while for the second, the modeling system estimates the payback period based on the total cost of 
ownership (TCO), which also takes into account additional maintenance and repair costs 
associated with new technology application, as well as changes in ownership costs related to 
potential increases in a vehicle’s MSRP. In both cases, the CAFE Model assumes that all costs 
stemming from application of vehicle technologies (along with fine payments for non-compliance, 
wherever applicable) are borne in the first year of a vehicle’s life (designated by vehicle age zero), 
with the annual changes to the fuel and ownership costs, occurring during each ensuing calendar 
year, being iteratively aggregated until their net sum reaches or exceeds the costs of the original 
technology investment. The calendar year or, equivalently, the vehicle age at which the “sum of 
changes” outweighs the technology-related costs is then interpreted as the length of time necessary 
for payback to occur. For each vehicle model, the payback periods may be obtained based on the 
following two equations, where the payback is determined from: 
 

 (𝐿𝐿𝑒𝑒𝑚𝑚𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀) ≤��𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝑅𝑅𝑅𝑅,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 − 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 + 𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀�
𝐶𝐶𝑀𝑀

 (127) 

 
And payback TCO is decided on: 
 

 �𝐿𝐿𝑒𝑒𝑚𝑚𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀 +
𝑀𝑀𝐿𝐿𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀

� ≤�

⎝

⎜
⎛

𝑇𝑇𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐴𝐴𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑅𝑅𝑅𝑅,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 − 𝑇𝑇𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐴𝐴𝑀𝑀𝐶𝐶𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 +
𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝐹𝐹𝑅𝑅𝑅𝑅,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 − 𝐹𝐹𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀𝐹𝐹𝑀𝑀𝑀𝑀𝑚𝑚𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 +
𝐶𝐶𝑀𝑀𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒𝐹𝐹𝑅𝑅𝑅𝑅,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 − 𝐶𝐶𝑀𝑀𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝑀𝑀𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 +

𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝑅𝑅𝑅𝑅,𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 − 𝐹𝐹𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 + 𝐿𝐿𝑒𝑒𝑒𝑒𝐹𝐹𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀⎠

⎟
⎞

𝐶𝐶𝑀𝑀

 (128) 

 
Where: 
 

MY : the production year of a vehicle for which to calculate the 
payback periods, 

CY : the range of calendar years, extending from the model year, MY, 
during which the vehicle was produced and up to 40 years, 

FuelCostref,MY,CY : the value of fuel consumed in a year by a vehicle model at its 
“initial” or reference state, which was produced in model year 
MY, during calendar year CY, 
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FuelCostMY,CY : the value of fuel consumed in a year by a vehicle model at its 
“final” state, which was produced in model year MY, during 
calendar year CY, 

ReboundCostMY,CY : the value of the rebound miles attributed to a vehicle model 
produced in model year MY, during calendar year CY, 

TaxesAndFeesref,MY,CY : the taxes and fees paid for a vehicle model at its “initial” or 
reference state, which was produced during model year MY, 
during calendar year CY, 

TaxesAndFeesMY,CY : the taxes and fees paid for a vehicle model at its “final” state, 
which was produced during model year MY, during calendar year 
CY, 

Financingref,MY,CY : the financing costs paid for a vehicle model at its “initial” or 
reference state, which was produced during model year MY, 
during calendar year CY, 

FinancingMY,CY : the financing costs paid for a vehicle model at its “final” state, 
which was produced during model year MY, during calendar year 
CY, 

Insuranceref,MY,CY : the insurance costs paid for a vehicle model at its “initial” or 
reference state, which was produced during model year MY, 
during calendar year CY, 

InsuranceMY,CY : the insurance costs paid for a vehicle model at its “final” state, 
which was produced during model year MY, during calendar year 
CY, 

RegCostMY : the regulatory cost incurred by a vehicle, from application of 
technologies and fine payment, in model year MY, and 

MRCostMY : the additional maintenance and repair cost attributed to all 
technologies applied to a vehicle in model year MY. 

 
In the two equations above, the fuel costs (for initial and final vehicle) are calculated similar to 
what is shown in Equation (94) in Section S7.2 above. While Equation (94) defines the fuel costs 
for all vehicles in aggregate, it may easily be adapted for an individual vehicle model, by using the 
amount of gallons of fuel consumed by that vehicle. Likewise, all other variables that make up 
Equations (127) and (128) were previously computed for the industry as a whole (for all vehicle 
models), and may be modified to instead represent the associated costs for a single vehicle model. 
Additionally, for the variables based on the “initial” vehicle state (shown with the ref subscript), 
the values were calculated based on the vehicle configuration (e.g., fuel economy) as was read in 
from the input fleet, before application of new technologies by the CAFE Model. Conversely, the 
values calculated for the “final” vehicle state were based on the vehicle configuration after 
application of any new technologies during analysis. Lastly, some of the annual values were 
estimated for a limited range of calendar years (e.g., TaxesAndFeesMY,CY, as discussed in the 
preceding section). For those variables, a value of zero would be used for calendar years during 
which the calculation is not applicable.  
 
In Equations (127) and (128) above, as previously stated, the regulatory and maintenance and 
repair costs (appearing on the left hand side of the equations) occur during the first year of a 
vehicle’s life. The changes in ownership costs and expenditures related to fuel use (right hand side 
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of the equations) are accumulated over the life of a vehicle model, by summing their values over 
the individual calendar years. The CAFE Model estimates that the payback and payback TCO 
occur at the first calendar year where the cumulative sum of ownership and fuel costs (right hand 
side) reaches or surpasses the regulatory and maintenance/repair costs (left hand side). Then, the 
payback period is the difference between the resulting calendar year, CY, and the model year being 
evaluated, MY. If the changes in ownership and fuel costs, aggregated over the entire life of the 
vehicle model, do not outweigh the regulatory and maintenance/repair costs incurred by the vehicle 
at its first year, the system assumes that the initial investment in fuel improving technologies does 
not payback. In such a case, the CAFE Model produces a payback value of “99” in the modeling 
reports. 
 
Along with calculating the payback periods for each vehicle model, the modeling system also 
estimates the associated values for the industry as a whole. In the case of the industry, the 
methodology employed by Equations (127) and (128) applies; however, the system uses aggregate 
measures of each variable (e.g., total fuel cost for all vehicle models) during the calculation of the 
payback and payback TCO. 
 
S7.7.4 Discounting of Consumer Costs and Benefits 
 
The CAFE Model estimates discounted annual and lifetime costs and benefits calculated during 
analysis, measuring their valuations from the perspective of a vehicle buyer. The system applies 
discounting to the model year during which a new vehicle model was produced for sale, using one 
or more discount rates defined in the parameters input file. Thus, the discounted costs or benefits, 
of each variable, attributed to all vehicle models produced in a specific model year that survive 
during each calendar year are calculated as: 
 
 𝐷𝐷𝑀𝑀𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 = 𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀 × (1 + 𝐷𝐷𝐿𝐿)−𝑤𝑤 (129) 

 
Where: 
 

MY : the production year of all vehicles for which to calculate the discounted 
consumer costs, 

CY : the calendar year during which to calculate the discounted consumer 
costs associated with all vehicle models, 

DR : the discount rate to apply to future costs and benefits, 
CostMY,CY : the costs or benefits, as calculated in the preceding sections, to discount, 

and 
DiscCostMY,CY : the resultant discounted costs or benefits, attributed to all surviving 

vehicle models produced in model year MY, during calendar year CY. 
 
The lifetime discounted consumer costs or benefits for each variable are calculated by aggregating 
across the annual values for each model year MY and fuel type FT as follows: 
 

 𝐷𝐷𝑀𝑀𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀 = �𝐷𝐷𝑀𝑀𝑒𝑒𝐹𝐹𝐶𝐶𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑀𝑀𝑀𝑀,𝐶𝐶𝑀𝑀
𝐶𝐶𝑀𝑀

 (130) 
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Section 8 Fleet Analysis Calculations 
 
In addition to calculating modeling effects associated with new standards for the model years 
evaluated during the study period, the CAFE Model also estimates these effects for the “historic” 
model years (i.e., those occurring before the first analysis year is evaluated, starting in 1975) and 
the “future” model years (i.e., those occurring after the last analysis year is evaluated, ending at 
the last year defined in the “Forecast of Sales” section on the “Fleet Analysis Values” worksheet 
of the parameters input file). For example, if the model years covered during the study period are 
2016 through 2032 and the last forecast year is 2050, the effects of historic years evaluated include 
model years 1975 to 2015, while the effects of future years include model years 2033 to 2050. 
Extending the effects calculations to include historic and future model years allows the model 
system to produce a complete overview of effects and social costs and benefits resulting from the 
entire on-road light duty vehicle fleet over a substantial number of calendar years. 
 
When estimating the effects and social costs and benefits attributed to historic model years, the 
modeling system uses the average fuel economy ratings and the on-road fleet distribution as the 
starting point for calculations. Both of these sets of data are provided as inputs to the CAFE Model 
in the parameters input file (refer to Sections A.3.5 and A.3.6 of Appendix A for more 
information). From here, the system estimates all effects as previously described in the above 
sections. However, since the historic fleet does not include fuel economy and sales volumes at the 
vehicle-level, the system follows a simplified approach for estimating historic effects by using 
aggregate values for all calculations. 
 
For effects and costs of future model years, the system projects the fuel economy levels and sales 
volumes attained by each vehicle model during the last analysis year (e.g., 2032) into each 
subsequent future year evaluated. For the vehicles’ fuel economy ratings, we apply a constant 
growth rate (year after year), assuming that the manufacturers are likely to deploy emerging and 
previously unutilized cost-effective technologies on their fleets. For simplicity, the same fuel 
economy growth rate is applied uniformly to each vehicle model, since the aggregation of fuel 
consumption and mileage accumulation values to the industry level obfuscates the efficiency of 
individual vehicles. Thus, for each future model year evaluated, the project fuel economy of each 
vehicle model, when operating on a given fuel type, is calculated as follows: 
 
 𝐹𝐹𝐹𝐹𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐹𝐹𝑀𝑀𝑤𝑤𝑀𝑀𝑀𝑀𝑀𝑀,𝐹𝐹𝐹𝐹 × (1 + 𝐹𝐹𝑅𝑅𝐶𝐶)𝑀𝑀𝑀𝑀−𝑀𝑀𝑤𝑤𝑀𝑀𝑀𝑀𝑀𝑀 (131) 

 
Where: 
 

MY : the production year of a vehicle for which to calculate the projected fuel 
economy rating, 

MaxMY : the last model year evaluated during compliance simulation, 
RC : the regulatory class of a vehicle for which to calculate the projected fuel 

economy rating, 
FT : the fuel type that all vehicles produced in model year MY operate on, 
rRC : the fuel economy growth rate to apply to a vehicle model’s fuel economy 

rating, 
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FEMaxMY,FT : the fuel economy rating that a specific vehicle model attained in model year 
MaxMY, when operating on fuel type FT, and 

FEMY,FT : the projected fuel economy rating that a specific vehicle model is assumed 
to attain in a future model year MY, when operating on fuel type FT. 

 
In the equation above, the fuel economy growth rate, rRC, may differ between the baseline scenario 
and all action alternatives. The individual values for the growth rates may be specified by the user 
in the parameters input file. 
 
In addition to the vehicle fuel economy ratings, the modeling system also projects the sales 
volumes for each vehicle model, using static aggregate forecasts defined for each model year on 
the “Fleet Analysis Values” worksheet of the parameters input file. The sales volumes of future 
model years are obtained by taking the ratio between the forecast of sales of some future year and 
the associated sales forecast at the last analysis year evaluated, then multiplying the result by the 
final sales volumes attributed to each vehicle model during the last analysis year. For each future 
model year evaluated, the calculation of the project sales volumes of each vehicle model may be 
stated as follows: 
 

 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀 =
𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑀𝑀,𝑅𝑅𝐶𝐶

𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝐹𝐹𝑀𝑀𝑤𝑤𝑀𝑀𝑀𝑀𝑀𝑀,𝑅𝑅𝐶𝐶
× 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑤𝑤𝑀𝑀𝑀𝑀𝑀𝑀 (132) 

 
Where: 
 

MY : the production year of a vehicle for which to calculate the projected 
sales volume, 

MaxMY : the last model year evaluated during compliance simulation, 
RC : the regulatory class of a vehicle for which to calculate the projected 

sales volume, 
ForecastMY,RC : the forecast of sales for vehicles belonging to regulatory class RC, in 

model year MY, 
ForecastMaxMY,RC : the forecast of sales for vehicles belonging to regulatory class RC, in 

model year MaxMY, 
SalesMaxMY : the sales volume attributed to a specific vehicle model in model year 

MaxMY, and 
SalesMY : the sales volume projected for a specific vehicle model in model year 

MY. 
 
Once the fuel economy ratings and sales volumes for each vehicle model are estimated for a 
specific future model year, the resulting fleet of vehicles forms the basis for calculating the 
surviving on-road vehicle fleet, the amount of gallons of fuel consumed, and the number of miles 
driven at each vehicle age. As with the calculation of effects and social costs and benefits for each 
model year evaluated during the study period, this “future fleet” is used directly by the model to 
estimate the associated effects and costs stemming from potential fuel economy improvements in 
future model years. Thus, the calculation of all modeling effects, costs, and benefits is performed 
exactly as described in the preceding sections. 
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Appendix A Model Inputs 
 
The CAFE Model utilizes a set of data files used as input to the analysis. All input files are 
specified in Microsoft® Excel format and are outline in Table 20 below. The user can define and 
edit all inputs to the system. 
 

Table 20. Input Files 
Input File Contents 

Market Data 
(Manufacturers Worksheet) 

Contains an indexed list of manufacturers available during the study period, along 
with manufacturer’s willingness to pay fines and other manufacturer-specific 
modeling settings. 

Market Data 
(Vehicles Worksheet) 

Contains an indexed list of vehicle models available during the study period, along 
with sales volumes, fuel economy levels, prices, regulatory classification, 
references to specific engines and transmissions used, and settings related to 
technology applicability. 

Market Data 
(Engines Worksheet) 

Contains an indexed list of engines available during the study period, along with 
various engine attributes and settings related to technology applicability. 

Market Data 
(Transmissions Worksheet) 

Contains an indexed list of transmissions available during the study period, along 
with various transmission attributes and settings related to technology 
applicability. 

Technologies Specifies estimates of the availability and cost of various technologies, specific to 
various vehicle and engine categories. 

Parameters 
Provides inputs used to calculate travel demand, fuel consumption, carbon dioxide 
and criteria pollutant emissions (upstream and downstream), and economic 
externalities related to highway travel and petroleum consumption. 

Scenarios Specifies coverage, structure, and stringency of CAFE and CO2 standards for 
scenarios to be simulated. 
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A.1 Market Data File 
 
The market data input file contains four worksheets: Manufacturers, Vehicles, Engines and 
Transmissions. Taken together, the manufacturers, vehicle models, engines, and transmissions 
worksheets provide the “initial state” historical and/or forecast data for the vehicle fleet. The 
sections below describe each worksheet in greater detail. The market data input file may contain 
additional information, which was used as a reference for building the input fleet, and may not 
necessarily be loaded or used by the modeling system. 
 
A.1.1 Manufacturers Worksheet 
 
The manufacturers input worksheet contains a list of all manufacturers that produce vehicle models 
offered for sale during the study period. Each manufacturer has a unique code and is represented 
by a unique manufacturer name. For each manufacturer, the manufacturer code, name, payback 
period, AC and off-cycle credits, FFV credits, and whether the manufacturer prefers to pay CAFE 
fines must all be specified, as these affect the model’s ability to evaluate the manufacturer for 
compliance. The banked credits (CAFE and CO2) are not required for compliance; however, 
omitting these is likely to produce higher cost of compliance for each manufacturer. Lastly, the 
usage of ZEV credits within the model is presently experimental. 
 

Table 21. Manufacturers Worksheet 
Category Column Units Definition/Notes 

G
en

er
al

 

Manufacturer Code integer Unique number assigned to each manufacturer. 
Manufacturer Name text Name of the manufacturer. 

Discount Rate number Represents the manufacturer specific discount rate, which factors into the effective 
cost calculation. The discount rates are specified per class and style of a vehicle. 

Payback Period number 
The number of years required for an initial investment to be repaid in the form of 
future benefits or cost savings. The payback periods are specified per class and 
style of a vehicle. 

Payback Period (OC) number The payback period to use after the manufacturer reached compliance. 

AC and Off-
Cycle Credits 

AC Efficiency grams/mile 

The adjustment factor associated with improvements in air conditioning efficiency 
a manufacturer may claim toward compliance with either EPA's CO-2 standards or 
NHTSA's CAFE standards. The adjustment factor is specified in and is applied as 
grams/mile of CO-2. 

AC Leakage grams/mile 
The adjustment factor associated with improvements in air conditioning leakage a 
manufacturer may claim toward compliance with EPA's CO-2 standards. The 
adjustment factor is specified in and is applied as grams/mile of CO-2. 

Off-Cycle Credits grams/mile 
The amount of initial off-cycle credits a manufacturer may claim toward 
compliance with either EPA's CO-2 standards or NHTSA's CAFE standards. The 
credit value is specified in and is applied as grams/mile of CO-2. 

Banked 
Credits 
(credits) 

PC-2010 to PC-2015 credits Represents the manufacturer's available credits, banked from model years 
preceding the start of analysis, specified for each regulatory class between model 
years 2010 and 2015. 

LT-2010 to LT-2015 credits 
2B3-2010 to 2B3-2015 credits 

Banked 
CO-2 Credits 

(credits; 
metric-tons) 

PC-2010 to PC-2015 
credits 
(metric-
tons) 

Represents the manufacturer's available CO-2 credits, banked from model years 
preceding the start of analysis, specified for each regulatory class between model 
years 2010 and 2015. 

LT-2010 to LT-2015 
credits 
(metric-
tons) 

2B3-2010 to 2B3-2015 
credits 
(metric-
tons) 

FFV Credits 
(mpg) 

PC-2015 to PC-2019 mpg Represents the manufacturer's available FFV credits towards CAFE compliance, 
specified for each regulatory class between model years 2015 and 2019. LT-2015 to LT-2019 mpg 

2B3-2015 to 2B3-2019 mpg 

ZEV Credits CA+S177 Sales (%) zevs The percentage of manufacturer's total fleet assumed to be sold in California and 
S177 states. 
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CA+S177 ZEV (%) zevs The percentage of manufacturer's ZEV credits assumed to be generated in 
California and S177 states. 

Prefer Fines 

PF-2015 text 
Represents whether the manufacturer prefers to pay civil penalties instead of 
applying non cost-effective technologies in each of the specified model years. 
 - Y = pay fines instead of applying ineffective technologies 
 - N = apply ineffective technologies instead of paying fines 

PF-2016 text 
. . . text 

PF-2031 text 
PF-2032 text 

 
A.1.2 Vehicles Worksheet 
 
The vehicles worksheet contains information regarding each vehicle model offered for sale during 
the study period. Each vehicle model is represented as a single row of input data. Data in Table 22 
lists the different columns of information specified in the vehicle models worksheet. The vehicle 
code must be a unique number assigned to each vehicle model. 
 

Table 22. Vehicles Worksheet 
Category Column Units Definition/Notes 

G
en

er
al

 

Vehicle Code integer Unique number assigned to each vehicle. 
Manufacturer text The manufacturer of the vehicle. 
Brand text The brand name of the vehicle. 
Model text Name of the vehicle model. 
Nameplate text The nameplate of the vehicle. 
Platform text The platform of the vehicle. 
Engine Code integer The engine code of the engine that the vehicle uses. 
Transmission Code integer The transmission code of the transmission that the vehicle uses. 

Fu
el

 
Ec

on
om

y Fuel Economy (by 
Fuel Type65) mpg The CAFE fuel economy rating of the vehicle for each fuel type. 

Fuel Share (by 
Fuel Type65) percentage 

The percent share that the vehicle runs on each fuel type. This value indicates the amount of 
miles driven by the vehicle on each fuel type. The sum of all fuel shares for any given 
vehicle must add up to one. 

Sa
le

s 

MY2015 units 

Vehicle's projected production for sale in the US. 
MY2016 units 

… 
MY2031 units 
MY2032 units 

MSRP MSRP dollars Vehicle's projected average MSRP (sales-weighted, including options). 

V
eh

ic
le

 In
fo

rm
at

io
n 

Origin text D = domestic; I = imported 
Style text Vehicle style. 
Structure text Vehicle structure (ladder or unibody). 

Drive text Vehicle drive (A=all-wheel drive, F=front-wheel drive, R=rear-wheel drive, 4=four-wheel 
drive). 

Footprint sq. feet The vehicle footprint; wheelbase times average track width. 

Curb Weight pounds Total weight of the vehicle, including batteries, lubricants, and other expendable supplies, 
but excluding the driver, passengers, and other payloads (SAE J1100). 

GVWR pounds Gross Vehicle Weight Rating; weight of loaded vehicle, including passengers and cargo. 

GCWR pounds Gross Combined Weight Rating; weight of loaded vehicle, including passengers and cargo, 
as well as the mass of the trailer and cargo in the trailer. 

Max GVWR/CW proportion 
Maximum ratio of GVWR to Curb Weight allowed for the vehicle. During application of 
mass reduction technology, vehicle's GVWR will be adjusted such that its GVWR/CW ratio 
does not exceed this value. 

                                                 
65 For each vehicle, fuel economies and fuel shares are reported independently for each of the following fuel types: 
gasoline, E85, diesel, electricity, hydrogen, and CNG. If the vehicle does not use a specific fuel type, the associated 
fuel economy and fuel share values will be zero. Along with the “Fuel Economy” section defined for each fuel type 
independently, the vehicles worksheet also includes the “Primary Fuel Type”, “Primary Fuel Economy”, “Secondary 
Fuel Type”, and “Secondary Fuel Economy” columns. These columns, however, ARE NOT utilized by the CAFE 
Model during runtime and are presented for reference only. For the market data input file used during the current 
analysis of CAFE and CO2 standards, the fuel economy information provided by these columns should typically 
correlate with the data presented in the “Fuel Economy” section as described in Table 22. 
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Max 
GCWR/GVWR proportion 

Maximum ratio of GCWR to GVWR allowed for the vehicle. During application of mass 
reduction technology, vehicle's GVWR will be adjusted such that its GVWR/CW ratio does 
not exceed this value. 

Fuel Capacity gallons The capacity of the vehicle's fuel tank in gallons of diesel fuel or gasoline; MJ (LHV) of 
other fuels (or chemical battery energy). 

Dealership 
Employment 
Hours 

hours The average employment hours originating at US dealerships for a single vehicle unit of a 
specific model. 

US Assembly 
Employment 
Hours 

hours The average employment hours associated with US assembly and manufacturing of a single 
vehicle unit of a specific model. 

Percent US 
Content percentage The percentage of vehicle's content (parts and labor) originating in the US. 

V
eh

ic
le

 
Po

w
er

tra
in

 Vehicle Power hp Maximum horsepower produced by the vehicle's engine or motor. 
Vehicle Power 
(RPM) rpm The RPM at which vehicle's maximum horsepower is attained. 
Vehicle Torque lb-ft Maximum torque produced by the vehicle's engine or motor. 
Vehicle Torque 
(RPM) rpm The RPM at which vehicle's maximum torque is attained. 

Refresh/ 
Redesign 

Refresh Years model 
year List of previous and future refresh years of the vehicle, separated by a semicollon. 

Redesign Year model 
year List of previous and future redesign years of the vehicle, separated by a semicollon. 

R
eg

ul
at

or
y 

C
la

ss
ifi

ca
tio

n 

Regulatory Class text 

The regulatory assignment of the vehicle. 
 - PC = the vehicle should be regulated as a passenger automobile 
 - LT = the vehicle should be regulated as a light truck 
 - LT2b3 = the vehicle should be regulated as a class 2b/3 truck 

Technology Class text The technology class assignment of the vehicle. 
Engine 
Technology Class text The engine technology class assignment of the vehicle. 

Safety Class text 

The safety class assignment of the vehicle. 
 - PC = the vehicle belongs to a passenger automobile safety class 
 - LT = the vehicle belongs to a light truck/SUV safety class 
 - CM = the vehicle belongs to a light CUV/minivan safety class 

ZEV Candidate text 
Indicates whether a vehicle is a preferred candidate for ZEV technology application. The 
modeling system will attempt to upgrade ZEV candidates to a PHEV or a BEV in order to 
meet the ZEV requirement. 
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EPS text 

<blank> = the technology is not used on the vehicle 
USED = the technology is used on the vehicle 
SKIP = the technology is not applicable to the vehicle 

CONV text 
IACC text 
SS12V text 
BISG text 
CISG text 
SHEVP2 text 
SHEVPS text 
PHEV30 text 
PHEV50 text 
BEV200 text 
FCV text 
LDB text 
SAX text 
ROLL0 text 
ROLL10 text 
ROLL20 text 
MR0 text 
MR1 text 
MR2 text 
MR3 text 
MR4 text 
MR5 text 
AERO0 text 
AERO5 text 
AERO10 text 
AERO15 text 
AERO20 text 
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When defining a vehicle’s fuel economy, for single fuel vehicles, only one fuel economy value, 
along with the analogous fuel share, must be specified. For multi-fuel vehicles (i.e., FFVs and 
PHEVs), the fuel economy and fuel share values on each fuel must be specified. The fuel share 
should correspond to the on-road miles traveled by a vehicle when operating on a given fuel. 
Additionally, the sum of fuel shares across all used fuel types must add up to 100%. 
 
The applicability of technologies considered on a vehicle model basis (as opposed, for example, 
on an engine basis) can be controlled for each vehicle model by using the Technology Applicability 
category. Since the modeling system relies heavily on these settings when determining the initial 
usage and availability of technology to a vehicle, this section must be complete and accurate in 
order to avoid modeling errors. 
 
A.1.3 Engines Worksheet 
 
Similar to the vehicles input sheet, the engines worksheet contains a list of all engines used in 
vehicle models offered for sale during the study period. The engine code is a unique number 
assigned to each such engine. This code is referenced in the engine code field on the vehicles 
worksheet. As in the vehicles worksheet, the Technology Applicability for any engine technology 
must be complete and accurate for any specific engine. Table 23 lists all columns available on the 
engines worksheet. 
 

Table 23. Engines Worksheet 
Category Column Units Definition/Notes 
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Engine Code integer Unique number assigned to each engine. 
Manufacturer text The manufacturer of the engine. 

Fuel text 

One or more fuel types with which the engine is compatible. 
 - G = gasoline 
 - D = diesel 
 - G+E85 = flex fuel engine, running on gasoline and E85 
 - CNG = compressed natural gas 

Engine Oil Viscosity66 text Ratio between the applied shear stress and the rate of shear, which measures the resistance 
of flow of the engine oil (as per SAE Glossary of Automotive Terms). 

Cycle66 text Combustion cycle of the engine. 
Air/Fuel Ratio66 number Weighted (FTP+highway) air/fuel ratio (mass). 
Fuel Delivery System66 text The mechanism that delivers fuel to the engine. 

Valvetrain Design text Design of the total mechanism from camshaft to valve of an engine that actuates the lifting 
and closing of a valve (per SAE Glossary of Automotive Terms). 

Valve 
Actuation/Timing66 text 

Valve opening and closing points in the operating cycle (SAE J604). 
 - F = fixed 
 - VVT = variable valve timing 
 - ICP = intake cam phasing VVT 
 - DCP = dual cam phasing VVT 
 - CCP = coupled cam phasing VVT 

Valve Lift66 text 

The manner in which the valve is raised during combustion (per SAE Glossary of 
Automotive Terms). 
 - F = fixed 
 - VVL = variable valve lift 
 - DVVL = discrete VVL 
 - CVVL = continuous VVL 

Displacement liters Total volume displaced by a piston in a single stroke. 
Configuration text Configuration of the engine. 
Cylinders integer Number of engine cylinders. 

                                                 
66 Some of the engine configuration columns are specified for reference and are not used by the modeling system. 
Instead, the values in these columns are used to inform the initial utilization of engine-level technologies as 
specified in the technology applicability section. 
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Valves/Cylinder66 integer Number of valves per cylinder. 

Deactivation1 text 
Indicates whether the engine includes a cylinder deactivation mechanism. 
 - Y = cylinder deactivation applied 
 - N = cylinder deactivation not applied 

Aspiration text 

Breathing or induction process of the engine (per SAE Glossary of Automotive Terms). 
 - NA = naturally aspirated 
 - S = supercharged 
 - T = turbocharged 
 - T2 = twin-turbocharged 
 - T4 = quad-turbocharged 
 - ST = supercharged and turbocharged 

Compression Ratio 
(Min) 66 number Minimum compression ratio of an engine. 

Compression Ratio 
(Max) 66 number Maximum compression ratio of an engine. 
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SOHC text 

<blank> = the technology is not used on the engine 
USED = the technology is used on the engine 
SKIP = the technology is not applicable to the engine 

DOHC text 
OHV text 
LUBEFR1 text 
LUBEFR2 text 
LUBEFR3 text 
VVT text 
VVL text 
SGDI text 
DEAC text 
TURBO1 text 
TURBO2 text 
CEGR1 text 
CEGR2 text 
HCR1 text 
HCR2 text 
VCR text 
ADEAC text 
ADSL text 
DSLI text 
CNG text 

 
A.1.4 Transmissions Worksheet 
 
Similar to the vehicles and engines input sheets, the transmissions worksheet contains a list of all 
transmissions used in vehicle models offered for sale during the study period. The transmission 
code is a unique number assigned to each such transmission. This code is referenced in the 
transmission code field on the vehicles worksheet. As in the vehicles and engines worksheets, the 
Technology Applicability for any transmission technology must be complete and accurate for any 
specific transmission. 
 

Table 24. Transmissions Worksheet 
Category Column Units Definition/Notes 
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Transmission Code integer Unique number assigned to each transmission. 
Manufacturer text The manufacturer of the transmission. 

Type text 

Type of the transmission. 
 - M or MT = manual transmission 
 - A or AT = automatic transmission (torque converter) 
 - AMT = automated manual transmission (single clutch w/ torque interrupt) 
 - DCT = dual clutch transmission 
 - CVT = belt or chain CVT 

Number of Forward Gears integer Number of forward gears the transmission has. 
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 MT5 text 
<blank> = the technology is not used on the transmission 
USED = the technology is used on the transmission 
SKIP = the technology is not applicable to the transmission 

MT6 text 
MT7 text 
AT5 text 
AT6 text 
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AT6L2 text 
AT6L3 text 
AT7 text 
AT8 text 
AT8L2 text 
AT8L3 text 
AT9 text 
AT10 text 
AT10L2 text 
DCT6 text 
DCT8 text 
CVT text 
CVTL2A text 
CVTL2B text 
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A.2 Technologies File 
 
The technologies input file contains assumptions regarding the cost and applicability of different 
vehicle, platform, engine, and transmission-level technologies available during the study period, 
as well as fuel consumption benefits attributable to “add-on” technologies. As described in Section 
S4.1 above, input assumptions are defined for the twelve vehicle technology classes listed in Table 
10 and sixteen engine technology classes listed in Table 11. 
 
In addition to the inputs defined for each technology, the input file also includes a “Parameters” 
worksheet defining global settings that affect applicability of all technologies. Presently, this 
worksheet contains limited settings, and not all of the parameters defined therein are used directly 
by the CAFE Model. Table 25 shows the contents of the parameters worksheet. 
 

Table 25. Global Parameters 
Category Column Units Definition/Notes 

Global 
Parameters Model Years Covered integer 

Defines a range of model years for which various technology related cost fields are 
defined. These values are only used internally within the technologies input file and are 
not loaded by the model. 

Other Tech Class text Technology class for which a parameter is specified. 
Glider Share number Assumed average glider share for each technology class. 

 
Input assumptions that are common among all technology classes are listed on a separate 
technologies definitions tab. Table 26 shows the contents of a technologies definitions tab for all 
classes while Table 27 and Table 28 shows the contents of the technology assumptions tabs. 
 

Table 26. Technology Definitions 
Category Column Units Definition/Notes 
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Index67 integer Unique index assigned to each technology. 
Name text Name of the technology. 
Technology Description67 text Description of the technology. 

Technology Pathway67 text 
The path within which the technology progresses. For most technologies, the 
incremental costs and fuel consumption improvements are accrued over the 
preceding technology within the same path. 

Phase-in Cap percentage Percentage of the entire fleet to which the technology may be applied. 

Off-Cycle 
Credits 

DC OCC 

grams/mile Amount of off-cycle credit that the vehicles incur as a result of applying the 
technology. Specified in grams per mile of CO2 for each regulatory class. 

IC OCC 
LT OCC 
2b3 OCC 

Other ZEV Credits zevs Amount of ZEV credits a vehicle will generate upon application of the technology. 

 
The technology assumptions inputs listed in Table 27 are specified for each technology and are 
replicated for each of the defined vehicle technology classes as individual worksheets. 
 

Table 27. Technology Assumptions 
Category Column Units Definition/Notes 
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Index67 integer Unique index assigned to each technology. 
Name text Name of the technology. 
Technology Pathway67 text The path within which the technology progresses. 

                                                 
67 Some of the technology-specific attributes are hard-coded into the model and listed in the technologies input file 
for reference. These value are not loaded by the model. 
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y Applicable boolean TRUE = the technology is available for applicability in a technology class 

FALSE = the technology is not available for applicability in a technology class 

Year Avail. model 
year First year the technology is available for applicability. 

Year Retired model 
year Last year the technology is available for applicability. 

FC
 Im
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ts 

FC percentage 
Fuel consumption improvement estimate of a technology. This value is applicable only 
to "add-on" technologies; that is, those technologies that are not explictly defined in the 
Argonne simulation database. 

Secondary FC percentage This value is not applicable for the current analysis. 

Secondary FS percentage 
Percentage of miles a vehicle is expected to travel on its secondary fuel after applying a 
dual-fuel technology (applicable when a vehicle is being converted into a plug-in HEV 
or another form of dual fuel vehicle). 

M
isc
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 Electric Range number 

Indicates what the range, in miles, of an electric vehicle would be when operating on a 
battery, as a result of applying the technology (applies to PHEV and EV technologies 
only). 

Electric Power hp Indicates what the power of an electric vehicle would be when operating on a battery, as 
a result of applying the technology (applies to PHEV and EV technologies only). 

Delta Weight (%) percentage Percentage by which the vehicle's weight changes as a result of applying the technology. 

Delta Weight (lbs) number Amount of pounds by which the vehicle's weight changes as a result of applying the 
technology. 

Consumer Valuation dollars Consumer welfare loss associated with application of the technology. 
 
The technology costs inputs shown in Table 28 are specified for each technology, for each of the 
defined vehicle technology classes as well as each of the defined engine technology classes. For 
vehicle technology classes, the cost inputs of transmission-, platform-, and vehicle-level 
technologies are listed on the same worksheets as the technology assumptions. For engine-level 
technologies, the cost inputs are defined on separate worksheets corresponding to the engine 
technology classes. 
 

Table 28. Technology Costs 
Category Column Units Definition/Notes 

G
en

er
al

 

Index67 integer Unique index assigned to each technology. 
Name text Name of the technology. 
Technology Pathway67 text The path within which the technology progresses. 
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Table of learned out cost estimates for the technology, per model year. 
C-2016 dollars 

… 
C-2031 dollars 
C-2032 dollars 
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 BCL-2015 dollars 

Table of scalars and learning rates associated with battery cost estimates for the current 
technology, per model year. 

BCL-2016 dollars 
… 

BCL-2031 dollars 
BCL-2032 dollars 
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 M/R-2015 dollars 

Table of learned out maintenance and repair cost estimates for the technology, per model 
year. 

M/R-2016 dollars 
… 

M/R-2031 dollars 
M/R-2032 dollars 
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 SC-1 dollars 

Penalty costs associated with replacing (or superseding) a technology early. 
SC-2 dollars 

… 
SC-9 dollars 
SC-10 dollars 

 
A.2.1 Cost Adjustment Factors 
 
The technologies input file contains an additional worksheet (named “Cost Synergies”) for 
specifying the cost adjustment factors used for adjusting the base cost of a technology. The detailed 
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description and applicability of these adjustment factors is described in Section S4.7 above. Table 
29 shows the contents of the Cost Synergies worksheet. 
 

Table 29. Cost Synergies 
Category Column Units Definition/Notes 

General Technologies text Combination of technologies to which the cost synergy applies. 
Engine Class text Engine technology class to which the cost synergy applies. 
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r 2015 dollars 
Amount by which to offset the technology cost whenever application of a technology results in a 
vehicle using all technologies specified in the "technologies" column. A separate synergy value may 
be specified for each technology cost class and model year. 

2016 dollars 
… 

2031 dollars 
2032 dollars 
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A.3 Parameters File 
 
The parameters input file contains a variety of input data and assumptions used to estimate various 
impacts of the simulated response of the industry to CAFE standards. This file contains a series of 
worksheets, the contents of which are summarized below. When the CAFE Model calculates the 
modeling effects, since all of the results are aggregated and reported as a combined Passenger Car 
regulatory class (where having a “domestic” vs “imported” distinction is not relevant), all of the 
worksheets that disaggregate input data by regulatory class also provide a single input for the 
combined passenger car fleet. The only exception is the “Credit Trading Values” worksheet, which 
presently separates the input assumptions for each regulatory class (i.e., DC, IC, LT, LT2b3). 
 
A.3.1 Economic Values 
 
The Economic Values worksheet contains an estimate of the magnitude of the “rebound effect”, 
as well as the rates used to compute the economic value of various direct and indirect impacts of 
CAFE and CO2 standards, and the discount rate to apply when calculating present value of benefits. 
As mentioned above, the user can define and edit all inputs. For example, although the economic 
values in Table 30 were obtained from various sources of information, the system does not require 
that the user rely on these sources. 
 

Table 30. Economic Values Worksheet 
Category Model Characteristic Units Definition/Notes 
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Social Discount Rates percentage 
A semicolon separated list of one or more social discount rates, which is the 
percent rate by which the dollar value of a benefit or cost is reduced when 
its receipt or payment is postponed by one additional year into the future. 

Base Year for Discounting percentage 

The calendar year to use for "present year" discounting. If a base year value 
is used, social discounting is assumed, with all costs and benefits being 
discounted to that year. If no value is specified, private discounting is 
implied, with all costs and benefits being discounted to the model year 
being analyzed. 

Consumer Discount Rates percentage A semicolon separated list of one or more consumer discount rates. 

Rebound Effect percentage 
Average elasticity of demand for travel. That is, the percent change in 
average annual VMT per vehicle resulting from a percent change in fuel 
cost per mile driven. 

Annual Growth Rate for 
Average VMT per Vehicle various Annual growth rate for average VMT per vehicle. 

Base Year for Average 
Annual Usage Data model year Base year for annual growth rate for average VMT per vehicle. 

Growth Rate at Low Fuel 
Price percentage Annual growth rate for average VMT per vehicle, when using low fuel 

prices. 
Growth Rate at Average Fuel 

Price percentage Annual growth rate for average VMT per vehicle, when using average fuel 
prices. 

Growth Rate at High Fuel 
Price percentage Annual growth rate for average VMT per vehicle, when using high fuel 

prices. 
"Gap" between Test and On-
Road MPG (by Fuel Type) percentage Difference between a vehicle's EPA fuel economy rating and its actual on-

road fuel economy. 
Fixed Component of Average 
Refueling Time in Minutes (by 
Fuel Type) 

minutes Average refueling time a spent by a consumer refueling the vehicle tank or 
recharging the vehicle electric battery. 

Average Tank Volume 
Refueled percentage Average tank volume refilled during a refueling stop. 

Value of Travel Time per 
Vehicle $/hour Amount that the driver of a vehicle would be willing to pay to reduce the 

time required to make a trip. 
External Costs from 
Additional Vehicle Use Due to 
"Rebound" Effect 

$/vehicle-mile 
Estimates intended to represent costs per vehicle-mile of increased travel 
compared to approximately current levels, assuming current distribution of 
travel by hours of the day and facility types. 

Congestion $/vehicle-mile Congestion component of external costs from additional vehicle use. 
Accidents $/vehicle-mile Accidents component of external costs from additional vehicle use. 
Noise $/vehicle-mile Noise component of external costs from additional vehicle use. 
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Ownership and Operating 
Costs various Ownership and operating costs associated with purchase of new vehicles. 

Taxes & Fees (% of final 
vehicle MSRP) percentage Average percentage of the vehicle's final MSRP the consumer pays in taxes 

and fees when purchasing a new vehicle. 

Financing Term (months) months Average length of time used by consumers to finance a new vehicle 
purchase. 

Financing Interest (%) percentage Average interest rate used by consumers to finance a new vehicle purchase. 
Share Financed (%) percentage Percentage of consumers that choose to finance their new vehicle purchase. 
Vehicle Depreciation (%) percentage Typical depreciation rate of a new vehicle. 
Relative Value Loss (% of 

final vehicle MSRP) percentage This option is not used in this version of the model. 

Resale Value percentage This option is not used in this version of the model. 

Economic Costs of Oil Imports $/gallon Economic costs of oil imports attributed to various market externalities, 
specified per calendar year. 

"Monopsony" Component $/gallon 

Demand cost for imported oil, determined by a complex set of factors, 
including the relative importance of U.S. imports in the world oil market 
and demand to its world price among other participants in the international 
oil market. 

Price Shock Component $/gallon 

Expected value of cost to U.S. economy from reduction in potential output 
resulting from risk of significant increases in world petroleum price. This 
includes costs resulting from inefficiencies in resource use caused by 
incomplete adjustments to industry output levels and mixes of production 
input when world oil price changes rapidly. 

Military Security Component $/gallon 
Cost to taxpayers for maintaining a military presence to secure the supply 
of oil imports from potentially unstable regions of the world and protect the 
nation against their interruption. 

Macroeconomic Parameters various Defines various additional macroeconomic parameters, specified per 
calendar year. 

Interest Rate number Interest rate in the specific calendar year. 
GDP Growth Rate number GDP growth rate in the specific calendar year. 

Labor Force Participation k. jobs Labor force participation, specified in thousands of jobs, in the specific 
calendar year. 

 
A.3.2 Vehicle Age Data 
 
The Vehicle Age Data worksheet contains age-specific (i.e., vintage-specific) estimates of the 
survival rate and annual accumulated mileage applicable to different vehicle categories. 
 

Table 31. Vehicle Age Data Worksheet 
Category Model Characteristic Units Definition/Notes 
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Survival Rates proportion 

The baseline proportion of original vehicle sales that remain in 
service by vehicle age (year 1 to 30 for cars, 1 to 37 for 
trucks). 
The baseline survival rates are ignored if the Dynamic 
Scrappage setting is enabled during analysis. 

Miles Driven miles 

Average annual miles driven by surviving vehicles by vehicle 
age (year 1 to 30 for cars, 1 to 37 for trucks). 
If the Dynamic Scrappage setting is enabled during analysis, 
the full schedule of miles driven (1 to 40 years) will be 
evaluated. 

 
Separate survival fractions and annual miles driven are used for different categories of vehicles. 
These categories include: cars, vans/SUVs, pickups, and class 2b/3 trucks. The survival fractions 
measure the proportion of vehicles originally produced during a model year that remain in service 
at each age, by which time only a small fraction typically remain in service. If the Dynamic 
Scrappage runtime option is enabled within the CAFE Model’s GUI, the baseline survival rates 
defined in the input file will be overridden when the system calculates the modeling effects. 
However, the “live” fuel and CO2 savings displayed in the model’s GUI during runtime will still 
be calculated using the survival rates defined in the parameters input file. 
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A.3.3 Fuel Prices 
 
The Fuel Prices worksheet contains historic and estimates of future fuel prices, which are used 
when calculating pre-tax fuel outlays and fuel tax revenues. 
 

Table 32. Forecast Data Worksheet 
Category Model Characteristic Units Definition/Notes 
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Retail Fuel Prices 
(low, average, high) $/fuel unit 

Forecast of retail fuel prices by calendar year staring with CY-
1975, specified for each fuel type in dollars per applicable fuel 
unit. For gasoline, diesel, and E85, fuel prices are in $/gallon; for 
electricity, $/kwh; for hydrogen and CNG, $/scf. 

Fuel Taxes $/fuel unit Forecast of fuel taxes by calendar year staring with CY-1975, 
specified for each fuel type in dollars per applicable fuel unit. 

 
A.3.4 Fuel Economy Data 
 
The Fuel Economy Data worksheet contains historic fuel economy levels for passenger cars, light 
trucks, and class 2b/3 trucks, for each fuel type. The associated fuel shares are also provided. This 
worksheet must include “rated” fuel economy data (without any fuel economy credits or 
adjustments, as defined in the main body of this document), starting with model year 1975 and 
extending through the first model year evaluated during the study period. For the current analysis, 
the model first year evaluated is 2016; hence, the range of historic fuel economy (and fuel share) 
values must be defined for model years 1975 through 2016. 
 

Table 33. Fuel Economy Data Worksheet 
Category Model Characteristic Units Definition/Notes 
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Fuel Economy 
(by Fuel Type and Fleet) mpg Historic fuel economy levels for each available fuel type and 

fleet type. 
Fuel Share 
(by Fuel Type and Fleet) percentage Historic fuel shares for each available fuel type and fleet 

type. 

 
A.3.5 Fleet Analysis Values 
 
The Fleet Analysis Values worksheet contains fine tuning parameters for performing fleet analysis 
calculations. The Forecast of Sales contains projected vehicle production for sale in the U.S. 
between model years 2014 and 2050 and is used to estimate additional car and truck fleet values, 
beyond what is available on the Historic Fleet Data worksheet (discussed below). When fleet 
analysis option is used, the system evaluates modeling effects for historic and forecast model years, 
producing outputs typically required for the EIS. 
 

Table 34. Fleet Analysis Values Worksheet 
Category Model Characteristic Units Definition/Notes 
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Fuel Economy Growth 
Rates     

Baseline Scenario 
(by Fleet Type) percentage Growth rates used to estimate additional fuel economy growth beyond the last model 

year covered during the study period for the baseline scenario. 
Action Alternatives 
(by Fleet Type) percentage Growth rates used to estimate additional fuel economy growth beyond the last model 

year covered during the study period for the action alternatives. 
CAFE Start Year 
(by Fleet Type) model year This option is not used in this version of the model. 

Forecast of Sales 
(by Fleet Type) units 

The forecast of total industry sales by model year. The first model year specified 
should be immediately following the last model year from the Historic Fleet Data. 
Forecast of Sales are used to scale individual vehicle sales, after the last compliance 
model year, in order to evaluate the fuel use and environmental effects of future years 
during Fleet Analysis. 
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A.3.6 Historic Fleet Data 
 
The Historic Fleet Data worksheet provides historic data of vehicles remaining on the road, 
specified by model year for each vehicle age, for the car, class 1/2a truck, and class 2b/3 truck 
fleets. The period of years covered is between 1975 and 2015. 
 

Table 35. Historic Fleet Data Worksheet 
Category Model Characteristic Units Definition/Notes 

Historic Fleet Data Fleet Data (by Fleet Type) units Historic car and truck fleet data for each fleet type and 
model year, specified by vehicle age. 

 
A.3.7 Scrappage Model Values 
 
The Scrappage Model Values worksheet contains fine tuning parameters for dynamically 
calculating the proportion of vehicles scrapped during each calendar year. When the Dynamic 
Scrappage option is used in the model, the system replaces the survival rates defined on Vehicle 
Age worksheet with the ones obtain using the Dynamic Scrappage Model. 
 

Table 36. Scrappage Model Values Worksheet 
Category Model Characteristic Units Definition/Notes 
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Estimate Scrappage boolean Indicates whether to estimate scrappage for vehicles with a 
specific style. 

Beta Coefs number Beta coefficients used to estimate scrappage. 
Historic Fleet Data by Model Year and 
Vehicle Style in CY-2016 various Historic fleet information, which serves as the "seed" data for the 

dynamic scrappage model. 

Model Year model year Model year vintages on the road in calendar year 2016 (ages 0-
39). 

Initial Fleet units Initial on-road fleet (at age 0) of a specific vintage and vehicle 
type. 

On-road Fleet units Surviving on-road fleet of a specific vintage and vehicle type 
during calendar year 2016. 

Lag Scrappage number The natural log of the scrappage rate for calendar year 2015. 
Lag2 Scrappage number The natural log of the scrappage rate for calendar year 2014. 
Lag3 Scrappage number The natural log of the scrappage rate for calendar year 2013. 

PC Share percentage The share of the on-road fleet that is regulated as passenger car. 
The remaining share is regulated as light truck. 

Fuel Economy mpg Average fuel economy for a specific vintage and vehicle type at 
age 0. 

Horsepower hp Average horsepower for a specific vintage and vehicle type at age 
0. 

Curb Weight lbs. Average curb weight for a specific vintage and vehicle type at age 
0. 

Transaction Price dollars Average transaction price for a specific vintage at age 0. 

 
A.3.8 Safety Values 
 
The Safety Values worksheet contains parameters for estimating fatalities due to changes in total 
vehicle miles traveled and decreases in vehicle weight. 
 

Table 37. Safety Values Worksheet 
Category Model Characteristic Units Definition/Notes 
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s PC Threshold lbs. 
The boundary between small and large weight effects by safety class. LT/SUV Threshold lbs. 

CUV/Minivan Threshold lbs. 
Parameters various Safety parameters for a specific class and weight category. 

Change per 100 lbs. percentage Change per 100 lbs. 
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Base per billion miles number Base fatalities per billion miles. 
Adjustment for new 

FMVSS percentage Adjustment for new FMVSS. 

Safety Costs various Safety related costs. 
Fatality Costs dollars Social costs arising from vehicle fatalities. 
Non-Fatal Costs Scalar dollars Social costs arising from non-fatal vehicle crashes. 
Growth Rate percentage Annual growth rate for fatality costs per vehicle. 
Base Year for Annual 

Growth model year Base year for annual growth rate for fatality costs per vehicle. 

Fatality Estimates for the 
Historic Fleet various Coefficients for a "new" safety model, specified by model year. Applicable to 

the historic as well as modeled fleet. 
Initial Rate number This option is not used in this version of the model. 

Fixed Effect number The fixed amount by which vehicle-related fatality incidents are offset during a 
specific model year, starting from a base value of 28.58895 in model year 1975. 

 
A.3.9 Credit Trading Values 
 
The Credit Trading Values worksheet contains fine tuning parameters for enabling credit transfers 
and credit carry forward within the model. 
 

Table 38. Credit Trading Values Worksheet 
Category Model Characteristic Units Definition/Notes 
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Credit Trading Options     
Trade credits between 
manufacturers boolean This option is not used in this version of the model. 

Transfers credits between 
regulatory classes boolean Whether to allow credit transfers between regulatory classes within the same 

manufacturer and model year. 
Carry credits forward into 
future model years boolean Whether to allow carrying of credits forward into the analysis year from earlier 

model years within the same manufacturer and compliance category. 
Maximum number of years 
to carry forward integer Maximum number of model years to look forward. 

Carry credits backward into 
past model years boolean This option is not used in this version of the model. 

Maximum number of years 
to carry backward integer This option is not used in this version of the model. 

Transfer Caps (mpg) mpg 
Transfer caps corresponding to the maximum amount of credits that may be 
transferred into a compliance category for each model year. The cap from the latest 
model year is carried forward for all subsequent years. 

Assumed Lifetime VMT by 
Regulatory Class miles Assumed lifetime VMT to use when credits are transferred between compliance 

categories. 
Additional Runtime Options     

Maximum Expiring Credit 
Years to Consider integer 

The modeling system will attempt to use available credits before they expire. This 
setting indicates maximum number of model years to consider when using expiring 
credits. 

 
A.3.10 ZEV Credit Values 
 
The ZEV Credit Values worksheet contains parameters allowing the modeling system to target the 
ZEV requirements of CA+S177 states during compliance simulation. Presently, usage of ZEV 
credits within the CAFE Model should be considered as experimental. 
 

Table 39. ZEV Credit Values Worksheet 
Category Model Characteristic Units Definition/Notes 

ZE
V
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ZEV Requirement (%) percentage 

Minimum percentage of zero emission vehicle (ZEV) 
credits that a manufacturer must generate in order to 
meet the ZEV requirement in each specified model 
year. 

Max Credits from PHEV (%) percentage 

Maximum percentage of ZEV credits that a 
manufacturer may generate from PHEVs in order to 
meet the ZEV requirement in each specified model 
year. 
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A.3.11 DFS Model Values 
 
The DFS Model Values worksheet contains fine tuning parameters for utilizing the Dynamic Fleet 
Share and Sales Response model (DFS/SR) within the CAFE modeling system. When enabled, 
the DFS/SR model adjusts the production volumes and fleet shares in future model years as a 
response to increasing fuel economies and costs of vehicle models. 
 

Table 40. DFS Model Values Worksheet 
Category Model Characteristic Units Definition/Notes 

D
FS
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Seed Values (per Model 
Year) various Fleet-specific seed values for the Dynamic Fleet Share and Sales Response model, 

specified for LDV and LDT1/2 fleets and for model years 2014 and 2015. 

Share of Total Fleet percentage Observed share of either LDV or LDT1/2 fleets versus the total light duty fleet, 
during a specific model year. 

Fuel Economy mpg Average fuel economy for a specific fleet, during a specific model year. 
Horsepower hp Average horsepower for a specific fleet, during a specific model year. 
Curb Weight lbs. Average curb weight for a specific fleet, during a specific model year. 

Coefficients number Fleet-specific coefficients for the Dynamic Fleet Share and Sales Response model, 
specified for LDV and LDT1/2 fleets. 

Constant number Specifies the NEMS "constant" coefficient. 
Rho number Specifies the NEMS "rho" coefficient. 
FP number Specifies the NEMS "fuel price" coefficient. 
HP number Specifies the NEMS "horsepower" coefficient. 
CW number Specifies the NEMS "curb weight" coefficient. 
MPG number Specifies the NEMS "mpg" coefficient. 
Dummy number Specifies the NEMS "dummy" coefficient. 

 
A.3.12 Employment Values 
 
The Employment Values worksheet is used for defining input assumptions necessary for 
calculating total US labor hours for each vehicle model, as well as changes in US labor years (or 
jobs) as a result of additional manufacturer revenue. 
 

Table 41. Employment Values Worksheet 
Category Model Characteristic Units Definition/Notes 

Em
pl

oy
m
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t V
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s OEM Revenue per Employee dollars Manufacturer's revenue per employee. 
Supplier Revenue per Employee dollars Manufacturer supplier's revenue per employee. 
RPE Markup number Retail price estimate markup applied to technology costs. 
Annual Labor Hours hours Annual labor hours per employee. 
US Assembly/Manufacturing Jobs 
Multiplier number Multiplier to apply to US final assembly to get US direct automotive 

manufacturing labor hours. 
Global Multiplier number Multiplier to apply to all labor hours. 

 
A.3.13 Emission Costs 
 
The Emission Costs Worksheet contains emission damage costs arising from various pollutants. 
 

Table 42. Emission Costs Worksheet 
Category Model Characteristic Units Definition/Notes 

Em
is

sio
n 

C
os
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Emission Damage Costs $/metric-ton Costs arising from emission damage, other than CO-2. 
Carbon Monoxide $/metric-ton Economic costs arising from Carbon Monoxide damage. 
Volatile Organic 

Compounds $/metric-ton Economic costs arising from Volatile Organic Compounds damage. 

Nitrogen Oxides $/metric-ton Economic costs arising from Nitrous Oxides damage. 
Particulate Matter $/metric-ton Economic costs arising from Particulate Matter damage. 
Sulfur Dioxide $/metric-ton Economic costs arising from Sulfur Oxides damage. 
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Methane $/metric-ton Economic costs arising from Methane damage, specified as GWP-scalar of CO-2 
Costs. 

Nitrous Oxide $/metric-ton Economic costs arising from Nitrous Oxide damage, specified as GWP-scalar of 
CO-2 Costs. 

CO-2 Damage various Costs arising from CO-2 emission damage. 

CO-2 Discount Rates percentage Discount rates to apply to low, average, high, or very high Carbon Dioxide 
estimates. 

Cost of CO-2 $/metric-ton Economic costs arising from Carbon Dioxide damage, by calendar year; estimates 
for low, average, high, or very high growth rates are provided. 

 
A.3.14 Fuel Properties 
 
The Fuel Properties worksheet contains estimates of the physical properties of gasoline, diesel, 
and other types of fuels. The fuel properties are used to calculate the changes in vehicular carbon 
dioxide emissions that are likely to result from reduced motor fuel use. 
 

Table 43. Fuel Properties Worksheet 
Category Model Characteristic Units Definition/Notes 

Fu
el

 P
ro
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es
 Energy Density BTU/unit Amount of energy stored in a given system or region of space per unit volume, 

specified by fuel type. 
Mass Density grams/unit Mass per unit volume, specified by fuel type. 

Carbon Content percentage by 
weight Average share of carbon in fuel, specified by fuel type. 

SO2 Emissions grams/unit Sulfur Oxides emissions rate of gasoline and diesel fuels. 
Fuel Import 
Assumptions N/A These values have been moved and expanded to be represented by calendar 

year. 

 
The “Fuel Import Assumptions” portion defined on the Fuel Properties worksheet is no longer 
used. The fuel import assumptions have been expanded to account for multiple calendar years 
evaluated throughout the analysis, and moved to a separate worksheet (discussed in the following 
section). 
 
A.3.15 Fuel Import Assumptions 
 
The Fuel Import Assumptions worksheet contains certain assumptions about the effects of reduced 
fuel use on different sources of petroleum feedstocks and on imports of refined fuels. These 
assumptions about the response of petroleum markets to reduced fuel use are used to calculate the 
changes in “upstream” emissions (from petroleum extraction and refining and from fuel storage 
and distribution) that are likely to result from reduced motor fuel use. The import assumptions are 
defined for select calendar years evaluated by the model, specified at either 5 or 10 year 
increments. 
 

Table 44. Fuel Import Assumptions Worksheet 
Category Model Characteristic Units Definition/Notes 

Fu
el
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Calendar Year (1975-2050) calendar year The calendar year for which fuel import assumptions are defined. 
Share of Fuel Savings Leading 
to 
Lower Fuel Imports 

percentage Assumed value for share of fuel savings leading to lower fuel imports. 

Share of Fuel Savings Leading 
to 
Reduced Domestic Fuel 
Refining 

percentage Assumed value for share of fuel savings leading to reduced domestic fuel 
refining. 

Share of Reduced Domestic 
Refining from Domestic Crude percentage Assumed value for share of reduced domestic refining from domestic crude. 

Share of Reduced Domestic 
Refining from Imported Crude percentage Assumed value for share of reduced domestic refining from imported crude. 
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A.3.16 Upstream Emissions 
 
The Upstream Emissions worksheets contain emission factors for greenhouse gas and criteria 
pollutant emissions from petroleum extraction and transportation, and from fuel refining, storage, 
and distribution. The upstream emissions are separated into a set of six worksheets corresponding 
to each fuel type supported within the model. For each fuel type, the upstream emissions are 
defined for select calendar years evaluated by the model, specified at either 5 or 10 year 
increments. For gasoline, e85, and diesel fuels, the emissions are separated by stages of production 
and distribution, as well as aggregated as “subtotals” according to the associated fuel import 
assumptions described in the preceding section. For electricity, hydrogen, and CNG fuel types, 
only the total emissions in each calendar year are provided. 
 

Table 45. Upstream Emissions Worksheets 
Category Model Characteristic Units Definition/Notes 

U
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Calendar Year 
(1975-2050) 

grams/mil 
BTU 

The calendar year for which upstream emissions attributable to a particular fuel 
type are defined. This field also contains subtotals from all stages of fuel 
production and distribution used by the modeling system during analysis. 

Petroleum Extraction grams/mil 
BTU 

Total emissions by stage of fuel production and distribution from petroleum 
extraction, specified by pollutant and fuel type. 

Petroleum Transportation grams/mil 
BTU 

Total emissions by stage of fuel production and distribution from petroleum 
transportation, specified by pollutant and fuel type. 

Petroleum Refining grams/mil 
BTU 

Total emissions by stage of fuel production and distribution from petroleum 
refining, specified by pollutant and fuel type. 

Fuel TS&D grams/mil 
BTU 

Total emissions by stage of fuel production and distribution from refined fuel 
transportation, storage, and delivery, specified by pollutant and fuel type. 

U
E_
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Calendar Year 
(1975-2050) 

grams/mil 
BTU 

The calendar year for which upstream emissions attributable to a particular fuel 
type are defined. This field also represents the total upstream emissions from all 
stages of production and distribution used by the modeling system during 
analysis. 

 
A.3.17 Tailpipe Emissions 
 
The Tailpipe Emissions worksheets contain emission factors for greenhouse gas and criteria 
pollutant emissions resulting from vehicle operation. The tailpipe emissions are defined for 
gasoline and diesel fuel types only, and are specified for each model year, vehicle age, and vehicle 
class (LDV, LDT1/2a, and LDT2b/3). For simplicity, vehicles operating on gasoline and e85 fuels 
utilize the tailpipe emissions provided on the TE_Gasoline worksheet, vehicles operating on diesel 
fuel use the emissions specified on the TE_Diesel worksheet, while vehicles operating on the 
remainder of the fuel types (e.g., electricity) are assumed not to generate any emissions during on-
road use. 
 

Table 46. Tailpipe Emissions Worksheets 
Category Model Characteristic Units Definition/Notes 
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Emission Rates 
(by Fuel Type 
 and Fleet) 

grams/mile 

Vehicle emission rates from gasoline or diesel operation. 
Emission rates are specified for each fleet (LDV, LDT1/2a, 
and LDT2b/3), for historic and future model years, and for 
each vehicle age. 
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A.4 Scenarios File 
 
The scenarios file provides one or more worksheets that begin with “SCEN_” and are identified 
as CAFE regulatory scenarios, which are defined in terms of the design and stringency of the 
CAFE program. Internally, the system numbers these scenarios as 0, 1, 2 …, based on the order in 
which they appear in the input file. The first worksheet is assigned to “Scenario 0”, and is identified 
as the baseline scenario to which all others are compared. While the CAFE Model evaluates 
domestic and imported passenger automobiles as separate regulatory classes (as defined in Table 
2 above), since NHTSA and EPA define a common functional standard for Domestic Car and 
Imported Car regulatory classes, the scenario definition provides a common “Passenger Car” sub-
section describing the regulatory requirements applicable to those classes. As discussed above, the 
“Regulatory Class” column on the vehicles worksheet is used to indicate whether the vehicle is 
regulated as a Domestic Car (DC), Imported Car (IC), Light Truck (LT), or Light Truck 2b/3 (2b3), 
where DC and IC vehicles would utilize the “Passenger Car” portion of the scenario definition. 
 
Within each scenario worksheet, the specifications for each regulatory class are defined separately, 
using the parameters described in Table 47 below. 
 

Table 47. Scenarios Worksheet 
Category Column Units Definition/Notes 

Fu
nc

tio
n 

D
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in
iti
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Function integer Functional form to use for computing the vehicle target. 

A - J (function coefficients) number Coefficients associated with the functional form to use for computing the vehicle 
target. 

CO2 Factor number The CO-2 factor to use for converting between fuel consumption targets and CO-2 
targets. If not specified, this setting will default to a value of 8887. 

CO2 Offset number Absolute amount (in grams/mile) by which to shift the CO-2 targets after 
conversion from fuel economy. 

EPA Multiplier 1 number 

Production multiplier, used to scale the sales volumes of CNGs and PHEVs when 
computing the manufacturer CO-2 rating toward compliance with EPA's CO-2 
standards. This value must be between 1 and 10. If not specified, this setting will 
default to a value of 1. 

EPA Multiplier 2 number 

Production multiplier, used to scale the sales volumes of BEVs and FCVs when 
computing the manufacturer CO-2 rating toward compliance with EPA's CO-2 
standards. This value must be between 1 and 10. If not specified, this setting will 
default to a value of 1. 

Min (mpg) mpg Minimum CAFE standard that each manufacturer must attain, specified as a flat-
standard in miles/gallon, or 0 if not applicable. 

Min (%) percentage 
Minimum CAFE standard that each manufacturer must attain, specified as a 
percentage of the average requirement under the function-based standard, or 0 if 
not applicable. 

Su
pp

le
m
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l O
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ns

 

Fine Rate $/credit The CAFE fine rate for non-compliance in dollars per one credit of shortfall. 

Credit Value $/credit Value of a single CAFE credit. This setting is intended for future expansion and is 
not used in this version of the model. 

CO2 Credit Value $/credit Value of a single CO-2 credit. 

Multi-Fuel integer 

The applicability of multi-fuel vehicles for compliance calculations (does not apply 
to single-fuel vehicles): 
  0 = only gasoline fuel economy value is considered (gasoline fuel share is 
assumed to be 100%); 
  1 = for Gasoline/Ethanol-85 vehicles, only the gasoline fuel economy value is 
considered (gasoline fuel share is assumed to be 100%); for Gasoline/Electricity 
vehicles, both fuel economy values are considered; 
  2 = for Gasoline/Ethanol-85 and Gasoline/Electricity vehicles, both fuel economy 
values are considered. 

FFV Share percentage 

The statutory fuel share to use for compliance for flex-fuel vehicles (FFVs), 
whenever the Multi-Fuel mode is 2. This fuel share applies only to vehicles 
operating on gasoline and ethanol-85 fuel types. If not specified or set to 0, the 
vehicle's assumed on-road fuel share will be used for compliance. 

PHEV Share percentage The statutory fuel share to use for compliance for plug-in hybrid/electric vehicles 
(PHEVs), whenever the Multi-Fuel mode is either 1 or 2. This fuel share applies 
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only to vehicles operating on gasoline and electricity fuel types. If not specified or 
set to 0, the vehicle's assumed on-road fuel share will be used for compliance. 

CAFE - AC Efficiency Cap grams/mile 
Maximum amount of credits, in grams/mile of CO-2, associated with 
improvements in air conditioning efficiency a manufacturer may claim toward 
compliance with NHTSA's CAFE standards. 

CAFE - Off-Cycle Cap grams/mile Maximum amount of off-cycle credits, in grams/mile of CO-2, a manufacturer may 
claim toward compliance with NHTSA's CAFE standards. 

CO2 - AC Efficiency Cap grams/mile 
Maximum amount of credits, in grams/mile of CO-2, associated with 
improvements in air conditioning efficiency a manufacturer may claim toward 
compliance with EPA's CO-2 standards. 

CO2 - AC Leakage Cap grams/mile 
Maximum amount of credits, in grams/mile of CO-2, associated with 
improvements in air conditioning leakage a manufacturer may claim toward 
compliance with EPA's CO-2 standards. 

CO2 - Off-Cycle Cap grams/mile Maximum amount of off-cycle credits, in grams/mile of CO-2, a manufacturer may 
claim toward compliance with EPA's CO-2 standards. 

SHEV Tax Credit dollar Amount of Federal tax credits a buyer receives for purchasing a strong 
hybrid/electric vehicle (SHEV). 

PHEV Tax Credit dollar Amount of Federal tax credits a buyer receives for purchasing a plug-in 
hybrid/electric vehicle (PHEV). 

EV Tax Credit dollar Amount of Federal tax credits a buyer receives for purchasing a pure electric 
vehicle (EV). 

TW Function integer The functional form to use for computing the vehicle's test weight. 

Payload Return percentage 

Percentage of curb weight reduction returned to payload capacity. This setting 
applies whenever mass reduction technology is installed to a vehicle. For example, 
if payload return is 0%, the vehicle's payload capacity remains the same; if payload 
return is 100%, the vehicle's reduction in curb weight goes entirely to payload. 

Towing Return percentage 

Percentage of GVWR reduction returned to towing capacity. This setting applies 
whenever mass reduction technology is installed to a vehicle. For example, if 
towing return is 0%, the vehicle's towing capacity remains the same; if towing 
return is 100%, the vehicle's reduction in GVWR goes entirely to towing. 

Credit Carry Fwd integer 
Maximum number of years to carry forward. If a value is specified, this setting 
overrides the value present in the parameters file. If not specified or set to 0, the 
default value from the parameters file will be used. 

 
A.4.1 Target Functions 
 
The CAFE Model supports various function types for defining the fuel economy target function 
(as well as the associated CO2 target function) for use during analysis, as outlined by Table 7 in 
Section 3 above. Equation (3) (also in Section 3) provides the detailed description of the functional 
form commonly used during the most recent analysis. Table 48 and Table 49 below, however, 
present summarized descriptions of all functional forms supported within the modeling system. In 
each case, the CAFE Model first calculates the fuel economy target for a given vehicle model, then 
converts it to an associated CO2 target, as described by Equation (4) in Section 3 above. 
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Table 48. Target Functions (1) 
Function Description Specification 

1 
Flat standard. 
 
A:  mpg 

𝑇𝑇𝐹𝐹𝐹𝐹 =
1
𝑨𝑨

 

2 

Logistic area-based function. 
 
A:  mpg ("ceiling") 
B:  mpg ("floor") 
C:  square feet ("midpoint") 
D:  square feet ("width") 

𝑇𝑇𝐹𝐹𝐹𝐹 =
1
𝑨𝑨

+ �
1
𝑩𝑩
−

1
𝑨𝑨
� ×

𝑒𝑒�
𝐹𝐹𝑃𝑃−𝑪𝑪
𝑫𝑫 �

1 + 𝑒𝑒�
𝐹𝐹𝑃𝑃−𝑪𝑪
𝑫𝑫 �

 

3 

Logistic weight-based function. 
 
A:  mpg ("ceiling") 
B:  mpg ("floor") 
C:  pounds ("midpoint") 
D:  pounds ("width") 

𝑇𝑇𝐹𝐹𝐹𝐹 =
1
𝑨𝑨

+ �
1
𝑩𝑩
−

1
𝑨𝑨
� ×

𝑒𝑒�
𝐶𝐶𝐺𝐺−𝑪𝑪
𝑫𝑫 �

1 + 𝑒𝑒�
𝐶𝐶𝐺𝐺−𝑪𝑪
𝑫𝑫 �

 

4 

Exponential area-based function. 
 
A:  mpg ("ceiling") 
B:  mpg (should be > A) 
C:  square feet (determines "height") 

𝑇𝑇𝐹𝐹𝐹𝐹 =
1
𝑨𝑨
−
𝑒𝑒�

1−𝐹𝐹𝑃𝑃
𝑪𝑪 �

𝑩𝑩
 

5 

Exponential weight-based function. 
 
A:  mpg ("ceiling") 
B:  mpg (should be > A) 
C:  pounds (determines "height") 

𝑇𝑇𝐹𝐹𝐹𝐹 =
1
𝑨𝑨
−
𝑒𝑒�

1−𝐶𝐶𝐺𝐺
𝑪𝑪 �

𝑩𝑩
 

6 

Linear area-based function. 
 
A:  mpg ("ceiling") 
B:  mpg ("floor") 
C:  change in gpm / change in square feet ("slope" of the function) 
D:  gpm ("y-intercept") 

𝑇𝑇𝐹𝐹𝐹𝐹 = MAX�
1
𝑨𝑨

, MIN �
1
𝑩𝑩

,𝑪𝑪 × 𝐹𝐹𝐹𝐹 + 𝑫𝑫�� 

7 

Linear weight-based function. 
 
A:  mpg ("ceiling") 
B:  mpg ("floor") 
C:  change in gpm / change in pounds ("slope" of the function) 
D:  gpm ("y-intercept") 

𝑇𝑇𝐹𝐹𝐹𝐹 = MAX �
1
𝑨𝑨

, MIN �
1
𝑩𝑩

,𝑪𝑪 × 𝐶𝐶𝑇𝑇 + 𝑫𝑫�� 

8 

Linear work-factor-based function. 
 
General coefficients 
  A:  'xwd' coefficient; additional offset, in lbs, applicable to 
        4-wheel drive vehicles only 
  B:  weighting multiplier for payload vs. towing capacity 
Coefficients for gasoline vehicles 
  C:  change in gpm / change in work-factor ("slope" of the function) 
  D:  gallons per 100-miles ("y-intercept") 
Coefficients for diesel vehicles 
  E:  change in gpm / change in work-factor ("slope" of the function) 
  F:  gallons per 100-miles ("y-intercept") 
Coefficients for CNG vehicles 
  G:  change in gpm / change in work-factor ("slope" of the function) 
  H:  gallons per 100-miles ("y-intercept") 

 

𝑇𝑇𝐹𝐹𝐹𝐹 = �
𝑮𝑮 × 𝑇𝑇𝐹𝐹 + 𝑯𝑯,
𝑬𝑬 × 𝑇𝑇𝐹𝐹 + 𝑭𝑭,
𝑪𝑪 × 𝑇𝑇𝐹𝐹 + 𝑫𝑫

� 

 
The target function uses different coefficients, 
depending on the fuel type the vehicle operates on. WF 
is the work-factor, calculated as follows: 
 

𝑇𝑇𝐹𝐹 = �𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿 − 𝐶𝐶𝑇𝑇 + �𝑨𝑨,
0 �� × 𝑩𝑩

+ (𝐺𝐺𝐶𝐶𝑇𝑇𝐿𝐿 − 𝐺𝐺𝐺𝐺𝑇𝑇𝐿𝐿) × (1 − 𝑩𝑩) 
 
For the work-factor equation, the A coefficient is only 
used for 4-wheel drive vehicles. For all other vehicles, a 
value of zero (0) is used. 
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Table 49. Target Functions (2) 
Function Description Specification 

206 

Dual linear area-based function. 
 
Primary function coefficients 
  A:  mpg ("ceiling") 
  B:  mpg ("floor") 
  C:  change in gpm / change in square feet 
        ("slope" of the function) 
  D:  gpm ("y-intercept") 
Secondary function coefficients 
  E:  mpg ("ceiling") 
  F:  mpg ("floor") 
  G:  change in gpm / change in square feet 
        ("slope" of the function) 
  H:  gpm ("y-intercept") 

𝑇𝑇𝐹𝐹𝐹𝐹 = MIN

⎝

⎜
⎛

MAX�
1
𝑨𝑨

, MIN �
1
𝑩𝑩

,𝑪𝑪 × 𝐹𝐹𝐹𝐹 + 𝑫𝑫�� ,

MAX�
1
𝑬𝑬

, MIN �
1
𝑭𝑭

,𝑮𝑮 × 𝐹𝐹𝐹𝐹 + 𝑯𝑯��
⎠

⎟
⎞

 

207 

Dual linear weight-based function. 
 
Primary function coefficients 
  A:  mpg ("ceiling") 
  B:  mpg ("floor") 
  C:  change in gpm / change in pounds 
        ("slope" of the function) 
  D:  gpm ("y-intercept") 
Secondary function coefficients 
  E:  mpg ("ceiling") 
  F:  mpg ("floor") 
  G:  change in gpm / change in pounds 
        ("slope" of the function) 
  H:  gpm ("y-intercept") 

𝑇𝑇𝐹𝐹𝐹𝐹 = MIN

⎝

⎜
⎛

MAX�
1
𝑨𝑨

, MIN �
1
𝑩𝑩

,𝑪𝑪 × 𝐶𝐶𝑇𝑇 + 𝑫𝑫�� ,

MAX�
1
𝑬𝑬

, MIN �
1
𝑭𝑭

,𝑮𝑮 × 𝐶𝐶𝑇𝑇 + 𝑯𝑯��
⎠

⎟
⎞

 

208 

Dual linear work-factor-based function. 
 
Primary function coefficients 
  A-H: refer to function 8 above 
Secondary function coefficients 
  I:  the model year whose function serves as the 
       "floor" for this function 

 
For this target function, the CAFE Model calculates the target function in a 
series of steps. 
1) The model uses supplied coefficients A-H and target function 8 defined 

above to calculate the initial target for the vehicle, 
2) Then, a secondary “floor” target for the vehicle is calculated based on 

the function defined in the model year given by coefficient I (typically, 
the target function defined for model year I should be 1, 8, or 208), 

3) Lastly, the model takes the minimum of the targets calculated in steps 
1) and 2) to obtain the final target for a given vehicle model. 

 
The above steps can be summarized by the following equation: 

𝑇𝑇𝐹𝐹𝐹𝐹 = MIN�𝑂𝑂(8,𝑨𝑨…𝑯𝑯), 𝑂𝑂(𝑰𝑰)� 
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Appendix B Model Outputs 
 
The system produces ten output files in comma separated values (CSV) format. The system places 
all files in the “reports” folder, located in the user selected output path (for example: C:\CAFE 
Model\test-run\reports-csv). Table 50 lists the available output types and a brief summary of 
their contents. All of the modeling reports are stored as plain text (without any additional 
formatting), in a “database-like” style, for each scenario and model year examined during analysis. 
As discussed earlier, the first scenario appearing in the scenarios file is assigned to Scenario 0 and 
is treated as the baseline. The action alternatives are then assigned to Scenario 1, 2, and so on, in 
order of appearance. For all modeling reports, the baseline scenario always shows absolute values, 
while, for the majority of reports, the action alternatives include relative changes compared to the 
baseline, as discussed in the sections below. 
 

Table 50. Output Files 
Output File Contents 

Technology Utilization Report 

Contains manufacturer-level and industry-wide technology application and 
penetration rates for each technology, model year, and scenario analyzed.  The 
results are disaggregated by regulatory class, as well as combined over the entire 
fleet. 

Compliance Report 
Contains manufacturer-level and industry-wide summary of compliance model 
results for each model year and scenario analyzed. The results are disaggregated by 
regulatory class, as well as combined over the entire fleet. 

Societal Effects Report 
Contains industry-wide summary of energy and emissions effects for each model 
year and scenario analyzed. The results are disaggregated by regulatory class and 
fuel type, as well as combined across all fuels and over the entire fleet. 

Societal Costs Report  
Contains industry-wide summary of consumer and social costs for each model year 
and scenario analyzed. The results are disaggregated by regulatory class and fuel 
type, as well as combined across all fuels and over the entire fleet. 

Annual Societal Effects Report  This output file is similar to the Societal Effects Report, except it further 
disaggregates the results by vehicle age. 

Annual Societal Costs Report  This output file is similar to the Societal Costs Report, except it further 
disaggregates the results by vehicle age. 

Annual Societal Effects 
Summary Report 

This output file is similar to the Annual Societal Effects Report, except it 
aggregates the results by calendar year. Note, the Societal Effects Report produces 
results for each model year considered during analysis (e.g., 2016-2025). 
Conversely, the summary report summarizes the annual results by calendar year 
(e.g., 1975-2050). 

Annual Societal Costs 
Summary Report 

This output file is similar to the Annual Societal Costs Report, except it aggregates 
the results by calendar year.  Note, the Societal Costs Report produces results for 
each model year considered during analysis (e.g., 2016-2025). Conversely, the 
summary report summarizes the annual results by calendar year (e.g., 1975-2050). 

Consumer Costs Report 

Contains industry-wide summary of consumer-related costs for each model year 
and scenario analyzed, using discounting from the consumer’s perspective.  The 
results are disaggregated by regulatory class, as well as combined over the entire 
fleet. 

Vehicles Report 
Contains disaggregate vehicle-level summary of compliance model results, 
providing a detailed view of the final state of each vehicle examined by the model, 
for each model year and scenario analyzed. 

 
The remainder of this section discusses the contents of the output files. 
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B.1 Technology Utilization Report 
 
The Technology Utilization Report contains manufacturer-level and industry-wide technology 
application and penetration rates for each technology. The application rates represent the amount 
of technology that was applied by the modeling system during analysis while the penetration rates 
represent the amount of technology that was either on the vehicle initially at the start of the 
analysis, or applied by the modeling system during analysis. If a technology was present on or 
applied to a vehicle, but later superseded during the modeling process by another technology (for 
example, AT8 superseding AT6), the superseded technology on that vehicle will not count toward 
the penetration or application rates. 
 
The following table lists the contents of the Technology Utilization Report. 
 

Table 51. Technology Utilization Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario 
Name text A short name describing the key features of the scenario. 

Model Year model 
year Model years analyzed during the study period. 

Manufacturer text Manufacturers analyzed during the study period. A value of "TOTAL" is used to represent industry-wide results. 

Reg-Class text The regulatory class for which the application and penetration rates are reported. When multiple regulatory 
classes are present in the output, a value of "TOTAL" is used to represent the sum across all classes. 

Technology text The technology for which the application and penetration rates are reported. 

App-Rate number 

The application rate of the technology, specified as a proportion of total sales. The application rates represent the 
amount of technology that was applied by the modeling system during analysis. If a technology was applied to a 
vehicle, but later superseded during the modeling process by another technology (for example, AT6 superseding 
AT5), the superseded technology on that vehicle will not count toward the application rate. 

Pen-Rate number 

The penetration rate of the technology, specified as a proportion of total sales. The penetration rates represent the 
amount of technology that was either on the baseline vehicle at the start of the analysis, or applied by the 
modeling system during analysis. If a technology was present on or applied to a vehicle, but later superseded 
during the modeling process by another technology (for example, AT6 superseding AT5), the superseded 
technology on that vehicle will not count toward the penetration rate. 

Incr.AR number 
The incremental application rate of the technology, which represents the difference between the action 
alternative and the baseline scenario, where the application rate from the baseline scenario is subtracted from that 
of the action alternative. 

Incr.PR number 
The incremental penetration rate of the technology, which represents the difference between the action 
alternative and the baseline scenario, where the application rate from the baseline scenario is subtracted from that 
of the action alternative. 
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B.2 Compliance Report 
 
The Compliance Report contains manufacturer-level and industry-wide summary of compliance 
model results for each model year and scenario analyzed. The results are reported by regulatory 
class, as well as aggregated for the entire fleet. Most of the metrics, which are reported 
independently by model year, are further summed (or averaged) over the entire analysis period.  
The report provides various cost values associated with the rule, represented as “totals” across all 
vehicle models, as well as “averages” per single vehicle unit. The following table lists the contents 
of the Compliance Report. 
 

Table 52. Compliance Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Model Year model 
year 

Model years analyzed during the study period. A value of "TOTAL" is used to represent the sums (or averages) 
across all model years for some of the outputs, where applicable. 

Manufacturer text Manufacturers analyzed during the study period. A value of "TOTAL" is used to represent industry-wide 
results. 

Reg-Class text 
The regulatory class for which the compliance results are reported. When multiple regulatory classes are 
present in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory 
classes for some of the outputs, where applicable. 

Sales units Total production of vehicles for sale for a specific model year, manufacturer, and regulatory class (as well as 
sum across any of the attributes, where applicable). 

Jobs units 

Total US jobs associated with the sale of all units of a specific vehicle model in a specific model year. This 
includes: jobs required for vehicle manufacture and assembly originating at US plants, jobs associated with the 
sale of new vehicle models at US dealerships, and additional direct US jobs resulting from vehicle fuel 
economy improvements. 

Prelim-Stnd mpg Preliminary value of the required CAFE standard (before the "alternative minimum CAFE standard", as 
outlined in the scenarios input section, is applied). 

Standard mpg The value of the required CAFE standard. 
CAFE (2-
cycle) mpg The value of the achieved CAFE standard, using a 2-bag test cycle, not including the adjustment for 

improvements in air conditioning efficiency or off-cycle credits. 

CAFE mpg 
The value of the achieved CAFE standard, including the adjustment for improvements in air conditioning 
efficiency and off-cycle credits. This value is reflects whether a manufacturer is in compliance with the CAFE 
standards. 

CO-2 Standard grams/ 
mile The value of the required CO-2 standard. 

CO-2 Rating grams/ 
mile 

The value of the achieved CO-2 standard, including the adjustment for improvements in air conditioning 
efficiency, air conditioning leakage, and off-cycle credits. This value is reflects whether a manufacturer is in 
compliance with the CO-2 standards. 

Off-Cycle 
Credits 

grams/ 
mile 

Amount of off-cycle credits accrued by a manufacturer toward compliance with either EPA's CO-2 or 
NHTSA's CAFE standards. This value is specified in grams/mile of CO-2 and represents the maximum 
cumulative adjustment aggregated from all technologies utilized by the manufacturer in its fleet for which the 
CO-2 and fuel economy benefit is not captured on the test cycle. However, the actual amount of credit applied 
to a manufacturer's CO-2 and CAFE ratings is bound by the maximum allowable cap as defined by the 
compliance scenario in a specific model year. 

AC Efficiency grams/ 
mile 

Adjustment factor associated with improvements in air conditioning efficiency accrued by a manufacturer 
toward compliance with either EPA's CO-2 or NHTSA's CAFE standards. This value is specified in grams/mile 
of CO-2 and represents the maximum cumulative adjustment aggregated from all AC efficiency improvement 
technologies utilized by the manufacturer in its fleet. However, the actual adjustment factor applied to a 
manufacturer's CO-2 and CAFE ratings is bound by the maximum allowable cap as defined by the compliance 
scenario in a specific model year. 

AC Leakage grams/ 
mile 

Adjustment factor associated with improvements in air conditioning leakage accrued by a manufacturer toward 
compliance with EPA's CO-2 standards. This value is specified in grams/mile of CO-2 and represents the 
maximum cumulative adjustment aggregated from all AC leakage improvement technologies utilized by the 
manufacturer in its fleet. However, the actual adjustment factor applied to a manufacturer's CO-2 rating is 
bound by the maximum allowable cap as defined by the compliance scenario in a specific model year. 

Average CW lbs. Average curb weight of analyzed vehicles. 
Average FP sq.ft. Average footprint of analyzed vehicles. 

Average WF lbs. Average work-factor of analyzed vehicles. This value is reported only when the vehicles analyzed are subject to 
the work-factor based functional standards. 

ZEV Target zevs Amount of ZEV credits required in order to meet the CA+S177 state's zero-emission vehicle standards. 
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ZEV Credits zevs Amount of ZEV credits generated for compliance with the CA+S177 state's zero-emission vehicle standards. 
Tech Cost dollars1 Total amount of technology costs accumulated by a manufacturer across all vehicle models. 
Fines dollars1 Total amount of fines owed by a manufacturer in a specific model year and regulatory class. 

Reg-Cost dollars1 

Total amount of regulatory costs accumulated by a manufacturer across all vehicle models. The regulatory 
costs are based on the combination of technology costs accrued within a specific regulatory class and total fines 
owed by the manufacturer (accross all regulatory classes), distributed based on a vehicle's relative target 
shortfall. 

Maint/Repair 
Cost dollars1 Total amount of maintenance and repair costs accumulated by a manufacturer across all vehicle models. 

Avg Tech Cost dollars1 Average technology costs per single vehicle unit. 
Avg Fines dollars1 Average fines paid per single vehicle unit. 
Avg Reg-Cost dollars1 Average regulatory costs per single vehicle unit. 
Avg 
Maint/Repair 
Cost 

dollars1 Average maintenance and repair costs per single vehicle unit. 

Credits Earned credits2 
Total CAFE credits accumulated by the manufacturer for a specific model year and regulatory class. 
Manufacturers earn compliance credits whenever their achieved value of the CAFE standard is above the 
required value of the CAFE standard (in mpg). 

Credits Out credits2 Total CAFE credits transferred out of a specific regulatory class (such as from domestic passenger cars to light 
trucks) or carried forward from a previous model year. 

Credits In credits2 Total CAFE credits transferred into a specific regulatory class or carried forward into the present model year. 

CO-2 Credits 
Earned 

metric-
tons 

Total CO-2 credits accumulated by the manufacturer for a specific model year and regulatory class. 
Manufacturers earn compliance credits whenever their achieved value of the CO-2 standard is above the 
required value of the CO-2 standard (in mpg). 

CO-2 Credits 
Out 

metric-
tons 

Total CO-2 credits transferred out of a specific regulatory class (such as from passenger cars to light trucks) or 
carried forward from a previous model year. 

CO-2 Credits 
In 

metric-
tons Total CO-2 credits transferred into a specific regulatory class or carried forward into the present model year. 

 
In the above table, note that: 

(1) For the baseline scenario, all costs are specified as absolutes; for the action alternatives, all 
costs are incremental and are specified as the difference between the action alternative and 
the baseline scenario, where the value from the baseline scenario is subtracted from that of 
the action alternative. 

(2) For light duty vehicles (those regulated as domestic cars, imported cars, and light trucks), 
one credit equates to one mile per 10 gallons. For medium duty vehicles (those regulated 
as class-2b/3 trucks), one credit equates to one gallon per 10k miles. 
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B.3 Societal Effects and Societal Costs Reports 
 
The Societal Effects Report contains industry-wide summary of energy and emissions effects, 
while the Societal Costs Report contains corresponding industry-wide summary of consumer and 
social costs for each model year and scenario analyzed. The results are reported by regulatory 
class, as well as aggregated for the entire fleet. Most of the metrics, which are reported 
independently by model year, are further summed (or averaged) over the entire analysis period. 
 
The Societal Effects Report also disaggregates energy and emissions effects by fuel type, as well 
as providing aggregate totals across all fuels. The report contains calculated levels of energy 
consumed by fuel type in quads, thousands of gallons, and thousands of native units during the full 
useful life of all vehicles sold in each model year. For liquid fuel types (gasoline, diesel, and E85), 
amount of gallons consumed is specified in their native units (e.g., gallons of E85). For non-liquid 
fuel types (electricity, hydrogen, CNG), amount of gallons consumed is specified in gasoline 
equivalent gallons. Additionally, energy consumption in native units is specified for electricity in 
mW-h, and for hydrogen and CNG in Mcf. Full useful life travel (in thousands of miles) and 
average fuel economy levels are also presented to provide a basis for comparison. The rated fuel 
economy levels reported are not comparable to the value of achieved CAFE standard shown in the 
compliance report. The values contained in the Societal Effects Report are computed as total VMT 
divided by total gallons (with the effect of the on-road gap backed out), and do not incorporate 
some of the compliance-related credits or adjustments. 
 
The Societal Effects Report also presents estimates of full fuel cycle carbon dioxide and criteria 
pollutant emissions by fuel type. As shown in Table 53 below, carbon dioxide emissions are 
reported in million metric tons of carbon-equivalent emissions (one metric ton of carbon dioxide 
is equivalent to 12/44 of a metric ton of carbon), and all criteria pollutants are reported in metric 
tons. For the baseline scenario, VMT, energy use, fatalities, and all emissions are specified as 
absolutes. For the action alternatives, these values are incremental and are specified as the 
difference between the action alternative and the baseline scenario, where the value from the 
baseline scenario is subtracted from that of the action alternative. 
 
The Societal Costs Report contains monetized consumer and social costs including fuel 
expenditures, travel and refueling value, economic and external costs arising from additional 
vehicle use, as well as owner and societal costs associated with emissions damage. In all cases, 
these costs are calculated for the fleet of vehicles sold in each model year over their full useful 
lives, discounted using the rate specified in the parameters input file, and reported in thousands of 
constant dollars.  Chapter Three, Section 6 of the primary text discusses these types of costs and 
benefits in greater detail, and Appendix A discusses corresponding input assumptions. 
 
In the Societal Costs Report, for the baseline scenario, all costs are specified as absolutes. For the 
action alternatives, all costs are incremental and are specified as the difference between the action 
alternative and the baseline scenario. Table 53 below lists the full contents of the Societal Effects 
Report and Table 54 lists the full contents of the Societal Costs Report. 
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Table 53. Societal Effects Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario 
Name text A short name describing the key features of the scenario. 

Model Year model 
year 

Model years analyzed during the study period. A value of "TOTAL" is used to represent the sums (or 
averages) across all model years for some of the outputs, where applicable. 

Reg-Class text 
The regulatory class for which the societal effects are reported. When multiple regulatory classes are present 
in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory classes for 
some of the outputs, where applicable. 

Fuel Type text The fuel type for which the societal effects are reported. A value of "TOTAL" is used to represent the sums 
(or averages) across all fuel types for some of the outputs, where applicable. 

Rated FE mpg 
The average fuel economy rating of vehicles. Note, this value is not comparable to the value of achieved 
CAFE standard shown in the compliance report; this value is computed as total VMT divided by total gallons 
(with the effect of the on-road gap backed out), and does not incorporate some of the compliance credits. 

On-road FE mpg The average on-road fuel economy rating of vehicles. 
Fuel Share ratio The average fuel share, indicating the amount of miles driven by all vehicles on each fuel type. 
Curb Weight lbs. Average curb weight of analyzed vehicles. 
Footprint sq.ft. Average footprint of analyzed vehicles. 

Work Factor lbs. Average work-factor of analyzed vehicles. This value is reported only when the vehicles analyzed are subject 
to the work-factor based functional standards. 

Sales units Total production of vehicles for sale for a specific model year, regulatory class, and fuel type (as well as sum 
across any of the attributes, where applicable). 

kVMT miles (k) Thousands of miles traveled by all vehicles over their lifetime for a specific model year, regulatory class, and 
fuel type. 

Quads quads Energy used by all vehicles over their lifetime for a specific model year, regulatory class, and fuel type. 

kGallons gallons 
(k) 

Amount of gallons of liquid fuel consumed, or amount of gasoline equivalent gallons of fuel consumed (for 
non-liquid fuel types), by all vehicles over their lifetime for a specific model year, regulatory class, and fuel 
type. 

kUnits varies 

Amount of energy consumed by all vehicles over their lifetime for a specific model year, regulatory class, and 
fuel type, where the units of measure vary based on fuel type. For liquid fuel types (gasoline, e85, diesel, b20, 
LNG, LPG), the units are specified in thousands of gallons; for electricity, the units are specified in mW-h; 
for hydrogen and CNG, the units are specified in Mcf. 

Fatalities units Amount of fatalities resulting from reduction in vehicle curb weight and increases in VMT due to the rebound 
effect, aggregated over the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

CO (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
over the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

VOC (t) metric-
tons 

Amount of Volatile Organic Compounds emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated over the lifetime of all vehicles for a specific model year, regulatory class, and fuel 
type. 

NOx (t) metric-
tons 

Amount of Nitrogen Oxides emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
over the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

SO2 (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

PM (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from domestic crude 
petroleum extraction, transportation, and refining, from gasoline transportation, storage, and distribution, and 
from vehicle operation, aggregated over the lifetime of all vehicles for a specific model year, regulatory class, 
and fuel type. 

CO2 (mmt) 
million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
over the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

CH4 (t) metric-
tons 

Amount of Methane emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

N2O (t) metric-
tons 

Amount of Nitrous Oxide emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

Acetaldehyde 
(t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

Acrolein (t) metric-
tons 

Amount of Acrolein emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 



DRAFT – July 2018 

162 

Benzene (t) metric-
tons 

Amount of Benzene emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

Butadiene (t) metric-
tons 

Amount of 1,3-Butadiene emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

Formaldehyde 
(t) 

metric-
tons 

Amount of Formaldehyde emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated over 
the lifetime of all vehicles for a specific model year, regulatory class, and fuel type. 

DPM10 (t) metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from domestic crude 
petroleum extraction, transportation, and refining, from gasoline transportation, storage, and distribution, and 
from vehicle operation, aggregated over the lifetime of all vehicles for a specific model year, regulatory class, 
and fuel type. 

MTBE (t) metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated over the lifetime of all vehicles for a specific model year, regulatory class, and fuel 
type. 

 
  



DRAFT – July 2018 

163 

Table 54. Societal Costs Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Model Year model 
year 

Model years analyzed during the study period. A value of "TOTAL" is used to represent the sums (or 
averages) across all model years for some of the outputs, where applicable. 

Reg-Class text 
The regulatory class for which the societal costs are reported. When multiple regulatory classes are present in 
the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory classes for 
some of the outputs, where applicable. 

Fuel Type text The fuel type for which the societal costs are reported. A value of "TOTAL" is used to represent the sums (or 
averages) across all fuel types for some of the outputs, where applicable. 

Disc-Rate number Social discount rate applied to future benefits. A value of 0 indicates undiscounted costs. 
Pre-Tax Fuel 
Cost 

dollars 
(k) 

Total pre-tax fuel expenditures accumulated across all vehicles over their lifetime for a specific model year, 
regulatory class, and fuel type. 

Fuel Tax Cost dollars 
(k) 

Total fuel tax revenues accumulated across all vehicles over their lifetime for a specific model year, 
regulatory class, and fuel type. 

Retail Fuel 
Costs 

dollars 
(k) 

Total retail fuel expenditures (pre-tax fuel cost + fuel tax cost) accumulated across all vehicles over their 
lifetime for a specific model year, regulatory class, and fuel type. 

Drive Value dollars 
(k) 

Benefits from the additional driving that results from improved fuel economy, accumulated across all vehicles 
over their lifetime for a specific model year, regulatory class, and fuel type. 

Refuel Value dollars 
(k) 

Benefits from reduced refueling frequency due to the extended vehicle range and improved fuel economy, 
accumulated across all vehicles over their lifetime for a specific model year, regulatory class, and fuel type. 

Market 
Externalities 

dollars 
(k) 

Economic costs of oil imports not accounted for by price, accumulated across all vehicles over their lifetime 
for a specific model year, regulatory class, and fuel type. 

Congestion 
Costs 

dollars 
(k) 

Congestion costs from additional vehicle use, accumulated across all vehicles over their lifetime for a specific 
model year, regulatory class, and fuel type. 

Accident Costs dollars 
(k) 

Accident costs from additional vehicle use, accumulated across all vehicles over their lifetime for a specific 
model year, regulatory class, and fuel type. 

Noise Costs dollars 
(k) 

Noise costs from additional vehicle use, accumulated across all vehicles over their lifetime for a specific 
model year, regulatory class, and fuel type. 

Fatality Costs dollars 
(k) 

Costs attributed to vehicle-related fatalities resulting from additional vehicle use and reduction in vehicle curb 
weight, accumulated across all vehicles over their lifetime for a specific model year, regulatory class, and fuel 
type. 

Non-Fatal Crash 
Costs 

dollars 
(k) 

Costs attributed to non-fatal vehicle-related crashes resulting from additional vehicle use and reduction in 
vehicle curb weight, accumulated across all vehicles over their lifetime for a specific model year, regulatory 
class, and fuel type. 

CO Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Carbon Monoxide damage, aggregated over the lifetime of all vehicles 
for a specific model year, regulatory class, and fuel type. 

VOC Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Volatile Organic Compounds damage, aggregated over the lifetime of 
all vehicles for a specific model year, regulatory class, and fuel type. 

NOx Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Nitrogen Oxides damage, aggregated over the lifetime of all vehicles 
for a specific model year, regulatory class, and fuel type. 

SO2 Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Sulfur Dioxide damage, aggregated over the lifetime of all vehicles for 
a specific model year, regulatory class, and fuel type. 

PM Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Particulate Matter damage, aggregated over the lifetime of all vehicles 
for a specific model year, regulatory class, and fuel type. 

CO2 Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Carbon Dioxide damage, aggregated over the lifetime of all vehicles 
for a specific model year, regulatory class, and fuel type. 

CH4 Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Methane damage, aggregated over the lifetime of all vehicles for a 
specific model year, regulatory class, and fuel type. 

N2O Damage 
Costs 

dollars 
(k) 

Owner and societal costs arising from Nitrous Oxide damage, aggregated over the lifetime of all vehicles for 
a specific model year, regulatory class, and fuel type. 
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B.4 Annual Societal Effects and Annual Societal Costs Reports 
 
The Annual Societal Effects Report and the Annual Societal Costs Report contain similar results 
as the Societal Effects Report and the Societal Costs Report, except these outputs further 
disaggregate the results by vehicle age. Table 55 lists the full contents of the Annual Societal 
Effects Report and Table 56 lists the full contents of the Annual Societal Costs Report. The annual 
reports produce results as absolutes (i.e., non-incremental) for the baseline and action alternatives. 
 

Table 55. Annual Societal Effects Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Model Year model year Model years analyzed during the study period. When "Fleet Analysis" option is enabled during modeling, 
the range of years is extended to include historic and future model years. 

Age integer The vehicle's vintage, ranging from 0 to 39, where 0 corresponds to a vehicle's first year on the road. 

Calendar Year calendar 
year Calendar years analyzed for the effects calculations. 

Reg-Class text 
The regulatory class for which the societal costs are reported. When multiple regulatory classes are present 
in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory classes 
for some of the outputs, where applicable. 

Fuel Type text The fuel type for which the societal costs are reported. A value of "TOTAL" is used to represent the sums 
(or averages) across all fuel types for some of the outputs, where applicable. 

Fleet units Total on-road fleet for a specific model year, vehicle age, regulatory class, and fuel type. 

kVMT miles (k) Thousands of miles traveled by all vehicles for a specific model year, vehicle age, regulatory class, and 
fuel type. 

Quads quads Energy used by all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

kGallons gallons (k) 
Amount of gallons of liquid fuel consumed, or amount of gasoline equivalent gallons of fuel consumed 
(for non-liquid fuel types), by all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

kUnits varies 

Amount of energy consumed by all vehicles for a specific model year, vehicle age, regulatory class, and 
fuel type, where the units of measure vary based on fuel type. For liquid fuel types (gasoline, e85, diesel, 
b20, LNG, LPG), the units are specified in thousands of gallons; for electricity, the units are specified in 
mW-h; for hydrogen and CNG, the units are specified in Mcf. 

Fatalities units 
Amount of fatalities resulting from reduction in vehicle curb weight and increases in VMT due to the 
rebound effect, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

CO Upstream (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

VOC Upstream 
(t) 

metric-
tons 

Amount of Volatile Organic Compounds emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

NOx Upstream 
(t) 

metric-
tons 

Amount of Nitrogen Oxides emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

SO2 Upstream (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

PM Upstream (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from domestic crude 
petroleum extraction, transportation, and refining, from gasoline transportation, storage, and distribution, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

CO2 Upstream 
(mmt) 

million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

CH4 Upstream 
(t) 

metric-
tons 

Amount of Methane emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a specific 
model year, vehicle age, regulatory class, and fuel type. 

N2O Upstream 
(t) 

metric-
tons 

Amount of Nitrous Oxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

Acetaldehyde 
Upstream (t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 
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Acrolein 
Upstream (t) 

metric-
tons 

Amount of Acrolein emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a specific 
model year, vehicle age, regulatory class, and fuel type. 

Benzene 
Upstream (t) 

metric-
tons 

Amount of Benzene emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a specific 
model year, vehicle age, regulatory class, and fuel type. 

Butadiene 
Upstream (t) 

metric-
tons 

Amount of 1,3-Butadiene emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

Formaldehyde 
Upstream (t) 

metric-
tons 

Amount of Formaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

DPM10 
Upstream (t) 

metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from domestic 
crude petroleum extraction, transportation, and refining, from gasoline transportation, storage, and 
distribution, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

MTBE Upstream 
(t) 

metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

CO Tailpipe (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from vehicle operation, aggregated for all vehicles for 
a specific model year, vehicle age, regulatory class, and fuel type. 

VOC Tailpipe (t) metric-
tons 

Amount of Volatile Organic Compounds emissions generated from vehicle operation, aggregated for all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

NOx Tailpipe (t) metric-
tons 

Amount of Nitrogen Oxides emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

SO2 Tailpipe (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

PM Tailpipe (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

CO2 Tailpipe 
(mmt) 

million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

CH4 Tailpipe (t) metric-
tons 

Amount of Methane emissions generated from vehicle operation, aggregated for all vehicles for a specific 
model year, vehicle age, regulatory class, and fuel type. 

N2O Tailpipe (t) metric-
tons 

Amount of Nitrous Oxide emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

Acetaldehyde 
Tailpipe (t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

Acrolein Tailpipe 
(t) 

metric-
tons 

Amount of Acrolein emissions generated from vehicle operation, aggregated for all vehicles for a specific 
model year, vehicle age, regulatory class, and fuel type. 

Benzene Tailpipe 
(t) 

metric-
tons 

Amount of Benzene emissions generated from vehicle operation, aggregated for all vehicles for a specific 
model year, vehicle age, regulatory class, and fuel type. 

Butadiene 
Tailpipe (t) 

metric-
tons 

Amount of 1,3-Butadiene emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

Formaldehyde 
Tailpipe (t) 

metric-
tons 

Amount of Formaldehyde emissions generated from vehicle operation, aggregated for all vehicles for a 
specific model year, vehicle age, regulatory class, and fuel type. 

DPM10 Tailpipe 
(t) 

metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from vehicle 
operation, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

MTBE Tailpipe 
(t) 

metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from vehicle operation, aggregated for all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

CO Total (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

VOC Total (t) metric-
tons 

Amount of Volatile Organic Compounds emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

NOx Total (t) metric-
tons 

Amount of Nitrogen Oxides emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 

SO2 Total (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

PM Total (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from domestic crude 
petroleum extraction, transportation, and refining, from gasoline transportation, storage, and distribution, 
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and from vehicle operation, aggregated for all vehicles for a specific model year, vehicle age, regulatory 
class, and fuel type. 

CO2 Total (mmt) 
million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

CH4 Total (t) metric-
tons 

Amount of Methane emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

N2O Total (t) metric-
tons 

Amount of Nitrous Oxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Acetaldehyde 
Total (t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Acrolein Total (t) metric-
tons 

Amount of Acrolein emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Benzene Total (t) metric-
tons 

Amount of Benzene emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Butadiene Total 
(t) 

metric-
tons 

Amount of 1,3-Butadiene emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Formaldehyde 
Total (t) 

metric-
tons 

Amount of Formaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

DPM10 Total (t) metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from domestic 
crude petroleum extraction, transportation, and refining, from gasoline transportation, storage, and 
distribution, and from vehicle operation, aggregated for all vehicles for a specific model year, vehicle age, 
regulatory class, and fuel type. 

MTBE Total (t) metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific model year, vehicle age, regulatory class, and fuel 
type. 
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Table 56. Annual Societal Costs Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Model Year model 
year 

Model years analyzed during the study period. When "Fleet Analysis" option is enabled during modeling, 
the range of years is extended to include historic and future model years. 

Age integer The vehicle's vintage, ranging from 0 to 39, where 0 corresponds to a vehicle's first year on the road. 

Calendar Year calendar 
year Calendar years analyzed for the effects calculations. 

Reg-Class text 
The regulatory class for which the societal costs are reported. When multiple regulatory classes are present 
in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory classes 
for some of the outputs, where applicable. 

Fuel Type text The fuel type for which the societal costs are reported. A value of "TOTAL" is used to represent the sums 
(or averages) across all fuel types for some of the outputs, where applicable. 

Disc-Rate number Social discount rate applied to future benefits. A value of 0 indicates undiscounted costs. 
Pre-Tax Fuel 
Cost dollars (k) Total pre-tax fuel expenditures accumulated across all vehicles for a specific model year, vehicle age, 

regulatory class, and fuel type. 

Fuel Tax Cost dollars (k) Total fuel tax revenues accumulated across all vehicles for a specific model year, vehicle age, regulatory 
class, and fuel type. 

Retail Fuel 
Costs dollars (k) Total retail fuel expenditures (pre-tax fuel cost + fuel tax cost) accumulated across all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 

Drive Value dollars (k) Benefits from the additional driving that results from improved fuel economy, accumulated across all 
vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Refuel Value dollars (k) Benefits from reduced refueling frequency due to the extended vehicle range and improved fuel economy, 
accumulated across all vehicles for a specific model year, vehicle age, regulatory class, and fuel type. 

Market 
Externalities dollars (k) Economic costs of oil imports not accounted for by price, accumulated across all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
Congestion 
Costs dollars (k) Congestion costs from additional vehicle use, accumulated across all vehicles for a specific model year, 

vehicle age, regulatory class, and fuel type. 

Accident Costs dollars (k) Accident costs from additional vehicle use, accumulated across all vehicles for a specific model year, 
vehicle age, regulatory class, and fuel type. 

Noise Costs dollars (k) Noise costs from additional vehicle use, accumulated across all vehicles for a specific model year, vehicle 
age, regulatory class, and fuel type. 

Fatality Costs dollars (k) 
Costs attributed to vehicle-related fatalities resulting from additional vehicle use and reduction in vehicle 
curb weight, accumulated across all vehicles for a specific model year, vehicle age, regulatory class, and 
fuel type. 

Non-Fatal Crash 
Costs dollars (k) 

Costs attributed to non-fatal vehicle-related crashes resulting from additional vehicle use and reduction in 
vehicle curb weight, accumulated across all vehicles for a specific model year, vehicle age, regulatory class, 
and fuel type. 

CO Damage 
Costs dollars (k) Owner and societal costs arising from Carbon Monoxide damage, aggregated for all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
VOC Damage 
Costs dollars (k) Owner and societal costs arising from Volatile Organic Compounds damage, aggregated for all vehicles for 

a specific model year, vehicle age, regulatory class, and fuel type. 
NOx Damage 
Costs dollars (k) Owner and societal costs arising from Nitrogen Oxides damage, aggregated for all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
SO2 Damage 
Costs dollars (k) Owner and societal costs arising from Sulfur Dioxide damage, aggregated for all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
PM Damage 
Costs dollars (k) Owner and societal costs arising from Particulate Matter damage, aggregated for all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
CO2 Damage 
Costs dollars (k) Owner and societal costs arising from Carbon Dioxide damage, aggregated for all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
CH4 Damage 
Costs dollars (k) Owner and societal costs arising from Methane damage, aggregated for all vehicles for a specific model 

year, vehicle age, regulatory class, and fuel type. 
N2O Damage 
Costs dollars (k) Owner and societal costs arising from Nitrous Oxide damage, aggregated for all vehicles for a specific 

model year, vehicle age, regulatory class, and fuel type. 
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B.5 Annual Societal Effects Summary and Annual Societal Costs Summary 
Reports 
 
The Annual Societal Effects Summary Report and the Annual Societal Costs Summary Report 
contain similar results as the Annual Societal Effects Report and the Annual Societal Costs Report, 
except these outputs aggregate the results by calendar year, by summing across results at each 
vehicle age. Table 57 lists the full contents of the Annual Societal Effects Report and Table 58 lists 
the full contents of the Annual Societal Costs Report. The annual summary reports produce results 
as absolutes (i.e., non-incremental) for the baseline and action alternatives. 
 

Table 57. Annual Societal Effects Summary Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Calendar Year calendar 
year Calendar years analyzed for the effects calculations. 

Reg-Class text 
The regulatory class for which the societal costs are reported. When multiple regulatory classes are 
present in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory 
classes for some of the outputs, where applicable. 

Fuel Type text The fuel type for which the societal costs are reported. A value of "TOTAL" is used to represent the sums 
(or averages) across all fuel types for some of the outputs, where applicable. 

MY Count integer Number of distinct model years represented within a specific calendar year. If model year count is 40, the 
entire population of vehicle models is assumed to be on-road during the specific calendar year. 

Average Age number The average age of vehicles for a specific calendar year, regulatory class, and fuel type. 
Fleet units Total on-road fleet for a specific calendar year, regulatory class, and fuel type. 
kVMT miles (k) Thousands of miles traveled by all vehicles for a specific calendar year, regulatory class, and fuel type. 
Quads quads Energy used by all vehicles for a specific calendar year, regulatory class, and fuel type. 

kGallons gallons (k) Amount of gallons of liquid fuel consumed, or amount of gasoline equivalent gallons of fuel consumed 
(for non-liquid fuel types), by all vehicles for a specific calendar year, regulatory class, and fuel type. 

kUnits varies 

Amount of energy consumed by all vehicles for a specific calendar year, regulatory class, and fuel type, 
where the units of measure vary based on fuel type. For liquid fuel types (gasoline, e85, diesel, b20, LNG, 
LPG), the units are specified in thousands of gallons; for electricity, the units are specified in mW-h; for 
hydrogen and CNG, the units are specified in Mcf. 

Fatalities units Amount of fatalities resulting from reduction in vehicle curb weight and increases in VMT due to the 
rebound effect, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

CO Upstream (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

VOC Upstream 
(t) 

metric-
tons 

Amount of Volatile Organic Compounds emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

NOx Upstream 
(t) 

metric-
tons 

Amount of Nitrogen Oxides emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

SO2 Upstream (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

PM Upstream (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from domestic crude 
petroleum extraction, transportation, and refining, from gasoline transportation, storage, and distribution, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

CO2 Upstream 
(mmt) 

million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

CH4 Upstream 
(t) 

metric-
tons 

Amount of Methane emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a specific 
calendar year, regulatory class, and fuel type. 

N2O Upstream 
(t) 

metric-
tons 

Amount of Nitrous Oxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

Acetaldehyde 
Upstream (t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 
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Acrolein 
Upstream (t) 

metric-
tons 

Amount of Acrolein emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a specific 
calendar year, regulatory class, and fuel type. 

Benzene 
Upstream (t) 

metric-
tons 

Amount of Benzene emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a specific 
calendar year, regulatory class, and fuel type. 

Butadiene 
Upstream (t) 

metric-
tons 

Amount of 1,3-Butadiene emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

Formaldehyde 
Upstream (t) 

metric-
tons 

Amount of Formaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

DPM10 
Upstream (t) 

metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from domestic 
crude petroleum extraction, transportation, and refining, from gasoline transportation, storage, and 
distribution, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

MTBE Upstream 
(t) 

metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

CO Tailpipe (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from vehicle operation, aggregated for all vehicles for 
a specific calendar year, regulatory class, and fuel type. 

VOC Tailpipe (t) metric-
tons 

Amount of Volatile Organic Compounds emissions generated from vehicle operation, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

NOx Tailpipe (t) metric-
tons 

Amount of Nitrogen Oxides emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

SO2 Tailpipe (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

PM Tailpipe (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from vehicle operation, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

CO2 Tailpipe 
(mmt) 

million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

CH4 Tailpipe (t) metric-
tons 

Amount of Methane emissions generated from vehicle operation, aggregated for all vehicles for a specific 
calendar year, regulatory class, and fuel type. 

N2O Tailpipe (t) metric-
tons 

Amount of Nitrous Oxide emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

Acetaldehyde 
Tailpipe (t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

Acrolein Tailpipe 
(t) 

metric-
tons 

Amount of Acrolein emissions generated from vehicle operation, aggregated for all vehicles for a specific 
calendar year, regulatory class, and fuel type. 

Benzene Tailpipe 
(t) 

metric-
tons 

Amount of Benzene emissions generated from vehicle operation, aggregated for all vehicles for a specific 
calendar year, regulatory class, and fuel type. 

Butadiene 
Tailpipe (t) 

metric-
tons 

Amount of 1,3-Butadiene emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

Formaldehyde 
Tailpipe (t) 

metric-
tons 

Amount of Formaldehyde emissions generated from vehicle operation, aggregated for all vehicles for a 
specific calendar year, regulatory class, and fuel type. 

DPM10 Tailpipe 
(t) 

metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from vehicle 
operation, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

MTBE Tailpipe 
(t) 

metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from vehicle operation, aggregated for all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

CO Total (t) metric-
tons 

Amount of Carbon Monoxide emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

VOC Total (t) metric-
tons 

Amount of Volatile Organic Compounds emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

NOx Total (t) metric-
tons 

Amount of Nitrogen Oxides emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

SO2 Total (t) metric-
tons 

Amount of Sulfur Dioxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

PM Total (t) metric-
tons 

Amount of Particulate Matter (diameter of ~2.5 micrometers) emissions generated from domestic crude 
petroleum extraction, transportation, and refining, from gasoline transportation, storage, and distribution, 
and from vehicle operation, aggregated for all vehicles for a specific calendar year, regulatory class, and 
fuel type. 

CO2 Total (mmt) 
million 
metric-
tons 

Amount of Carbon Dioxide emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 
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CH4 Total (t) metric-
tons 

Amount of Methane emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
for all vehicles for a specific calendar year, regulatory class, and fuel type. 

N2O Total (t) metric-
tons 

Amount of Nitrous Oxide emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

Acetaldehyde 
Total (t) 

metric-
tons 

Amount of Acetaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

Acrolein Total (t) metric-
tons 

Amount of Acrolein emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
for all vehicles for a specific calendar year, regulatory class, and fuel type. 

Benzene Total (t) metric-
tons 

Amount of Benzene emissions generated from domestic crude petroleum extraction, transportation, and 
refining, from gasoline transportation, storage, and distribution, and from vehicle operation, aggregated 
for all vehicles for a specific calendar year, regulatory class, and fuel type. 

Butadiene Total 
(t) 

metric-
tons 

Amount of 1,3-Butadiene emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

Formaldehyde 
Total (t) 

metric-
tons 

Amount of Formaldehyde emissions generated from domestic crude petroleum extraction, transportation, 
and refining, from gasoline transportation, storage, and distribution, and from vehicle operation, 
aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 

DPM10 Total (t) metric-
tons 

Amount of Diesel Particulate Matter (diameter of ~10 micrometers) emissions generated from domestic 
crude petroleum extraction, transportation, and refining, from gasoline transportation, storage, and 
distribution, and from vehicle operation, aggregated for all vehicles for a specific calendar year, regulatory 
class, and fuel type. 

MTBE Total (t) metric-
tons 

Amount of Methyl Tertiary Butyl Ether emissions generated from domestic crude petroleum extraction, 
transportation, and refining, from gasoline transportation, storage, and distribution, and from vehicle 
operation, aggregated for all vehicles for a specific calendar year, regulatory class, and fuel type. 
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Table 58. Annual Societal Costs Summary Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Calendar Year calendar 
year Calendar years analyzed for the effects calculations. 

Reg-Class text 
The regulatory class for which the societal costs are reported. When multiple regulatory classes are present 
in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory classes 
for some of the outputs, where applicable. 

Fuel Type text The fuel type for which the societal costs are reported. A value of "TOTAL" is used to represent the sums 
(or averages) across all fuel types for some of the outputs, where applicable. 

Disc-Rate number Social discount rate applied to future benefits. A value of 0 indicates undiscounted costs. 
Pre-Tax Fuel 
Cost dollars (k) Total pre-tax fuel expenditures accumulated across all vehicles for a specific calendar year, regulatory class, 

and fuel type. 

Fuel Tax Cost dollars (k) Total fuel tax revenues accumulated across all vehicles for a specific calendar year, regulatory class, and 
fuel type. 

Retail Fuel 
Costs dollars (k) Total retail fuel expenditures (pre-tax fuel cost + fuel tax cost) accumulated across all vehicles for a specific 

calendar year, regulatory class, and fuel type. 

Drive Value dollars (k) Benefits from the additional driving that results from improved fuel economy, accumulated across all 
vehicles for a specific calendar year, regulatory class, and fuel type. 

Refuel Value dollars (k) Benefits from reduced refueling frequency due to the extended vehicle range and improved fuel economy, 
accumulated across all vehicles for a specific calendar year, regulatory class, and fuel type. 

Market 
Externalities dollars (k) Economic costs of oil imports not accounted for by price, accumulated across all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
Congestion 
Costs dollars (k) Congestion costs from additional vehicle use, accumulated across all vehicles for a specific calendar year, 

regulatory class, and fuel type. 

Accident Costs dollars (k) Accident costs from additional vehicle use, accumulated across all vehicles for a specific calendar year, 
regulatory class, and fuel type. 

Noise Costs dollars (k) Noise costs from additional vehicle use, accumulated across all vehicles for a specific calendar year, 
regulatory class, and fuel type. 

Fatality Costs dollars (k) Costs attributed to vehicle-related fatalities resulting from additional vehicle use and reduction in vehicle 
curb weight, accumulated across all vehicles for a specific calendar year, regulatory class, and fuel type. 

Non-Fatal Crash 
Costs dollars (k) 

Costs attributed to non-fatal vehicle-related crashes resulting from additional vehicle use and reduction in 
vehicle curb weight, accumulated across all vehicles for a specific calendar year, regulatory class, and fuel 
type. 

CO Damage 
Costs dollars (k) Owner and societal costs arising from Carbon Monoxide damage, aggregated for all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
VOC Damage 
Costs dollars (k) Owner and societal costs arising from Volatile Organic Compounds damage, aggregated for all vehicles for 

a specific calendar year, regulatory class, and fuel type. 
NOx Damage 
Costs dollars (k) Owner and societal costs arising from Nitrogen Oxides damage, aggregated for all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
SO2 Damage 
Costs dollars (k) Owner and societal costs arising from Sulfur Dioxide damage, aggregated for all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
PM Damage 
Costs dollars (k) Owner and societal costs arising from Particulate Matter damage, aggregated for all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
CO2 Damage 
Costs dollars (k) Owner and societal costs arising from Carbon Dioxide damage, aggregated for all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
CH4 Damage 
Costs dollars (k) Owner and societal costs arising from Methane damage, aggregated for all vehicles for a specific calendar 

year, regulatory class, and fuel type. 
N2O Damage 
Costs dollars (k) Owner and societal costs arising from Nitrous Oxide damage, aggregated for all vehicles for a specific 

calendar year, regulatory class, and fuel type. 
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B.6 Consumer Costs Report 
 
The Consumer Costs Report contains summary of consumer-related costs for each model year and 
scenario analyzed, using discounting from the consumer’s perspective. The results are reported by 
regulatory class, as well as aggregated for the entire fleet. Most of the metrics, which are reported 
independently by model year, are further summed (or averaged) over the entire analysis period. 
For the baseline scenario, all costs are specified as absolutes, while for the action alternatives, all 
costs are incremental and are specified as the difference between the action alternative and the 
baseline scenario. Table 59 lists the full contents of the Consumer Costs Report. 
 

Table 59. Consumer Costs Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Model Year model 
year 

Model years analyzed during the study period. A value of "TOTAL" is used to represent the sums (or 
averages) across all model years for some of the outputs, where applicable. 

Reg-Class text 
The regulatory class for which the consumer costs are reported. When multiple regulatory classes are 
present in the output, a value of "TOTAL" is used to represent the sums (or averages) across all regulatory 
classes for some of the outputs, where applicable. 

Disc-Rate number Consumer discount rate applied to future benefits. This value dictates the rate at which all associated costs 
are discounted. A value of 0 indicates that the costs are undiscounted. 

Payback number Number of years before increases in vehicles' average costs are repaid. 
Payback TCO number Number of years before increases in vehicles' average total costs of ownership are repaid. 
Tech Cost dollars (k) Total amount of technology costs accumulated across all vehicle models. 
Reg Cost dollars (k) Total amount of regulatory costs accumulated across all vehicle models. 
Maint/Repair 
Cost dollars (k) Total amount of maintenance and repair costs accumulated across all vehicle models. 

Value Loss dollars (k) Total consumer welfare loss associated with application of additional vehicle technologies, accumulated 
across all vehicle models. 

Relative Value 
Loss dollars (k) The calculation of this value has been temporarily removed from this version of the model. 

Init Taxes/Fees dollars (k) Total initial taxes and fees attributable to an unaltered vehicle state, before any new technology 
application, accumulated across all vehicle models. 

Taxes/Fees dollars (k) Total taxes and fees associated with a new vehicle purchase accumulated across all vehicle models. 

Init Financing dollars (k) Total initial financing costs attributable to an unaltered vehicle state, before any new technology 
application, accumulated across all vehicle models. 

Financing dollars (k) Total costs associated with financing a new vehicle purchase accumulated across all vehicle models. 

Init Insurance dollars (k) Total initial insurance costs attributable to an unaltered vehicle state, before any new technology 
application, accumulated across all vehicle models over their lifetime. 

Insurance dollars (k) Total insurance costs accumulated across all vehicle models over their lifetime. 
Init Retail Fuel 
Costs dollars (k) Total retail fuel expenditures attributable to an unaltered vehicle state, before any new technology 

application, accumulated across all vehicle models over their lifetime. 
Retail Fuel Costs dollars (k) Total retail fuel expenditures accumulated across all vehicle models over their lifetime. 
Rebound Fuel 
Costs dollars (k) Total retail fuel expenditures from the additional driving that results from improved fuel economy, 

accumulated across all vehicle models over their lifetime. 

Drive Value dollars (k) Total benefits from the additional driving that results from improved fuel economy, accumulated across all 
vehicle models over their lifetime. 

Avg Tech Cost dollars Average technology costs per single vehicle unit. 
Avg Reg Cost dollars Average regulatory costs per single vehicle unit. 
Avg 
Maint/Repair 
Cost 

dollars Average maintenance and repair costs per single vehicle unit. 

Avg Value Loss dollars Average consumer welfare loss per single vehicle unit. 
Avg Relative 
Value Loss dollars The calculation of this value has been temporarily removed from this version of the model. 

Avg Taxes/Fees dollars Average technology costs per single vehicle unit. 
Avg Financing dollars Average vehicle financing costs per single vehicle unit. 
Avg Insurance dollars Average vehicle insurance costs per single vehicle unit. 
Avg Retail Fuel 
Costs dollars Average retail fuel expenditures per single vehicle unit. 
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B.7 Vehicles Report 
 
The Vehicles Report contains disaggregate vehicle-level summary of compliance model results, 
providing a detailed view of the final state of each vehicle examined by the model, for each model 
year and scenario analyzed. The report includes basic vehicle characteristics (such as vehicle code, 
manufacturer, engine and transmission used, curb weight, footprint, and sales volumes), fuel 
economy information (before and after the analysis), final technology utilization, and cost metrics 
associated with application of additional technology. 
 
The vehicle’s fuel economy and CO2 ratings prior to the start of the analysis as well as at the end 
of each compliance model year are presented. The fuel economy and CO2 values are specified per 
fuel type (wherever applicable) in addition to the overall values, which are used for compliance 
purposes. For multi-fuel vehicles, the multiple fuel economy and CO2 ratings are combined 
according to the statutory requirements. For flex-fuel vehicles (those that operate on gasoline and 
E85), only the gasoline fuel economy rating is considered for compliance. For plug-in 
hybrid/electric vehicles (PHEVs operating on gasoline and electricity), the overall fuel economy 
rating is harmonically averaged based on the share of each fuel type, while the CO2 rating includes 
the portion of gasoline operation. The vehicle’s fuel share indicates the amount of miles driven by 
the vehicle on each fuel type. For vehicles operating on a single fuel (e.g., gasoline, diesel, or 
electricity), only the fuel share for that fuel type is specified. For vehicles operating on multiple 
fuels (FFVs and PHEVs), the fuel shares are specified for gasoline and E85 or for gasoline and 
electricity. 
 
The Vehicles Report provides initial and final sales volumes as well as initial and final MSRPs. 
The initial sales and MSRP represent the starting values as obtained from the input file, and do not 
reflect changes associated with the modeling analysis. The final sales volumes are specified by 
model year and will match the initial values, unless the Dynamic Fleet Share and Sales Response 
model is enabled. The final MSRPs are specified by model year as well, and incorporate additional 
costs arising from technology application or fine payment. Table 60 below list the full contents of 
the Vehicles Report. 
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Table 60. Vehicles Report 
Column Units Contents 

Scenario integer Unique index of the scenario, where 0 represents the baseline, while 1 and above represent the action 
alternatives. 

Scenario Name text A short name describing the key features of the scenario. 

Model Year model 
year Model years analyzed during the study period. 

Manufacturer text Manufacturers analyzed during the study period. 
Veh Index integer Unique index assigned to each vehicle by the modeling system during runtime. 
Veh Code integer Index of the vehicle (unique per manufacturer), as read from the input file. 
Brand text Vehicle brand. 
Model text Vehicle model. 
Name Plate text Vehicle nameplate. 
Platform text Name of the platform used by a vehicle. 

Plt Version text 
Revision of the platform used by a vehicle. This field lists the platform version as "baseline", if the vehicle is 
using an original and unmodified platform. Alternatively, this field shows the model year, signifying the 
revision of the intial platform that the vehicle has inherited. 

Powertrain text 

Vehicle's powertrain type in a specific model year. Available options are: Conventional, MHEV for mild 
hybridization (including 12 volt micro-hybrid and belt- or crank-mounted integrated starter/generator), SHEV 
for strong hybrid/electric vehicle, PHEV for plug-in hybrid/electric vehicle, BEV for battery electric vehicle, 
and FCV for fuel cell vehicle. 

Veh Power 
Initial HP Initial power rating of a vehicle. 

Veh Power HP Final power rating of a vehicle. 
Eng Code integer Index of the engine used by a vehicle. 

Eng Fuel Initial text Fuel used by the starting engine, before any modifications were made by the modeling system. Available 
options are: G for gasoline, D for diesel, and CNG for compressed natural gas. 

Eng Type 
Initial text Brief information about the starting engine, before any modifications were made by the modeling system. The 

field includes: engine horsepower, displacement, configuration, number of cylinders, and aspiration. 

Eng Version text 
Revision of the engine used by a vehicle. This field lists the engine version as "baseline", if the vehicle is 
using an original and unmodified engine. Alternatively, this field shows the model year, signifying the 
revision of the intial engine that the vehicle has inherited. 

Eng Fuel text Fuel used by the engine in a specific model year. 

Eng Type text Brief information about the engine in a specific model year. At present, only the aspiration of the engine is 
shown, since other attributes are assumed to remain unchanged. 

Trn Code integer Index of the transmission used by a vehicle. 

Trn Type Initial text 

Brief information about the starting transmission, before any modifications were made by the modeling 
system. This field includes: transmission type (A=automatic, M=manual, CVT=continuously variable 
transmission, AMT=automated manual transmission, DCT=dual-clutch transmission) and number of gears (if 
applicable). 

Trn Version text 
Revision of the transmission used by a vehicle. This field lists the transmission version as "baseline", if the 
vehicle is using an original and unmodified transmission. Alternatively, this field shows the model year, 
signifying the revision of the intial transmission that the vehicle has inherited. 

Trn Type text 
Brief information about the transmission in a specific model year. This field includes: transmission type 
(A=automatic, M=manual, CVT=continuously variable transmission, S=sequential transmission (AMT or 
DCT), HEV=unique transmission on a hybrid/electric vehicle) and number of gears (if applicable). 

FE Primary 
Initial mpg Vehicle's initial fuel economy rating when operating on its primary fuel type. This represents the starting value 

as read from the input file. 
FE Secondary 
Initial mpg Vehicle's initial fuel economy rating when operating on its secondary fuel type (if applicable). This represents 

the starting value as read from the input file. 

FE Initial mpg 

Vehicle's overall initial fuel economy rating, before any modifications were made by the modeling system. For 
FFVs (gasoline/E85) and PHEVs (gasoline/electricity), the overall fuel economy rating may be harmonically 
averaged based on the share of each fuel type, according to the "Multi-Fuel" setting defined in the scenarios 
input file. 

Fuel Initial text All fuel types initially used by the vehicle, before any modifications were made by the modeling system. 

FS Initial ratio 
Vehicle's initial fuel share, indicating the amount of miles driven by the vehicle on each fuel type. Only the 
fuel types on which the vehicle operates are reported. This represents the starting value as read from the input 
file. 

FE Primary 
Rated mpg 

Vehicle's fuel economy rating when operating on its primary fuel type, in a specific model year, taking into 
account the effect of technology additions made by the modeling system. This value does not include 
adjustment for improvements in air conditioning or off-cycle credits. 

FE Secondary 
Rated mpg 

Vehicle's fuel economy rating when operating on its secondary fuel type (if applicable), in a specific model 
year, taking into account the effect of technology additions made by the modeling system. This value does not 
include adjustment for improvements in air conditioning or off-cycle credits. 

FE Rated mpg 
Vehicle's overall fuel economy rating in a specific model year, taking into account the effect of technology 
additions made by the modeling system. For FFVs (gasoline/E85) and PHEVs (gasoline/electricity), the 
overall fuel economy rating may be harmonically averaged based on the share of each fuel type, according to 
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the "Multi-Fuel" setting defined in the scenarios input file. This value does not include adjustment for 
improvements in air conditioning or off-cycle credits. 

FE Primary 
Compliance mpg 

Vehicle's fuel economy rating when operating on its primary fuel type, in a specific model year, taking into 
account the effect of technology additions made by the modeling system, adjusted for improvements in air 
conditioning and off-cycle credits. 

FE Secondary 
Compliance mpg 

Vehicle's fuel economy rating when operating on its secondary fuel type (if applicable), in a specific model 
year, taking into account the effect of technology additions made by the modeling system, adjusted for 
improvements in air conditioning and off-cycle credits. 

FE Compliance mpg 

Vehicle's overall fuel economy rating in a specific model year, taking into account the effect of technology 
additions made by the modeling system, adjusted for improvements in air conditioning and off-cycle credits. 
For FFVs (gasoline/E85 and diesel/B20) and PHEVs (gasoline/electricity), the overall fuel economy rating 
may be harmonically averaged based on the share of each fuel type, according to the "Multi-Fuel" setting 
defined in the scenarios input file. This value is used for compliance purposes. 

Fuel text All fuel types used by the vehicle in a specific model year. 

Fuel Share ratio Vehicle's fuel share, indicating the amount of miles driven by the vehicle on each fuel type in a specific model 
year. Only the fuel types on which the vehicle operates are reported. 

CO2 Primary 
Initial 

grams 
per mile 

Vehicle's initial CO2 rating when operating on its primary fuel type. This value is calcualted based on the FE 
Primary Initial value. 

CO2 Secondary 
Initial 

grams 
per mile 

Vehicle's initial CO2 rating when operating on its secondary fuel type (if applicable). This value is calcualted 
based on the FE Secondary Initial value. 

CO2 Initial grams 
per mile 

Vehicle's overall initial CO2 rating, before any modifications were made by the modeling system. For FFVs 
(gasoline/E85) and PHEVs (gasoline/electricity), the overall fuel economy rating may be harmonically 
averaged based on the share of each fuel type, according to the "Multi-Fuel" setting defined in the scenarios 
input file. 

CO2 Primary 
Rated 

grams 
per mile 

Vehicle's CO2 rating when operating on its primary fuel type, in a specific model year, taking into account the 
effect of technology additions made by the modeling system. This value is calcualted based on the FE Primary 
value. 

CO2 Secondary 
Rated 

grams 
per mile 

Vehicle's CO2 rating when operating on its secondary fuel type, in a specific model year, taking into account 
the effect of technology additions made by the modeling system. This value is calcualted based on the FE 
Secondary value. 

CO2 Rated grams 
per mile 

Vehicle's overall CO2 rating in a specific model year, taking into account the effect of technology additions 
made by the modeling system. For FFVs (gasoline/E85) and PHEVs (gasoline/electricity), the overall fuel 
economy rating may be harmonically averaged based on the share of each fuel type, according to the "Multi-
Fuel" setting defined in the scenarios input file. 

Veh Class text 
Vehicle's general classification (passenger vehicle: LDV; light duty truck: LDT1, LDT2a, LDT2b, LDT3; 
medium duty truck: MDT4, MDT5, MDT6; heavy duty truck: HDT7, HDT8). Only the passenger vehicle and 
light duty truck classifications are supported by the modeling system. 

Reg Class text Vehicle's regulatory class (PassengerCar, LightTruck, or LightTruck2b3). 
Tech Class text Vehicle's technology class (used for technology selection and application). 
Eng Tech Class text Vehicle's engine technology class (used for determining costs of engine-level technologies). 

Safety Class text Vehicle's safety class (PC=Passenger Car, CM=CUV/Minivan, LT=Light Truck/SUV; used for safety 
calculations). 

Redesign State text Vehicle's redesign state, whether the vehicle is being redesigned in the current model year. 
Refresh State text Vehicle's refresh state, whether the vehicle is being refreshed in the current model year. 

Platform 
Leader text 

A flag indicating whether a vehicle serves as the leader of the engine (E), transmission (T), and/or platform 
(P) that it uses. During modeling, engine, transmission, and platform technologies are first applied to a leader 
vehicle during the leaders redesign or refresh, and subsequently inherited on all other vehicles during their 
redesign/refresh years. 

Sales Initial units Vehicle's production volumes in a specific model year. This represents the starting value as read from the 
input file. 

Sales units 
Vehicle's final production volumes in a specific model year. If modeling options for sales mixing are used 
(such as the Dynamic Fleet Share Model), this value will differ from the initial production volumes; 
otherwise, this value will be the same the initial one. 

MSRP Initial dollars Vehicle's initial MSRP value in a specific model year. This represents the starting value as read from the input 
file. 

MSRP dollars Vehicle's final MSRP value in a specific model year, including additional costs arising from technology 
application or fine payment. 

k.Labor Hours hours 
(k) 

Thousands of employment hours associated with the production of the vehicle models in a specific model 
year. 

CW Initial lbs. Vehicle's initial curb weight. This represents the starting value as read from the input file. 

CW lbs. Vehicle's final curb weight in a specific model year, taking into account any mass reduction technology 
applied by the modeling system. 

TW Initial lbs. Vehicle's initial test weight, before any modifications were made by the modeling system. 

TW lbs. Vehicle's final test weight in a specific model year, taking into account any mass reduction technology applied 
by the modeling system. 

GVWR Initial lbs. Vehicle's initial GVWR, before any modifications were made by the modeling system. 

GVWR lbs. Vehicle's final GVWR in a specific model year, taking into account any mass reduction technology applied by 
the modeling system. 
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GCWR Initial lbs. Vehicle's initial GCWR, before any modifications were made by the modeling system. 

GCWR lbs. Vehicle's final GCWR in a specific model year, taking into account any mass reduction technology applied by 
the modeling system. 

Footprint sq.ft. Vehicle's initial footprint. This represents the starting value as read from the input file. The vehicle's footprint 
does not change during the analysis. 

Work Factor lbs. Vehicle's work factor in a specific model year. This value is reported only for vehicles that are subject to the 
work-factor based functional standard. 

FE Target gallons 
per mile Vehicle's fuel economy target in a specific model year. 

CO2 Target grams 
per mile Vehicle's CO-2 target in a specific model year. 

ZEV Credits zevs Amount of ZEV credits generated by a vehicle due to its full or partial operation on fuel types that do not 
generate downstream emissions. At present, PHEV’s, EV’s, and FCVs are ZEV credit generating vehicles. 

Tech Cost dollars Unit costs accumulated by the vehicle model from technology application in a specific model year. 

Price Increase dollars Increase in vehicle price accumulated by the vehicle model from technology application and fine payment in a 
specific model year. 

Tax Credit dollars 
Amount of Federal tax credits a buyer receives for purchasing this vehicle. Tax credits are specified for strong 
hybrid, plug-in hybrid, and electric vehicles, only when the applicable "Tax Credit" settings are defined in the 
scenarios input file. 

Value Loss dollars Total loss in value to the consumer based on application of certain technologies. 
Rel. Value Loss dollars The calculation of this value has been temporarily removed from this version of the model. 
Maint/Repair 
Cost dollars Unit maintenance and repair costs accumulated by the vehicle model from technology application in a specific 

model year. 
Taxes/Fees 
Initial dollars Taxes & fees paid by the consumers for purchasing a new vehicle model in a specific model year, calculated 

for a vehicle model at its initial state, before application of any technologies. 
Taxes/Fees dollars Taxes & fees paid by the consumers for purchasing a new vehicle model in a specific model year. 
Financing 
Initial dollars Financing costs paid by the consumers for purchasing a new vehicle model in a specific model year, 

calculated for a vehicle model at its initial state, before application of any technologies. 
Financing dollars Financing costs paid by the consumers for purchasing a new vehicle model in a specific model year. 
Insurance 
Initial dollars Insurance costs paid by the consumers for purchasing a new vehicle model in a specific model year, calculated 

for a vehicle model at its initial state, before application of any technologies. 
Insurance dollars Insurance costs paid by the consumers for purchasing a new vehicle model in a specific model year. 

Payback years The number of years before the cost attributed to application of additional technologies on a specific vehicle 
model will pay back in the form of fuel savings. 

Payback TCO years The number of years before the "total cost of ownership" attributed to application of additional technologies 
on a specific vehicle model will pay back in the form of fuel savings. 

FC TechKey string A combination of technologies represented within the Argonne Simulation Database that are used on a 
specific vehicle model. The "FC TechKey" value does not include "add-on" technologies. 

Technology 
(multiple 
columns) 

text 

 
The utilization of technologies on a vehicle model in a specific model year. The following define the 
utilization codes used by the modeling system: 
  U = technology was initially in use on a base vehicle before modeling began 
  A = technology was applied to a vehicle by the modeling system 
  I = technology was applied to a leader of a vehicle's engine, transmission, or platform by the modeling 
system, and later inherited on a current follower vehicle 
  US = technology was in use on a base vehicle, but was later superseded when another technology was 
applied by the modeling system 
  AS = technology was applied to a vehicle by the modeling system, but was later superseded when another 
technology was applied 
  IS = technology was inherited on a vehicle by the modeling system, but was later superseded when another 
technology was applied 
  P = technology has exceed its phase-in threshold in the current model year, and thus was not applied by the 
modeling system 
  X = technology is not available for application on a vehicle in the current model year 
  <blank> = technology is available for application on a vehicle in the current model year, but the modeling 
system has not yet applied it 
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Appendix C CAFE Model Software Manual 
 
C.1 Warnings 
 
This software was developed for analysis by U.S. Department of Transportation staff of potential 
fuel economy requirements. 
 
This software uses input files containing detailed information regarding vehicles manufactured for 
sale in the United States and creates output files containing similarly detailed information 
regarding such vehicles.  If input files containing information in any way (e.g., based on 
entitlement under 5 U.S.C 552 to confidential treatment) protected from disclosure to the public 
are used, some output files created by this software must also be protected from disclosure to the 
public. 
 
C.2 Notice 
 
The CAFE Model software is a U.S. government work not subject to copyright pursuant to 17 
USC 105; however, some of the third-party works used by the software are subject to usage 
agreements, as described below. 
 
The button controls in the application toolbar of the CAFE Model use images from the Glaze Icon 
Set (version 0.4.6, released on 3/06/2006) obtained from http://www.notmart.org.  All icons and/or 
images within the Glaze Icon Set are distributed under the GNU Lesser General Public License 
(LGPL), version 2.1.  The version 2.1 of the GNU LGPL may be obtained from:  
http://www.gnu.org/licenses/old-licenses/lgpl-2.1.html. 
 
If users of the CAFE Model have any questions about this notice, please contact the current 
administrators of the CAFE Model project. 
 
  

http://www.notmart.org/
http://www.gnu.org/licenses/old-licenses/lgpl-2.1.html
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C.3 Installation and System Requirements 
 
The CAFE Model runs on IBM-compatible computers using the Microsoft® Windows operating 
system.  Although the software does not have strict hardware requirements, beyond what is needed 
to run the operating system, a dual core Intel compatible processor, with at least 2 GB of physical 
memory (RAM) is strongly recommended.  The software has been developed and tested on 
computers using Windows 7/10 and Windows Server 2012, but may operate properly on machines 
using other versions of Windows, as long as a compatible Microsoft® .NET Framework is 
installed. 
 
The CAFE Model software additionally utilizes Microsoft® Excel to read input files needed for 
modeling.  As such, a compatible version Excel must be installed on the system.  The current 
version of the model software was tested for proper operation having Excel versions 2010 and later 
installed on the user’s system.  The CAFE Model was developed using the Microsoft® .NET 
Framework, version 4.6.1.  If the Framework is not already present, it must be installed.  
Instructions for downloading and installing the .NET framework are available on the Internet at 
https://www.microsoft.com/en-us/download/details.aspx?id=49981. 
 
Based on the characteristics of machines used in the development of this software, the following 
table provides a summary of system requirements: 
 

Table 61.  CAFE Model System Requirements 
Dual Core Intel compatible processor 
(64-bit Quad Core processor recommended) 
2 GB RAM (8 GB recommended) 
60 MB hard drive space for installation 
(additional disk space will be required during runtime)68 
Microsoft® Windows 7/10 
Microsoft® .NET Framework 4.6.1 
Microsoft® Excel 2010 or later 

 
Once the system requirements have been met, the latest version of the CAFE Model may be 
obtained by contacting NHTSA or Volpe Center staff. 
 
The current version of the software is packaged as a stand-alone executable and does not require 
installation.  To operate the model, place the “CAFE Model.exe” file on the desktop and execute 
it.69 
 
  

                                                 
68 Depending on how the model is operated (e.g., number of scenarios to be evaluated, types of output and log files 
to be produced), outputs from a single execution of the model can easily exceed 1 gigabyte. 
69 The CAFE Model files provided may be in a zip archive, which will need to be extracted using a zip utility such 
as WinZip (www.winzip.com) or 7Zip (www.7-zip.org). 

https://www.microsoft.com/en-us/download/details.aspx?id=49981
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C.4 CAFE Model Graphical User Interface 
 
The CAFE Model Graphical User Interface (GUI) provides users with a set of tools necessary to 
set up and run multiple modeling test scenarios, which are commonly referred to as CAFE Model 
sessions.  Each CAFE Model session can be configured independently, each with its own set of 
model inputs and settings.  Once configured, the session may be saved for future runs, or executed 
immediately.70  When the model runs, the system displays the progress of the compliance modeling 
process in the main model window. 
 
The model GUI consists of two primary screens:  the main CAFE Model window and the 
Modeling Settings window.  The CAFE Model window is used for managing the modeling 
sessions, while the Modeling Settings window is used to configure them. 
 
To run the modeling system, click on the CAFE Model executable file located on the desktop.  
When the application launches, a Warnings dialog box is displayed (Figure 11).  The user must 
read and understand the warnings listed prior to using the modeling system. 
 
 

 
Figure 11. Warnings Dialog Box 

 

                                                 
70 It is recommended that users save the sessions prior to running them in order to assign a meaningful title to each 
session.  Doing so will cause the model to create an output file folder with the same name. 
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After clicking the OK button in the Warnings dialog box, a Splash Screen window appears 
(Figure 12), prompting the user to wait for model resources to load. 
 

 
Figure 12. CAFE Model Splash Screen 

 
Once the model resources are completely loaded, the main CAFE Model window, described 
below, opens. 
 
C.4.1 CAFE Model Window 
 
The main CAFE Model window (Figure 13) is used to create, configure, and manage CAFE 
modeling sessions.  The main window also controls the model operation, allowing users to start 
and stop modeling simulation. 
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Figure 13. CAFE Model Window 

 
When the model first starts up, most of the menu items and toolbar icons are disabled, until a new 
session is created, or an existing one is opened. 
 
All of the options required for operation of the model GUI may be accessed using a file-menu 
(Figure 14), with most commonly used shortcuts also available on the model toolbar (Figure 15).  
For user convenience, most of the menu entries may also be controlled using keyboard shortcuts. 
 

 
Figure 14. CAFE Model File Menu 

 

 
Figure 15. CAFE Model Toolbar 
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Some of the most commonly used file menus are: 

• File > New Session:  Creates a new CAFE Model Session and displays the Modeling 
Settings window to the user. 

• File > Open Session:  Opens an existing CAFE Model Session. 

• File > Close Session:  Closes the currently open CAFE Model Session. 

• File > Save Session:  Saves the open CAFE Model Session. 

• File > Start Modeling:  Begins CAFE simulation modeling for the currently open CAFE 
Model Session. 

• File > Stop Modeling:  Suspends CAFE simulation modeling. 

• File > Exit:  Exits the CAFE Model.  If a CAFE Model Session is still opened, it will be 
closed prior to exiting the model. 

• View > Modeling Settings:  Displays the Modeling Settings window, where all modeling 
options and settings may be configured. 

• View > Output Location:  Opens a Windows Explorer window and browses to the 
location where the output files and reports of the current session are written to. 

• View > Argonne Simulation Results:  Opens a Windows Explorer window and browses 
to the location where vehicle simulation results produced at Argonne National Laboratory 
using the Autonomie model are located. 

 
Users are encouraged to explore all of the additional file menus available within the model.  For 
analysis involving many model runs, work flow can be accelerated and configuration errors 
reduced considerably by saving a session, reopening it, making desired modifications (e.g., 
selecting a different version of an input file, or changing a run-time option), and saving (before 
running) the modified session under a new name. 
 
The description for the menus listed above, as well as all other menu and toolbar items are also 
displayed within the model GUI’s status bar when the user points to that item with a mouse. 
 
C.4.2 Modeling Settings Window 
 
The Modeling Settings window contains multiple panels for configuring all of the runtime options 
available to the model.  The user can operate this window to set up a new session, or modifying an 
existing one, before starting the modeling process.  Each of the available configuration panels is 
outlined in the sections below. 
 
C.4.2.1 General Compliance Settings Panel 
 
The General Compliance Settings panel (Figure 16) is used to specify what type of modeling the 
user would like to run.  Each model is tailored to different type of analysis, using its own set of 
assumptions and configuration settings.  Presently, only one model type is available: 



DRAFT – July 2018 

183 

• Standard Compliance Model:  The Standard Compliance Model is the default mode of 
operation for the CAFE modeling system.  This model type is used to evaluate 
technology costs and benefits in response to the required CAFE standards defined in the 
modeling scenarios. 

 

 
Figure 16. General Compliance Settings Panel 

 
The notes and keywords portions are optional and may be specified by the user for diagnostic or 
information purposes.  These are reflected in the summary log file produced by the system and do 
not affect the actual modeling process. 
 
At present, as shown in Figure 16 above, the current version of the modeling system only supports 
the Standard Compliance Model.  Future development may reintroduce additional types of 
analysis, such as Monte-Carlo simulation. 
 
C.4.2.2 I/O Settings Panel 
 
On the I/O Settings panel (Figure 17), the user can select the input data files for use with the 
modeling system as well as the location where modeling results will be saved. 
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Figure 17. I/O Settings Panel (1) 

 
Input and output locations may be entered by typing the paths into the appropriate textboxes, 
browsing for a specific file or folder path, or dragging-and-dropping an input file or an output 
folder directly onto the I/O Settings panel.  Multiple input files may be selected and dragged-and-
dropped onto the panel simultaneously.  In this case, the modeling system automatically 
determines if the correct files were chosen by reading the “Title” field from a specific Excel file’s 
metadata, and populating the required inputs accordingly.  As shown in Figure 18 below, when the 
user drags-and-drops multiple input files, the Modeling Settings window blocks, requiring the 
user to wait until all files are processed. 
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Figure 18. I/O Settings Panel (2) 

 
When manually entering input files, the model will use the selected file’s metadata information to 
attempt to verify if an appropriate file was used.  If incorrect file path is entered, an error message 
will be displayed (Figure 19). 
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Figure 19. I/O Settings Panel (3) 

 
As mentioned above, the system’s ability to validate an input file stems from it reading the “Title” 
field located in the file’s metadata.  The input files used for analysis and which were distributed 
with the modeling system already include appropriate metadata information.  However, if the user 
wishes to create new versions, other than adhering to the file structure described in the model’s 
documentation, each input file must specify the “Title” field in its metadata, according to the 
following list71: 

• CAFE Market Data:  Indicates that the file should be treated as a Market-Data input file. 

• CAFE Technologies:  Indicates that the file should be treated as a Technologies input 
file. 

• CAFE Parameters:  Indicates that the file should be treated as a Parameters input file. 

• CAFE Scenarios:  Indicates that the file should be treated as a Scenarios input file. 
 
C.4.2.3 Runtime Settings Panel 
 
The Runtime Settings panel (Figure 20) provides additional modeling options to further 
customize the model behavior, beyond what is available in the input files. The following describe 
the options that may be toggle from the model’s GUI by the user: 

                                                 
71 Users are advised to refer to Microsoft® Excel’s documentation for help on setting the title information for Excel 
files. 
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• Compliance Program to Enforce:  Specifies the compliance program the model should 
enforce when evaluating a manufacturer’s compliance state.  If CAFE option is selected, 
the model will seek compliance with NHTSA’s CAFE standards.  If CO-2 option is 
selected, the system will seek compliance with EPA’s CO2 standards. 

• Fuel Price Estimates:  Specifies whether to use the low, average, or high fuel price 
estimates from the parameters input file.  By default, average fuel price estimates are 
used. 

• CO2 Price Estimates:  Specifies whether to use low, average, high, or very-high carbon 
dioxide cost estimates from the parameters input file.  By default, average CO2 price 
estimates are used. 

• Begin technology application starting in:  Specifies the starting model year when the 
system will begin evaluating technologies for application on vehicles.  Prior to this year, 
the system will only determine manufacturers’ compliance levels, generate available 
credits and fines owed, and use expiring credits (if credit trading option is enabled) to 
offset compliance shortfalls as needed.  Any non-expiring banked credits available prior 
to start of the analysis (which are specified as input for each manufacturer) will not be 
used for model years prior to this starting year. 

• Allow Credit Trading:  Specifies whether the model should allow manufacturers to 
transfer credits between passenger car and light truck fleets and to carry-forward credits 
forward from previous model years into the analysis year.  (The model currently does not 
simulate either credit “carry-back” or trading between different manufacturers.) 

• Last credit trading year:  Specifies the last model year during which credits may be 
transferred or carried forward.  A value of 2020 indicates that manufacturers may transfer 
and carry forward credits through and including model year 2020. 

• Perform Fleet Analysis Calculations:  Specifies whether the model should perform fleet 
analysis calculations, evaluating modeling effects for historic and forecast model years 
(before the first compliance model year as well as after the last compliance model year). 

• Enable Dynamic Fleet Share and Sales Response:  Specifies whether the model should 
dynamically adjust the sales forecast and the PC/LT fleet share during each analysis year, 
based on the sales forecast from the preceding model years, the average vehicle fuel 
economy and other attributes, the information about gasoline fuel prices during the 
analysis and preceding years, as well as other macro-economic parameters. 

• Enable Dynamic Scrappage:  Specifies whether the model should dynamically adjust 
scrappage rates based on the final industry state.  This option is used when calculating 
final modeling effects as a response to additional technology application and increased 
technology costs, after modeling of a compliance scenario has concluded.  When this 
option is enabled, the system estimates the survival rates of existing and new vehicle 
models in calendar years beginning with the first analysis year evaluated.  For example, if 
the range of model years evaluated by the CAFE model is between 2016 and 2025, the 
first analysis is 2016, and the survival rates will be adjusted starting with calendar year 
2016 as well. 
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• Scale Consumer Benefits:  Specifies whether the model should scale the private 
consumer benefits by a specific percentage during the effects calculations.  Valid values 
are between 0 and 100. 

 

 
Figure 20. Runtime Settings Panel 

 
The modeling system has been rigorously tested with both the “Enable Dynamic Fleet Share and 
Sales Response” and the “Enable Dynamic Scrappage” options enabled.  It is advised to keep 
these two runtime settings enabled during analysis.  If, however, users wish to disable either or 
both of these features, the model will revert to using the static sales forecast, as specified in the 
market-data input file, and/or the static survival rates tables, as defined in the parameters input file. 
 
C.4.3 Session View 
 
When a new session is created, or an existing one opened, the main CAFE Model window changes 
to present the user with several charts detailing the progress of the compliance modeling process.  
This is referred to as the modeling system’s Session View (Figure 21). 
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Figure 21. CAFE Model Session View 

 
C.4.3.1 Session View Layout 
 
The top-left corner of the model’s Session View shows the progress of compliance modeling, 
displaying the current scenario, model year, and manufacturer being evaluated (Figure 22).  
Additionally, this portion highlights the “in-progress” compliance state of the manufacturer being 
examined during the current analysis year.  The manufacturer’s standard (or required CAFE value), 
CAFE (or achieved CAFE value), and shortfall (the difference between the required and achieved 
CAFE values) are displayed along the top axis, labeled “mpg”.  The fines owed, accumulated 
technology costs, fuel savings, and CO2 savings attributable to the manufacturer are displayed 
along the bottom axis, labeled “$ (m)”.  As the model progresses, these values change as more 
technologies are applied to a manufacturer or the model switches to a different manufacturer, 
model year, or scenario.72 
 

                                                 
72 If some of the labels or data are not clearly visible, the CAFE Model window may be resized until more 
information comes into view. 
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Figure 22. Session View - Modeling Progress 

 
The bottom-left corner of the model’s Session View shows the Vehicle Scatter Plot, with initial 
and final fuel economy levels displayed for the scenario, model year, and either the entire industry 
or the selected manufacturer being evaluated (Figure 23).  The category axis displays the range of 
footprints that represent all modeled vehicles, while the values axis shows the mpg level achieved 
by those vehicles.  The user may interact with the Vehicle Scatter Plot, which is discussed in the 
following section, to filter the chart’s view between each analyzed manufacturer and the entire 
industry. 
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Figure 23. Session View - Vehicle Scatter Plot 

 
The right side of the model’s Session View shows the “by-model-year” Compliance Summary 
Chart for the scenario being evaluated.  As with the Vehicle Scatter Plot, the user may filter the 
view between each manufacturer and the entire industry. 
 
The category axis, labeled “Model Year”, displays the range of model years evaluated as part of 
the analysis.  The standard, CAFE, and shortfall values attained for each model year are displayed 
along the left values axis, labeled “mpg”, while fines owed, accumulated technology costs, fuel 
savings, and CO2 savings are displayed along the right values axis, labeled “$ (m)”.  When 
modeling begins, most of the values along the Model Year axis will be empty.  As the system 
progress through each year, additional information will be presented. 
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Figure 24. Session View - Compliance Summary Chart 

 
C.4.3.2 Interacting with the Session View 
 
Each of the available charts in the Session View may be interacted with to change the appearance 
of information presented to the user.  For example, as mentioned above, the user may filter the 
Vehicle Scatter Plot to display fuel economy information for a specific manufacturer or for the 
entire industry.  Additionally, the user may filter the chart’s view to display data for a specific 
regulatory class or for the combined fleet.  When filtering by regulatory classes, if a particular 
class is not available within the selected manufacturer or industry, it will be omitted during 
filtering.  By default, the model begins with each chart showing combined fleet information. 
 
Filtering is initiated by pressing on the chart’s area with the left mouse button, then dragging the 
mouse left or right (to filter between regulatory classes), or up or down (to filter between 
manufacturers).  As the mouse is dragged across the chart’s surface area, a directional arrow 
appears and the chart begins to fade and move out of view (Figure 25). 
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Figure 25. Initiating Chart Filtering 

 
When the mouse is dragged an appropriate distance (roughly a quarter of the chart’s size), chart 
filtering becomes “activated”.  This is indicated by the directional arrow becoming highlighted 
(Figure 26).  Once the mouse is released, the chart is swiped out of view, then swiped back with 
the new filter applied.  If mouse is released prior to activation, the chart bounces back into view 
without applying a new filter. 
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Figure 26. Chart Filtering Activated 

 
Notice, as show in Figure 27, the Compliance Summary Chart has changed to include “(PC)” in 
its title and the data presented differs from the last view. 
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Figure 27. Chart Filtering Completed 

 
When filtering the chart’s view by manufacturer and industry (up or down), the model cycles 
through each available manufacturer, the entire industry, and the current manufacturer being 
evaluated.  When filtering for the current manufacturer, the chart’s title displays an asterisk next 
to the manufacturer’s name.  As modeling progresses, the compliance information will be updated 
as more technology is added to the current manufacturer, or the modeling system switches to 
analyzing another manufacturer, model year, or scenario. 
 
Figure 28 shows a comparison of different views when filtering by manufacturer.  Notice the 
asterisk next to VWA.  This indicates the data for the current manufacturer being evaluated is 
shown.73 
 
 
 

                                                 
73 If the compliance modeling process has completed, the asterisk next to the manufacturer’s name represents the 
last manufacturer analyzed. 
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Figure 28. Manufacturer Filtering Examples 

 
All of the charts provided support filtering by regulatory class, however, only the Vehicle Scatter 
Plot and the Compliance Summary Chart support filtering by manufacturer.  Filtering may also be 
triggered by using the keyboard’s arrow keys, pressing the left or right arrows (to filter by 
regulatory class) or up or down keys (to filter by manufacturer). 
 
The Vehicle Scatter Plot and the Compliance Summary Chart may be rotated to provide an 
alternative view of the data.  In Figure 29, the chart was rotated 90 degrees, with the chart’s plot 
data realigned as shown.74  Rotation is activated by pressing on the chart’s area with the right 
mouse button, then dragging the mouse left or right.  As the mouse is dragged, the chart’s display 
area begins to rotate.  Once the mouse button is released, the chart completes the rotation, 
clockwise or counterclockwise, and snaps into view at the nearest 90 degree angle. 
 

                                                 
74 The rotation feature may not necessarily be practical (or meaningful) for the charts currently available within the 
CAFE Model.  This feature is intended for future expansion. 
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Figure 29. Compliance Summary Chart - Rotated View 

 
The Vehicle Scatter Plot and the Compliance Summary Chart may also be “zoomed” or 
“expanded” by double clicking on the chart’s area (Figure 30).  This expands the selected chart to 
fit the entire contents of the model’s Session View, allowing for easier interpretation of the data. 
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Figure 30. Vehicle Scatter Plot - Zoomed View 

 
Only the current scenario being evaluated, or the last scenario analyzed if modeling has completed, 
is available for viewing within the model’s Session View.  However, users may interact with each 
chart while the compliance modeling process is still running as well as after modeling concludes. 
 
C.4.4 Model Outputs 
 
During runtime, the CAFE Model produces several outputs, located in the user selected output 
path.  Different types of modeling outputs are split into separate folders and are categorized as 
follows: 

• logs:  Contains a “summary” file describing the various settings used during modeling, as 
well as the log files tracing through the step-by-step applications of technologies, based 
on the compliance decisions the model made during analysis.  A separate tracing log is 
generated for each compliance scenario. 

• reports-csv:  Contains the various modeling reports the CAFE Model produced during 
analysis. 

• debug-logs:  Contains additional log files used during debugging of the model.  At 
present, this folder provides log files for tracing through the credit transfer and credit 
carry forward transactions executed by the model on behalf of each manufacturer, for 
each compliance scenario. 
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The system generates ten modeling reports (in CSV format) during runtime.  The contents of these 
reports are discussed is greater detail in the Appendix section of the CAFE Model Documentation.  
The following provides an overview of the available modeling reports: 

• Technology Utilization Report:  Provides manufacturer-level and industry-wide 
technology application and penetration rates for each technology, model year, and 
scenario analyzed.  The results are disaggregated by regulatory class, as well as combined 
over the entire fleet. 

• Compliance Report:  Provides manufacturer-level and industry-wide summary of 
compliance model results for each model year and scenario analyzed.  The results are 
disaggregated by regulatory class, as well as combined over the entire fleet. 

• Societal Effects Report:  Provides industry-wide summary of energy and emissions 
effects for each model year and scenario analyzed.  The results are disaggregated by 
regulatory class and fuel type, as well as combined across all fuels and over the entire 
fleet. 

• Societal Costs Report:  Provides industry-wide summary of consumer and social costs for 
each model year and scenario analyzed.  The results are disaggregated by regulatory class 
and fuel type, as well as combined across all fuels and over the entire fleet. 

• Annual Societal Effects Report:  This output file is similar to the Societal Effects Report, 
except it further disaggregates the results by vehicle age. 

• Annual Societal Costs Report:  This output file is similar to the Societal Costs Report, 
except it further disaggregates the results by vehicle age. 

• Annual Societal Effects Summary Report:  This output file is similar to the Annual 
Societal Effects Report, except it aggregates the results by calendar year.  Note, the 
Societal Effects Report produces results for each model year considered during analysis 
(e.g., 2016-2025). Conversely, the summary report summarizes the annual results by 
calendar year (e.g., 1975-2050). 

• Annual Societal Costs Summary Report:  This output file is similar to the Annual 
Societal Costs Report, except it aggregates the results by calendar year.  Note, the 
Societal Costs Report produces results for each model year considered during analysis 
(e.g., 2016-2025). Conversely, the summary report summarizes the annual results by 
calendar year (e.g., 1975-2050). 

• Consumer Costs Report:  Provides industry-wide summary of consumer-related costs for 
each model year and scenario analyzed, using discounting from the consumer’s 
perspective.  The results are disaggregated by regulatory class, as well as combined over 
the entire fleet. 

• Vehicles Report:  Provides a detailed view of the final state of each vehicle examined by 
the model, for each model year and scenario analyzed. 
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C.5 CAFE Model Usage Examples 
 
This section provides examples for configuring and running the CAFE Model sessions using 
various model types. 
 
C.5.1 Example 1 – Configuring for Standard Compliance Modeling 
 
This example demonstrates the steps necessary for configuring the modeling system to perform a 
regular Compliance Model run. 

• Run the CAFE Model by clicking on the CAFE Model executable.75  Read through the 
Warnings dialog box, and then click the OK button.  Wait for the main CAFE Model 
window to appear. 

• Select File > New Session to create a new modeling session.  The Modeling Settings 
window appears.  Note the errors at the bottom of the window; these indicate that the 
input files have not yet been selected. 

• On the General Compliance Settings panel, select the Standard Compliance Model as 
shown in Figure 31 below.76 

 

 
Figure 31. Select Standard Compliance Model 

                                                 
75 If the model was just downloaded, it is most likely located on the user’s desktop. 
76 As discussed earlier, the current version of the modeling system only supports the Standard Compliance Model. 



DRAFT – July 2018 

201 

• Click on the I/O Settings panel to select the input files to use for modeling and the 
location for output files (Figure 32).  Note that once all the input files have been selected 
appropriately, the error messages disappear. 

 

 
Figure 32. Select Input Files 

• The Runtime Settings panel is not used for this exercise. 

• Click the Save button to save the modeling settings and load the input files (Figure 33). 
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Figure 33. Save Modeling Settings 

• Once loading completes, click the Close button to return the main CAFE Model 
window.  A new Compliance Model session, titled “Session 1” has now been created 
(Figure 34). 
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Figure 34. New Compliance Model Session Created 

• Save the new session by selecting File > Save Session As....  Enter “demo.cmsd” in the 
dialog box that appears, and click the Save button (Figure 35).77 

 

 
                                                 
77 Based on the user’s system configuration, the window in Figure 16 may look different. 
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Figure 35. Save New Session 

• After the session has been saved, notice the title of the session has changed to “demo” 
(Figure 36). 

 

 
Figure 36. “demo” Session Saved 

• Select File > Start Modeling to start the compliance modeling process.  As the model 
runs, the progress of the Compliance Model is displayed in the CAFE Model’s Session 
View (Figure 37). 
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Figure 37. Modeling Progress from the Compliance Model 

• After modeling has completed, the “Modeling Completed!” message appears at the 
bottom of the main CAFE Model window (Figure 38). 

 

 
Figure 38. Compliance Model Completed 



DRAFT – July 2018 

206 

• Select View > Output Location to open Windows Explorer and browse to the location 
where model outputs for the “demo” session are saved. 

• Exit the session by selecting File > Close Session. 

• Exit the CAFE Model by selecting File > Exit, or proceed to the next example. 
 
C.5.2 Example 2 – Configuring for “CO-2 Compliance” Modeling 
 
This example demonstrates how to take an existing session created in Example 1 – Configuring 
for Standard Compliance Modeling, and modify it to evaluate compliance with EPA’s CO2 
standards. 

• Run the CAFE Model by clicking on the CAFE Model executable.  Read through the 
Warnings dialog box, and then click the OK button.  Wait for the main CAFE Model 
window to appear. 

• Select File > Open Session to open an existing modeling session.  Select “demo.cmsd” 
in the dialog box that appears, and click the Open button (Figure 39).78 

 

 
Figure 39. Open “demo” Session 

• Once the session has been loaded, select View > Modeling Settings to bring up the 
Modeling Settings window. 

• Click on the Runtime Settings panel and select the CO-2 option from the Compliance 
Program to Enforce section as shown in Figure 40. 

 

                                                 
78 Based on the user’s system configuration, the window in Figure 20 may look different. 
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Figure 40. Enable Compliance with CO2 Standards 

• The rest of the panels are not used for this exercise. 

• Click the Save button to save the updated modeling settings; then click Close, once 
saving completes. 

• To prevent overwriting results from the “demo” session, select File > Save Session As... 
to save the modified session with a new name.  For this example, the session was saved 
as “demo-co2.cmsd”. 

• Select File > Start Modeling to start the modeling process.  As the model runs, the 
progress of the Compliance Model is displayed in the CAFE Model’s Session View. 

• Notice that the compliance-related information displayed in the model’s charts have 
changed from “CAFE” to “CO2” and the units have been updated from “mpg” to “g/mi” 
(Figure 41). 
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Figure 41. Modeling Progress for Compliance with CO2 Standards  

• After modeling has completed, the “Modeling Completed!” message appears at the 
bottom of the main CAFE Model window.  Select File > Exit to exit the model. 
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C.6 Known Issues 
 
The following outlines some of the known issues within the CAFE Model’s user interface and 
provides possible workarounds.  This list, however, is not comprehensive. 

• When interacting with the Modeling Settings window, if the user’s DPI setting (also 
known as text scaling) is set to anything other than 100%, the contents of this window 
will appear misaligned and on top of each other.  Users are advised to temporarily change 
the DPI setting back to 100% when interacting with the model.  This is especially 
prevalent for users with high resolution monitors. 

• The description for the menu or toolbar item shown in the model’s status bar may get 
“stuck” on rare occasions.  To reset the status bar message, either open an existing 
session or close it if one is already opened.  The “stuck” description should now 
disappear. 

• The model may sometimes display minor visual artifacts when interacting with the charts 
in the model’s Session View. 

• The modeling progress area of the Session View (top-left), may show clipped text for 
current scenario or manufacturer.  The text is obstructed by the dial displaying the 
scenario progress.  Users may resize the CAFE Model window or change the zoom level, 
by selecting View > Zoom Out, until the text is no longer clipped. 
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I. The proposal violates the agencies’ statutory responsibilities and is arbitrary and 
capricious because it brushes aside the scientific facts about climate change and the 
associated peril to public health and the environment, disregards the documented 
and immediate urgency of those hazards, and fails to connect the proposed rollback 
of standards to any rational response to climate change.  

The transportation sector is the single largest contributor to U.S. greenhouse gas emissions, and 
the evidence is now overwhelming that climate change caused by burning gasoline and other 
fossil fuels gravely and imminently imperils human health, the economy, and the natural 
resources on which human survival depends.  Nonetheless, climate change is largely absent from 
the thousands of pages comprising this notice of proposed rulemaking (NPRM) and supporting 
documents.  Further, it is completely absent from the rationale used by the Environmental 
Protection Agency (EPA) and the National Highway Traffic Safety Administration (NHTSA) to 
stymie progress in reining in emissions from the largest contributor to the enormous peril we 
face from climate change.1   

The NPRM proposes actions directly contrary to both agencies’ statutory duties and flouts basic 
requirements of reasoned decision-making.2  It fails to address the human suffering, death and 
environmental destruction already caused by climate change and exacerbated by the agencies’ 
proposal.  Crucially, it provides no explanation as to why greatly weakening standards governing 
the economy’s largest-emitting sector could possibly be described as a reasonable response given 
the established scientific facts about climate change.  The NPRM contains no rationale for how 
flat-lining standards for a critical six-year period can be reconciled with the overwhelming 
record evidence that rapid and massive emissions reductions must occur within the next decade if 
we are to avoid truly disastrous consequences.  The proposal’s gaping analytical voids on central 
issues violate fundamental requirements of reasoned decision-making applicable to all federal 
agencies.  They contravene NHTSA’s obligation to factor in climate change as a component of 
the statutory energy-conservation mandate.  And they are a particularly egregious violation of 
EPA’s obligations as the agency Congress designated to protect the public from air pollution that 
endangers health and welfare. 

 
1 While the Proposal discusses impacts on fuel consumption and some potential contributions to global 
warming, it makes no real attempt to grapple with – or indeed even cite to – the relevant scientific studies.  
Even when discussing emissions impacts, the Proposal includes statements such as that greenhouse gases 
“theoretically contribute to climate change,” and that “[m]any argue that it is likely that human activities . 
. . contribute to the observed climate warming,” despite the fact that there is the clear science on this 
matter, including in publications from federal programs in which EPA is a constituent agency (e.g., 
USGCRP).  See 83 Fed. Reg. 42,986, 43,067 (emphases added).  
2 Unless otherwise specified, these comments pertain to both EPA and NHTSA, and the actions they have 
taken in developing this flawed proposal.  Except where the context otherwise indicates, any reference to 
either agency or the agencies shall be interpreted to refer to both EPA and NHTSA.  Many of the critiques 
of the legal and factual basis for this proposal are equally applicable to both agencies. 
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A. The scientific record confirms that anthropogenic climate change is a grave and 
imminent hazard, and the latest studies – which the agencies have not even 
considered – reinforce that climate change is proceeding at an unprecedented 
pace requiring rapid and decisive action to reduce greenhouse gas emissions now.  

As we explain in more detail in separate comments on climate science and on NHTSA’s Draft 
Environmental Impact Statement (DEIS),3 climate change caused principally by combustion of 
fossil fuels poses severe hazards to human civilization and is already causing extensive damage 
throughout the nation and the world.4  In 2009, EPA found—based on an “ocean of evidence”5—
that anthropogenic GHGs are driving climate change that endangers public health and welfare;6 
the D.C. Circuit upheld that finding in its entirety against industry challenges,7 and the Supreme 
Court refused to review the holding.8  In their 2012 joint publication setting out standards for 
MY 2017-2025, EPA and NHTSA underscored that their final rules were in response to “the 
country’s critical need to address global climate change and reduce oil consumption.”9  As is 
detailed in our separate Climate Change comments, since 2009, the peer-reviewed scientific 
literature on climate change and evidence of both future and current climate impacts has become 
even more clear, specific and undeniable, further buttressing the rigor of the endangerment 
finding and the urgency of the Clean Air Act’s legal mandate that EPA address CO2 emissions 
from vehicles and NHTSA’s obligation to consider such impacts as part of its standard setting.10 
In the U.S. alone, climate change-related damages have already reached hundreds of billions of 
dollars every year, with 2017 setting an annual record of $306 billion.11 

 
3 See Joint Comments of Environmental, Advocacy, and Science Organizations Regarding the Proposed 
Greenhouse Gas Emissions and Fuel Efficiency Standards for Light-Duty Vehicles, Model Year 2021-
2026 -- Comments Specific to Climate Change; Joint Comments of Center for Biological Diversity, Sierra 
Club, Natural Resources Defense Council, Environmental Law and Policy Center, and Public Citizen Re: 
The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021-2026 Passenger Cars 
and Light Trucks: Draft Environmental Impact Statement. 
4 See, e.g., Intergovernmental Panel on Climate Change, IPCC Special Report: Global Warming of 1.5°C, 
at 1-7 (Oct. 6, 2018) (“IPCC (2018)”), http://www.ipcc.ch/report/sr15/. 
5 Coal. for Responsible Regulation, Inc. v. EPA, 684 F.3d 102, 123 (D.C. Cir. 2012), rev’d in part on 
other grounds sub nom. Util. Air Regulatory Grp. v. EPA, 134 S. Ct. 2427 (2014). 
6 Endangerment and Cause or Contribute Findings for Greenhouse Gases under Section 202(a) of the 
Clean Air Act, 74 Fed. Reg. 66,496 (Dec. 15, 2009). 
7 Coal. for Responsible Regulation, 684 F.3d at 116-26. 
8 The Supreme Court denied the petitions for certiorari that sought to challenge the D.C. Circuit’s ruling 
upholding the Endangerment Finding. Virginia v. EPA, 571 U.S. 951 (2013), and Pac. Legal Found. v. 
EPA, 571 U.S. 951 (2013). 
9 77 Fed. Reg. at 62,626-27. 
10 See Joint Comments of Environmental, Advocacy, and Science Organizations Regarding the Proposed 
Greenhouse Gas Emissions and Fuel Efficiency Standards for Light-Duty Vehicles, Model Year 2021-
2026 -- Comments Specific to Climate Change. 
11 NOAA National Centers for Environmental Information [NCEI], Billion-Dollar Weather and Climate 
Disasters (2018), https://www.ncdc.noaa.gov/billions/. 
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As EPA put it less than just two years ago, climate change is “the United States’ most important 
and urgent environmental challenge.”12 Recent assessments of the best available science – an 
already vast and definitive body of knowledge – from the United States Government, scientific 
and professional bodies, and the international scientific community, have confirmed both that 
these climate change hazards are even more severe than previously believed and that they 
gravely damage us now.  

As explained in a 2016 review of the scientific literature on impacts in the United States: 

Climate change is a significant threat to the health of the American people. The impacts 
of human-induced climate change are increasing nationwide.  Rising greenhouse gas 
concentrations result in increases in temperature, changes in precipitation, increases in 
the frequency and intensity of some extreme weather events, and rising sea levels.  These 
climate change impacts endanger our health by affecting our food and water sources, the 
air we breathe, the weather we experience, and our interactions with the built and natural 
environments.  As the climate continues to change, the risks to human health continue to 
grow.13 

In surveying the climate science less than two years ago, EPA explained that: 

[T]he most recent data before the agency indicate that climate change is an urgent and 
worsening global environmental crisis, and it will require countries to take steps to 
dramatically reduce greenhouse gas emissions.  Climate change is already having a 
harmful impact on public health and the environment in this country (as well as globally), 
affecting the health, economic well-being, and quality of life of Americans across the 
country, and especially those in the most vulnerable communities.14 

Other climate studies have reinforced and expanded upon these conclusions.  For example, the 
Fourth National Climate Assessment published in November 2017 by the USGCRP – a federal 
program for which EPA is a constituent agency, along with NASA, NOAA, the National Science 
Foundation, and others – explained that “there is no convincing alternative explanation” for the 
observed warming of the climate over the last century other than human activities,15 that 
“[c]hoices made today will determine the magnitude of climate change risks beyond the next few 
decades,”16 and that “[t]here is significant potential for humanity’s effect on the planet to result 

 
12 EPA, Basis for Denial of Petitions to Reconsider and Petitions to Stay the CAA section 111(d) 
Emission Guidelines for Greenhouse Gas Emissions and Compliance Times for Electric Utility 
Generating Units, at 1 (Jan. 11, 2017) (“EPA CPP Denial of Reconsideration”),  
https://archive.epa.gov/epa/sites/production/files/2017-
01/documents/basis_for_denial_of_petitions_to_reconsider_and_petitions_to_stay_the_final_cpp.pdf.  
13 A. Crimmins, et al., The Impacts of Climate Change on Human Health in the United States: A 
Scientific Assessment (U.S. Global Change Research Program 2016) 
http://dx.doi.org/10.7930/J0R49NQX. 
14 EPA CPP Denial of Reconsideration, at 5. 
15 USGCRP, Climate Science Special Report: Fourth National Climate Assessment, Vol. I, Wuebbles, 
D.J., D.W. Fahey, K.A. Hibbard, D.J. Dokken, B.C. Stewart, and T.K. Maycock (eds.), at 10 (2017) 
(“USGCRP 2017”), https://science2017.globalchange.gov/downloads/CSSR2017_FullReport.pdf.  
16 USGCRP 2017 at 31. 
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in unanticipated surprises and a broad consensus that the further and faster the Earth system is 
pushed towards warming, the greater the risk of such surprises.”17  

The 2016 Draft Technical Assessment Report (Draft TAR), developed jointly by EPA, NHTSA, 
and the California Air Resources Board as part of the mid-term evaluation, surveyed more recent 
climate science studies that “confirm and strengthen the science that supported the 2009 
Endangerment Finding.”18  The Draft TAR discussed19 the key findings of major peer-reviewed 
studies of climate change issued after 2009 by the U.S. Global Change Research Program 
(USGCRP), the Intergovernmental Panel on Climate Change (IPCC), and the NRC.  EPA and 
NHTSA acknowledged the scientific consensus, canvassed the massive documentation of current 
and ongoing harms occurring in the United States and elsewhere, acknowledged the large share 
of overall U.S. GHG emissions that come from cars, light trucks, and medium-duty passenger 
vehicles, Draft TAR at 1-20 to 1-21, and noted that the evidence pointed decisively toward the 
need to achieve substantial reductions in emissions quickly.  Draft TAR at 1-16 to 1-17. 

This month, the IPCC issued a new report, synthesizing the latest peer-reviewed climate 
scientific research, and issuing a stark warning that the time to act on the increasingly exigent 
circumstances is now.  Based on more than 6,000 scientific references and including 
contributions from thousands of expert and government reviewers worldwide,20 the Report 
considers the effects of global warming of 1.5°C above pre-industrial levels versus the 
previously-considered 2°C.21  It concludes that pathways to limit warming to 1.5°C with little or 
no overshoot require “a rapid phase out of CO2 emissions and deep emissions reductions in other 
GHGs and climate forcers.”22  In pathways consistent with a 1.5°C temperature increase, global 
net anthropogenic CO2 emissions must decline by about 45% from 2010 levels by 2030, reaching 
net zero around 2050 (high confidence).23   

The October 2018 IPCC report explains the approximately 1°C temperature rise that has already 
occurred24 has “resulted in profound alterations to human and natural systems, bringing increases 
in some types of extreme weather, droughts, floods, sea level rise and biodiversity loss, and 

 
17 USGCRP 2017 at 32. 
18 EPA, California Air Resources Board, NHTSA, Draft Technical Assessment Report: Midterm 
Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel 
Economy Standards for Model Years 2022-2025 at 1-14 (July 2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF.  
19 Id. at 1-13 – 1-19. 
20 IPCC Press Release, Summary for Policymakers of IPCC Special Report on Global Warming of 1.5 C 
approved by governments (Oct. 8, 2018), 
https://www.ipcc.ch/news_and_events/pr_181008_P48_spm.shtml.  The IPCC report was produced by 91 
authors from 44 citizenships and 40 countries of residence (14 Coordinating Lead Authors, 60 Lead 
Authors, and 17 Review Editors) and 133 Contributing Authors, includes over 6,000 cited references, and 
considered a total of 42,001 expert and government review comments. 
21 IPCC (2018) at 3-6.  The IPCC Special Report on Global Warming found that many of the most 
disastrous outcomes of climate change would occur between 1.5°C and 2°C, rather than between 2°C and 
2.6°C as considered in the IPCC’s Fifth Assessment Report.  See, e.g., IPCC (2018) 3-12, 3-13.  
22 Id. at Chapter 2, 2-28. 
23 Id. at Summary for Policymakers, SPM-15. 
24 IPCC (2018) at 1-45. 
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causing unprecedented risks to vulnerable persons and populations”25  The report elaborates on 
the specific nature of the threat at 1.5°C versus 2°C, indicating that the consequences of warming 
above 1.5°C are more devastating than previously understood, and highlighting the urgent 
importance of limiting warming below this threshold.  The report demonstrates that a half degree 
Celsius of additional warming makes a vast difference in avoiding immense damage in food and 
water security, loss of coastal properties, extreme heat waves, droughts and flooding, migration, 
poverty, devastating health outcomes and lives lost.  And it leaves no doubt that emission 
reductions within the next decade will make that difference.   

As the agencies themselves have recognized, TAR at 1-17, a central feature of the climate 
change problem is that carbon dioxide, once emitted, remains in the atmosphere for decades or 
centuries.  This means that each year of unabated emissions contributes to a growing, 
destabilizing stock of climate-altering gases, and that only a limited opportunity to abate 
emissions remains before the Earth faces long-lasting and effectively irremediable consequences. 
Yet in the NPRM, the agencies propose to lock in increased emissions from six model years’ 
worth of vehicles—which will stay on the roads and combust fuel for decades more—during 
precisely this crucial next ten-year span of time.   

The IPCC report provides overwhelming scientific evidence for the necessity of immediate, deep 
greenhouse gas reductions across all sectors to avoid devastating climate change-driven 
damages, and underscores the high costs of inaction or delays, particularly in the next decade.  
There is high confidence climate-related risks will be experienced at 1.5°C and “will increase 
with warming of 2°C and higher.”26  But, limiting global warming to 1.5°C can reduce this risk 
by – depending on the region – limiting the risk of increases in heavy precipitation events; 
substantially reducing the probability of drought and risks associated with water availability; 
lessening risks of local species losses and, consequently, risks of extinction; lessening projected 
frequency and magnitude of floods and droughts; reducing risks associated with forest fires, 
extreme weather events, and the spread of invasive species, pests, and diseases; providing strong 
benefits for terrestrial and wetland ecosystems and for the preservation of their essential services 
to humans; and limiting an expansion of desert and arid vegetation, which could cause “changes 
unparalleled in the last 10,000 years.”27  

The October 2018 IPCC report stresses the speed with which climate change is occurring and the 
urgency of taking decisive steps to curtail the emissions that will lock in further warming causing 
ever more severe harms: “If the current warming rate continues, the world would reach human–
induced global warming of 1.5°C around 2040,” and “[l]imiting warming to 1.5°C depends on 
GHG emissions over the next decades.”28  Existing national emissions-reduction pledges are 
insufficient to limit global warming to 1.5°C, the IPCC report explains, “even if they are 
supplemented with very challenging increases in the scale and ambition of mitigation after 
2030.”29  Thus, decisive mitigating action must occur before 2030. Limiting emissions to 1.5°C 

 
25 IPCC (2018) at 1-7. 
26 IPCC (2018) at 3-7. 
27 IPCC (2018) at 3-7 to 3-9.  
28 IPCC (2018) at 1-45, 2-4 (emphasis added). 
29 IPCC (2018) at 2.4; see also IPCC (2018) at 2-90, 4-5. 
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will require action at “a greater scale and pace of change” than ever before,30 including “very 
ambitious, internationally cooperative policy environments that transform both supply and 
demand.”31  “[E]very year’s delay before initiating emission reductions reduces by 
approximately two years the remaining time available to reduce emissions to zero.”32 

The transport sector “accounted for 28% of global final-energy demand and 23% of global 
energy-related CO2 emissions in 2014,” with emissions in this sector growing faster than any 
other over the past half-century.33  To stop these devastating consequences, the IPCC Report 
explains that there must be “major reductions in greenhouse gas emissions in all sectors,”34 and 
that such reductions “will require substantial societal and technological transformations.”35  
Relevant to the NPRM, the IPCC report specifically discusses the transportation sector, the 
largest U.S. source of GHG emissions:36  In order to keep climate warming below 1.5°C, major 
reductions in emissions from the transport sector are necessary.37   

In sum, the scientific record is now overwhelming that climate change poses grave harm to 
public health and welfare; that its hazards have become even more severe and urgent than 
previously understood; and that avoiding devastating harm requires substantial reductions in 
greenhouse gas emissions, including from the critically important transport sector, within the 
next decade. 

B. The agencies’ failure to consider the facts of climate change or to justify their 
decisions to weaken standards in the face of those facts is contrary to their 
respective statutory mandates and the record before them and is arbitrary and 
capricious. 

Despite this overwhelming evidence concerning the hazards of climate change, and despite 
EPA’s own repeated findings and affirmations of the severity of the threat and the urgency of the 
response, in the NPRM both agencies have utterly failed to take a serious look at the health and 
environmental risks posed by unabated emissions of greenhouse gases.  The NPRM makes no 
effort to relate the agencies’ proposal to the known facts about climate change and its effects, 
even while the agencies propose regulatory changes that would vastly increase greenhouse gas 
emissions.  It makes no effort whatever to reconcile the rolling back and flatlining of greenhouse 
gas emissions standards and fuel economy standards from MY 2021-2026 with the scientific 

 
30 IPCC (2018) at 4-5. 
31 IPCC (2018) at 2-5. 
32 IPCC (2018) at 1-19; see also id. at 2-47 (“The later emissions peak and decline, the more CO2 will 
have accumulated in the atmosphere.”) 
33 IPCC (2018) at 2-66. 
34 IPCC (2018) at 2-92. 
35 IPCC (2018) at 1-11. 
36 U.S. Energy Information Administration, Power sector carbon dioxide emissions fall below 
transportation sector emissions, Today in Energy (Jan. 19, 2017), 
www.eia.gov/todayinenergy/detail.php?id=29612; see also EPA, Inventory of U.S. Greenhouse Gas 
Emissions and Sinks 1990-2016, at ES-12 (2018), https://www.epa.gov/sites/production/files/2018-
01/documents/2018_complete_report.pdf (In 2016, passenger vehicle emissions contributed 42 percent of 
U.S. transportation-related carbon dioxide). 
37 IPCC (2018) at 2-66 to 2-67. 
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consensus that major reductions in emissions over this very period are vital to avoid extreme 
climate harms from warming over 1.5 degrees. 

This is not just bad policy; it is unlawful.  Both agencies are bound by mandates to protect the 
public.  Clean Air Act Section 202 requires EPA to prescribe standards to limit vehicular 
emissions that cause or contribute to air pollution endangering public health and welfare, 42 
U.S.C. § 7521(a)(1).  That mandate fulfills Congress’s general direction in the CAA to “protect 
and enhance” air quality, 42 U.S.C. § 7401(a), and the Clean Air Act’s mandate to mitigate the 
“mounting dangers to the public health or welfare” caused by air pollution from “motor 
vehicles,” 42 U.S.C. § 7401(a)(2).  NHTSA’s mandate to adopt “maximum feasible” fuel 
economy standards reflecting “the need of the United States to conserve energy” requires the 
agency to consider the climate-altering impacts of consuming oil, 49 U.S.C. § 32902(a), (f).  The 
agencies cannot satisfy these requirements without reconciling their proposal with the facts about 
the health and environmental hazards at issue, and without making a rational choice that gives 
effect to their protective mandates in light of the record facts.  In the face of the severe and 
imminent threat of a destabilized climate, stripping away existing protections – with absolutely 
no explanation or discussion of alternative protective measures – is arbitrary and unlawful.38   

Similarly, under basic requirements of administrative law as reflected in the APA, agencies must 
consider all “relevant factors,” and “examine the relevant data and articulate a satisfactory 
explanation for its action.”39  Moreover, reasoned decision-making requires that, in developing a 
proposal, an agency must have “weighed competing views, selected a [solution] with adequate 
support in the record, and intelligibly explained the reasons for making that choice.”40  It must 
demonstrate a “rational connection” between the record facts and its policy choice.41  

Fossil fuel-driven climate change is not an ancillary concern here; it is necessarily a central topic 
of this rulemaking.  The reasonableness of a given policy response (such as strengthening or 
weakening standards) necessarily depends upon the severity, imminence and remediability of the 
hazard.  The agencies cannot relegate climate change to a few stray passages, unconnected to the 
indisputable conclusion that their proposal doubles down on the very harms climate change 
causes.  Instead, they must confront the scientific record – including a record EPA itself 
acknowledged in the draft TAR – and EPA’s own previous conclusion that climate change is not 
just some vague problem, but “the United States’ most important and urgent environmental 
challenge,”42 on which delaying action comes at a huge cost.  If the agencies – by weakening 
standards already on the books – mean to reverse their prior acknowledgments of the problem’s 
seriousness and urgency, they have violated basic requirements because their notice does not 
give notice of such an intent, 42 U.S.C. 7607(d)(3); 5 U.S.C. 553(b), (c), nor have the agencies 
provided any basis for questioning the scientific record or departing from the agencies’ prior 
findings.  If the agencies believe that scientific findings – such as those reflected in the October 
2018 IPCC report by the world’s leading climate scientists that a temperature increase of over 

 
38 See State Farm, 463 U.S. at 43 (agency acts arbitrarily where it entirely fails to consider an important 
aspect of the problem). 
39 Motor Vehicles Mfrs. Ass’n v. State Farm Mut. Auto Ins. Co., 463 U.S. 29, 42-43 (1983). 
40 FERC v. Elec. Power Supply Ass’n, 136 S. Ct. 760, 784 (2016). 
41 State Farm, 463 U.S. at 43. 
42 EPA CPP Denial of Reconsideration, at 1 (Jan. 2017). 
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1.5°C would mean severe and intolerable impacts for human society –  are wrong, they must set 
forth the basis for that conclusion.    

Instead, NHTSA and EPA do not even attempt to explain how rolling back the existing standards 
could be squared with the existing record and the additional evidence discussed herein.  Rather, 
the agencies have tried to bury the entire issue by not directly challenging the science, urgency 
and gravity of climate change but nonetheless proposing standards that necessarily rest upon 
implicit judgments that climate change is neither urgent nor grave.  Since the agencies provide 
no basis to reject the overwhelming scientific consensus, the policy changes the agencies propose 
are completely arbitrary, as well as in direct conflict with their statutory obligations to protect the 
public.  

While the NPRM makes no effort to justify the proposed rollbacks in light of the known climate 
hazards, NHTSA’s DEIS appears to adopt the view that greenhouse gas pollution will inevitably 
continue unabated, and portrays increases in temperature, sea level rise, extreme weather events, 
ocean acidification and other ancillary harms by 2100 that would be intolerable to human life but 
that are consequences that it is futile to make any effort to prevent.43  But the agencies do not 
appear to rely on that apocalyptic view as a ground for their proposed standards, instead simply 
brushing those concerns aside; and indeed, the Clean Air Act does not give EPA authority to 
throw up its hands and declare protection of the public health and welfare futile. Moreover, there 
is no factual basis on which the agencies could conclude that unabated greenhouse gas emissions 
increases are inevitable, or that that emissions are unaffected by policy decisions like those 
facing the agencies here.  

In its meager discussions of climate change, the NPRM appears to take the position that the 
emissions reductions that will be achieved under the existing standards are not sufficiently large 
to cause an appreciable reduction in climate harms to be worth the undertaking.44  If this is the 
theory they rely on to justify weakening existing protections against climate-destabilizing 
pollution, their reasoning is unlawful, arbitrary and capricious.  As noted, the transportation 
sector is the largest source of emissions in the United States (and light-duty vehicles are the 
largest component of the transit sector); the emissions at stake are not immaterial but 

 
43 NHTSA, Draft Environmental Impact Statement, Docket No. NHTSA-2017-0069 (July 2018), 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_my2021-26_deis_0.pdf , at S-18 - S-
22 (discussing an array of impacts of climate change without acknowledging the need for mitigation). 
44 In discussing “Climate Change Impacts from Preferred Alternative,” the agencies state that:  

The estimated effects of this proposal in terms of fuel savings and CO2 emissions, again perhaps 
somewhat counter-intuitively, is [sic] relatively small as compared to the 2012 final rule. 
NHTSA’s Environmental Impact Statement performed for this rulemaking shows that the 
preferred alternative would result in 3/1,000ths of a degree Celsius increase in global average 
temperatures by 2100, relative to the standards finalized in 2012. On a net CO2 basis, the results 
are similarly minimal. 

The Proposal then points to a graph comparing “the estimated atmospheric CO2 concentration (789.76 
ppm) in 2100 under the proposed standards to the estimated level (789.11 ppm) under the standards set 
forth in 2012 — or an 8/100ths of  a percentage increase.” 83 Fed. Reg. 42986, 42996-42997. 
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enormous.45  While any effort to mitigate climate change will require reductions from individual 
source categories that, standing alone, represent fractions of the problem, climate change 
necessarily cannot be controlled without reducing emissions from vehicles, their largest source.  
Indeed, EPA itself so concluded in its 2009 endangerment finding under § 202(a)(1): 

[N]o single greenhouse gas source category dominates on the global scale, and many (if not 
all) individual greenhouse gas source categories could appear small in comparison to the 
total, when, in fact, they could be very important contributors in terms of both absolute 
emissions or in comparison to other source categories, globally or within the United States.  
If the United States and the rest of the world are to combat the risks associated with global 
climate change, contributors must do their part even if their contributions to the global 
problem, measured in terms of percentage, are smaller than typically encountered when 
tackling solely regional or local environmental issues.  The commenters’ approach, if used 
globally, would effectively lead to a tragedy of the commons, whereby no country or 
source category would be accountable for contributing to the global problem of climate 
change, and nobody would take action as the problem persists and worsens. 

74 Fed. Reg. 66543 (Dec. 15, 2009).  EPA has not offered—and could not offer—any reasoned 
explanation for abandoning these findings or this approach. 

Furthermore, applied generally, such fatalistic reasoning could preclude all regulation of 
emissions of carbon dioxide and other greenhouse gases – indeed would often foreclose efforts to 
control emissions of any pollutant that comes from many different sources – contrary to 
Congress’ clear mandate to regulate emissions of pollutants that cause or contribute to emissions 
which endanger public health and welfare.  See, e.g., Mass. v. EPA, 549 U.S. at 524.  Such a 
wholesale abdication of statutory responsibility is entirely unlawful.  Cf. U.S. Const. Art. II, s.3, 
cl. 5.46  Because all of the individual steps needed to address the problem would have relatively 
small effects viewed in isolation, the agencies’ reasoning amounts to the assertion that it is not 
worth doing anything to address the most urgent problem facing humanity.  To the extent the 
agencies conclude that the existing standards are not a sufficient step towards addressing that 
problem, the solution is to adopt more stringent standards, not to eviscerate those already in 
place. 

The agencies’ proposed rollback also constitutes an unexplained, unjustified reversal of their 
own recently reaffirmed positions on the question of the need for reducing greenhouse gas 

 
45 See Massachusetts, 549 U.S. at 524 (“Reducing domestic automobile emissions is hardly a tentative 
step. Even leaving aside the other greenhouse gases, the United States transportation sector emits an 
enormous quantity of carbon dioxide into the atmosphere.”); Coalition for Responsible Regulation, 684 
F.3d at 128 (approving EPA’s finding that MY2012-2016 light duty vehicle GHG standards “result in 
meaningful mitigation of greenhouse gas emissions”). 
46 EPA’s position here is worse than the agency’s position that was rejected by the Court in 
Massachusetts.  At least there, the agency claimed that the problem was being addressed through other 
means it deemed more effective, 549 U.S. at 533-34.  Here, EPA is not pointing to something else that 
would be more effective; the agency is just throwing up its hands and saying that even an incremental step 
to addressing the problem is too hard.  That fatalism contravenes Congressional intent (see 42 U.S.C. §§ 
7401-7402); the agency needs to keep trying, even in the face of challenges, until Congress tells it to 
stand down or comes up with a better path forward. 
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emissions immediately.  Just two years ago, EPA and NHTSA expressly acknowledged that the 
nature of the climate change hazard urgently requires timely reductions in emissions.  As the 
agencies stated in the draft TAR: 

These [climate science] assessments and observed changes raise concerns that reducing 
emissions of GHGs across the globe is necessary in order to avoid the worst impacts of 
climate change, and underscore the urgency of reducing emissions now.  The NRC 
Committee on America’s Climate Choices listed a number of reasons “why it is 
imprudent to delay actions that at least begin the process of substantially reducing 
emissions.”   

Draft TAR at 1-17 (citing National Research Council, America’s Climate Choices (2011)).  Yet, 
in the NPRM – without having provided the slightest explanation or evidence to support a 
contrary view – the agencies are rushing in the opposite direction, weakening standards already 
on the books and thereby causing the release of an enormous additional quantity of greenhouse 
gas emissions.  This unexplained, unjustified change in position is unlawful.47  In essentially 
ignoring the principal health and environmental risks at issue, and in proposing a weakening of 
standards even as the science signals the urgent need for pressing action, both agencies are 
proposing an arbitrary and unexplained about-face. 

II. The agencies’ proposal violates the Administrative Procedure Act 

The proposal flouts the agencies’ administrative law obligations to explain the record basis for 
the proposed change in policy.  It fails to show that the proposed new policy is itself supported 
with “rational connection[s] between the facts found and the choice made,”48 omitting the 
required “reasoned analysis for the change beyond that which may be required when an agency 
does not act in the first instance.”49  

Reasoned decision-making requires that the agencies “weighed competing views, selected a 
[solution] with adequate support in the record, and intelligibly explained the reasons for making 
that choice.”50  To that end, the agencies must examine the relevant information and show that 

 
47 See Encino Motorcars, LLC v. Navarro, 136 S. Ct. 2117 (2016); Fed. Commc’ns Comm’n v. Fox 
Television Stations, Inc, 556 U.S. 502 (2009); Motor Vehicle Mfrs. Ass’n of the United States v. State 
Farm Mut. Auto. Ins. Co., 463 U.S. 29, 43 (1983); Fox Television Stations, 556 U.S. at 515; id. at 537 
(Kennedy, J., concurring).   
48 See State Farm, 463 U.S. at 43 (agency decision must be “based on a consideration of the relevant 
factors” and agency cannot have “relied on factors which Congress has not intended it to consider”) 
(quoting Burlington Truck Lines v. United States, 371 U.S. 156, 168 (1962)); Pub. Citizen v. Fed. Motor 
Carrier Safety Admin., 374 F.3d 1209 (D.C. Cir. 2004); 42 U.S.C. 7607(d)(9). An agency acts arbitrarily 
when it takes action that is not supported by substantial evidence. See, e.g., Cablevision Systems Corp. v. 
FCC, 597 F.3d 1306, 1310 (D.C. Cir. 2010); Fl. Gas Trans. Co. v. FERC, 604 F.3d 636, 639 (D.C. Cir. 
2010); Ass’n of Data Processing Serv. Orgs. v. Bd. of Governors, 745 F.2d 677, 683-84 (D.C. Cir. 1984). 
49 Motor Vehicle Mfrs. Assn. of United States, Inc. v. State Farm Mut. Auto. Ins. Co., 463 U.S. 29, 43 
(1983) (quoting Burlington Truck Lines v. United States, 371 U.S. 156, 168 (1962)). See also AMB Onsite 
Services-West v. NLRB, 849 F.3d 1137, 1146 (D.C. Cir. 2017) (agency “cannot ‘turn[] its back on its own 
precedent and policy without reasoned explanation’”) (quoting Dupuy v. NLRB, 806 F.3d 556 563 (D.C. 
Cir. 2015)); Pub. Citizen, 733 F.2d at 98; Verizon v FCC, 740 F.3d 623, 636 (D.C. Cir. 2014). 
50 FERC v. Elec. Power Supply Ass’n, 136 S. Ct. 760, 784 (2016). 



11 
 

the data on which their proposal relies are accurate and defensible.51  Agencies must use “the 
best information available” in reaching their conclusions, and cannot lawfully rely on outdated 
information as circumstances change.52  Agencies also act arbitrarily when they take action that 
is not supported by substantial evidence when considering the record as a whole.53  Given the in-
depth, multi-year analysis that went into the development and the mid-term review of these 
standards, including the joint Draft Technical Assessment Report, EPA and NHTSA cannot 
make a rational or lawful decision whether to retain, strengthen, or rollback the existing Clean 
Car Standards without engaging with this extensive record.  As detailed below and in separate 
technical comments, the proposal fails to do this: its conclusions are instead based on deeply 
flawed analysis and fail to grapple with the extensive record support and prior agency 
conclusions endorsing the existing standards. 

Moreover, reasoned decision-making in the context of a change in policy or legal interpretation 
requires that an agency demonstrate awareness of, and fully explain any departure from, the 
“facts and circumstances that underlay or were engendered by a prior policy.”54  “An agency 
cannot simply disregard contrary or inconvenient factual determinations that it made in the 
past.”55  Where an agency is operating against a factual record that contradicts its new policy, 
reasoned decision-making also requires that the agency “provide a more detailed justification 
than what would suffice for a new policy created on a blank slate.”56  Furthermore an agency 
must address “serious reliance interests” grounded on the prior policy—such as, in this instance, 
state plans relying on the existing federal and state standards.57  

As detailed in the following pages and in extensive separate technical comments, the proposed 
rule falls far short of those standards, generally failing to provide any explanation of the 180-
degree reversal on prior findings.  The agencies unlawfully fail to grapple with the factual record 
and prior conclusions that uphold the current, existing standards.  The “fail[ure] to consider 
[these] important aspect[s] of the problem” renders the proposal arbitrary and capricious.58 

 
51 See Dist. Hosp. Partners v. Burwell, 786 F.3d 46, 57 (D.C. Cir. 2015). 
52 Flyers Rights Education Fund v. FAA, 864 F. 3d 738, 745 (D.C. Cir. 2017); cf. Catawba County v. 
EPA, 571 F.3d 20, 45 (D.C. Cir. 2009). 
53 E.g., Cablevision Systems Corp. v. FCC, 597 F.3d 1306, 1310 (D.C. Cir. 2010); Fl. Gas Trans. Co. v. 
FERC, 604 F.3d 636, 639 (D.C. Cir. 2010); Ass’n of Data Processing Serv. Orgs. v. Bd. of Governors, 
745 F.2d 677, 683-84 (D.C. Cir. 1984). 
54 Fox, 556 U.S. at 516; see also Pub. Citizen, 733 F.2d at 98 (agency must “‘cogently explain’” basis for 
suspending rule) (quoting State Farm, 463 U.S. at 48); Organized Village of Kake v. USDA, 795 F.3d 
956, 968-969 (9th Cir. 2015); AMB Onsite Services-West v. NLRB, 849 F.3d 1137, 1146 (D.C. Cir. 2017). 
55 Fox, 566 U.S. at 537 (Kennedy, J., concurring). 
56 Fox, 556 U.S. at 516. 
57 E.g., Encino Motorcars v. Navarro, 136 S. Ct. 2117, 2126 (2016) (quoting Fox, 556 U.S. at 515); see 
also Smiley v. Citibank South Dakota, 517 U.S. 735, 742 (1996); U.S. Telecom Ass’n v. FCC, 825 F.3d 
674 (D.C. Cir. 2016). 
58 State Farm, 463 U.S. at 43. 
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III. EPA violates the Clean Air Act and the proposal is arbitrary and capricious 

A. EPA has failed to exercise its mandatory legal duty to apply its own expertise and 
judgment. 

In this proceeding, EPA has unlawfully delegated its technical decision-making responsibilities 
under Clean Air Act Section 202 to NHTSA.  As a result, the proposal and supporting materials 
omit consideration of EPA’s expert input and analysis.  Any finalization of the proposal would 
violate EPA’s duties under the Clean Air Act and be arbitrary and capricious. 

1. EPA may not sub-delegate its Clean Air Act obligations to NHTSA. 

EPA has an independent duty under the Clean Air Act to establish greenhouse gas emission 
standards for light duty vehicles.  The statute makes clear that the EPA Administrator “shall” 
prescribe such standards, where “in his judgment” such vehicle emissions endanger health and 
welfare.59  Such standards “shall take effect after such period as the Administrator finds 
necessary to permit the development and application of the requisite technology.”60  As the 
agency acknowledges in the present rulemaking, this language imposes upon EPA a non-
discretionary duty to act, which is “‘wholly independent of DOT's mandate to promote energy 
efficiency.’”61  “Consequently, EPA has no discretion to decline to issue greenhouse standards 
under section 202(a) or to defer issuing such standards due to NHTSA’s regulatory authority to 
establish fuel economy standards.”62 

A corollary to the principle that EPA has a wholly independent obligation is that EPA is 
forbidden to delegate technical decision-making to NHTSA.  This prohibition flows from the 
statutory text of section 202, as well as general limits on sub-delegation.  It is well established 
that “federal agency officials . . . may not sub-delegate to outside entities—private or 
sovereign—absent affirmative evidence of authority to do so.”63  This prohibition on sub-
delegation to outside entities serves to ensure democratic accountability and prevent “policy 
drift.”64  

The prohibition on sub-delegation applies to sub-delegation across federal agencies, no less than 
to sub-delegation to state or private entities.  In G.H. Daniels III & Assocs., Inc. v. Perez, for 
example, the court invalidated the Department of Homeland Security’s attempt to sub-delegate 
authority over the H-2B visa program to the Department of Labor.65  The court explained: “DOL 
is not a subordinate agency of DHS.  And there is no statute authorizing the sub-delegation—
indeed Congress gave DHS only the authority to consult with other government agencies.  
Absent Congressional authorization, DHS’s sub-delegation in this case is improper.”66  The D.C. 
Circuit has previously rejected EPA’s derogation of a statutory duty based on a Department of 

 
59 42 U.S.C. § 7521(a)(1) (emphasis added). 
60 Id. (emphasis added). 
61 83 Fed. Reg. at 43,227 (citing Massachusetts, 549 U.S. at 532). 
62 Id. 
63 U.S. Telecomm Ass’n v. FCC, 359 F.3d 554, 566 (D.C. Cir. 2004). 
64 Id. at 565–66. 
65 626 F. App’x 205 (10th Cir. 2015). 
66 Id. at 212. 
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Transportation decision—even in an instance where the Clean Air Act explicitly articulated a 
consultative role for DOT.67   

This prohibition applies with full force here, where EPA has separate and different statutory 
authority, obligations, and mission than NHTSA.  “EPA has been charged with protecting the 
public’s ‘health’ and ‘welfare,’ a statutory obligation wholly independent of [the Department of 
Transportation’s] mandate to promote energy efficiency.”68  Indeed, although NHTSA is 
obligated by statute to account for the EPA standards in determining what standards are 
maximum feasible, EPA should not look to the CAFE standards—which are constrained by 
NHTSA’s mandate to ignore certain paths to reduce emissions69—when setting its own emission 
standards.70  Certain Clean Air Act provisions explicitly direct the Department of Transportation 
to issue regulations, underscoring that Congress knew how to assign rulemaking responsibility to 
DOT when it so chose.71  Any delegation of EPA’s independent mandate to NHTSA, a wholly 
separate agency with distinct aims and expertise, unlawfully abdicates EPA’s responsibilities 
under the Clean Air Act.  

EPA’s duty encompasses two separate tasks: (1) EPA must exercise its own technical and 
scientific expertise in developing a factual and technical basis for determining the appropriate 
emission standards under Section 202(a); and (2) based on this factual and technical basis, EPA 
must exercise its own judgment in determining the appropriate emissions standard within the 
legal framework established by Section 202(a).  In carrying out these tasks, EPA may turn to 
outside agencies and other entities for advice, fact-finding, and policy recommendations, 
provided EPA exercises independent judgment in making any final decisions.72  But agencies 
impermissibly delegate their authority when they uncritically accept another entity’s work 
product or rubber stamp analyses or decisions of outside entities under the guise of seeking 
advice or considering factual materials developed by other entities.73  Thus, an agency may not 
“blindly adopt . . . conclusions” in another agency’s analysis, and reliance on a facially-flawed 
analysis of another entity—precisely what has occurred here—is arbitrary and unlawful.74    

 
67 NRDC v. Reilly, 983 F.2d 259 (D.C. Cir. 1993) 
68 Mass. v. EPA, 549 U.S. at 532. See also Coal. for Responsible Regulation, 684 F.3d at 127 (recognizing 
that “just as EPA lacks authority to refuse to regulate on the grounds of NHTSA’s regulatory authority, 
EPA cannot defer regulation on that basis”; “[EPA is not] required to treat NHTSA’s . . . regulations as 
establishing the baseline for the [Section 202(a) standards]”; and further that “the [Section 202(a) 
standards] provid[e] benefits above and beyond those resulting from NHTSA’s fuel economy standards”). 
69 See 49 U.S.C. § 32902(h). 
70 Coal. for Responsible Regulation, 684 F. 3d at 127 (comparing relevant provisions of EPCA and CAA). 
71 See, e.g., 42 U.S.C. § 7572(a).  “Where Congress includes particular language in one section of a 
statute but omits it in another section of the same Act, it is generally presumed that Congress acts 
intentionally and purposely in the disparate inclusion or exclusion.”  Russello v. United States, 464 U.S. 
16, 23 (1983) (quotations and alterations omitted). 
72 Id. at 120. 
73 Ergon-West Virginia v. EPA, 896 F.3d 600, 610, 613 (4th Cir. 2018); U.S. Telecomm v. FCC, 359 F.3d 
at 568. Cf. Friends of the Earth v. FERC, 720 F.2d 93, 99 (D.C. Cir. 1983); Trinity Episcopal Church v. 
Romney, 523 F.2d 88, 94 (2d Cir. 1975). 
74 City of Tacoma v. FERC, 460 F. 3d 53, 75 (D.C. Cir. 2006). 
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More generally, courts give deference to an agency’s resolution of complex technical and 
scientific matters that come before the agency.  This deference is premised on two underlying 
conditions: (1) the administrative agency has technical and scientific expertise in the area; and 
(2) the agency exercised its expertise in acting under authority delegated by Congress.  As laid 
out below, EPA has not exercised its expertise here and accordingly judicial deference is not 
appropriate.75 

2. EPA must exercise its own extensive technical and scientific expertise in 
developing a factual and technical basis for determining the appropriate 
emission standards under Section 202(a). 

EPA must exercise its own independent engineering and scientific expertise—which surpasses 
any comparable NHTSA capabilities in relevant areas—in carrying out its mandatory duty to set 
vehicle greenhouse gas emission standards under the Clean Air Act.  EPA may not defer to or de 
facto delegate the exercise of its technical expertise to NHTSA or any other agency.  Congress 
has repeatedly emphasized the importance of developing EPA’s independent technical expertise 
with regard to mobile source emissions, as it alone is charged with and equipped to set 
appropriately protective standards as required under the Clean Air Act.76  EPA is the agency 
charged with prescribing standards for air pollution that endangers public health or welfare, 
“after such period as the Administrator finds necessary to permit the development and 
application of the requisite technology”.77  EPA must exercise its technical and scientific 
expertise to satisfy that obligation.  Anything less is an unlawful abdication of EPA’s statutory 
responsibilities. 

EPA has a long history and extensive experience in developing a strong technical and scientific 
basis for setting emissions standards under section 202(a), led by its Office of Transportation and 
Air Quality and its world-leading vehicles lab in Ann Arbor, Michigan.  This history includes 
extensive technical and engineering work conducted directly by EPA, as well as detailed 
investigations conducted by national labs, academic researchers, industry experts and contractors 

 
75 Ethyl Corp. v. EPA, 541 F.2d 1, 36 (D.C. Cir. 1976) (en banc), cert. denied, 426 U.S. 941 (1976) 
(courts defer to the agency’s expertise and do not “supplant the agency’s expert decision-maker . . . the 
court must give due deference to the agency’s ability to rely on its own developed expertise”). 
76 See, e.g., H. Rep. 89-899 (1965) at 15 (explaining that standards should be set administratively because 
of “the necessarily highly technical character of any standards . . . and the fact that current and future 
research and experience can be expected to provide the basis for improving and refining pollution control 
programs and standards”); H. Rep. 90-728 (Oct. 1967) (providing funding for fuel and vehicle research, 
and stating that “[i]ncreased research activities are essential to provide an improved technological basis 
for meaningful progress in air pollution control”); S. Rep. 91-1196 (Sep. 17, 1970) at 3 (“Extensive 
research must be carried out to accelerate knowledge of pollution effects and control methods.”); S. Rep. 
94-717 (Mar. 29, 1975) at 64-65 (“It was the intent of the 1970 [Clean Air Act] Amendments to produce 
two independent sources of technical advice for the Congress to assist in its decisions. Those two sources 
were the technical staff of the Environmental Protection Agency and the National Academy of 
Sciences.”).  
77 42 U.S.C. §§ 7521(a)(1), (2) (emphasis added). 
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under EPA’s oversight.78  EPA employs experienced automotive powertrain engineers, many 
with PhDs and industry experience, and has published innumerable Society of Automotive 
Engineers papers on emission reduction technologies.79  EPA operates a leading vehicle 
pollution test laboratory, has performed over 10,000 fuel economy tests, and has benchmarked 
the world’s cleanest vehicles.  NHTSA does not have any sort of comparable facility.  EPCA 
specifically puts EPA in charge of certain vehicle testing and establishing underlying 
procedures—further evidence that Congress understood EPA’s capacity in this area to be 
superior to NHTSA’s.80  

A review of all of the peer-reviewed publications relevant to the Draft Technical Assessment 
Report and mid-term evaluation that were performed, published, or contracted by EPA or 
NHTSA demonstrates that EPA was responsible for roughly five times more peer-reviewed 
publications than NHTSA.81  For example, reports involving EPA staff included: modeling and 
validation of several component technologies relevant to reducing GHG emissions from 
vehicles; examination of opportunities that can reduce emissions available with improvements to 
existing engines; simulations of real world factors influencing GHG vehicle emissions using 
EPA’s ALPHA model; and other analyses that directly bolster EPA’s technical understanding 
relevant to this rulemaking.82  NHTSA’s body of work for the Draft Technical Assessment 
Report and mid-term evaluation, by comparison, did not demonstrate the same level of 
examination of key technical considerations, or the same breadth and depth of relevant 
analysis.83  A discussion of EPA and NHTSA analytic work contained in the Draft Technical 
Assessment Report shows the same pattern.84 

EPA comprehensively and diligently exercised its expertise in this manner in the original 
rulemaking and in the development of the Draft Technical Assessment Report and 2017 Final 
Determination. EPA staff performed the technical analyses that led to the existing standards and 
which informed the Draft Technical Assessment Report.85  EPA benchmarked more than twenty 

 
78 See Bill Charmley, EPA National Vehicle Fuel Emissions Laboratory, Presentation to the National 
Academies of Science, Committee on the Assessment of Technologies for Improving Fuel Economy of 
Light-Duty Vehicles-Phase 3, at 4-9 (July 16, 2018), Docket ID EPA-HQ-OAR-2018-0283-0771 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0771.  
79 Id. at 20 (July 16, 2018).  
80 49 U.S.C. § 32904. 
81 See Appendix D of comments submitted by Environmental Defense Fund, the Center for Energy 
Efficiency and Renewable Technologies and the Clean Power Campaign on the Environmental Protection 
Agency’s Request for Comment on Reconsideration of the Final Determination of the Mid-Term 
Evaluation of Greenhouse Gas Emissions Standards for Model Year 2022-2025 Light-Duty Vehicles 
(Oct. 5, 2017), Docket No. EPA-HQ-OAR-2015-0827-9203, available at 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-9203. 
82 Id. 
83 Id.  
84 Compare Draft Technical Assistance Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025 
(July 27, 2016) [hereinafter “Draft TAR”], Chapter 5 “Technology Costs, Effectiveness, and Lead-Time 
Assessment” pp. 5-1 to 5-413 (EPA analysis) with id. pp. 5-415 to 543 (NHTSA analysis). 
85 See generally Draft TAR at 2-2 to 2-3.  
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of the most advanced vehicles, engines, and transmissions as part of that analysis.86  These data 
provided inputs and validation for EPA’s vehicle simulation model, the Advanced Light-Duty 
Powertrain and Hybrid Analysis model (ALPHA).87  EPA worked with the engineering firm 
FEV to conduct state-of-the-art cost teardown studies that informed the agency’s cost analysis.88  
In assessing issues relating to consumer impacts and technology acceptance, EPA initiated a 
broad research agenda, including a project exploring automotive reviews of newly-introduced 
technologies and a comprehensive review of the academic literature on consumer willingness to 
pay for vehicle attributes; EPA also examined the challenges associated with developing a 
consumer choice model capable of making rational and reasonable quantitative predictions.89  
EPA also developed more sophisticated modeling tools, both ALPHA for full-vehicle simulation, 
and improvements to its Optimization Model for reducing Emissions of Greenhouse gases from 
Automobiles (OMEGA).90    

An independent GAO report examined EPA and NHTSA’s collaboration in the course of issuing 
MY2012 to 2016 standards and similarly found greater expertise and contributions from EPA as 
compared to NHTSA:  

The difference in the extent of new research that NHTSA and EPA conducted for this 
rulemaking likely results from differences in resources available to the agencies in the 
recent past. As we mentioned previously, from fiscal years 1996 to 2001—about 6 
years—NHTSA was prohibited from using appropriated funds to change CAFE 
standards.  According to NHTSA, the agency lost staff with expertise in this area as a 
result and did not begin to hire additional automotive engineers until summer 2009. By 
comparison, EPA has been able to develop and maintain automotive engineering 
expertise.  This expertise has proved helpful in setting GHG emissions standards for 
automobiles.  For example, EPA has been home to the National Vehicle and Fuel 
Emissions Laboratory since 1971, and in the early 1990s, it expanded its activities to 
conduct research and development of technologies used to reduce emissions, which are 
often marketed and licensed to the automobile industry.  Although NHTSA brings safety 
expertise to CAFE standards, which has been a concern with raising CAFE standards in 
the past, the agency’s primary mission and expertise is in vehicle safety, not vehicle 
power train design and the impact of vehicle emissions on the environment.  Thus 
NHTSA cannot be expected to have the same level of in-house expertise related to 
vehicle power train design and environmental issues as EPA.91 

This independent report similarly documented and underscored EPA’s greater contributions in 
the context of the development of the Phase 2, MY 2017-2025 standards now at issue—noting 
that, “EPA contributed research in time to provide analysis for the proposed rule. It also 
contributed funding to a greater degree [as compared to NHTSA]. . . . EPA conducted or 

 
86 Id. at 2-2. 
87 Id. at 2-3. 
88 Id. 
89 Id.  
90 Id.  
91 Government Accounting Office, Vehicle Fuel Economy: NHTSA’s and EPA’s Partnership for Setting 
Fuel Economy and Greenhouse Gas Emission Standards Improved Analysis and Should be Maintained, 
GAO 10-336, at 23-24 (2010) (emphasis added), http://www.gao.gov/assets/310/301194.pdf.  
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contracted for three peer-reviewed studies to support the rulemaking and the modeling efforts,” 
research that “provided the analysis of both CAFE and GHG standards with updated information 
and data.”92  In contrast, “[a]lthough NHTSA contributed research to the rulemaking process, it 
faced challenges in doing so.”93  

3. In past proceedings relevant to this rulemaking, EPA properly exercised its 
independent judgment and expertise. 

Earlier proceedings relevant to these standards exemplify EPA’s proper exercise of its expertise 
and judgment, while still coordinating and interfacing with NHTSA.  As these past instances 
demonstrate, EPA’s proper exercise of its independent judgment and technical and scientific 
expertise must not only encompass and rationally consider all of the substantial existing record, 
and all of EPA’s past analysis and studies, but also all of the tools used in that analysis. 

The Draft Technical Assessment Report and 2017 Final Determination relied extensively on use 
of sophisticated EPA analytic tools and methodologies, consistent with recommendations of the 
National Academy of Sciences.94  EPA used its peer reviewed vehicle simulation model ALPHA 
to simulate the effectiveness of individual technologies and technologies in combination.95  EPA 
considered the agency’s vehicle teardown studies to estimate technology cost.96  EPA also used 
its peer-reviewed OMEGA model to make reasonable estimates of how manufacturers could add 
technologies to vehicles in order to meet a fleet-wide GHG standard.97 

The Draft TAR indicated that even though the agencies worked collaboratively “in an array of 
areas” during the development of the report, the “EPA GHG and NHTSA CAFE assessments 
were done independently.”98  The Draft TAR further noted that, “independent and parallel 
analysis can provide complementary results.”99  

Even earlier, this approach was also the case for the Phase 1 and Phase 2 GHG emission and fuel 
economy rulemakings.  Each agency utilized different modeling techniques in their respective 
analysis, while coordinating and endeavoring to align inputs.100  In particular, these rulemakings 
involved the development and application of EPA and NHTSA’s separate and independent 
models for their respective standards: 

● EPA developed its OMEGA model as part of EPA’s Phase 1 (MY2012-2016) GHG 
rulemaking and used the model to develop, test and justify EPA’s choice of standards 

 
92 Id. at 23. 
93 Id. at 21. 
94 National Research Council, Cost, Effectiveness, and Deployment of Fuel Economy Technologies for 
Light-Duty Vehicles (2015), The National Academies Press, https://doi.org/10.17226/21744.  
95 See, e.g., Draft TAR at 5-246. 
96 Id. at 2-3. 
97 Id. at 12-2.  
98 Id. at ES-6. 
99 Id. 
100 Phase 1 Light-Duty Vehicle GHG and CAFE Standards Final Rule, 75 Fed. Reg. 25,324, 25,329 (May 
7, 2010). 
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finalized in that rule.101  EPA continued to refine and improve the OMEGA model as it 
developed the Phase 2 (MY2017-2025) GHG rulemaking and conducted the Midterm 
Evaluation of the MY2022-2025 standards.102  EPA’s OMEGA model estimates costs for 
automobile manufacturers to achieve variable fleet-wide GHG emission standards; its 
inputs are derived via EPA’s ALPHA model, a full vehicle simulation tool that estimates 
GHG emissions for various vehicle types and technologies.103  

● NHTSA developed its Compliance and Effects Model (commonly referred to as the 
CAFE or Volpe model) to help NHTSA in carrying out its statutory obligations under 
EPCA.  NHTSA indicated in the MY2012-2016 CAFE rulemaking that the Volpe model 
was “developed specifically to support NHTSA’s CAFE rulemakings” and incorporates a 
number of features and “engineering constraints” that are not appropriate for use by EPA 
in setting GHG standards.104  NHTSA’s Volpe model estimates the cost of achieving 
variable fuel economy standards; NHTSA’s Autonomie model is the vehicle simulation 
tool that NHTSA has used in conjunction with the Volpe model.105  

4. EPA has unlawfully failed to exercise its expertise and judgment in the current 
rulemaking. 

In this rulemaking, EPA has unlawfully delegated to NHTSA its duty to exercise its own 
expertise and judgment.106  If the proposed GHG standards are finalized, the proffered analysis 
and justifications would not merit judicial deference because they would not reflect EPA’s expert 
judgment and input.107  Before proceeding with this rulemaking, EPA must perform its own 
analysis and issue a reproposal to allow for public comment.  

EPA explicitly disclaimed its involvement in the development of the technical record that 
underlies the rule and analyzes the factors explored and considered in the preamble’s 
discussion—including cost, safety, and technological feasibility.  During the course of inter-
agency review, EPA recommended a specific disclaimer for the Preliminary Regulatory Impact 
Assessment, making clear that EPA was not involved in the PRIA’s development or any 
technical analysis performed for the proposal: 

 
101 75 Fed. Reg. at 25,446; see also EPA, Optimization Model for reducing Emissions of Greenhouse 
Gases from Automobiles (OMEGA), https://www.epa.gov/regulations-emissions-vehicles-and-
engines/optimization-model-reducing-emissions-greenhouse-gases.  
102 EPA, Optimization Model for reducing Emissions of Greenhouse Gases from Automobiles (OMEGA), 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-
emissions-greenhouse-gases.  
103 EPA, Light-duty Models for Greenhouse Gas (GHG) Emissions, https://www.epa.gov/regulations-
emissions-vehicles-and-engines/light-duty-models-greenhouse-gas-ghg-emissions.  
104 75 Fed. Reg. at 25,597, 25,572-81. 
105 See, e.g., 83 Fed. Reg. at 43,000. 
106 U.S. Telecomm, 359 F.3d at 566. 
107 Ethyl Corp. v. EPA, 541 F.2d 1, 36 (D.C. Cir. 1976) (en banc), cert. denied, 426 U.S. 941 (1976) 
(courts defer to the agency’s expertise and do not “supplant the agency’s expert decision-maker . . . the 
court must give due deference to the agency’s ability to rely on its own developed expertise”). 
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This Preliminary RIA is a work product of DOT and NHTSA and was not authored by 
EPA.  The Preliminary RIA is based on the independent technical assessment from DOT-
NHTSA, and the document should reflect appropriately who has authored the Preliminary 
RIA.  EPA’s name and logo should be removed from the DOT-NHTSA Preliminary 
Regulatory Impact Analysis document.  EPA is relying upon the technical analysis 
performed by DOT-NHTSA for the Notice of Proposed Rulemaking.108 

EPA’s clear statement that the agency “is relying upon the technical analysis performed by DOT-
NHTSA” for the proceeding—and the agency’s manifest reliance on the DOT analysis in the 
published proposal—cannot be reconciled with the agency’s duty to exercise its own technical 
and scientific expertise as well as base its decision-making on this record.109  EPA’s delegation 
of analytical authority is all the more concerning in light of EPA’s superior expertise, as 
discussed above,110 which appears to have been ignored.111   

Similarly, during the interagency review process EPA raised concerns that the Department of 
Transportation drafted the NPRM preamble discussions laying out EPA’s purported legal and 
technical reasoning regarding the proposed GHG standards: 

DOT has drafted preamble language in which DOT repeatedly speaks for the EPA 
Administrator . . . DOT speaks for the EPA Administrator’s views on the appropriate 
level of the EPA standard, EPA’s interpretation of the Clean Air Act, EPA’s views on 
what factors are relevant in determining EPA’s program design and the EPA standards112 

Again, the clear statement that the Department of Transportation has spoken for the EPA 
Administrator’s views on “the appropriate level of the standard” and relevant factors “in 
determining EPA’s program design and the EPA standards” cannot be reconciled with the Clean 
Air Act’s clear statement that the EPA Administrator shall set vehicle emission standards and 
shall determine at what pace they take effect, among other judgments.113 

Additional evidence confirms that EPA failed to apply its expertise and judgment during the 
course of the development of this proposal, rendering the proposal an unlawful abrogation of 
EPA’s duty.114  The technical analysis underlying the proposal failed to consider a range of 
relevant new analysis prepared by EPA.  For example, the proposal’s analysis does not reflect 
EPA technical work captured in numerous peer reviewed articles.  Specifically, we searched in 

 
108 Docket Entry: E.O. 12866 Review Materials for The Safer Affordable Fuel-Efficient (SAFE) Vehicles 
Rule for Model Years 2021-2026 Passenger Cars and Light Trucks NPRM, Docket ID EPA-HQ-OAR-
2018-0283-0453 (hereinafter “EO12866 Review Materials”), File: “EO 12866 Review:  EPA Comments 
on the Preliminary RIA sent to OMB, July 12, 2018” at 3 (July 12, 2018) (“EPA July 12, 2018 
Comments”), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. 
109 U.S. Telecomm, 359 F.3d at 566; see also Deutsch v. U.S. Atomic Energy Commission, 401 F.2d 404, 
407 (D.C. Cir. 1968). 
110 See Section III(A)(2), (3), supra. 
111 State Farm, 463 U.S. at 43 (underscoring that “the agency must examine the relevant data”). 
112 E.O. 12866 Review Materials, File: “Email 5- Email from William Charmley to Chandana Achanta,” 
at 93 -- Memo: “EPA review of CAFE model with ‘GHG’ settings (08-Mar ver.),” (Apr. 16, 2018). 
113 42 U.S.C. §§ 7521(a)(1), (a)(2). 
114 Id. 
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the docket for any record of over a dozen 2017 and 2018 EPA peer reviewed SAE articles 
highlighted in a recent EPA presentation to the National Academy of Sciences.115  Not one of the 
2017 papers highlighted in the NAS presentation was mentioned anywhere in the proposal or its 
supporting NPRM documents.116  Not one of the 2018 papers was mentioned anywhere in 
NHTSA’s rulemaking docket, nor in the proposal or its supporting documents; EPA’s docket did 
include an entry for “EPA Authored SAE Papers for CY 2018” with pdfs,117 but no indication 
suggests how these deeply pertinent materials were considered, if at all.  The record does not 
reflect EPA’s latest analysis and expertise in emission-reducing technologies, one more sign of 
the agency’s impermissible delegation; moreover, as a result, the proposal’s analysis of the 
alternatives improperly fails to consider this relevant information. 

The proposal—although ostensibly issued jointly by both EPA and NHTSA—disregards analysis 
and input from EPA’s own experts.  Documents released to the docket through the Office of 
Management and Budget’s Executive Order 12,866 interagency review process indicate that the 
proposal’s analysis never incorporated concerns and input provided by EPA experts.  The 
Director of the Assessment and Standards Division at EPA’s Office of Transportation and Air 
Quality expressed concern in an email to NHTSA and OMB staff in June 2018:  

As you know, EPA has raised a wide range of technical issues with the analysis 
performed by NHTSA which serves as the technical underpinnings of the draft NPRM. 
Beginning in February of this year and continuing through April, EPA provided both 
DOT and OMB with a number of documents detailing our concerns, both with a number 
of the technical inputs for the NHTSA analysis, as well as technical concerns with the 
current version of the DOT CAFE model. This includes not only EPA’s technical review 
of the DOT model inputs and the model itself – EPA also provided to OMB and DOT 
more than 60 technical documents, spreadsheets, presentations, peer-reviewed reports and 
peer-reviewed technical articles which details the technical work EPA has performed in 
the past several years.118 

Throughout the development of the proposed rule and underlying analysis, EPA voiced serious 
and fundamental concerns about the rulemaking, which went largely ignored by NHTSA.  For 
example, in a June 18, 2018 memo, EPA explained that within the CAFE model, “the technology 
packages applied by the model tend to be much more costly than necessary for any specified set 

 
115 Bill Charmley, EPA National Vehicle Fuel Emissions Laboratory, Presentation to the National 
Academies of Science, Committee on the Assessment of Technologies for Improving Fuel Economy of 
Light-Duty Vehicles-Phase 3, at 20 (July 16, 2018), Docket ID EPA-HQ-OAR-2018-0283-0771, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0771. 
116 NHTSA’s Draft EIS Appendices includes some of the 2017 reports in a several hundred-page long list 
of materials submitted by public commenters, but does not otherwise give any information on the 
analyses.  Draft EIS, Appendices at Table B-1, 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_my2021-26_deis_appendices_0.pdf. 
117 See EPA Authored SAE Papers for CY 2018, Docket ID EPA-HQ-OAR-2018-0283-0028, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0028.  
118 E.O. 12866 Review Materials, File: “National Highway Traffic Safety Administration (NHTSA) 
Report- June 13, 2018” at 13 (June 14, 2018). 
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of inputs and application constraints.”119  EPA noted that it had previously expressed these 
concerns in March and April 2018.  At one point, EPA presented the results of the agency’s own 
modeling, indicating that EPA’s OMEGA modeling found costs half that of NHTSA’s 
findings.120  Yet NHTSA did not correct the errors in its modeling and analysis, and the 
published proposal drastically overestimates the cost of complying with the Clean Car 
Standards.121    

In another consequential example of the NPRM’s disregard for EPA’s expertise, the NPRM 
analysis has made advanced High Compression Ratio engines (HCR2) unavailable to any vehicle 
in the entire U.S. fleet, describing that the technology “remains entirely speculative.”122   This 
decision is consequential—without changing anything else about the agencies’ analysis, allowing 
HCR2 would reduce augural compliance costs by $619—or about 30% of the total difference 
between the augural and rollback scenarios.123   And contrary to NHTSA’s decision to omit 
HCR2, in the interagency review process EPA repeatedly observed that HCR2 should be 
included, observing, e.g., that:  

[t]here are Atkinson engine vehicles on the road today (2018 Camry and Corolla with 
cooled EGR and the 2019 Mazda CX5 and Mazda6 with cylinder deac) that use high 
geometric compression ratio Atkinson-cycle technology that is improved from the first 
generation, MY2012 vintage “HCR1” technology. While it is true that no production 
vehicle has both cooled EGR and cylinder deac, as the EPA “HCR2” engine did, 
nonetheless, these existing engines demonstrate better efficiency than estimated by EPA. 
Therefore, it would be appropriate to continue to use EPA’s cooled EGR + deac engine 
map to represent “HCR2” engines and strike this text and revise accordingly.124 

Yet NHTSA overruled EPA and omitted the technology.125  Although just one of many, this 
single example demonstrates that EPA experts sought to make fundamentally different 
judgments than NHTSA did, which would have led to dramatically different compliance cost 
projections and would ultimately have resulted in significantly divergent cost-benefit 
calculations.  

 
119 E.O. 12866 Review Materials, File: “Email 5 - Email from William Charmley to Chandana Achanta - 
June 18, 2018” at 10. 
120 E.O. 12866 Review Materials, File: “Email 5- Email from William Charmley to Chandana Achanta,” 
at 113 -- Memo: “EPA review of CAFE model with ‘GHG’ settings (08-Mar ver.),” (Apr. 16, 2018). 
121 See, e.g., comments submitted to these dockets on this proposal by Union of Concerned Scientists; 
comments submitted by the International Council for Clean Transportation; Meszler Engineering Services 
(October 2018), Technical Memorandum I: The NPRM CAFE Model’s Treatment of Technology 
Benefits and Costs, appended to comments filed by Natural Resources Defense Council.  
122 83 Fed. Reg. at 43,038. 
123 See PRIA Table 13-4.  See also comments submitted to these dockets on this proposal by the 
International Council for Clean Transportation.  
124  E.O. 12866 Review Materials, File: 
“EPA_comments_on_the_NPRM_sent_to_OMB,_June_29,_2018” at 82; see also File: “EPA_comments 
_on_the_Preliminary_RIA_sent_to_OMB,_July_12,_2018” at 281 (same).   
125 E.O. 12866 Review Materials, File: “NHTSA_responses_to_interagency_comments_sent_to_OMB” at 
5. 
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A detailed discussion of the many concerns raised by EPA experts during interagency review of 
the proposal is included elsewhere in these comments.126  The proposal’s failure to properly 
incorporate or respond to EPA’s reasoned, expert input is yet another example of the agency’s 
impermissible delegation of its role to NHTSA.   

Public information also indicates that EPA continued to update its OMEGA model and even ran 
OMEGA modeling runs during the course of this proceeding.127  As noted above, materials in the 
docket indicate that this modeling found costs half that of NHTSA’s Volpe estimates.128  The 
proposal’s exclusion of this centrally relevant modeling and analysis from the agencies’ 
consideration—and even from the public domain, contrary to the requirements of Clean Air Act 
Section 307(d) and despite repeated attempts to obtain the model and EPA’s results129—is yet 
another demonstration that EPA has improperly delegated its duty.  Section 202 explicitly 
charges EPA with decision-making responsibility regarding the standards, noting that the 
standards “shall take effect after such period as the Administrator finds necessary to permit the 
development and application of the requisite technology.”130  EPA’s wholesale retreat from this 
analysis and decision-making is unlawful.  

 
126 See Section VI(C), infra.  
127 See, e.g., EPA review of CAFE model with “GHG” settings (08-Mar ver.), Meeting with Office of 
Management and Budget/OIRA at Slide 24, found at PDF page 113 (Apr. 16, 2018), available under the 
file titled “Email 5” at https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453; see 
also Presentation to the National Academies of Science, Committee on the Assessment of Technologies 
for Improving Fuel Economy of Light-duty Vehicles - Phase 3 at Slides 6-7 (July 16, 2018), Docket ID 
No. EPA-HQ-OAR-2018-0283-0771, https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-
0283-0771; EPA Science Advisory Board Work Group on EPA Planned Actions for SAB Consideration 
of the Underlying Science, Memorandum: Preparations for Chartered Science Advisory Board (SAB) 
Discussions of EPA Planned Agency Actions and their Supporting Science in the Fall 2017 Regulatory 
Agenda at B-12 (May 18, 2018) (explaining that EPA would utilize its ALPHA and OMEGA models 
during the reconsideration of the Mid-Term Evaluation), 
https://yosemite.epa.gov/sab/sabproduct.nsf/9263940BB05B89A885258291006AC017/$File/WG_Memo
_Fall17_RegRevAttsABC.pdf; End-to-End Use of ALPHA Vehicle Simulation in EPA's GHG Standards 
Assessments: From Baseline to Future Fleets at Slides 4-6, 17 (Jan. 25, 2018), 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188766.pdf; Peer Review 
of EPA’s Response Surface Equation Report (May 2018), Docket ID No. EPA-HQ-OAR-2018-0283-
0025, https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0025. 
128 E.O. 12866 Review Materials, File: “Email 5- Email from William Charmley to Chandana Achanta,” 
at 113 -- Memo: “EPA review of CAFE model with ‘GHG’ settings (08-Mar ver.),” (Apr. 16, 2018). 
129 As discussed further in Section VI(E)(1)(a), infra, signatories to these comments and others submitted 
repeated requests for the OMEGA model and supporting information; the failure to release this 
information is contrary to EPA’s procedural obligations under the Clean Air Act.  Kennecott Corp. v. 
EPA, 684 F.2d 1007, 1019–20 (D.C. Cir. 1982) (where data of central relevance to the rulemaking was 
not placed in the docket until shortly before promulgation, “EPA’s refusal to convene a new round of 
public comment proceedings constitute[ed] reversible error” under CAA Section 307(d)(9)); Union Oil 
Co. of California v. EPA, 821 F.2d 678, 682-83 (D.C. Cir. 1987) (the docket “must provide the entire 
basis for the final rule . . . failure to docket data and analysis relied upon in formulating a final rule 
violates § 307(d)(6)(C) of the Clean Air Act”). 
130 42 U.S.C. § 7521(a)(2). 
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5. The proposal’s application of NHTSA’s Volpe model and Autonomie tool to 
develop GHG emission standards is unlawful. 

As detailed in separate comments, the Volpe model and Autonomie tool have pervasive flaws 
that render their application in underlying analysis for the vehicle GHG standards arbitrary and 
capricious.  Furthermore, these tools are not designed consistent with the Clean Air Act statutory 
design.  Application of these inferior NHTSA tools in evaluating vehicle GHG emission 
standards is further evidence of EPA’s improper delegation and also arbitrary and capricious.   

During the course of interagency review of the proposal, EPA’s own experts rejected use of the 
CAFE model for development of the proposed GHG standards: 

At this point, EPA cannot endorse the use of the CAFE model for an EPA NPRM. Given 
the application of new, unreviewed models, errors and anomalies in technology 
effectiveness, higher than expected costs for batteries and some conventional 
technologies, and dated nature of some of the inputs and indefensible technology 
application constraints, it is not possible for EPA to conclude that the current NHTSA 
analysis reflects the conclusions of the research performed by EPA over the last five 
years. We also note that EPA’s review of the CAFE model is limited by our ability to 
review the CAFE model code, and we renew our request for the uncompiled CAFE 
model code to enable EPA to complete our review.131 

Later stating: 

EPA will not be providing comments on the draft material, as the underlying basis 
(CAFE model) is flawed, and thus comments are of no value until the technical basis is 
fixed.132 

Yet the proposed GHG standards are entirely based on the results and findings from that model, 
demonstrating that the agency has uncritically accepted another agency’s subpar, flawed 
analysis.  

Extensive separate technical comments detail the many specific weaknesses of the modeling 
results derived in this proposal through use of the Volpe and Autonomie models.  A selection of 
these flaws include: 

- The Volpe model does not optimize for cost-effective compliance, such that Volpe 
applies high-cost technologies with little, no, or negative benefit.133  While the Volpe 

 
131 E.O. 12866 Review Materials, File: “Email 5- Email from William Charmley to Chandana Achanta,” 
at 56 -- Memo: “EPA review of CAFE model with ‘GHG’ settings (08-Mar ver.),” (Apr. 16, 2018).  
132 Id. at 93. 
133 See comments submitted to these dockets on this proposal by the International Council on Clean 
Transportation. 
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model optimizes solely based on cost, the OMEGA model, by contrast, takes a clearly 
preferable approach of optimizing by both cost and effectiveness.134 

- The Volpe model includes numerous errors, such as assigning a portion of a new 
technology’s benefit to a non-fuel economy aspect of performance, but assigning all of 
that technology’s cost as a cost of compliance with fuel economy standards.135 

- The Autonomie values for technology effectiveness are far below real-world values, and 
input costs for certain technologies significantly exceed real-world values.136 

- The NHTSA models arbitrarily impose limitations on technology adoption that do not 
exist in the real world.137 

Furthermore, the Volpe model and associated tools are not designed in accordance with EPA’s 
independent statutory authority under Clean Air Act Section 202.  The Volpe and OMEGA 
models have an overarching difference in their architecture—one where the Volpe modeling 
approach is designed to match NHTSA’s statutory authority, but not EPA’s.  The EPCA 
requirements drive the design of the Volpe model, in that it performs a year-by-year analysis in 
order to demonstrate that NHTSA is meeting its EPCA obligations.138  As a result, the Volpe 
model attempts to simulate for each manufacturer, by year, their refresh and redesign cadence 
across their vehicle platforms and then predict a manufacturer’s technology deployment 
decision-making process for each platform.139  But under the Clean Air Act, EPA is not required 
to demonstrate that standards are set at the maximum feasible level year-by-year, as EPCA 
explicitly requires for NHTSA.   

 
134 See comments submitted to these dockets on this proposal by Environmental Defense Fund (October 
2018), Review of the Agencies’ Technical Analysis Supporting the SAFE Vehicle NPRM.  
135 See comments submitted to these dockets on this proposal by the Union of Concerned Scientists. 
136 Review of the Technology Costs and Benefits Utilized in the Proposed SAFE Rule, by H-D Systems, 
appended to comments submitted to these dockets by the California Air Resources Board. 
137 See, e.g., comments submitted to these dockets on this proposal by the International Council on Clean 
Transportation. 
138 See 49 U.S.C. § 32902(a) (“Each standard shall be the maximum feasible average fuel economy level 
that the Secretary decides the manufacturers can achieve in that model year.” (emphasis added)); 
§ 32902(b)(2); 75 Fed. Reg. at 25,597-98; 2017 and Later Model Year Light-Duty Vehicle GHG and 
CAFE Standards, 77 Fed. Reg. 62,624, 63,008, n.1112 (Oct. 15, 2012) (EPCA requires that NHTSA 
make a year-by-year determination of the appropriate level of stringency and then set the standard at that 
level; NHTSA has “long interpreted this statutory language to require year-by-year assessment of 
manufacturer capabilities”). 
139 75 Fed. Reg. at 25,597-98 (“The CAFE model accounts explicitly for each model year because EPCA 
requires that NHTSA make a year-by-year determination of the appropriate level of stringency and then 
set the standard at that level, while ensuring ratable increases in average fuel economy.”); id. at 25,599 
(“DOT modified the CAFE model in order to account for dependencies between model years and to better 
represent manufacturers’ planning cycles, in a way that still allowed NHTSA to comply with the statutory 
requirement to determine the appropriate level of the standards for each model year.  This was 
accomplished by limiting the application of many technologies to model years in which vehicle models 
are scheduled to be redesigned (or, for some technologies, “freshened”), and by causing the model to 
“carry forward” applied technologies from one model year to the next.”). 
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In addition, statutory constraints in NHTSA’s authority preclude it from considering vehicles 
powered by fuels other than gas or diesel.140  These vehicles are obviously relevant to EPA's 
consideration of emissions. 

NHTSA built into the Volpe model features that are inconsistent with EPA’s statutory mandate. 
According to NHTSA, “the model uses an estimated value of CO2 credits to place a value on 
progress toward compliance with CO2 standards.”141  However, this value is fixed in a given 
model year for all manufacturers and is explicitly tied to the value of CAFE fines in that model 
year—providing an unreasonable characterization of how a manufacturer will value compliance 
with the GHG standards.  The flaws in this approach were pointed out by EPA in interagency 
review.142  NHTSA did not defend or justify the validity of this approach, which is necessarily 
novel for the agency, given that EPCA prohibits NHTSA from considering credits when 
establishing a fuel-economy standard.143  In contrast, EPA has developed its OMEGA modeling 
framework during the course of and in order to support vehicle emission standard 
rulemakings,144 such that the model is designed to accord with EPA’s statutory authority under 
Section 202. 

Yet this modeling is used to justify and assess the proposed GHG emission standards.  Given this 
approach’s manifest flaws and inconsistencies with the statute, any finalization of the proposal 
would accordingly be unlawful.    

6. EPA has unlawfully failed to rely on its own modeling tools. 

In the proposal, EPA has failed to rely on the OMEGA model—designed for the purpose of 
fulfilling EPA’s statutory obligations under Clean Air Act Section 202—in favor of the Volpe 
model, which was designed for a different purpose, does not reflect the statutory requirements of 
the Clean Air Act, and with which the EPA staff have little expertise.  As the proposal highlights, 
the Department of Transportation alone “develops, maintains, and applies” the Volpe model.145  
EPA appears not to have even run the model itself to confirm its results under different 
scenarios.  The failure to consider EPA’s own modeling—which the agency has conducted for 
years and appears to have conducted as part of this rulemaking—as part of evaluating vehicle 
GHG emission standards is further evidence of improper delegation.  In addition, rejection of this 
deeply relevant analysis is further evidence of arbitrary and capricious decision-making. 

 
140 49 U.S.C. §§ 32902(h)(1), (2). 
141 E.O. 12866 Review Materials, File: “EO 12866 Review: NHTSA responses to interagency comments 
sent to OMB,” at 8 (July 12, 2018) (responding to comment number 28 from EPA).  
142 E.O. 12866 Review Materials, File: “Email 5- Email from William Charmley to Chandana Achanta” 
(June 18, 2018). 
143 49 U.S.C. § 32902(h)(3). 
144 EPA, Optimization Model for reducing Emissions of Greenhouse Gases from Automobiles (OMEGA), 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-
emissions-greenhouse-gases.  
145 83 Fed. Reg. at 43,000. 
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The proposal’s justification for why EPA is not using its own modeling and vehicle simulation  
inputs is unreasonable.146  The proposal’s reference to EPA’s “broad discretion” in interpreting 
Section 202 and its relevant factors does not answer the separate issue of EPA’s delegation of its 
own expertise and record development to another agency.147  (It also incorrectly characterizes 
EPA’s discretion under Section 202, as discussed further in Section III(B), infra.)   

The proposal’s contention that EPA’s decision was merely and appropriately “informed by non-
EPA created models,”148 as opposed to driven by those models, is misleading and inaccurate.  To 
start, as noted above, specific EPA analysis, modeling expertise, and concerns were affirmatively 
ignored during the course of the proceeding.  This exclusion has impoverished the analysis 
reflected in the proposal.  

Moreover, the analogy drawn between EPA’s reliance on NHTSA analysis and the agencies’ 
reliance on the Energy Information Administration for fuel price predictions is inapt.149  EIA is 
the expert agency with respect to predicting fuel prices—Congress specifically charged EIA with 
“carrying out a central, comprehensive, and unified energy data and information program,”150 
and specifically required EPA to rely on EIA for information about transportation fuels in other 
sections of the Clean Air Act.151  There is no argument that NHTSA or EPA has any comparable 
expertise on fuel price analysis.  In contrast, EPA is the expert, congressionally-appointed 
agency with respect to understanding, modeling, and setting vehicle emission standards.152  
Setting aside EPA’s relevant expertise and peer-reviewed and time-tested tools in favor of those 
of an agency with a separate, “wholly independent” mandate unlawfully delegates EPA’s 
obligation and undermines the proceeding’s analysis.153   

The proposal misleadingly presents the development of the MY 2021-2027 standards for heavy 
duty pickups and vans.  Although EPA did engage directly with the Volpe model in that 
context,154 EPA did not do so uncritically as here.  EPA conducted a separate analysis using a 
different iteration of the CAFE model rather than rely on the version which NHTSA used, again 
resulting in parallel but corroborative modeling results.155  Furthermore, materials in the record 

 
146 Id. at 43,000-02.  Compare with Draft TAR at 2-10 (“As in past greenhouse gas and fuel economy 
rulemakings, NHTSA and EPA have utilized unique program analysis models.  This difference in 
methodology ensures that the respective analyses produced by the agencies recognize their respective 
statutory authorities.”). 
147 83 Fed. Reg. at 43,000-01.  
148 83 Fed. Reg. at 43,002. 
149 Id.  
150 42 U.S.C. § 7135(a) (emphasis added). 
151 See 42 U.S.C § 7545. 
152 42 U.S.C. § 7521(a). 
153 Mass. v. EPA, 549 U.S. at 532. 
154 83 Fed. Reg. at 43,002. 
155 See 81 Fed. Reg. 73,478, 73,732 (Oct. 25, 2016) (“[T]he agencies performed separate analyses . . . 
These analyses are complementary, and independently support the same conclusion.”); see also EPA & 
NHTSA, Regulatory Impact Analysis: Greenhouse Gas Emissions and Fuel Efficiency Standards for 
Medium- and Heavy-Duty Engines and Vehicles - Phase 2, EPA-420-R-16-900 (Aug. 2016), at10-2 (“For 
the Final Rule, NHTSA’s Method A uses a modified version of the CAFE model developed since the 
NPRM . . . . EPA’s Method B analysis continues to use the CAFE model and inputs developed for the 
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here underscore the unanswered concerns raised by EPA staff regarding application of NHTSA’s 
modeling tools as well as the pervasive flaws in the current tools and in their application in this 
rulemaking. 

There is no reason to cast aside EPA’s extensive expertise and investment in the OMEGA model 
and underlying tools, inputs, and analysis—to not to use the expertise and modeling of each 
agency, as in the past.  This long-standing approach has given all stakeholders, including the two 
agencies, the best evidence available, instead of artificially truncating the analysis and limiting it.  
The proposal never attempts to explain what is gained by setting aside EPA’s centrally relevant 
and world-leading technical input, modeling development, and other expertise.  This 
unreasonable, unjustified omission is unlawful.  

7. These omissions render the proposed GHG standards fatally flawed. 

Any finalization of the proposed GHG standards would be arbitrary and capricious because by 
excluding EPA’s expertise and input, the proposal has unlawfully failed to consider relevant 
information and analysis.156  As this section has detailed, the proposed GHG standards do not 
reflect the benefit of EPA’s most recent research; application of EPA’s purpose-built OMEGA 
model; feedback from EPA’s expert staff; and numerous other important considerations.  Even 
assuming arguendo that EPA has not impermissibly delegated its responsibilities in this 
proceeding, the proposed GHG standards are fatally flawed because they do not reflect this 
relevant information.157  Before proceeding with this rulemaking, EPA must consider all relevant 
materials including these excluded insights, perform its own analysis, and issue a reproposal to 
allow for public comment.  

B. The proposal flouts EPA’s obligation under the Clean Air Act to protect public 
health and welfare from harmful car and truck pollution and is arbitrary and 
capricious.  

EPA has a mandatory duty to set motor vehicle emission standards for air pollutants that “cause, 
or contribute to, air pollution which may reasonably be anticipated to endanger public health or 
welfare.”158  As discussed above, EPA has delegated its expert decision-making role to NHTSA 
in this rulemaking, such that finalizing this proposal would be unlawful and the result would be 
arbitrary and capricious and not merit deference.   

Even assuming arguendo that EPA has exercised its decision-making duty here, it has done so 
unlawfully.  The proposal’s recommended course and the other proffered alternatives fall far 
short of EPA’s obligation under the statute to protect human health and welfare from the urgent 

 
NPRM.”); see also id. sections 10.1.7 (detailing changes to model adopted by NHTSA for its analysis) 
and 10.3 (presenting results of “EPA’s Method B Analysis”). 
156 State Farm, 463 U.S. at 43. 
157 As discussed further in Section II, supra, agencies act arbitrarily when they take action that is not 
supported by substantial evidence when considering the record as a whole.  E.g., Cablevision Systems 
Corp. v. FCC, 597 F.3d 1306, 1310 (D.C. Cir. 2010); Fl. Gas Trans. Co. v. FERC, 604 F.3d 636, 639 
(D.C. Cir. 2010); Ass’n of Data Processing Serv. Orgs. v. Bd. of Governors, 745 F.2d 677, 683-84 (D.C. 
Cir. 1984). 
158 42 U.S.C. § 7521(a)(1); Mass. v. EPA, 549 U.S. at 531-32.   
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and dire threat of climate change—a threat EPA has recognized and does not contest.  The 
justifications EPA asserts for the proposed rollback are unmoored from the statutory text, based 
on deeply faulty analysis, and arbitrary and capricious.  The agency must withdraw this flawed 
proposal.     

1. Greenhouse gas emissions manifestly “endanger public health or welfare.” 

In 2009, based on an extensive body of robust and compelling evidence, EPA found that 
emissions of greenhouse gases (GHGs) into the atmosphere are changing our climate and may 
reasonably be anticipated to endanger the public health and welfare of current and future 
generations in the U.S.159 EPA noted that the concentration of greenhouse gases in the 
atmosphere was already at “essentially unprecedented” levels.160  EPA’s prediction in the 
Endangerment Finding that “[t]he risk and severity of adverse impacts on public welfare are 
expected to increase over time,”161 has, regrettably, come to pass.   

A partial litany of EPA’s 2009 predictions describes a range of dire outcomes that are already 
manifesting: climate change is expected to increase ozone pollution over broad areas of the U.S., 
especially on high ozone days in the largest metropolitan areas with attendant increased risk of 
morbidity and mortality;162 climate change is anticipated to cause more intense hurricanes;163 
large areas of the country are at serious risk of reduced water supplies and occurrence of 
heretofore exceptional extreme events like catastrophic flooding, wildfire, and droughts;164 
coastal areas are expected to face a multitude of increased risks, particularly from rising sea level 
and increases in the severity of storms.165  

There is an urgent need to address harmful emissions of greenhouse gases in order to stay within 
a limited total budget of those pollutants and avoid the worst impacts of climate change.  
Reducing emissions later will not remove from the atmosphere the greenhouse gases that have 
already been emitted, which—because greenhouse gases are generally long-lived—will keep 
producing damaging climate impacts for a very long time.  As EPA concluded more recently in 
2015, new assessments including those of the Intergovernmental Panel on Climate Change, U.S. 
Global Climate Change Research Program, and the National Research Council (NRC), along 
with observed changes, “make it clear that reducing emissions of GHGs across the globe is 
necessary in order to avoid the worst impacts of climate change, and underscore the urgency of 
reducing emissions now.”166  

 
159 Endangerment and Cause or Contribute Findings for Greenhouse Gases Under Section 202(a) of the 
Clean Air Act, 74 Fed. Reg. 66,496, 66,497 (Dec. 15, 2009).   
160 Id. at 66,517. 
161 Id. at 66,498-99. 
162 Id. at 66,525. 
163 Id. at 66,498. 
164 Id. 
165 Id. 
166 Carbon Pollution Emission Guidelines for Existing Stationary Sources: Electric Utility Generating 
Units, 80 Fed. Reg. 64,662, 64,686 (Oct. 23, 2015).   
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The NRC Committee on America’s Climate Choices listed critical reasons why actions to reduce 
emissions cannot be delayed,167 including: 

● The faster GHG emissions are reduced, the lower the risks posed by climate change—in 
contrast, delays could commit the planet to a wide range of negative impacts, especially if 
climate sensitivity is on the higher end of the estimated range; 

● Waiting for even more extreme impacts to occur before taking action is imprudent 
because the effects of GHG emissions do not fully manifest themselves for decades and, 
once manifest, many of these changes will persist for hundreds to thousands of years; 

● The risks associated with doing business as usual are a much greater concern than the 
risks associated with a strong response. 

The most recent scientific findings continue to reinforce the tremendous threat posed by climate 
change and the need for deep and immediate emission reductions. In particular, a recent special 
report by the Intergovernmental Panel on Climate Change (IPCC) details the dramatic 
consequences of climate change and underscores the benefits of mitigating greenhouse gas 
emissions as much as possible, as soon as possible.168  The report examines the likely impacts of 
a warming planet – on water scarcity, food security, hurricanes and other extreme weather 
events,  oceans, species habitat and more – under two scenarios: 1.5 and  2°Celsius (2.7 and 
3.6°F, respectively) of warming above pre-industrial levels. The message from the report is stark.  
The world has already warmed 1°C; under current trends the world will hit 1.5°C within a dozen 
years.  In demonstrating the substantial benefits from avoiding an extra half-degree of warming, 
the report provides a clear reminder that there is no safe level of warming.  Every fraction of a 
degree of avoided temperature rise—every avoided ton of greenhouse gas emissions—means a 
safer and more secure world for our children and future generations. 

These and other recent findings are further detailed in a separate submission,169 which describes 
the evidence of the following harms: 

● An unrelenting rise in atmospheric temperatures, rendering increasingly large geographic 
areas less habitable;  

● The increasing frequency and severity of extreme weather events, and the scientific 
advances attributing shifts in extreme weather to anthropogenic GHG emissions;  

 
167 National Research Council, America’s Climate Choices (2011), The National Academies Press. 
168 See generally Intergovernmental Panel on Climate Change, Global Warming of 1.5 °C: an IPCC 
special report on the impacts of global warming of 1.5 °C above pre-industrial levels and related global 
greenhouse gas emission pathways, in the context of strengthening the global response to the threat of 
climate change, sustainable development, and efforts to eradicate poverty: Summary for Policymakers, 
http://report.ipcc.ch/sr15/pdf/sr15_spm_final.pdf. 
169 Joint Comments of Environmental, Advocacy, and Science Organizations Regarding the Proposed 
Greenhouse Gas Emissions and Fuel Efficiency Standards for Light-Duty Vehicles, Model Year 2021-
2026: Comments Specific to Climate Change, submitted to dockets EPA-HQ-OAR-2018-0283, NHTSA-
2018-0067. 
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● Steadily rising ocean temperatures, sea level rise and the dire effects of ocean 
acidification;  

● Increasing harm to human health and welfare, including current and future severe illness 
and mortality that disproportionately affect the elderly, children and disadvantaged 
communities; 

● Harm to biodiversity, ecosystem services, and public lands; 

● Severe harm to the U.S. economy with damages exceeding hundreds of billions of dollars 
every year, a number that will continue to rise over time;  

● The clear and present danger of climate change to our national security;  

● The immense difference in climate-change related damage created by overshooting a 
temperature rise beyond 1.5°C by just one-half of a degree, and the critical importance of 
action to reduce carbon emissions within the next decade to avoid those damages; and 

● The United States’ inability to remain within its shrinking carbon budget absent 
immediate action to greatly reduce vehicular GHG emissions.  

In the current proposal, EPA acknowledges its finding that elevated concentrations of GHGs may 
reasonably be anticipated to endanger public health and welfare.170  It acknowledges that 
temperature will increase with additional GHG emissions,171 and concedes that GHG 
concentrations will rise to unfathomable levels—double the pre-industrial concentrations—
without efforts at mitigation.172  Indeed, EPA nowhere disputes the science underlying the 
Endangerment Finding, or the range and likelihood of dire threats anticipated with unmitigated 
climate change.  While the agency goes to great pains to obscure and belittle the enormous 
magnitude of the emissions at stake in the current rulemaking,173 it does not (and cannot) refute 
the grave and urgent threat at hand.  Yet nowhere in the entire proposal does EPA attempt to 
reconcile the facts it has found about the grave threat that anthropogenic climate change poses to 
public health and welfare with EPA’s proposed choice to adopt a policy that would exacerbate 
that hazard. 

2. Light duty vehicles are major contributors to climate pollution. 

The transportation sector has now overtaken electricity generation as the largest domestic source 
of the GHG pollution that endangers public health and welfare.174  Emissions from this sector 

 
170 83 Fed. Reg. at 43,228. 
171 Id. at 42,996. 
172 Id. at 42,997. 
173 See, e.g., id. at 42,996. 
174 EPA, Inventory of U.S. GHG Emissions and Sinks 1990-2016 (2018) (EPA 430-R-18-003) at Table 
ES-6 and Fig. ES-14. 
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rose by 22% between 1990 and 2016, due in substantial part to light-duty vehicles.175  Light-duty 
cars and trucks are responsible for nearly 60% of transportation sector GHG emissions.176  

The recent IPCC special report, in examining the transportation sector, underscored that the 
transportation sector has witnessed faster emissions growth over the last half century than any 
other and concluded that “every possible measure would be required” for the sector to meet an 
emissions pathway consistent with limiting warming to below 2°C.177  The report specifically 
highlighted the importance of “incremental vehicle improvements . . . especially in the short to 
medium term.”178 

Accordingly, the challenge of climate change cannot be addressed without meaningfully 
mitigating climate pollution from these sources and leveraging “every possible” opportunity for 
“incremental vehicle improvements”—such as the vehicle GHG emission standards at issue in 
this rulemaking.179 

3. Section 202(a)(1) mandates that EPA address this urgent threat to public 
health and welfare. 

Section 202(a)(1) is intended to address the contribution of vehicular emissions to this 
foreseeable endangerment.  Section 202(a)(1) is precautionary: 

The 1970 version of § 202(a)(1) used the phrase “which endangers the public health or 
welfare” rather than the more-protective “which may reasonably be anticipated to 
endanger public health or welfare.”  See § 6(a) of the Clean Air Amendments of 1970, 84 
Stat. 1690. Congress amended § 202(a)(1) in 1977 to give its approval to the decision in 
Ethyl Corp. v. EPA, 541 F.2d 1, 25 (D.C. Cir. 1976) (en banc), which held that the Clean 
Air Act “and common sense . . . demand regulatory action to prevent harm, even if the 
regulator is less than certain that harm is otherwise inevitable.”  See § 401(d)(1) of the 
Clean Air Act Amendments of 1977, 91 Stat. 791; see also H.R.Rep. No. 95-294, p. 49 
(1977), U.S. Code Cong. & Admin. News 1977, p. 1077. 

Massachusetts v. EPA, 549 U.S. 497, 506 n.7 (2007).  

In keeping with this precautionary mandate, Section 202(a)(1) directs EPA to limit vehicular 
emissions to forestall the reasonably anticipated endangerment of public health and welfare.  In 
setting standards under Section 202, EPA must consider technological feasibility, cost, and 
safety.180  But such considerations may not supplant the overarching focus of Section 202: 

 
175 Id. at 2-31. 
176 Id. at 2-30. 
177 IPCC, Global Warming of 1.5 °C: Chapter 2: Mitigation pathways compatible with 1.5°C in the 
context of sustainable development, at 2-66, http://report.ipcc.ch/sr15/pdf/sr15_chapter2.pdf.  
178 Id. at 2-67. 
179 Id. 2-66, 2-67; see also Endangerment and Cause or Contribute Findings for Greenhouse Gases Under 
Section 202(a) of the Clean Air Act, 74 Fed. Reg. 66,496, 66,537 (Dec. 15, 2009).   
180 42 U.S.C. §§ 7521(a)(2), (4)(A). 
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protecting public health and welfare by preventing pollution.181  It is incumbent on EPA to “do 
the job Congress gave it in section 202(a)—utilizing emission standards to prevent reasonably 
anticipated endangerment from maturing into concrete harm.”182  

4. The proposal flouts EPA’s Clean Air Act duty to protect public health and 
welfare from harmful climate pollution. 

The scientific evidence is clear—and EPA has concluded—that greenhouse gas emissions 
endanger public health and welfare.  Transportation emissions are the largest national source of 
emissions that contribute to that endangerment.  Protection of public health and welfare, the 
central focus of Section 202(a)(1), demands that EPA’s decision respond to this degree of threat 
to public health and welfare and the role played by vehicles in causing the problem.183  As the 
NPRM itself recognizes, the central aim of Title II of the Clean Air Act is “the protection of 
public health and welfare.”184  

“A statute should ordinarily be read to effectuate its purposes rather than to frustrate them.”185  
This is all the more true when the very provision at issue–§201(a)(1) itself–expressly focuses on 
preventing endangerment of “public health or welfare.”  EPA thus must set GHG standards that 
advance Section 201(a)(1) and (2)’s core mandate to protect public health and welfare, in light of 
EPA’s concurrent reaffirmation of the clear threat posed by climate change.  EPA signally fails 
to do so in this proposal.  Just as eschewing any improvement in fuel economy over 10 model 
years is not remotely congruent with the requirement that NHTSA set a “maximum feasible” fuel 
economy standard under EPCA,186 setting standards that roll back promulgated standards and 
vastly increase emissions of a gravely dangerous pollutant—whose current levels are causing 
grave harm to public health and welfare, and whose anticipated future levels threaten even 
greater harm—is antithetical to EPA’s obligation under section 202(a)(1) and (2). 

The proposal acknowledges that climate pollution is harmful—and the evidence and impacts 
continue to become clearer and clearer—yet the proposal recommends rolling back existing 
protections that help address this threat.  The proposal does not question the overwhelming 
scientific consensus on climate change; does not proffer evidence that impacts are less dire than 
anticipated; and does not point to other mitigation strategies that the administration believes are 
more effective.  Instead, the only minimal rationale the administration offers in defense of 
abandoning its statutory obligations is that these standards are only an incremental solution to the 

 
181 Cf. Center for Biological Diversity v. NHTSA, 538 F.3d 1172, 1194 (9th Cir. 2008); see also S. Rep. 
95-127, 95th Cong. 1st sess. (May 1977) at 7 (“Stringent auto emissions standards were established 
because public health protection required it. . . . Stringent standards are feasible and healthy air quality 
cannot be achieved without such controls.”). 
182 Coalition for Responsible Regulation, 684 F. 3d at 122. 
183 “Such emissions standards must be based on the degree of emission control needed to protect the 
public health and welfare . . . without any reference to the power source or the propulsion system.”  S. 
Rep. 91-1196, 91st Cong. 2d. sess. (Sept. 17, 1970) at 59.  
184 83 Fed. Reg. at 43,228.   
185 Wagner v. Federal Election Committee, 717 F.3d 1007, 1014 (D.C. Cir. 2013), quoting Motor Vehicle 
Mfrs. Ass’n v. Ruckelshaus, 719 F.2d 1159, 1165 (D.C. Cir. 1983).   
186 49 U.S.C. § 32902(a). 
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threat:  the proposal calls the vast quantities of emissions at stake “minimal” in relation to the 
entire climate pollution problem.187  

This nominal justification is unreasonable.  Logically, the agency’s rationale argues in favor of 
more protective, not less protective standards.  Moreover, this defeatist reasoning—that we 
cannot do anything because this single step will not entirely solve the problem—is exactly the 
kind of “tragedy of the commons” reasoning that was rejected by the Supreme Court in 
Massachusetts v. EPA188 and is at odds with the agency’s past conclusions, without rational 
explanation.189  The administration’s reasoning, if accepted, would negate nearly any effort to 
address climate change, even from the largest jurisdictions and source categories.  It would also 
permit a federal agency to ignore the will of Congress in the service of a favored public-policy 
outcome.   

Indeed, EPA itself previously cautioned, in its motor vehicle endangerment finding under 
§ 202(a)(1): 

. . . [N]o single greenhouse gas source category dominates on the global scale, and many 
(if not all) individual greenhouse gas source categories could appear small in comparison 
to the total, when, in fact, they could be very important contributors in terms of both 
absolute emissions or in comparison to other source categories, globally or within the 
United States.  If the United States and the rest of the world are to combat the risks 
associated with global climate change, contributors must do their part even if their 
contributions to the global problem, measured in terms of percentage, are smaller than 
typically encountered when tackling solely regional or local environmental issues.  The 
commenters’ approach, if used globally, would effectively lead to a tragedy of the 
commons, whereby no country or source category would be accountable for contributing 
to the global problem of climate change, and nobody would take action as the problem 
persists and worsens. 

74 Fed. Reg. at 66,543 (Dec. 15, 2009).  EPA has not offered—and could not offer—any 
reasoned explanation for abandoning these findings or this approach, thereby violating a basic 
tenet of administrative law.190   

The recent IPCC special report directly rebuts the administration’s current position.  According 
to the report, the next twelve years are the last window to change the trajectory of GHG 
emissions and secure a future with less than 2°C of warming.191  The report underscores the 

 
187 83 Fed. Reg. at 42,996. 
188 549 U.S. at 533; see also id. at 524. 
189 Coalition for Responsible Regulation, 684 F. 3d at 128 (endorsing EPA finding that 960 MMT 
reduction in GHG emissions from the MY 2012-2016 standards “would result in meaningful mitigation of 
greenhouse gas emission”, and thus further the Clean Air Act’s environmental goals). 
190 Reasoned decision-making in the context of a change in policy requires that an agency demonstrate 
awareness of, and fully explain any departure from, the “facts and circumstances that underlay or were 
engendered by a prior policy.”  Fox, 556 U.S. at 516. 
191 IPCC, Global Warming of 1.5°C: an IPCC special report on the impacts of global warming of 1.5°C 
above pre-industrial levels and related global greenhouse gas emission pathways, in the context of 
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importance of leveraging “every possible” opportunity for “incremental vehicle improvements . . 
. especially in the short to medium term.”192  The administration’s proposal to roll back existing 
protections between MY2020 and MY 2026—dramatically increasing emissions during fully 
half of the 12-year closing window of time—flies in the face of the urgency underscored in the 
recent report.  EPA has not and cannot explain how its dramatic rollback accords with the ever-
growing body of evidence underscoring the urgency of mitigating GHG emissions and the need 
to achieve every incremental emission reduction possible.  This abdication of the agency’s 
solemn statutory duty renders the proposal arbitrary and capricious. 

5. EPA has not made and cannot make the statutory finding of “necessity” that it 
must establish in order to justify a relaxation of the standards under Section 
202(a)(2). 

EPA did not propose to make, and could not make, the requisite finding under Clean Air Act 
Section 202(a)(2) that it is “necessary” to weaken the existing standards in order “to permit the 
development and application of the requisite technology.” 

The Clean Air Act requires EPA to control pollutants emitted by new motor vehicles when the 
agency has found that the pollution endangers health and welfare.193  It provides that standards 
promulgated under Section 202(a)(1) “shall take effect after such period as the Administrator 
finds necessary to permit the development and application of the requisite technology, giving 
appropriate consideration to the cost of compliance within such period.”194  EPA may not defer 
such action without justification:  “If EPA makes a finding of endangerment, the Clean Air Act 
requires the [a]gency to regulate emissions of the deleterious pollutant from new motor vehicles. 
. . . Given the non-discretionary duty in Section 202 (a)(1) and the limited flexibility available 
under Section 202(a)(2),” EPA must provide a statutory basis to “‘ground [any] reasons for 
further inaction.’”195 

The statutory reference in Section 202(a)(2) to “cost of compliance” is not a free-standing 
warrant for EPA to consider costs however it wishes; rather, “Section 202’s ‘cost of compliance’ 
concern” is “juxtaposed . . . with the requirement that the Administrator provide the requisite 
lead time to allow technological developments.”196  Thus, “cost of compliance” in Section 202(a) 
“relates to the timing of a particular emission control regulation rather than to its social 
implications.”197  As EPA acknowledges, “‘the [s]ection 202(a)(2) reference to compliance costs 
encompasses only the cost to the motor-vehicle industry to come into compliance with the new 
emissions standards.’”198  Moreover, EPA does not contend anywhere that costs of compliance 

 
strengthening the global response to the threat of climate change, sustainable development, and efforts to 
eradicate poverty: Summary for Policymakers at SPM-15, 
http://report.ipcc.ch/sr15/pdf/sr15_spm_final.pdf. 
192 Id. at 2-66, 2-67.   
193 42 U.S.C. § 7521(a)(1). 
194 Id. § 7521(a)(2).     
195 Coalition for Responsible Regulation, 684 F.3d at 126-27 (quoting Mass. v. EPA, 549 U.S. at 535) 
(emphasis added)). 
196 Motor & Equip. Mfrs. Ass’n, Inc. v. EPA (“MEMA I”), 627 F.2d 1095, 1118 (D.C. Cir. 1979). 
197 Id. 
198 83 Fed. Reg. at 43,227 (quoting Coalition for Responsible Regulation, 684 F.3d at 128).   
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are so high that they are challenging to the industry, nor could it.  Instead, the NPRM is 
concerned with sales prices purportedly too high for consumers to accept them.  As we show 
elsewhere in these comments, even if those concerns were relevant, the projections the agencies 
present are based on erroneous assumptions and modeling.  In any event, Congress “expected 
[EPA] to press for the development and application of improved technology rather than be 
limited by that which exists,”199 and the agencies effectively concede that the current standards 
are technologically feasible, acknowledging that “[w]e continue to believe that technological 
feasibility, per se, is not limiting during this rulemaking time frame.”200 

The proposal’s underlying analysis is at odds with the terms of Section 202(a)(2), rejecting even 
emission reductions reflecting the assembly of existing technology components.  The Volpe 
model includes a priori constraints that, in essence, restrict vehicle models to current product 
offerings.201  In other instances, a technology is not included in the Volpe model analysis 
because the agencies lack engine maps for the technology, notwithstanding that these 
technologies are in widespread use, and that, in other instances, the agencies have estimated 
technology effectiveness absent an engine map.202  Unexplained, inconsistent, unreasonable a 
priori constraints on consideration of readily available technologies not only fail to reasonably 
address the existing factual record,203 as required by Fox and State Farm,204 but are antithetical 
to the proper application of the statute; it cannot be “necessary” to delay regulations such that 
automakers postpone incorporating existing technology, and fleet-wide technology stalls or even 
backslides.   

EPA’s reasons for the proposed rollback of the existing standards are not based upon any 
proposed finding that the rollbacks are “necessary to permit the development and application of 
the requisite technology.”  Indeed, EPA has conceded that “[t]he majority of the[] [requisite] 

 
199 NRDC v. EPA, 655 F.2d 318, 328 (D.C. Cir. 1981), citing S. Rep. No. 91-1196, at 24 (1970) (other 
citations omitted); see also S. Rep. No. 91-1196, at 24 (1970) (“In other words, standards should be a 
function of the degree of control required, not the degree of technology available today.”).      
200 83 Fed. Reg. at 43,216. 
201 See, e.g., comments submitted to this docket by the International Council on Clean Transportation; see 
also Review of the Technology Costs and Benefits Utilized in the Proposed SAFE Rule, by H-D Systems, 
appended to comments submitted to these dockets by the California Air Resources Board. 
202 See 83 Fed. Reg. at 43,051 n.174 (declining to include Atkinson cycle engines in analysis 
notwithstanding their documented use in light duty applications (see, e.g., PRIA at 238, 245, 246)). 
However, in other cases the agencies have projected efficiency rates where there is no engine map from a 
production engine.  See 83 Fed. Reg. at 43,038-39 (discussing advanced cylinder deactivation, considered 
an “emerging” technology, and noting that “[s]ome preproduction 8-cylinder OHV prototype vehicles 
were briefly evaluated for this analysis, but no production versions of the technology have been studied. . 
. . Since no engine map was available at the time of the NPRM analysis, ADEAC was estimated to 
improve a basic engine with VVL, VVT, SGDI, and DEAC by three percent (for engines with more than 
4 cylinders”); see also NRDC v. EPA, 655 F.2d at 332-333 (upholding predictions that trap-oxidizer 
capable of regeneration over engine’s useful life could be developed, although not yet demonstrated). 
203 See, e.g., Proposed Determination TSD at 2-310 (all of the components of the Atkinson 2 package are 
in use, and “the necessary foundational technologies for the [Atkinson] technology (specifically, gasoline 
direct-injection…, increased valve phasing authority, higher compression ratios, and in some cases cooled 
exhaust gas recirculation) already are in wide application across the entire light-duty fleet”).  
204 Fox, 556 U.S. at 516; id. at 537 (Kennedy, J., concurring); State Farm, 463 U.S. at 43; see generally 
Section II, supra. 
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technologies have already been developed, have been commercialized, and are in-use on vehicles 
today.”205  EPA alleges that “the existing CO2 standards are projected to require” 58% 
penetration by “mild hybrids plus strong hybrids” in model year 2030, and then concedes that 
“[t]hese technologies are available and in production today.”206 

EPA has utterly failed to make a finding that it is “necessary” to flatline the standards for six 
years, or even to roll back the standards at all, in order to “permit the development and 
application of the requisite technology.”  EPA concedes that “in light of the wide range of 
existing technologies that have already been developed, have been commercialized, and are in-
use on vehicles today,” technology availability, development and application are “not necessarily 
a limiting factor in the Administrator’s selection of which standards are appropriate.”207  EPA’s 
approach ignores the terms of the statute, which prescribes that standards “shall take effect after” 
the period the Administrator determines is “necessary to permit the development and application 
of the requisite technology, giving appropriate consideration to the cost of compliance within 
such period.”208  EPA fails to show how keeping standards at “levels similar to what auto 
manufacturers are selling today,”209 is necessary to permit development and application of the 
requisite technology for MYs 2021-2026.     

Nowhere does EPA make a proposed finding that this additional lead-time is “necessary,” as 
required by Section 202(a)(2), nor does EPA have any record basis that could validly support 
such a finding.  Rather, EPA’s decision appears largely driven by novel and analytically unsound 
analyses developed by NHTSA, which overstate safety impacts assertedly associated with 
greater use of used vehicles.  As detailed elsewhere, these analyses are fatally flawed and 
unreliable210 and the result of a flawed process.211  These considerations are decidedly not the 
factors prescribed by Congress to guide EPA’s setting of emissions standards for dangerous air 
pollutants.    

The proposal contains no discussion of the relationship between timing of regulatory obligations 
and costs of compliance with Section 202(a)(1).  EPA has not even proposed to find that its 
proposed lead-time is required with respect to cost of compliance concerns—let alone identify a 
defensible record basis for such a conclusion.  EPA simply has not proposed (and therefore could 
not finalize), a finding that it is “necessary” to allow six or more years for the “development and 
application of the requisite technology.”212  

EPA attempts to justify the Proposed Rollback on its “particular consideration” for “high 
projected costs” to consumers (notably, again, nothing whatever is said about costs being too 
high for the industry to comply) and “the impact of the standards on vehicle safety.”213  In fact 

 
205 83 Fed. Reg. at 43,229.   
206 Id. 
207 Id..   
208 42 U.S.C. § 7521(a)(2). 
209 83 Fed. Reg. at 43,231. 
210 See, e.g., Section IV(A), infra; Environmental Defense Fund (October 2018), Review of the Agencies’ 
Technical Analysis Supporting the SAFE Vehicle NPRM. 
211 See, e.g., Section IV(B), infra. 
212 See 42 U.S.C. § 7521(a)(2).   
213 83 Fed. Reg. at 43,231.    
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these claims regarding cost and safety depend upon analyses that are hopelessly flawed.214  And 
in any event, EPA does not begin to demonstrate that the costs are so high as to require a 
weakening of the standards—or flatlining the standards for six years—and in particular does not 
demonstrate that such an approach is “necessary to permit the development and application of 
the requisite technology, giving appropriate consideration to the cost of compliance within such 
period.”215  In its reference to “cost of compliance” in Section 202(a), “Congress . . . sought to 
avoid doubling or tripling the cost of motor vehicles to purchasers.”216  EPA now claims that the 
existing standards would increase per-vehicle costs by $2,260 in model year 2030.217  Even if 
that vastly increased estimate were supported by the record (and it is decidedly not218), EPA has 
not proposed to find, and cannot propose to find, that these costs would double or triple the cost 
of motor vehicles—or even come close to doing so.   Nor has EPA demonstrated that the 
projected costs render the standards infeasible within the lead-time provided.   EPA, therefore, 
cannot rely on these cost assessments to support any “necessary” finding under Section 202(a), 
particularly where it has not proposed any such finding and where it has not discussed these costs 
in the mandated statutory context of need for additional lead-time.  

The statute does not allow EPA to simply declare conclusorily that it considers standards 
“burdensome” on manufacturers.219  Section 202(a)(2) expresses Congress’ clear intent to 
impose some burdens in order to protect against serious harms to public health and welfare from 
polluting vehicles.220  Section 202(a)(2) specifies the kind of burden that Congress thought 
sufficient to operate as a constraint on the obligation to abate dangerous vehicle emissions:   
costs so severe as to preclude deployment of the requisite technology during the relevant period.   
EPA has entirely failed to propose, and cannot make, the finding required by Section 202(a)(2)—
the very section EPA claims authorizes this action.  EPA’s proposal is inconsistent with the 
agency’s prior recognition of the “limited flexibility” Section 202(a)(2) affords it, and lacks 
reasoned explanation for that change in position.221      

 
214 See, e.g., Section VI(A) & (B); see also comments submitted to these dockets on this proposal by 
Consumers Union; Natural Resources Defense Council (October 2018), Appendix A: Evaluation of Mass 
Reduction Assumptions in NHTSA Volpe Model; American Council for an Energy-Efficient Economy; 
Environmental Defense Fund.    
215 42 U.S.C. § 7521(a)(2).   
216 MEMA I, 627 F.2d at 1118; see also 75 Fed. Reg. at 25,416.    
217 83 Fed. Reg. at 43,229.   
218 See, e.g., comments submitted to these dockets by International Council on Clean Transportation; 
comments submitted to these dockets by Union of Concerned Scientists. 
219 See 83 Fed. Reg. at 43,229 (“Less stringent standards would be less burdensome.”).   
220 MEMA I, 627 F.2d at 1118 (“Every effort at pollution control exacts social costs.  Congress, not the 
Administrator, made the decision to accept those costs.”); cf. International Harvester Co. v. Ruckelshaus, 
479 F.2d 615, 640 (D.C. Cir. 1973) (“[A]s long as feasible technology permits the demand for new 
passenger automobiles to be generally met, the basic requirements of the Act would be satisfied, even 
though this might occasion fewer models and a more limited choice of engine types.”).   
221 See 77 Fed. Reg. 62,624, 62,627 (Oct. 15, 2012). 
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6. EPA’s reliance on safety concerns is ungrounded in the statute and 
unsupported by the record. 

EPA’s consideration of (wholly unfounded) safety concerns is again unmoored from the statute.  
Section 202(a)(4)(A) provides that “no emission control device, system, or element of design 
shall be used in a new motor vehicle or new motor vehicle engine for purposes of complying 
with requirements prescribed under this subchapter if such device, system, or element of design 
will cause or contribute to an unreasonable risk to public health, welfare, or safety in its 
operation or function.”222  Section 202(a)(4)(B) sets out a detailed set of factors for deciding 
whether an emissions-control device or design element poses an “unreasonable risk.”223   

“Given the non-discretionary duty in Section 202 (a)(1) and the limited flexibility available under 
Section 202(a)(2),” EPA must provide a statutory basis to “‘ground [any] reasons for further 
inaction.’”224  Yet EPA’s treatment of this factor fails to abide by or even acknowledge the 
relevant statutory framework.  EPA did not purport to make any findings that any specific 
“emission control device, system, or element of design” available poses unreasonable risks under 
Section 202(a)(4)(B), such that its application would be barred under Section 202(a)(4)(A).  To 
the contrary, the Agencies’ analysis of mass reduction found that it had no effect on fatalities that 
was significant at the 95th percentile.225  The statute does not provide for EPA to forego 
regulation of dangerous pollution based upon safety claims that do not pose the kinds of 
unreasonable risks as specifically addressed in Section 202(a)(4).226 

As such, the general safety claims that EPA uses as a putative justification for rolling back 
standards fail because the record does not support any assertion that the vehicles complying with 

 
222 42 U.S.C. § 7521(a)(2).  Under Section 206(a)(3), EPA’s certification of new motor vehicles and 
engines requires a determination by the agency that the vehicle or engine does not pose an unreasonable 
safety risk.  See 42 U.S.C. § 7525(a)(3) (“A certificate of conformity may be issued under this section 
only if the Administrator determines that the manufacturer (or in the case of a vehicle or engine for 
import, any person) has established to the satisfaction of the Administrator that any emission control 
device, system, or element of design installed on, or incorporated in, such vehicle or engine conforms to 
applicable requirements of section 7521(a)(4) of this title.”). 
223 42 U.S.C. § 7521(a)(4)(B) (“In determining whether an unreasonable risk exists under subparagraph 
(A), the Administrator shall consider, among other factors, (i) whether and to what extent the use of any 
device, system, or element of design causes, increases, reduces, or eliminates emissions of any 
unregulated pollutants; (ii) available methods for reducing or eliminating any risk to public health, 
welfare, or safety which may be associated with the use of such device, system, or element of design, and 
(iii) the availability of other devices, systems, or elements of design which may be used to conform to 
requirements prescribed under this subchapter without causing or contributing to such unreasonable risk. 
…”).  
224 Coalition for Responsible Regulation, 684 F.3d at 126-27 (quoting Mass. v. EPA, 549 U.S. at 535) 
(emphasis added)). 
225 83 Fed. Reg. at 43,111. 
226 Cf. NRDC v. Reilly, 983 F.2d 259, 267 (D.C. Cir. 1993) (rejecting safety-based argument against EPA 
vapor recovery regulation on basis that the statute specifically provided for consideration of such safety 
concerns at implementation phase). 
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the existing standards are unsafe.227  Instead, EPA impermissibly counts as safety defects of the 
rule—and uses as justification for rolling back the standards—additional fatalities that are 
attributable to people voluntarily choosing to drive more.  Section 202 provides that EPA shall 
consider “if such device, system, or element of design will cause or contribute to an 
unreasonable risk to public health, welfare, or safety in its operation or function.”228  The 
additional fatalities projected via the proposal’s (deeply flawed) new analysis stem from 
voluntary choices by individuals to drive more—not the “operation or function” of the 
technologies at issue.  This is true of the thousands of fatalities attributed to the agencies’ 
(unsupportable) projections of rebound driving in new vehicles.  This is equally true of the safety 
benefits the proposal ascribes to the rollback of standards through the application of NHTSA’s 
hopelessly flawed and indefensible scrappage model, as the fatalities projected under that model 
relate to (wholly unjustifiable) vast increases in miles travelled in used vehicles, a topic far 
removed from the new-vehicle and new-engine safety concerns that EPA properly considers 
under Sections 202(a)(4) and 206(a)(3).  This is also true of the fatalities projected under the 
novel dynamic fleet share model, which has never been peer-reviewed for the purposes the 
Agencies use it for here.  The fatalities under this model arise entirely due to the assumption that 
individuals will switch from purchasing cars to purchasing trucks under the standards and that 
when they do so they will drive more. 

In addition to being outside the statutorily prescribed safety inquiry, the proposal’s approach is 
arbitrary and irrational insofar as it relies on accidents and fatalities attributable to people 
voluntarily choosing to drive more.   NHTSA has not previously applied this approach in 
evaluating safety in the context of a fuel economy rule, underscoring the irrationality of this 
approach.  In fact, the agencies note that because of the fact that an increase in rebound driving is 
fundamentally the result of a consumer choice, it is not proper to attribute the traffic accident 
costs and fatalities to the standards.229  Despite acknowledging this, and balancing out those costs 
with equal benefits in the benefit-cost analysis,230 the agencies nonetheless rely on a reduction in 
rebound driving fatalities as part of their justification for rolling back the standards.  And, despite 
the fact that the fatalities projected due to the scrappage and dynamic fleet share models are also 
due to the (projected) choice to drive more, the agencies do not conduct a similar balancing 
exercise in the benefit-cost analysis and point to these fatalities as the justification for the 
rollback.  Further, the agencies have not justified the change from their past practice of focusing 
on the rate of safety incidents, to an absolute estimate—despite their duty to recognize and 
explain changes in course.231  Indeed, if it were appropriate to ascribe costs based on additional 
accident costs to policies or practices that might encourage or enable more driving, a wide 
variety of public policies (and private actions) would be subject to challenge on that basis. 

Further, even the agencies’ framing of safety impacts makes clear the tension between their 
approach and their statutory mandates.  EPA argues here (without any analysis to support the 

 
227 See comments submitted to these dockets on this proposal by Consumers Union; Natural Resources 
Defense Council (October 2018), Appendix A: Evaluation of Mass Reduction Assumptions in NHTSA 
Volpe Model; American Council for an Energy-Efficient Economy; Environmental Defense Fund.  
228 42 U.S.C. § 7521(a)(4)(A). 
229 83 Fed. Reg. at 43,107. 
230 See, e.g., 83 Fed. Reg. at 43,062; PRIA at 1207; id. at 1207 n.662; id. at 1207 n.663. 
231 Fox, 556 U.S. at 516. 
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proposition) that if vehicle sales are affected, this will slow the rate at which individuals 
transition into newer, safer vehicles, and that will have safety effects.  It is reasonable to assert 
that whenever any regulation affects the price of new vehicles, if that price effect slows sales, 
there will be an incremental effect on fatalities due to shifting driving or VMT to older vehicles.  
But that in and of itself cannot be a justification for failing to fulfill statutory mandates to protect 
public health and safety—because then statutory mandates would go forever unfulfilled.  Safety 
regulations, such as the requirement that vehicles include seat belts, or air bags, or blind spot 
warnings, would never be able to take effect because they would increase the cost of a vehicle 
and, under the analysis presented here, would incrementally delay the transition into new 
vehicles.  In directing EPA to address dangerous air pollution from vehicles, Congress was fully 
aware that doing so would likely involve some cost, which could in turn affect vehicle sales.  
Nowhere did Congress suggest that this would be an adequate justification for failing to fulfill 
the mandate to address dangerous air pollution.  

The agency has impermissibly relied on an unfounded justification to explain why the safety 
findings it relies upon deviate drastically from the agency’s prior record findings.232  The NPRM 
preamble’s discussion of EPA’s consideration of safety issues singles out the elimination of the 
small vehicle mass reduction constraint, suggesting this change is primarily responsible for the 
dramatically different safety results that (allegedly) help justify the agency’s proposal to 
drastically weaken the standards.233  But as noted above, the proposal’s supporting analysis 
shows that the agencies’ new treatment of vehicle mass reduction has a negligible impact on 
safety outcomes.  Under the proposal’s analysis, mass reduction is not responsible for any 
fatalities at the 95 percent confidence level—in other words, mass reduction may be slightly 
increasing or decreasing fatalities, but the effect is so small it is not statistically significant.234  In 
addition, the flaws in the agencies’ analysis of mass reduction, if corrected, would indicate that 
the standards are improving fatality rates by reducing the weight of heavier vehicles while 
achieving mass reduction with modern high-strength materials and design innovations that 
maintain or enhance the safety of a vehicle.235  Accordingly, the proposal’s stated justification 
for rejecting its prior findings that the existing standards are fully compatible with safety is 
irrational and unsupported by the record. 

7. EPA’s analysis of cost is impermissibly beyond the bounds of the statute and 
arbitrary and capricious. 

In Coalition for Responsible Regulation v. EPA, the D.C. Circuit emphasized EPA’s limited 
discretion in considering costs when setting a standard under Section 202(a)(1) and (a)(2).  
While Section 202(a)(2) requires EPA to address costs of compliance when regulating, questions 
regarding the costs are “limited,”236 and EPA has “limited flexibility available under Section 

 
232 Encino Motorcars v. Navarro, 136 S. Ct. 2117, 2127 (2016). 
233 83 Fed. Reg. at 43,231. 
234 83 Fed. Reg. at 43,111. 
235 See comments submitted to these dockets on this proposal by Consumers Union.  
236 Coalition for Responsible Regulation, 684 F. 3d at 118; see also MEMA I, 627 F.2d at 1118 
(interpreting Section 202’s reference to cost of compliance as restricted to “the economic costs of motor 
vehicle emission standards and accompanying enforcement procedures” and noting that “[e]very effort at 
pollution control exacts social costs. Congress, not the Administrator, made the decision to accept those 
costs”). 
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202(a)(2).”237  In particular, Section 202(a)(2)’s “reference to compliance costs encompasses 
only the cost to the motor-vehicle industry to come into compliance with the new emission 
standards, and does not mandate consideration of costs to other entities not directly subject to the 
proposed standards,” i.e., consumers.238  

EPA’s consideration of costs in the current proposal disregards the statutory directions about 
how to consider costs. As explained above, under the statute and long-established EPA and 
judicial precedent, the Section 202(a)(2) mandate to consider cost directs a focused inquiry as to 
whether the costs for manufacturers are so large as to preclude “the development and application 
of the requisite technology” within the relevant “period” of lead time.239  EPA may consider 
consumer preferences, but only to the extent they bear on achievability of emission reductions.240  
The NPRM impermissibly proposes to stall any progress in achieving EPA’s obligation under 
Section 202(a)(1) and (a)(2) to prevent pollution that endangers human health and welfare, on 
the basis that any change from current hybrid and EV sales levels implies an undue impact on 
consumer choice.241  Relying on consumer preferences in this loose, statutorily-unauthorized 
manner is fundamentally inconsistent with the core premises of the Clean Air Act and other laws 
that seek to address externalities of economic activity in the form of serious and unprecedented 
endangerment of public health and welfare.  Even if NHTSA’s dubious analysis of consumer 
preferences were well-founded (and it is not), for EPA to refuse to limit gravely harmful 
pollution because some people would prefer products not to be subject to weaker or no limits is a 
fundamental rejection of Congress’s contrary policy judgment and a fundamental abdication of 
EPA’s duty to protect public health and welfare. 

The proposal alleges that the current level of hybrid/EV sales is already being forced onto 
consumers, directly or through cross-subsidies.  But this allegation cannot outweigh the core 
focus of Section 202(a)(1) and (2) on preventing harms to public health and welfare by reducing 
vehicular pollution contributing to climate change. Any such cross-subsidization cannot 
outweigh the value of the pollution reduction at stake—Congress determined as much by 
enacting these provisions.  Even if consumers did not prefer catalytic converters and their 
installation imposed some cost, pollution limits reflecting their use are still required under 
Section 202 in order to achieve the statute’s overriding pollution reduction mandate.242   

Finally, EPA’s consideration of costs is arbitrary and capricious for failure to properly consider 
the additional pollution burden and resulting health impacts from the weakened standards.  As 

 
237 Id. at 127. 
238 Id. at 128. 
239 42 U.S.C. § 7521(a)(2). 
240 Cf. International Harvester v. Ruckelshaus, 478 F. 2d 615, 633-36 (D.C. Cir. 1973). 
241 Id. (standards can result in “fewer models and a more limited choice of engine types”).   
242 MEMA I, 627 F.2d at 1118 (“Every effort at pollution control exacts social costs. Congress, not the 
Administrator, made the decision to accept those costs.”). 
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discussed in detail elsewhere, this unreasonable omission impermissibly biases the analysis 
against more protective standards.243 

8. The proposal’s technical analysis is irredeemably flawed. 

Agencies must examine the relevant information and show that the data and analysis on which 
they rely are accurate and defensible.244  In the context of a change in course, reasoned decision-
making also requires that an agency demonstrate awareness of, and fully explain any departure 
from, the “facts and circumstances that underlay or were engendered by a prior policy.”245   

EPA’s technical analysis is pervasively flawed and unjustified, failing to meet these basic 
standards.  In light of the wholly inadequate comment period246 and the extraordinary number of 
defects and inadequate justifications, we are unable to detail each individual failing here; instead, 
we briefly list the major areas of concern here with a cross cite to other discussions that provide 
detailed elucidations of each.   

The proposal’s safety analysis includes numerous flawed new approaches and findings that are 
unsupported by the record (e.g. new treatment of mass reduction247; rebound248); the result of 
clear error (e.g. vehicle scrappage results249); and/or an effort at misleading presentation (e.g. use 
of absolute fatality estimates instead of the fatalities rate250).  The proposal does not properly 
incorporate or answer EPA’s substantial, expert concerns regarding the integrity of the 
underlying safety analysis. 251  Key components of the analysis were never subject to peer 
review, contravening EPA’s own policies and basic tenets of rational decision-making.252  In 
light of the proposal’s reliance on these irrational analyses, failure to justify the changes in 

 
243 See comments submitted to these dockets by Environmental Defense Fund, Section on Emissions 
(discussing, e.g., unreasonable assumptions regarding imports of gasoline and crude oil that do not accord 
with the proposal’s claim that the U.S. is becoming self-sufficient in crude oil production). 
244 See Dist. Hosp. Partners v. Burwell, 786 F.3d 46, 57 (D.C. Cir. 2015). 
245 Fox, 556 U.S. at 516; see also Pub. Citizen, 733 F.2d at 98 (agency must “‘cogently explain’” basis for 
suspending rule) (quoting State Farm, 463 U.S. at 48); Organized Village of Kake v. USDA, 795 F.3d 
956, 968-969 (9th Cir. 2015); AMB Onsite Services-West v. NLRB, 849 F.3d 1137, 1146 (D.C. Cir. 2017). 
246 See Section VI(D), infra.  
247 See comments submitted to these dockets on this proposal by Consumers Union; Natural Resources 
Defense Council (October 2018), Appendix A: Evaluation of Mass Reduction Assumptions in NHTSA 
Volpe Model. 
248 See comments submitted to these dockets by: The Institute for Policy Integrity at the NYU School of 
Law; Ken Gillingham; Environmental Defense Fund and Union of Concerned Scientists, Analysis of the 
Value and Application of the Rebound Effect.   
249 See comment submitted to these dockets on this proposal by the Institute for Policy Integrity; Mark 
Jacobsen, NHTSA-2018-0067-7788; Meszler Engineering Services (October 2018), Technical 
Memorandum II: The NPRM CAFE Model’s Vehicle Activity Forecasting Methods, appended to 
comments filed by NRDC; David Bunch (August 2018), An Evaluation of NHTSA’s Economics-based 
Modeling, appended to comments filed by the California Air Resources Board. 
250 See comments submitted to these dockets on this proposal by Consumers Union; R. Michael Van 
Aucken, appended to comments filed by the California Air Resources Board.  
251 See Section VI(C), infra. 
252 See Section VI(D), infra. 
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course, and failure to properly explain and resolve disagreements, finalizing the proposal would 
be arbitrary and capricious.   

The proposal’s underlying analysis of cost and feasibility is similarly flawed.  The NPRM raises 
concerns that high costs and very high EV/hybrid penetration will be needed to achieve the 
standards, undermining the maintenance of what EPA erroneously views as consumer choice.  
But EPA must provide a reasoned explanation for departing from its existing conclusions.253  
EPA has failed to assess and provide a rational justification for why the new inputs and 
assumptions reflected in the underlying modeling—which drive the findings it relies upon—
deviate drastically from the agency’s prior approaches.  These findings are infected with faulty 
assumptions and arbitrary constraints, resulting in a thumb-on-the-scale projection of large 
amounts of electrification needed for compliance with attendant higher costs.254  

EPA has failed to consider and respond to evidence in the record showing that the existing 
standards remain feasible and cost-effective.255  The existing EPA standards are supported by an 
extensive and robust record including both the 2012 and 2016 records.  The 2017 Final 
Determination concluded that the standards could be stronger, based on rigorous support in the 
record.256  The Draft Technical Assessment report underlying the 2017 Final Determination, 
issued jointly by EPA, NHTSA, and CARB, concluded based on an extraordinarily robust record 
that “[a] wider range of technologies exist for manufacturers to use to meet the MY2022-2025 
standards, and at costs that are similar or lower, than those projected in the 2012 rule” and that 
“[a]dvanced gasoline vehicle technologies will continue to be the predominant technologies, with 
modest levels of strong hybridization and very low levels of full electrification (plugin vehicles) 
needed to meet the standards.”257  EPA has failed to grapple with this massive body of evidence 
and rationally justify its departure from its prior findings on technological feasibility.258  

9. EPA’s analysis of pollution impacts is arbitrary and capricious. 

The agency unlawfully mischaracterizes the harm at stake in this rulemaking.  First, EPA’s 
treatment of emission reduction benefits in its cost-benefit analysis improperly minimizes the 
forgone benefits stemming from the proposal’s substantially increased emissions.  Second, the 
agency fails even to seriously discuss the climate harms at stake.  

EPA has relied upon a cost-benefit consideration as part of its analysis of the proposal: in its 
consideration of emissions impacts, the NPRM states that “the Administrator believes from a 
cost/benefit perspective that the foregone GHG emission reduction benefits from the proposed 

 
253 Encino Motorcars v. Navarro, 136 S. Ct. 2117, 2127 (2016). 
254 See comments submitted to these dockets on this proposal by the International Council for Clean 
Transportation; Meszler Engineering Services (October 2018), Technical Memorandum I: The NPRM 
CAFE Model’s Treatment of Technology Benefits and Costs, appended to comments filed by Natural 
Resources Defense Council. 
255 U.S. Sugar Corp. v. EPA, 830 F.3d 579 (D.C. Cir. 2016). 
256 EPA, Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation, at 8, EPA-420-R-17-001 (Jan. 
2017), https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf.  
257 DTAR at ES-2.  
258 Encino Motorcars v. Navarro, 136 S. Ct. 2117, 2127 (2016). 



44 
 

standards are warranted.”259  But EPA’s analysis of forgone GHG reduction benefits arbitrarily 
departs from well-established best practices regarding the social cost of GHG emissions by using 
an improperly high discount rate and a flawed, so-called “domestic” estimate.260  As discussed in 
detail in separate comments, the resulting estimates are unsupported and their use is arbitrary, 
capricious, and unlawful.261  EPA’s reliance on these estimates as part of its justification for 
determining the level of the standards renders the proposal fatally flawed.262  

In addition, the agency fails to grapple with the dire threats posed by greenhouse gases and their 
ensuing impacts.  The proposal includes only passing references to the health and welfare threat 
posed by climate pollution— even though Section 202(a)(1)’s central focus is on preventing air 
pollution that endangers human health or welfare.  The proposal includes no discussion of the 
latest science on climate change, and no discussion of the impacts at stake beyond a minimal 
discussion of the additional ppm and temperature increases expected with the recommended 
alternative—presented in a format that minimizes and belittles these impacts.263  The discussion 
of climate impacts in the proposal’s accompanying Draft Environmental Impact Statement does 
not remedy the inadequate consideration EPA gives this central factor in the NPRM.  First, the 
DEIS discussion is still abbreviated and inadequate.264  Second, the DEIS is a NHTSA 
document, and EPA may not delegate its consideration of pollution impacts at stake—the core 
consideration for EPA’s decision-making under Section 202—to another agency.265  As detailed 
earlier in these comments, there is a fundamental irrationality in the proposal’s failure to address 
the impact of EPA’s choices on this most grave and serious of health and environmental 
threats.266  EPA cannot simply ignore the unambiguous will of Congress in existing legislation 
on the basis of a disagreement about the importance of combating air pollution that endangers 
public health and welfare. 

C. The proposals to remove non-CO2 GHGs from the GHG standard are unlawful. 

Under present rules, the stringency of the CO2 standard reflects reductions in emissions of the 
potent GHG hydrofluorocarbons (HFCs) by reducing leakage of these refrigerants or by 

 
259 83 Fed. Reg. at 43,230.  Costs are a subsidiary concern compared to protecting the public health and 
welfare from threatened pollution harms.  Cf. Husqvarna AB v. EPA, 254 F. 3d 195, 200 (D.C. Cir. 2001) 
(construing CAA section 213(a)(3) and upholding EPA’s weighing of statutory factors of greatest degree 
of emission reduction achievable, cost, lead time, and safety, stating that “the overriding goal of the 
section is air quality and the other listed considerations, while significant, are subordinate to that goal”). 
260 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger 
Cars and Light Trucks: Preliminary Regulatory Impact Analysis, 1063-65 (July 2018, updated Aug. 23, 
2018), https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-
180823.pdf. 
261 See generally comments submitted to these dockets on treatment of the social cost of carbon by the 
Institute for Policy Integrity, et. al. 
262 Cf. Center for Biological Diversity v. NHTSA, 508 F.3d 508, 531 (9th Cir. 2007); High Country 
Conservation Advocates v. Forest Service, 52 F. Supp. 3d 1174, 1191 (D. Colo. 2014).  
263 See, e.g., 83 Fed. Reg. at 42,996 
264 See, e.g., Joint Comments of Center for Biological Diversity et. al., Re: The Safer Affordable Fuel-
Efficient (SAFE) Vehicles Rule for Model Year 2021-2026 Passenger Cars and Light Trucks: Draft 
Environmental Impact Statement. 
265 See Section III(A), supra. 
266 See Section I, supra. 
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substituting refrigerants with lower climate forcing potency.267  EPA also has adopted separate 
standards for methane (CH4) and nitrous oxide (N2O), which standards can either be met 
individually, or, as part of the CO2 standard, by various options for increasing reductions of CO2 
to reflect the CO2 equivalent of the CH4 and N2O emissions.268 

EPA now proposes to stop accounting for non-CO2 GHGs as part of the CO2 standard, leaving an 
outright gap for emissions of A/C refrigerants, and eliminating the fleet-wide CO2 compliance 
options for CH4 and N2O.269  These proposals are unlawful.  They would impose costs without 
environmental benefit based on a justification—harmonization with CAFE270—that is not even a 
decision factor under Clean Air Act § 202(a), and that conflicts with the proposal’s own 
acknowledgment that these emissions do not significantly impact average fuel economy.271  The 
gap in control of A/C refrigerants is doubly illegal, since EPA has a mandatory legal duty to control 
these pollutants.  EPA has no legal alternative to retaining these standards. 

1. Air conditioning refrigerants. 

a. Eliminating A/C refrigerants from the standard is contrary to law 

EPA is proposing to eliminate the ability to apply A/C leakage credits and reduce the stringency 
of the 2021 and succeeding MY standards by adjusting the curves to reflect a 13.8 g/mi reduction 
in stringency for passenger cars and 17.2 g/mi for light trucks.272  EPA indicates that it “would 
consider whether it is appropriate to initiate a new rulemaking to regulate [the A/C leakage 
program] independently . . . .”273  This part of the proposal is illegal on its face.  EPA has a 
mandatory duty to regulate vehicular emissions of all GHG pollutants for which it made a 
positive endangerment finding.274  The HFC refrigerants are among those pollutants.275  A 
promise of future action, much less the conditional possibility proffered here, is not a lawful 
justification for repealing existing standards that fulfill this mandatory duty.276  Eliminating the 
A/C refrigerant component of the CO2 standard is patently contrary to law. 

 
267 See 83 Fed. Reg. at 43,193 (“Prior to MY 2021, average required CO2 levels reflect underlying target 
functions . . . that reflect the use of automotive refrigerants with reduced global warming potential . . . 
and/or the use of technologies that reduce the refrigerant leaks . . . .”); see also 77 Fed. Reg. at 62,804 
(explaining how A/C leakage and substitution credits are reflected in the standard). 
268 83 Fed. Reg. at 43,194. 
269 Id. at 43,193. 
270 Id.  
271 Id. at 43,197 n.380, 43,209. 
272 Id. at 43,193-94.  The proposal unreasonably does not explain how the curves are adjusted to reflect 
passenger car and light truck contributions, even though GHG standards apply to the entire light-duty 
fleet and there are no separate passenger car and light truck standards. 
273 Id. at 43,194. 
274 Coalition for Responsible Regulation, Inc. v. EPA, 684 F.3d 102, 126 (D.C. Cir. 2012), aff’d in part, 
rev’d in part on other grounds sub nom. Util. Air Regulatory Grp. v. EPA, 573 U.S. 302 (2014), and 
amended sub nom. Coalition for Responsible Regulation, Inc. v. EPA, 606 F.App’x 6 (D.C. Cir. 2015). 
275 77 Fed. Reg. at 62,633-34, 62,770. 
276 See Chemical Waste Management v. EPA, 976 F.2d 2, 19 (D.C. Cir. 1992) (concluding that the 
promise of future action could not serve as compliance with the agency’s statutory obligations). 
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b. Eliminating A/C refrigerants from the standard is also arbitrary and 
capricious. 

Even a regime with a separate standard for A/C refrigerants would be illegal.  Such a regime would 
increase costs to manufacturers and result in environmental detriment by removing any incentive 
to use the most aggressive approaches to curtail emissions of these highly potent GHGs.  A rule 
imposing costs without corresponding environmental benefits is “a classic case of arbitrary and 
capricious rulemaking,”277 and the imposition of environmental detriments is likewise arbitrary. 

There is no question that there exist viable, highly cost-effective A/C leakage and substitution 
strategies, and that manufacturers have begun to use them.  Numerous auto manufacturers are 
using leakage-related technologies and receiving GHG compliance credits: BMW, Ford, Fiat-
Chrysler, General Motors, Honda, Hyundai, Jaguar, Kia, Mercedes, Mitsubishi, Nissan, Subaru, 
Tesla, Toyota, VW, and Volvo.  Four have begun deploying lower-global warming 
refrigerants—substituting HFO-1234yf for HFC-134a: GM, Honda, Jaguar, Fiat Chrysler.278  
Eliminating these compliance alternatives forces manufacturers to find some less cost-effective 
means of compliance, a cost nowhere acknowledged much less assessed.279   

Even if there were a separate standard independent of the CO2 standard, manufacturers would 
have no incentive to over-comply, as they now do.280  Given the high climate-forcing potential of 
these pollutants,281 and the disastrous consequences of climate change,282 EPA should be taking 
action to reduce their use.  Instead, the agency is proposing to do the opposite.283   

 
277 Chemical Manufacturers Ass’n v. EPA, 217 F. 3d 861, 865 (D.C. Cir. 2000). 
278 EPA, Greenhouse Gas Emission Standards for Light-Duty Vehicles: Manufacturer Performance 
Report for the 2016 Model Year (Jan. 2018) at 34-36 (Tables 3-11 & 3-12), available at 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf; see also EPA, Draft Technical 
Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and 
Corporate Average Fuel Economy Standards for Model Years 2022-2025, at 5-207 (July 2016) 
[hereinafter DTAR] (“Since the [federal rulemaking], many manufacturers have generated and banked 
credits through this program and continue to do so today.”); id. at 5-216 to 218 (discussing the availability 
of alternative refrigerants with lower global warming potential than HFC-134a). 
279 See, e.g., Draft TAR at 5-216 (“Vehicle manufacturers consider low-leak technologies to be among the 
most cost-effective approaches to improving overall vehicle GHG emission performance.”). 
280 See 83 Fed. Reg. at 43,193 (noting that some manufacturers claim credits nearly up to the cap level of 
18.8g/mi CO2e). 
281 HFC-134a, currently the most prevalent refrigerant, has a 100-year global warming potential of 1,430. 
EPA, Refrigerant Transition & Environmental Impacts, available at 
https://www.epa.gov/mvac/refrigerant-transition-environmental-impacts.  HFO-1234yf, used by four 
manufacturers as a substitute, has a 100-year global warming potential of 4.  Id. 
282 See, e.g., Intergovernmental Panel on Climate Change, Global Warming of 1.5°C (Oct. 6, 2018) 
(concluding, among other things, that warming above 1.5°C could trigger the near-total loss of tropical 
coral reefs and the collapse of the Antarctic and Greenland ice sheets, and that there is a 12-year window 
to take action to avoid these devastating losses). 
283 Nor can EPA point to Title 6 of the CAA to justify absence of or weakening of standards here.  See 
Mexichem Fluor, Inc. v. EPA, 866 F.3d 451, 454 (D.C. Cir. 2017) (holding that Section 612 of the CAA 
does not provide EPA with authority to regulate non-ozone depleting HFCs). 
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The proposal contains nary a sentence examining the costs and environmental consequences of 
eliminating refrigerants from the standard.  The only justification for this ill-considered action is 
“better harmony with the CAFE program . . . .”284  But harmonization is not an enumerated 
decision factor under CAA § 202(a), and it cannot outweigh Section 202’s command to EPA to 
address pollution that endangers human health and welfare.  In addition, this justification 
conflicts with the proposal’s own acknowledgment that these emissions do not significantly 
impact average fuel economy.285  The proposal ignores the central issues posed by this proposed 
action, a hallmark of arbitrary decision-making.286   

EPA should withdraw this proposal and retain the existing regime, meaning that the stringency of 
the CO2 standard (i.e. the CO2 curves) would not be affected.  There is no legal basis for the 
proposed approach.   

2. Standards for CH4 and N2O. 

Although EPA is not proposing to eliminate the CH4 and N2O standards, it does propose to 
remove alternative compliance mechanisms whereby the standards can be met on a fleet-average 
basis by folding the weighted CO2e (including CH4 and N2O) into the CO2 standard.287  The 
alternative compliance mechanisms exist to provide cost-effective options for compliance, and 
were considered by manufacturers to be a necessary element of the program for certain types of 
vehicles.288  Eliminating these flexibilities consequently imposes costs on manufacturers without 
discernible environmental benefits.  None are claimed for the proposal.  Indeed, the proposal 
threatens to produce environmental detriments, as manufacturers will no longer have any 
incentive to over-comply with the standard to generate credits toward CO2 compliance, including 
by extra removal of the potent GHGs CH4 and N2O.289  As with the A/C leakage proposal, the 
sole ground advanced is harmonization with the CAFE program.290  Again, this is not an 
enumerated decision factor under § 202(a), whatever significance can be attributed to it cannot 
outweigh the enumerated statutory criteria, and this justification is in tension with the proposal’s 
own findings.  The failure to analyze the proposal’s costs and environmental effects is itself 
arbitrary and capricious,291 and the grounds advanced for this proposal are unpersuasive.  EPA 
should likewise abandon this part of the proposal. 

IV. NHTSA violates EPCA and the proposal is arbitrary and capricious. 

When setting “maximum feasible average fuel economy” standards NHTSA must consider four 
factors: “technological feasibility, economic practicability, the effect of other motor vehicle 

 
284 83 Fed. Reg. at 43,193. 
285 Id. at 43,197 n.380, 43,209. 
286 State Farm, 463 U.S. 29, 43 (1983) (failure to consider an important aspect of the problem is 
arbitrary). 
287 Id. at 43,194; see also 77 Fed. Reg. at 62,799 (describing the alternative CO2-equivalent standard 
option). 
288 See 77 Fed. Reg. at 62,799 (pointing out that manufacturers having difficulty meeting the N2O or CH4 
standards still had the option of complying using the CO2 equivalent alternative). 
289 No credits were available for over-compliance with the bare CH4 and N2O standards. 
290 83 Fed. Reg. at 43,194. 
291 State Farm, 463 U.S. at 43. 
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standards of the Government on fuel economy, and the need of the United States to conserve 
energy.”  49 U.S.C. § 32902(f). 

Of these four factors, NHTSA must prioritize energy conservation. In enacting the Energy Policy 
and Conservation Act, NHTSA’s governing statute, Congress explicitly stated that key mandates 
of the act were “to conserve energy supplies through energy conservation programs,” and “to 
provide for improved energy efficiency of motor vehicles.”  Pub. L. No. 94-163, §2, 89 Stat. 871 
(1975); see also, Pub. L. No. 110-140, 121 Stat. 1492 (2007).  NHTSA itself admits that “[t]he 
overarching purpose of EPCA is energy conservation.” 83 Fed. Reg. at 43213.  

In considering the various factors, NHTSA cannot “undermine the fundamental purpose of 
EPCA: energy conservation.”  Center for Biological Diversity v. NHTSA, 538 F.3d 1172, 1194 
(9th Cir. 2008); Center for Auto Safety v. NHTSA, 793 F.2d 1322, 1340 (D.C. Cir. 1986).  Setting 
standards that give excess weight to other factors (e.g., economic practicability, consumer 
preference, safety) so as to override the mandates of energy conservation and providing for 
improved energy efficiency of motor vehicles, would be arbitrary and capricious and contrary to 
the intent of Congress.  Id.  Yet, NHTSA violates that intent here.  

A. NHTSA’s proposal fails to comply with its mandate to prioritize energy 
conservation, and its analysis of the required statutory factors is arbitrary and 
capricious. 

In the proposal, NHTSA declares that “[t]he world has changed, and the need of the U.S. to 
conserve energy may no longer disproportionately outweigh other statutorily-mandated 
considerations.”  See e.g., 83 Fed. Reg. at 43226.  Yet not only does NHTSA fail to substantiate 
its conclusions and justify its departure from its practice in past rulemakings, its proposal also 
contravenes Congress’ intent that NHTSA strive towards increased energy conservation.  State 
Farm, 463 U.S. at 43, Encino Motorcars, 136 S. Ct. at 2127.    

Congress explicitly made energy conservation, including developing efficient motor vehicles, the 
key mandate of EPCA.  Pub. L. No. 94-163, §2, 89 Stat. 871 (1975); Pub. L. No. 110-140, 121 
Stat. 1492 (2007); see also, CBD v. NHTSA, 538 F.3d at 1194.  NHTSA can only act in a manner 
that is consistent with Congress’ directive, and Congress has not provided it with the authority to 
substitute its judgment for Congress’ as to the need to conserve energy.  See e.g., Louisiana 
Public Service Comm’n v. FCC, 476 U.S. 355, 374 (1986); Clean Air Council v. Pruitt, 862 F.3d 
1, 9 (D.C. Cir. 2017).  If NHTSA believes that the need for energy conservation is no longer the 
central consideration informing an average fuel-economy standard, the agency must ask 
Congress to change the law rather than cease to execute it.  Cf. U.S. Const. art. II, § 3, cl. 5. 

NHTSA’s rationale for its proposed standards completely frustrates EPCA and Congress’ intent  
with its enactment.  Rather than pursue greater fuel economy, NHTSA has explicitly rejected that 
goal by claiming that there is no longer any real need to conserve energy and instead justifies its 
proposed standards based on factors, including maintaining low vehicle prices, “consumer 
preference,” and other considerations such as the agency’s misguided claims concerning 
phantom safety implications of increased vehicle miles traveled that will allegedly be caused by 
standards that require improvements in fuel economy. The proposed changes to how NHTSA 
weighs these factors as well as the methodology used to consider the implications of higher 
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standards would effectively mean that more stringent fuel economy standards would never be 
approved.  That result would be contrary to what lawmakers intended – that CAFE standards 
become increasingly stringent over time so that gasoline and diesel-powered vehicles conserve 
energy at the rate that is maximum feasible.  

NHTSA’s proposal also violates the goals of amendments to EPCA.  Upon passing EISA, which 
amended provisions of EPCA, Congress explicitly stated that its intent was to “increase the 
efficiency of products, buildings, and vehicles.”  Pub. L. No. 110-140, 121 Stat. 1492 (2007); see 
also, Memorandum of the President, 74 Fed. Reg. 4907 (Jan. 26, 2009) (stating that energy 
independence requires “annual fuel economy increases for automobiles), Presidential 
Memorandum, 75 Fed. Reg. 29399 (May 21, 2010).  In passing EISA, lawmakers also 
envisioned that energy conservation required increasingly stringent standards: “[r]educing 
gasoline consumption, in part by strengthening CAFE standards, addresses America’s need for 
energy security, and must be a part of our deliberations on energy and environmental policy.” 
Review of the Administration’s Energy Proposals for the Transportation Sector: Hearing Before 
the Subcommittee on Energy and Air Quality of the H. Committee on Energy and Commerce, 
110th Cong. 4-5 (2007) at 3 (statement of Rep. Hastert, Ill.) 

1. NHTSA unlawfully deprioritizes the factor of energy conservation.  

As noted above, the prime factor that NHTSA must consider in setting standards is the need to 
conserve energy.  CBD v. NHTSA, 583 F.3d 1172, 1194 (9th Cir. 2008); Center for Auto Safety, 
793 F.2d at 1340.  NHTSA’s failure to prioritize this factor violates its statutory obligations. 

As part of considering “energy conservation,” NHTSA must consider several subfactors: “the 
consumer cost, national balance of payments, environmental, and foreign policy implications of 
our need for large quantities of petroleum, especially imported petroleum.”  See 77 Fed. Reg. at 
62669; Center for Auto Safety, 793 F.2d at n 12.  NHTSA’s consideration of these factors is 
fundamentally flawed.  For example, it gives only cursory consideration to the environmental 
implications of its proposal, which violates its statutory obligations under EPCA. Its analysis of 
the other factors is also flawed in numerous ways. 

a. Energy conservation remains essential, and NHTSA’s analysis of the 
national balance of payments and foreign policy implications is erroneous. 

NHTSA argues that the need for energy conservation is no longer as great as it was previously, 
due to increased domestic oil production and decreased oil imports.  See 83 Fed. Reg. at 43216. 
Even assuming that NHTSA could lawfully override Congressional intent by administrative fiat 
(which it cannot), NHTSA is wrong as a matter of fact.  The importance of energy conservation 
remains vital for multiple reasons, including: the continuing dependence on oil imports for the 
U.S., which remains a net petroleum importer, the economic boost provided by incentivizing the 
development of clean technology, the cyclical nature of energy markets, the unpredictability of 
oil prices, and the environmental benefits of reduced oil consumption.292  

 
292 See e.g., Jason Bordoff, Comment on fleet turnover modeling in Notice of Proposed Rulemaking for 
the Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021-2026 Passenger Cars 
and Light Trucks, Docket No. EPA-HQ-OAR-2018-0283 and Docket No. NHTSA-2018-0067. 
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NHTSA’s analysis that the U.S. no longer needs to conserve energy is arbitrary and capricious. 
The need to conserve energy is not simply a function of the quantity of oil that is currently being 
produced in the United States.  As explained here, a proper evaluation of the factors NHTSA 
considers demonstrates that the need to conserve energy has in fact grown in significance.  As 
one appellate court noted ten years ago, “[t]he need of the nation to conserve energy is even 
more pressing today than it was at the time of EPCA’s enactment…[w]hat was a reasonable 
balancing of competing statutory priorities twenty years ago may not be a reasonable balancing 
of those priorities today.”  CBD v. NHTSA, 538 F. 3d at 1197-98. 

In considering the “national balance of payments,” NHTSA states that the subfactor is not 
particularly relevant, given that domestic oil production has increased, while oil imports have 
decreased.  83 Fed. Reg. at 43211.  Similarly, in considering “foreign policy implications,” 
NHTSA notes that increased domestic production reduces the urgency of conserving energy. 83 
Fed. Reg. at 43212.  Because of these shifts, NHTSA concludes that “gasoline price shocks are 
no longer as much of a threat as they were when EPCA was originally passed,” and that the need 
for energy conservation is no longer as pressing as it was when EPCA was enacted.  83 Fed. 
Reg. at 43215.  

NHTSA’s evaluation of these subfactors is flawed and arbitrary.  NHTSA’s assumptions about 
trends in domestic oil production and energy prices are short-sighted and fail to account for the 
cyclical nature of energy markets and the uncertainties associated with certain extractive 
practices.  Prioritizing energy conservation remains a key part of the balancing calculus NHTSA 
must use, and yet, NHTSA arbitrarily disregards that consideration when evaluating the national 
balance of payments and foreign policy implications. 

National Balance of Payments:  NHTSA wrongly suggests that because domestic oil 
production has increased, our “national balance of payments” no longer supports the need to 
conserve energy.  This suggestion is wrong for multiple reasons.  

First, our “national balance of payments” is in fact far worse than it was when EPCA was first 
passed.  When EPCA was passed in 1973, the U.S. census reports the United States was a net 
exporter.  In 2017, the United States trade deficit was 522 billion dollars.293   

 

 
293  https://www.census.gov/foreign-trade/statistics/historical/gands.pdf  
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Domestic oil production serves both global and domestic oil demand and thus reductions in 
domestic consumption will help reduce our overall trade deficit.  While U.S. oil imports may 
have decreased in recent years, the U.S. is still a net oil importer.294  In 2017, the U.S. imported 
approximately 10.1 million barrels per day (MMb/d) of petroleum from about 84 countries; and 
almost 80 percent of such imports were crude oil.295  This continued dependence on imported oil 
leaves the U.S. vulnerable to future oil price shocks and market volatility.296   

Even if NHTSA lawfully could discount the need to conserve energy contrary to its 
Congressional mandate (which it cannot), it is also important to recognize that domestic energy 
production is not guaranteed to continue at existing levels.  Much of the increase in domestic 
production is due to the use of fracking and other unconventional methods.297  Financial analysts 
have noted the fact that most oil production based on fracking is not profitable and may be in a 

 
294 U.S. Energy Information Administration, Annual Energy Outlook 2018 (Feb. 6, 2018) at 22, available 
at https://www.eia.gov/outlooks/aeo/pdf/AEO2018.pdf. 
295 U.S. Energy Information Administration, FREQUENTLY ASKED QUESTIONS. How much 
petroleum does the United States import and export?, available at 
https://www.eia.gov/tools/faqs/faq.php?id=727&t=6  
296 Council on Foreign Relations, Dylan Yalbir, Why Fuel Economy Standards Matter to U.S. Energy 
Dominance (March 13, 2018); available at https://www.cfr.org/blog/why-fuel-economy-standards-
matter-us-energy-dominance 
297 Time; A Major Second Wave of U.S. Fracking is About to Be Unleashed Upon the World (March 6, 
2018); http://time.com/5187074/fracking-energy-oil-natural-gas/; Reuters, U.S. Oil Industry Set to Break 
Record, Upend Global Trade (Jan. 15, 2018); https://www.reuters.com/article/us-usa-oil-record-shale-
analysis/u-s-oil-industry-set-to-break-record-upend-global-trade-idUSKBN1F50HV; see also, U.S. 
Energy Information Administration, Today in Energy (Feb. 22, 2018), available at 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0711 
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financial “bubble” at present.298  For example, the Economist reported in 2017 that shale fracking 
costs exceeded revenues for 34 of 40 quarters.299  Given these risks, NHTSA must account for 
the potential for reduced domestic production, and increase vehicle fuel efficiency by setting 
maximum feasible efficiency standards as Congress has instructed it to do.  Moreover, federal 
and state agency actions governing fracking have been heavily scrutinized and subject to legal 
challenges because of the environmental damages they cause, which could also alter the viability 
or profitability of such extraction practices in the long-term.300  Similarly, other extractive 
practices, as well as the infrastructure relied upon to transport domestic energy supplies, have 
also been subject to recent court challenges, all of which creates uncertainty about the supply and 
pricing of domestic energy sources.301  

Foreign Policy Implications:  NHTSA concludes its discussion of foreign policy implications 
with the claim that increased domestic supply has “added a new stable supply to the global oil 
market and reduced the urgency of the U.S. to conserve energy.”  83 Fed. Reg. at 43212.  This is 
incorrect and also ignores significant foreign policy concerns.  

As noted above, the United States continues to import significant quantities of oil and is not yet a 
net exporter of oil.  Moreover, because oil is a global commodity, the price of oil in the United 
States follows global oil prices whether or not that oil is produced domestically.  And as the chart 
below illustrates, volatility in global oil prices (blue line) has not been eliminated by U.S. 
production increases (orange line).  

 

 
298https://www.wsj.com/articles/wall-streets-fracking-frenzy-runs-dry-as-profits-fail-to-materialize-
1512577420; New York Times, Bethany McLean, The Next Financial Crisis Lurks Underground (Sept. 
1, 2018); available at https://www.nytimes.com/2018/09/01/opinion/the-next-financial-crisis-lurks-
underground.html  
299 ttps://www.economist.com/business/2017/03/25/americas-shale-firms-dont-give-a-frack-about-
financial-returns  
300 See e.g., Wyoming v. Zinke, Case No. 16-8068; King & Gardiner Farms v. County of Kern 
301 Sierra Club v. FERC, Case No. 16-1329, Opinion (Aug. 22, 2017); 
https://www.sierraclub.org/sites/www.sierraclub.org/files/blog/FINAL%20ORDER%208-22-17.pdf 
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More importantly, the United States continues to import oil from countries that increase our 
geopolitical vulnerability.  As the Council on Foreign Relations’ Amy Meyers Jaffe and Dylan 
Yalbir have written, “two of the top five source countries of U.S. petroleum imports are currently 
Saudi Arabia and Venezuela; dependence on neither seems ideal given recent political 
developments” and noted that the directive of EPCA was to “avoid being susceptible to fallout 
from foreign political turmoil like the events currently playing out in Venezuela and the Middle 
East.”302  More broadly, many of our allies -- and the global economy as a whole -- are also 
vulnerable to the actions of significant oil producing nations, many of whom are not aligned with 
the United States.  By reducing U.S. oil consumption we not only reduce our exposure but also 
help reduce the risk to our allies.  NHTSA’s analysis improperly ignores these important foreign 
policy implications.  

NHTSA fails to provide any rigorous or meaningful analysis of the impacts on balance of 
payments and foreign policy, and fails to give any real value to these subfactors.   It simply states 
that because it concludes the U.S. is no longer as dependent on petroleum as it was when EPCA 
was passed, consideration of the national balance of payments and foreign policy considerations 
are less important.  83 FR at 43215; see also, 83 FR at 43211-12.  That is the sum total of 
NHTSA’s analysis on these factors. 

 
302 Council on Foreign Relations, Dylan Yalbir, Why Fuel Economy Standards Matter to U.S. Energy 
Dominance (March 13, 2018); available at https://www.cfr.org/blog/why-fuel-economy-standards-
matter-us-energy-dominance; Jim Krane, Trump Climbdown Shows Saudis Hold The Cards - And the Oil, 
Forbes, Oct. 16, 2018; available at https://www.forbes.com/sites/thebakersinstitute/2018/10/16/trump-
climbdown-shows-that-saudis-hold-the-cards-and-the-oil/#3eb2688c1550 
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While the acute crises of the 1970s have for now abated, that does not deliver NHTSA from the 
obligation to cogently and comprehensively explain why it is not appropriate to further reduce 
the impact on the balance of payments of the country and further reduce the foreign policy 
problems caused by our ongoing importation of significant quantities of foreign oil.  If NHTSA 
believes these are not problems that need to be addressed, the agency must explain the current 
situation with respect to these subfactors, what the incremental effect of retaining the current 
standards would be on them, and the value of that incremental effect to the country.  It is 
arbitrary to reject these subfactors without such an analysis and explanation.  See Encino 
Motorcars, 136 S. Ct. at 2127. 

 In addition to a failure to analyze in any detail or depth the balance of payments factor and the 
foreign policy factor, NHTSA ignores the views of other branches of government.  For example, 
just recently, the President of the United States admonished OPEC nations for restricting the 
amount of oil they pump, which adversely affects the supply of oil and the price of gasoline in 
the United States.  Economic and military considerations were front and center in the public 
position taken by the President.303  NHTSA cannot ignore those parts of the government that are 
directly charged with addressing the country’s interest with respect to energy security, balance of 
payments, and foreign policy.    

b. Consumer Costs. 

In considering consumer costs, NHTSA argues that due to increased domestic energy security 
and lower oil/gasoline prices, consumers do not prioritize fuel savings and fuel economy in 
selecting new vehicles.  83 Fed. Reg. at 43216.  As noted above, NHTSA’s assumptions 
regarding energy security and oil prices are wrong. Further, as explained in greater detail in 
various environmental and consumer groups’ comments to this docket, NHTSA’s assumptions 
regarding consumer preferences are deeply flawed.  

Consumers continue to value fuel savings and fuel economy when purchasing new vehicles.  
Gasoline costs remain a highly significant cost for consumers. In the past decade, gasoline prices 
reached their peak in 2008.304  This recent peak demonstrates that the importance of reducing 
gasoline costs is as important now as it ever was.  In addition, once a vehicle is purchased, every 
dollar saved because of increased fuel efficiency is a real and actual benefit for consumers 
irrespective of how they balanced the myriad different factors considered when purchasing a new 
car.  The 2012 rule, as well as the materials accompanying EPA’s 2017 Final Determination, 
provide a detailed explanation regarding consumers’ continued preference for fuel-efficient 
vehicles.  Yet, NHTSA has failed to provide a reasoned explanation for why this analysis is no 
longer valid. See Encino Motorcars v. Navarro, 136 S. Ct. 2117, 2127 (2016).  

While NHTSA briefly acknowledges that fuel costs money and consumers benefit from more 
efficient vehicles (83 FR at 43210), the agency then ignores the straightforward calculus that 
greater fuel economy saves consumers net benefits by saving them more money than the 

 
303 See Thomas Heath, Trump Urges OPEC to Drive Down Oil Prices, Washington Post, Sep. 20, 2018; 
available at https://www.washingtonpost.com/business/2018/09/20/trump-urges-opec-drive-down-oil-
prices/?utm_term=.205c3fd2016f.  
304 U.S. Energy Information Administration, 
https://www.eia.gov/dnav/pet/hist/LeafHandler.ashx?n=PET&s=EMM_EPMR_PTE_NUS_DPG&f=W 
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incremental change in vehicle prices.  Rather than providing any real analysis, NHTSA argues 
that “consumer cost as an element of the need of the U.S. to conserve energy is also less urgent 
in the context of the structural changes in oil markets over the last several years.”  83 FR at 
43216.  As detailed above, the need to conserve energy remains essential. 

NHTSA’s efforts to reject fuel economy improvements by invoking alleged limits in consumer 
demand for fuel economy is inconsistent with EPCA, which reflects a congressional judgment 
that the federal government should promote fuel economy beyond what the market would 
otherwise provide.  Congress renewed that judgment as recently as 2007, when it enacted the 
current mandate to raise fuel economy.  In particular, 49 U.S.C. § 32908(g), enacted as part of 
EISA in the Energy Independence and Security Act of 2007, provides that the Secretary of 
Transportation “shall develop and implement by rule a consumer education program to improve 
consumer understanding of automobile performance,” regarding “fuel economy and greenhouse 
gas and other emissions over the useful life of the automobile,”   49 U.S.C. §§ 32908(g)(1)(A)(i), 
32908(g)(2).  

Under that statute, the Secretary of Transportation was obligated to issue a final rule establishing 
the consumer education campaign “not later than 42 months after the date of the enactment of the 
Ten-in-Ten Fuel Economy Act,” which became law on Dec. 19, 2007. 49 U.S.C. § 32908(g)(4).  
Yet NHTSA wholly ignored this congressional directive, and has failed to implement any 
program to promote fuel economy among consumers.  This statute was enacted more than a 
decade ago, and NHTSA’s statutory deadline to finalize a rule implementing this obligation was 
more than seven years ago, and yet NHTSA has not taken any action to comply thereunder.  
Instead, NHTSA has sat idly by, and now throws its hands up to proclaim that, because (in its 
judgment) consumers do not value fuel economy improvements, fuel economy regulations must 
be rolled back.  NHTSA’s logic is without real-world basis, and is contrary to Congressional 
directives that NHTSA actively counter any consumer reluctance.  The EISA consumer 
education directive makes clear that Congress understood (as do auto manufacturers, who spend 
billions annually on shaping consumers’ preferences) that consumers’ understanding and desire 
for fuel economy is not fixed and immutable, and should not operate as a constraint on pursuing 
the public and national benefits of fuel economy.  The agency’s failure to comply with 
Congress’s command betrays a lack of commitment to its affirmative obligations to promote fuel 
economy. 

The flaws in NHTSA’s approach are underlined by a recent study of automobile advertising 
conducted by researchers at University of California-Davis for Consumers Union.  Gwen Arnold, 
et al., Content Analysis of Unique Auto Ads in the United States: 2005, 2012, 2015, and 2017 
(2018) (“Content Analysis of Unique Auto Ads”).305   This study finds that advertisements for 
light-duty vehicles focus overwhelmingly upon emotional appeals; that such ads emphasize 
performance three times as often as environmental attributes or fuel economy; and that 
advertisements for plug-in hybrids and full-electric vehicles were extremely rare (a maximum of 

 
305 The study is available at https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-
Ad-Content-Analysis-080318-1-1-1.pdf.  

https://consumersunion.org/wp-content/uploads/2018/10/Final-Report-Auto-Ad-Content-Analysis-080318-1-1-1.pdf
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1.4 percent of advertisements studied in 2017). Id. at 1, 5-6.306  This study demonstrates that the 
public and even consumer benefits of fuel-efficient cars are not a central focus of auto 
manufacturers’ profit-oriented advertising strategies, and in fact are downplayed to incentivize 
consumers to prioritize other vehicle attributes in their purchasing decisions.  The study 
underlines the basic realities that explain why Congress chose not to rely upon the private market 
alone, but instead to impose statutory requirements that automakers deliver maximum feasible 
fuel economy vehicles.  These public benefits of fuel economy improvements are not adequately 
provided by the private market alone.  The study also demonstrates that there is no reason to 
believe that NHTSA’s failure to perform its own statutory duties to “improve consumer 
understanding” about the benefits of improved fuel economy, see 49 U.S.C. §§ 
32908(g)(1)(A)(i), 32908(g)(2), would be compensated for by auto company advertising. 

c. Environmental Considerations. 

Despite acknowledging that “[t]he overarching purpose of EPCA is energy conservation,” 
NHTSA does not adequately consider the environmental and climate considerations that are part 
of evaluating this factor. Cf. 83 Fed. Reg. at 43213.  In so doing, NHTSA fails to consider an 
important aspect of the statutory analysis and fails to explain its departure from its own past 
practices.  State Farm, 463 U.S. at 43, Encino Motorcars, 136 S. Ct. at 2127.   

As part of moving the U.S. to “greater energy independence and security,” lawmakers intended 
NHTSA to set maximum feasible fuel economy standards, which conserve energy and account 
for the environmental and climate benefits that accompany reduced petroleum consumption.307  
In the past, NHTSA itself has acknowledged that in setting fuel economy standards, 
consideration of the environmental implications of those standards must include “reductions in 
emissions of carbon dioxide and criteria pollutants and air toxics.” 77 Fed. Reg. at 62669; see 
also, 75 Fed. Reg. 25324, 25556 (2010); 71 Fed. Reg. 17566, 17644 (2006).  

Yet now, NHTSA ignores not just the energy conservation that will result from more stringent 
standards, but also the environmental and climate costs that will result from less stringent fuel 
economy standards.  Under this proposal half a million more barrels of oil will be consumed per 
day, compared to NHTSA’s augural standards. 83 Fed. Reg. at 42995.  Extracting, processing 
and consuming oil has numerous adverse health effects, largely levied on low-income 
communities and communities of color.  Many of these fence-line communities are composed of 
people of color, and/or low-income individuals.  Some 17.6 million people in the United States 

 
306 Content Analysis of Unique Auto Ads at 5 (“Emotional appeals of a variety of types are by far the most 
prevalent theme in auto ads in the years examined. These ads also frequently highlight vehicle 
performance and sales/incentive promotions of many types (e.g., bonus cash, low APR, sale events).”;  
“Themes related to vehicle performance are approximately three times more common in auto ads than 
themes related to safety or fuel economy/green. On average, themes of safety and fuel economy/green are 
present with roughly the same lower frequency.”)   
307 Pub. L. No. 110-140; see also id. §§ 202(a)(2); 712(c); 1101; Review of the Administration’s Energy 
Proposals for the Transportation Sector: Hearing Before the Subcommittee on Energy and Air Quality of 
the H. Committee on Energy and Commerce, 110th Cong. 4-5 (2007), statement of Rep. Dingell at 4. 
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live within a mile of an active oil or gas well.308 Such proximity leads to increased exposure to 
criteria air pollutants and airborne toxics, as well as contaminated soil and water.309  These 
exposures contribute to a host of adverse health outcomes, including: increased incidence of 
respiratory and cardiac conditions, adverse birth outcomes for developing fetuses, and increased 
cancer risk.310  Likewise, communities living near refineries and roadways also bear increased 
pollution burdens, and suffer from greater rates of respiratory and cardiac ailments, and 
increased cancer risks.311  Without considering this spike in oil extraction, transportation, 
refinement and consumption and related pollution, NHTSA has not given full consideration to 
the energy-conservation factor in 49 U.S.C. 39202(f), and its selection of a preferred alternative 
without accurate consideration of this factor violates NHTSA’s mandate. See State Farm, 463 
U.S. at 43; CBD v. NHTSA, 538 F.3d at 1198.  

NHTSA also ignores the climate implications of its proposal.  NHTSA argues that its current 
proposal would only increase global temperatures by 0.003º by 2100 (compared to the augural 
standards), and there is no need to place “an outsized emphasis” on environmental and climate 
considerations. 83 Fed. Reg. at 43216.  Yet, as pointed out in coalition comments on the DEIS, 
and in the recent Intergovernmental Panel on Climate Change Report, not only is NHTSA’s 
figure wrong, a rise in temperature would have severe consequences.312  The Rhodium Group 
calculated that additional carbon emissions resulting from NHTSA’s proposal would be larger 
than the total current national annual emissions of 82% of the countries on Earth.313  Continuing 
increases in carbon emissions have dire consequences for a world already teetering on the brink 

 
308 Environmental Health Perspectives, Eliza D. Czolowski, et. al., Toward Consistent Methodology to 
Quantify Populations in Proximity to Oil and Gas Development: A National Spatial Analysis and Review 
(Aug. 23, 2017); available at https://ehp.niehs.nih.gov/doi/10.1289/EHP1535 
309 Id.; see also, Judy Stone, Fracking is Dangerous to Your Health: Here’s Why, Forbes, Feb. 23, 2017; 
available at https://www.forbes.com/sites/judystone/2017/02/23/fracking-is-dangerous-to-your-health-
heres-why/#42363acd5945; U.S. Environmental Protection Agency, Hydraulic Fracturing for Oil and 
Gas: Impacts from the Hydraulic Fracturing Water Cycle on Drinking Water Resources in the United 
States (December 2016), available at https://cfpub.epa.gov/ncea/hfstudy/recordisplay.cfm?deid=332990 
310 Id.; see also, Concerned Health Professionals of New York, Physicians for Social Responsibility, 
Compendium of Scientific, Medical, and Media Findings Demonstrating Risks and Harms of Fracking 
(March 2018), available at http://concernedhealthny.org/wp-
content/uploads/2018/03/Fracking_Science_Compendium_5FINAL.pdf 
311 See California Environmental Protection Agency, Draft Analysis of Refinery Chemical Emissions and 
Health Effects (Sep. 2017), available at 
https://oehha.ca.gov/media/downloads/faqs/refinerychemicalsreport092717.pdf;  NAACP, Clean Air 
Task Force, Fumes Across the Fenceline (Nov. 2017) at 24-27; available at 
http://catf.us/resources/publications/files/FumesAcrossTheFenceLine.pdf; American Lung Association, 
Living Near Highways and Air Pollution, http://www.lung.org/our-initiatives/healthy-air/outdoor/air-
pollution/highways.html; Health Effects Institute, Traffic-Related Air Pollution: A Critical Review of the 
Literature on Emissions, Exposure, and Health Effects (Jan. 2010), available at 
https://www.healtheffects.org/publication/traffic-related-air-pollution-critical-review-literature-
emissions-exposure-and-health 
312 Intergovernmental Panel on Climate Change, Global Warming of 1.5 Degrees C; 
http://www.ipcc.ch/report/sr15/  
313 Rhodium Group: https://rhg.com/research/the-biggest-climate-rollback-yet/  
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of irreversible consequences from climate change314  NHTSA’s failure to consider these impacts 
is contrary to NHTSA’s own warnings in the 2012 EIS and the 2016 TAR, which cautioned 
against actions that would contribute to global temperature increases.315  It is also contrary to 
NHTSA’s past practices of considering the climate impacts of fuel economy standards, and 
NHTSA fails to explain why it has departed from its past practice.  Encino Motorcars, 136 S. Ct. 
at 2127; 77 Fed. Reg. at 62669.  Further, because the impact of fuel economy standards on 
climate change must be considered in evaluating the nation’s need to conserve energy, NHTSA’s 
decision to give less weight to this factor despite imminent climate hazards is indefensible.316 

d. NHTSA relies on an erroneous definition of “energy conservation.” 

NHTSA relies upon a view that conservation of energy means nothing more than avoiding 
wasteful or destructive uses of energy, relying on a dictionary definition of the verb conserve.317  
NHTSA relies on this to argue that “[i]n the context of climate change, NHTSA believes it is 
hard to say that increasing CAFE standards is necessary to avoid destructive or wasteful use of 
energy as compared to somewhat-less-rapidly-increasing CAFE standards.”318   NHTSA fails to 
provide a meaningful definition of conservation of energy, and more importantly, fails to explain 
its departure from its past definitions.  Encino Motorcars, 136 S. Ct. at 2127. 

First, NHTSA fails to clarify anywhere what it means by the metric wasteful or destructive use 
of energy.  Although the dictionary cited by NHTSA does partially define “conserve” by using 
these terms, that definition does nothing to establish when energy usage crosses a line and 
becomes wasteful or destructive.  NHTSA fails to do so as well.  It is arbitrary for NHTSA to fail 
to define what it means by the metric wasteful or destructive, and then to use this alleged metric 
in a circular fashion to try to justify the argument that fuel economy is unimportant.   

Second, NHTSA uses these terms to imply oil use is wasteful only when it is thrown away or 
leaked unused.  But the plain, common-sense meaning of wasting resources includes using them 
inefficiently.  The low priority NHTSA places on environmental and other considerations is 
explicable only under such a narrow, cramped, and unnatural-in-context meaning of the terms 
wasteful or destructive.  There is certainly nothing in common parlance or the dictionary that 
leads to this view, and NHTSA’s failure to explain why this is the appropriate definition is 
arbitrary and capricious. 

Third, NHTSA relies upon no legislative history or case law to support its view that conservation 
of energy means solely the avoidance of wasteful or destructive use of energy.  In fact, the 
dictionary definition relied upon by NHTSA is broader than NHTSA notes - it defines 

 
314 American Meteorological Society: 
https://www.ametsoc.net/sotc2017/StateoftheClimate2017_lowres.pdf; California Climate Assessment: 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf; Science, Solomon 
Hsiang, et. al., Estimating Economic Damage from Climate Change in the United States (June 30, 2017), 
http://science.sciencemag.org/content/356/6345/1362 
315 See 2012 Final Environmental Impact Statement at 4-15, 5-158; 2016 Technical Assessment Report at 
1-13 - 1-22. 
316 See e.g., Sections I and IV.A.1.c, supra. 
317 83 FR at 43,213.   
318 83 FR at 43,215.   
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“conserve” as meaning “to keep in a safe or sound state, especially to avoid wasteful or 
destructive use.”319  Hence the avoidance of waste or destruction, even under NHTSA’s 
approach, should be guided by the overarching idea of keeping a resource safe or sound.   

Fourth, NHTSA’s reliance on an undefined and seemingly narrow concept of avoiding wasteful 
or destructive use of energy fails to recognize that there is a much more straightforward meaning 
to the concept of waste of energy in the context of fuel use by internal combustion engines.  
Some two-thirds of the fossil fuel consumed in internal combustion engines is lost to waste heat 
and not used to perform the work of moving the car.  The CAFE program calls for use of 
technologies that reduce this energy wastage, to make the use of the fuel more energy efficient.  
Higher mileage per gallon means the same amount of fuel (energy content) provides more work 
and therefore more miles, and the same number of miles are traveled while consuming less fuel 
(energy content).  Technologies achieve this result by wasting less heat energy so that vehicles 
travel a given distance on less fuel.  By definition, worse fuel economy is more wasteful of fuel 
and energy, and better fuel economy is less wasteful of fuel and energy. And reducing the waste 
of energy reduces fuel costs for consumers, improves balance of payments, reduces 
environmental impacts, and reduces foreign policy concerns.  Avoiding wasteful and destructive 
use of energy requires increasing fuel economy, not reducing it. 

2. NHTSA fails to set technologically-feasible standards. 

NHTSA’s proposal ignores its obligation to set fuel economy standards that are technology-
forcing. 

NHTSA’s proposal notes that while the various alternatives under consideration all “appear as 
though they could narrowly be considered technologically feasible … based on the existence or 
the projected future existence of technologies that could be incorporated in future vehicles,” the 
diminished need for energy conservation reduces the need to utilize more efficient technology.  
83 Fed. Reg. at 43216.  NHTSA also notes that shifting consumer preferences could also weigh 
against adding more fuel-efficient technology to vehicles. Id. 

NHTSA cannot rely on these considerations to set less stringent standards, particularly when 
Congress intended NHTSA to set technology-forcing standards to achieve maximum feasible 
fuel economy.  “Congress created mandatory vehicle fuel economy standards, intended to be 
technology forcing, with the recognition that ‘market forces...may not be strong enough to bring 
about the necessary fuel conservation which a national energy policy demands.’”  Center for 
Auto Safety, 793 F.2d at 1339, citing S. Rep. No. 179, 94th Cong., 1st Sess. 2 (1975), 
U.S.C.C.A.N. 1975 at 9.  In discussing how “feasibility” should be interpreted in other 
provisions of EPCA, Congress stated that “[t]he term feasibility is used in the strict sense, 
namely ‘capable of being carried out.’” H.R. Rep. No. 94-700, at 172; see also, CBD v. NHTSA, 
538 F.3d at 1194.  Because, as NHTSA notes, more stringent standards than those proposed 
remain achievable with existing technology (or technology that will be deployed in the near 
future), NHTSA is required to retain the current standards given the priority Congress placed on 

 
319 “Conserve,” Merriam-Webster, available at https://www.merriam-webster.com/dictionary/conserve 
(last visited September 20, 2018). 
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energy conservation, the direction to set “maximum feasible” standards, and the other EPCA 
factors. 

The augural standards were issued in 2012 and reaffirmed in the 2016 TAR and EPA’s 2017 
Final Determination, and are supported by an extensive and robust record.320 NHTSA has failed 
to explain its departure from its prior findings on “technological feasibility,” and why those 
standards are no longer feasible. Encino Motorcars v. Navarro, 136 S. Ct. 2117, 2127 (2016). 
Indeed, the record shows that the standards were not only feasible, but that they were readily 
within manufacturers’ grasp, and that the standards could be made more stringent. 

Even if the augural standards posed a challenge to a small handful of manufacturers, NHTSA 
itself has acknowledged in the past that it is not meant to be constrained by the technology that is 
currently on the market, and can set aggressive, technology-forcing standards. In the 2012 
rulemaking, NHTSA stated that it can “set technology-forcing standards, i.e., ones that make it 
necessary for manufacturers to engage in research and development in order to bring a new 
technology to market.” 77 Fed. Reg. at 63015; see also, 77 Fed. Reg. at 62668.  

3. NHTSA gives undue weight to economic practicability and consumer issues. 

While NHTSA may consider “economic practicability” in setting fuel economy standards, it 
must always prioritize EPCA’s goal of enhancing energy conservation. Thus, NHTSA’s heavy 
reliance on “economic practicability” and consumer preference to the detriment of greater fuel 
economy runs contrary to its statutory obligations.   

NHTSA argues that in evaluating “economic practicability,” the “potential for unreasonable 
elimination of consumer choice, loss of U.S. jobs, and a number of adverse economic 
consequences” weigh in favor of setting less stringent standards. 83 Fed. Reg. at 43216.  While 
NHTSA may consider consumer preference or utilize a cost-benefit analysis in evaluating 
“economic practicability,” it may not do so in a manner that compromises EPCA’s fundamental 
mandate of energy conservation.321   

In considering economic practicability, NHTSA should set standards that are challenging for 
manufacturers, in order to push them towards greater energy savings. In fact, in the past, NHTSA 
has adopted the view that “the law does not preclude a CAFE standard that poses considerable 
challenges to any individual manufacturer.” 77 Fed. Reg. at 62668; citing, CEI-I, 793 F.2d 1322, 
1352 (D.C. Cir. 1986). NHTSA’s current proposal, which places great weight on economic 
considerations to flatline the standards at model year 2020 (or otherwise roll back existing 
standards) violates EPCA’s directive to prioritize energy conservation even when that challenges 
individual manufacturers.  

 
320 See comments submitted to these dockets on this proposal by the International Council for Clean 
Transportation; Meszler Engineering Services (October 2018), Technical Memorandum I: The NPRM 
CAFE Model’s Treatment of Technology Benefits and Costs, appended to comments filed by Natural 
Resources Defense Council. 
 
321 Pub. L. No. 94-163, §2, 89 Stat. 871 (1975); Pub. L. No. 110-140, 121 Stat. 1492 (2007); CBD v. 
NHTSA, 583 F.3d 1172, 1194 (9th Cir. 2008); Center for Auto Safety, 793 F.2d at 1338, 1340. 
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NHTSA also argues that more stringent standards could negatively affect employment, by 
hindering automakers or dealers who cannot sell more efficient vehicles, or by shifting 
production overseas to locations with cheaper labor. 83 Fed. Reg. at 43224-25.  These 
considerations are also addressed in the 2012 rulemaking, as well as in the 2016 TAR, and 
support maintaining NHTSA’s augural standards.322  NHTSA has not provided a reasoned 
explanation as to why this analysis is no longer valid.  Encino, 136 S. Ct. at 2127. 

More stringent standards actually enhance domestic employment opportunities. Today, more 
than 288,000 workers at more than 1,200 U.S. factories and engineering facilities across 48 states 
are building the technologies that directly improve fuel economy.323  Updated fuel economy 
standards have been instrumental in spurring this economic recovery – rapid innovation and new 
vehicle content have brought additional investment to expand the automotive sector and created 
a need for labor to manufacture and integrate technology into a new generation of vehicles.324  A 
recent Synapse Energy Economics study found that manufacturers meeting existing CAFE 
standards would lead to both short- and long-term employment increases in the automotive 
sector.  Synapse projected that the standards would add over 100,000 jobs by 2025 and more 
than 250,000 jobs by 2035.325  Synapse also found that the standards would increase GDP by 
$13.6 billion in 2025 and $16.1 billion in 2035.326  Synapse’s study confirms that saving 
consumers money at the pump, and allowing them to spend those dollars elsewhere, will lead to 
net job creation.327 

NHTSA’s discussion of this issue is largely based on speculative, conditional scenarios or 
possibilities.  Contrary to Congress’ intentions, NHTSA’s speculations are all biased in one 
direction – trying to justify less conservation of energy.  NHTSA also fails to provide any 
analysis of whether the current standards are within the financial capability of the industry.  The 
only time NHTSA addresses this issue is when it asserts that in some cases manufacturers’ 
profits may be reduced under the current standards, and if this occurs year over year then 
continued falling profits could lead to risks to companies’ long-term viability.  83 Fed. Reg. at 
43225.  This amounts to no more than speculation about a possible future scenario; and, as 
discussed above, stringent standards may be set even if they are challenging for some industry 
participants.  Further, this unfounded speculation is contradicted by data from the TAR and more 
recent data, which shows existing standards bring numerous economic benefits to the automotive 
industry. 

 
322 See comments submitted to these dockets for this proposal by Synapse, Assessment of Macroeconomic 
Impacts from Federal SAFE Proposal, appended to comments filed by the California Air Resources 
Board.  
323 Natural Resources Defense Council and Blue Green Alliance, Supplying Ingenuity II: U.S. Suppliers of 
Key Clean, Fuel-Efficient Vehicle Technologies (June 2017) at 3 (Supplying Ingenuity); available at 
https://www.nrdc.org/resources/supplying-ingenuity-ii-us-suppliers-key-clean-fuel-efficient-vehicle-
technologies 
324Supplying Ingenuity at 6. 
325 Synapse Energy Economics, Cleaner Cars and Job Creation: Macroeconomic Impacts of Federal and 
State Vehicle Standards (March 27, 2018) at ES-2; available at http://www.synapse-
energy.com/sites/default/files/Cleaner-Cars-and%20Job-Creation-17-072.pdf 
326 Id. 
327 Id. at 16. 
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NHTSA relies heavily on the argument that consumers do not wish to pay for fuel efficient 
vehicles and that they cannot afford new vehicles. 83 Fed. Reg. at 43222. These considerations 
are thoroughly addressed in the 2012 rulemaking, as well as in the 2016 TAR co-authored by 
NHTSA as part of EPA’s 2017 Midterm Evaluation, and support maintaining, and even 
strengthening, NHTSA’s augural standards. NHTSA fails to provide a reasoned explanation 
justifying its departure from its prior findings. Encino Motorcars, 136 S. Ct. at 2127.  

In addition, as set forth in Consumers Union’s and Consumer Federation of America’s 
comments, new data shows that consumers remain willing to pay for fuel-efficient vehicles, and 
that consumers can readily finance new vehicle purchases.  Further, as set forth in UC-
Berkeley’s comment letter on the impacts of the NPRM on low-income consumers, maintaining 
stringent emissions and fuel-economy standards benefits low-income consumers by increasing 
fuel savings, reducing vehicle operating and maintenance costs, and enhancing access to clean 
cars on the used car market.  Thus, NHTSA’s argument that more stringent standards may 
disadvantage “low-income or credit-challenged purchasers”328 is incorrect. 

NHTSA’s analysis of consumer choice fails in many ways.  83 Fed. Reg. at 43216.  First, 
NHTSA treats this issue as if consumers are a single group, with a singular set of preferences, 
and argues that existing standards limit consumer choice.  This premise is wrong and NHTSA 
provides no actual data to support its argument.  

The one place where NHTSA even approaches discussing an actual reduction in choice amounts 
to unsupported speculation.  In one paragraph NHTSA discusses a scenario where a 
manufacturer might reduce offerings of 6-cylinder models to force consumers to buy more fuel 
efficient 4-cylinder models.  NHTSA can say no more than “[t]his solution, if chosen, would 
directly impact consumer choice.  It seems increasingly likely that this solution could be chosen 
as CAFE stringency increases.”  83 Fed. Reg. at 43224.  There is no analysis to support this 
scenario, no presentation of past examples or projections of future cases, and no analysis of how 
likely it is to occur or the nature or degree of reduction in choice if it does occur.   

The second form of elimination of consumer choice mentioned by NHTSA – manufacturers 
failing to add technology that consumers do want – is not explained by NHTSA, and thus 
provides no basis to support a conclusion that there is an unreasonable elimination of consumer 
choice. Moreover, as discussed above, consumer choice issues may not be weighed to override 
the need to conserve energy.   

4. NHTSA fails to consider the effect of other motor vehicle standards of the 
Government.  

NHTSA’s disregard of “other motor vehicle standards of the Government,” such as EPA’s 
vehicle greenhouse gas emissions standards and California’s vehicle greenhouse gas emission 
standards, is arbitrary and capricious. 

NHTSA argues that it is not obligated to defer to EPA’s GHG standards, and that it is not 
obligated to consider California’s standards under this factor. 83 Fed. Reg. at 43210. NHTSA’s 

 
328 83 Fed. Reg. at 43222. 
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position goes against Congress’ express intent, NHTSA’s own past practice, and governing case 
law.  State Farm, 463 U.S. at 43; Encino Motorcars, 136 S. Ct. at 2127. 

In setting maximum feasible fuel economy standards, Congress directed NHTSA to consider 
“the effect of other motor vehicle standards of the Government on fuel economy,” including 
EPA’s vehicle emissions standards.329  That EPA’s GHG standards are “other motor vehicle 
standards” is reinforced by the plain text of the Clean Air Act and related cases.330  NHTSA itself 
acknowledges in this proposal that EPA’s GHG standards are “literally ‘other motor vehicle 
standards of the Government.’”  83 Fed. Reg. at 43209.  NHTSA has previously considered 
EPA’s emissions standards in setting fuel economy standards.331  In considering EPA’s 
standards, NHTSA must use such standards to guide its setting of fuel economy standards, 
consistent with EPA’s mandate to “protect public health and welfare.” See Central Valley 
Chrysler-Jeep Inc. v. Goldstene, 529 F.Supp.2d 1151, 1170 (E.D. Cal. 2007).  NHTSA fails to 
explain why it is now departing from what the law requires, and its past practice.    

Congress also explicitly directed NHTSA to consider California’s standards.332  The plain text of 
EPCA does not limit NHTSA to considering other federal standards.  49 U.S.C. § 32902(f). 
Courts have also affirmed that NHTSA must consider California’s standards as “other standards 
of the federal government.” Green Mountain Chrysler Plymouth Dodge Jeep v. Crombie, 508 F. 
Supp. 2d 295, 347 (D. Vt. 2007); Central Valley Chrysler-Jeep Inc. v. Goldstene, 529 F. Supp. 
2d 1151, 1168 (E.D. Cal. 2007).  In past rulemakings, NHTSA has also considered California’s 
standards.333  And as with EPA’s standards (and assuming the statute permitted NHTSA’s new 
position), NHTSA must now provide a reasoned explanation for its change in position regarding 
California’s standards. Encino, 136 S. Ct. at 2127.  

5. NHTSA’s safety analysis is unlawful. 

As with the foregoing factors, while NHTSA can consider safety as part of its analysis of 
maximum feasible standards, it must have a rational, non-arbitrary basis for its safety concerns, 
and it cannot give such weight to any such concerns as to completely frustrate its mandate to 
prioritize energy conservation.  

NHTSA argues that more stringent standards will significantly increase new vehicle costs, which 
will in turn keep consumers in “older, less safe vehicles.” 83 Fed. Reg. at 43209.  The flaws in 

 
329 49 U.S.C. § 32902(f); see also, Pub. L. No. 94-163, § 502(d)(2)(D). 
330 42 U.S.C. § 7521(a)(1); Massachusetts v. EPA, 549 U.S. 497, 528 (2007). 
331 77 Fed. Reg. 62,624, 63,033 (2012); 75 Fed. Reg. 25,324 (2010); 70 Fed. Reg. 51,414 (2005); 68 Fed. 
Reg. 16,868 (2003). 
332 Pub. L. No. 94-163, § 502(d)(2)(D), 89 Stat. 871, 905; S. Rep. No. 94-516, at 154-56. 
333 See 77 Fed. Reg. 62,624, 63,018 (Oct. 12, 2012); 75 Fed. Reg. 25,324, 25,556, 25,607 (May 7, 2010); 
68 Fed. Reg. 16868-01, 16896 (Apr. 7, 2003); 71 Fed. Reg. 17566-01, 17,643 (Apr. 6, 2006); 70 Fed Reg 
51,414, 51453-54 (Aug. 30, 2005). The view that NHTSA should consider California emissions standards 
is also mirrored by EPA in past waiver decisions. See, e.g., 43 Fed. Reg. 1829, 1831 (Jan. 12, 1978); 
available at http://cdn.loc.gov/service/ll/fedreg/fr043/fr043008/fr043008.pdf.  NHTSA now wrongly 
argues that this directive only applies to model years 1978 to 1980. 83 Fed. Reg. at 43210. NHTSA’s 
argument is contradicted by its past practice of considering California emissions standards when setting 
fuel economy standards, even those issued after 1980.   
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NHTSA’s analyses are addressed in other comments submitted by other NGO groups.  NHTSA’s 
assertions fail to meet the minimum requirements of reasoned agency decision-making, and thus 
cannot be used to dismiss NHTSA’s statutory obligation to promote advances in energy 
conservation. CBD v. NHTSA, 583 F.3d 1172, 1194 (9th Cir. 2008). 

As the NPRM admits, 83 Fed. Reg. at 43,111, and as the accompanying technical comments 
demonstrate, nearly all fatality increases contemplated by the NPRM flow from the agencies’ 
projections that individuals will choose to drive more under the standards because new vehicles 
are more fuel efficient and cheaper to drive, because the scrappage model projects an increase in 
the number of existing vehicles and a commensurate increase in driving, and because NHTSA 
assumes truck owners will drive more than car owners. 

NHTSA’s reliance on this analysis is unlawful, chiefly because EPCA prevents NHTSA from 
considering the effects of the standards’ “indirect,” downstream increases in VMT – 
consequences NHTSA describes as “freely chosen” by drivers and not “imposed by” the 
standards – as a measure of “safety” that could thwart otherwise feasible fuel economy 
standards.  As an initial matter, NHTSA has pointed to no language in EPCA or elsewhere that 
might allow consideration of such effects to weigh heavily (if not conclusively) against the 
agency’s overriding obligation to conserve energy: the agency vaguely claims “authority to 
consider [safety] independently of” the “economic practicability” factor set forth in 49 U.S.C. § 
32902(f), and proceeds to analyze safety outside that or any other EPCA factor, but never 
identifies the source or bounds of its capacity to conduct the NPRM’s particular safety 
analysis.  83 Fed. Reg. at 43206 n.387.  By declining to tether this analysis to any statutory 
authority that might provide intelligible congressional instructions to the agency – particularly as 
compared to EPCA’s overriding mandate – the agency has impermissibly arrogated authority to 
itself and rendered the NPRM’s safety analysis unlawful: “if there is no statute conferring 
authority, a federal agency has none.”  Michigan v. EPA, 268 F.3d 1075, 1081 (D.C. Cir. 2001). 

In the face of NHTSA’s silence, we have been unable to locate a congressional grant of authority 
allowing the agency to weigh – indeed, to rely on – what it calls “indirect[] . . . consumer 
behavior” when considering maximum feasible fuel economy standards.  83 Fed. Reg. at 43106.   
It is true that certain courts have recognized that “NHTSA has always examined the safety 
consequences of the CAFE standards in its overall consideration of relevant factors,” and that 
these courts have therefore occasionally permitted safety analyses without identifying “the 
precise statutory basis” for NHTSA’s underlying authority.  Competitive Enter. Inst. v. NHTSA, 
901 F.2d 107, 121 n.11 (D.C. Cir. 1990).  But in those cases, the parties had alluded to a specific 
source of regulatory authority (EPCA’s provision for considerations of “economic 
practicability”), and, in any event, the safety concerns at issue stemmed directly from the 
proposed rule, e.g., the possibility that smaller cars associated with the standards would be less 
safe.  Id. 

Here, by way of contrast, NHTSA does not invoke any authority for its consideration of 
downstream effects.  It moreover claims to evaluate the “maximum feasible” fuel economy 
standard with reference to safety-related increases in VMT that, unlike those in Competitive 
Enterprise Institute, are not actually “imposed on consumers by CAFE standards.”  See 83 Fed. 
Reg. at 43107.  The resulting analysis – in which NHTSA evaluates regulatory effects by looking 
to phenomena it admits are far removed from the regulation and depend upon speculative 
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decisions made by independent actors – is a textbook example of decision-making rendered 
arbitrary and capricious due to consideration of a “factor[] which Congress has not intended [the 
agency] to consider[.]”  Motor Vehicle Mfrs. Ass’n of U.S. v. State Farm Mut. Auto. Ins., 463 
U.S. 29, 43 (1983).  See City of Portland, Oregon v. EPA, 507 F.3d 706, 713 (D.C. Cir. 
2007).  Congress has already specified the factors NHTSA may consider when promulgating fuel 
economy standards, 49 U.S.C. § 32902, and has not included the type of indirect effects the 
NPRM embraces.  See H.R. Rep. No. 94–700, at 156 (1975) (contemplating that NHTSA would 
consider direct effects, such as “motor vehicle safety standards under the National Traffic and 
Motor Vehicle Safety Act of 1966,” under the “other . . .vehicle standards” component of 49 
U.S.C. § 32902).  By excluding such factors, Congress has already balanced the role increased 
mobility and VMT should play in fuel economy standards and concluded that energy savings 
should predominate, subject to the discrete criteria in 49 U.S.C. § 32902.   

Even at their most generous, therefore, courts reviewing considerations of safety under EPCA 
have noted that it would be “impermissible for NHTSA to rely” on indirect effects like 
“consumer demand to such an extent that [the agency] ignored the overarching goal of fuel 
conservation.”  Ctr. for Auto Safety v. Nat’l Highway Traffic Safety Admin., 793 F.2d 1322, 1340 
(D.C. Cir. 1986).  See also Ctr. for Auto Safety v. Claybrook, 627 F.2d 346, 348 (D.C. Cir. 1980) 
(stressing “common sense” reading of factors).  Yet this is precisely what would transpire if 
NHTSA’s admittedly “new” and “expanded” interpretation of EPCA were to stand, since the 
agency would then be empowered to calculate increasingly speculative downstream safety 
effects from changes to VMT until the benefits of proposed standards were rendered 
“impracticable,” and Congress’ primary mandate to NHTSA – to regulate for the conservation of 
energy – was subsumed.  Instead, Congress and courts have made clear that NHTSA must 
subordinate speculative downstream effects like rebound and scrappage to fuel economy 
standards that will directly conserve energy.  Ctr. for Auto Safety, 793 F.2d at 1340.  “[I]f 
[NHTSA] believes the statute untoward” with respect to its treatment of indirect safety effects, 
“then it should take its concerns to Congress . . . . [I]n the meantime it must obey [EPCA] as 
written,” and not shirk its obligation to conserve energy by resorting to distant and hypothetical 
safety concerns.  Oceana, Inc. v. Locke, 670 F.3d 1238, 1243 (D.C. Cir. 2011). 

In any event, NHTSA must have a rational, non-arbitrary basis for its safety concerns.  The 
technical flaws in NHTSA’s analyses are addressed in comments submitted by other NGO 
groups, and are incorporated here by reference.  As detailed in those comments, NHTSA’s 
assertions fail to meet the minimum requirements of reasoned agency decision-making – 
including by failing to engage with the safety analysis of the 2012 rule and 2016 TAR – and thus 
cannot be used to cast aside NHTSA’s statutory obligation to promote advances in energy 
conservation.  CBD v. NHTSA, 583 F.3d 1172, 1194 (9th Cir. 2008). 

B. NHTSA’s proposal violates EPCA’s lead-time provisions. 

NHTSA’s proposal runs afoul of the lead time requirements of EPCA.  See 83 Fed. Reg. at 
43226.  

EPCA requires that any regulation regarding fuel economy standards be finalized “at least 18 
months before the beginning of each model year.”  49 U.S.C. § 32902(a); Memorandum of the 
President, 74 Fed. Reg. 4907 (Jan. 26, 2009) (“Federal law requires that the final rule regarding 
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fuel economy standards be adopted at least 18 months before the beginning of the model year”). 
The same requirement applies to amendments to a standard.  49 U.S.C. § 32902(g)(2).  NHTSA 
argues this only applies if standards are being made more stringent.  83 Fed. Reg. at 43207.  
However, this is not a permissible construction of that provision.  Section 32902(g)(1) only 
permits amendments that “meet[ ] the requirements of subsection (a) or (d) as appropriate.”  
Section 32902(a) requires fuel economy standards to be prescribed 18 months before the 
beginning of each model year.  These two provisions read together require that any amendments 
to standards - whether they increase or decrease standards - be prescribed at least 18 months 
before a model year.  See Chevron, 467 U.S. at 843; FDA v. Brown & Williamson Tobacco 
Corp., 529 U.S. 120, 133 (2000) (holding that the words of a statute must be read in context, and 
with a view to their place in the overall statutory scheme); King v. Burwell, 135 S. Ct. 2480, 
2489 (2015). 

EPCA defines a “model year” as beginning on January 1 of a calendar year.  49 U.S.C. § 
32901(a)(16).  Because model year 2021 begins on January 1 of that year, any standards for that 
model year must be completed by July 1, 2019.  In the last joint rule on vehicle emissions and 
fuel-economy standards, the agencies needed ten months to issue a final rule after issuing their 
proposed rule.  76 Fed. Reg. 74854-01 (Dec. 1, 2011); 77 Fed. Reg. 62624 (Oct. 15, 2012). 
Given this rulemaking is of equivalent complexity, it is likely that the agencies will need at least 
ten months, if not more to finalize this rule, which would violate the lead time requirements for 
model year 2021.   

In addition, NHTSA is limited to prescribing fuel economy standards for only five model years 
at a time.  49 U.S.C. § 32902(b)(3)(B).  Here, NHTSA is setting standards for six model years, 
2021 through 2026.  83 Fed. Reg. at 42986.  This exceeds NHTSA’s statutory authority.  

EPCA’s lead time requirements exist to ensure that automakers, suppliers, and other groups 
connected to the industry have sufficient time to plan the production of standards-compliant 
automobiles and to provide certainty in the automotive market.  This is as true for regulatory 
changes that increase the stringency of standards, as it is for changes that decrease the stringency 
of the standards.  Changing the MY 2021 standard at this late date would penalize 
technologically advanced automakers and parts suppliers, who have already made significant 
investments in updating their technology.  See e.g., International Harvester v. Ruckelshaus, 478 
F.2d 615, 637-38 (D.C. Cir. 1973) (pointing out market dangers of relaxing EPA standards, and 
how such action “is likely to be detrimental to the leader who has tooled up to meet a higher 
standard than will ultimately be required”).  Further, because NHTSA allows automakers to use 
credits – earned from over-compliance with fuel economy standards, or purchased from other 
automakers – to meet fuel economy standards, automakers also have an interest in ensuring that 
the pricing for CAFE credits remains stable.334  Weakening standards at this date could lead to a 
glut of credits and devalue the credits already banked by automakers, which would be disruptive 
to the manufacturers that have done the most to further EPCA’s energy-conservation goals.    

 
334 49 U.S.C. § 32903; Benjamin Leard and Virginia McConnell, New Markets for Credit Trading Under 
US Automobile Greenhouse Gas and Fuel Economy Standards, Resources for the Future, (May 2017) at 
11, 16, http://www.rff.org/files/document/file/RFF-Rpt-AutoCreditTrading.pdf.  
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C. NHTSA has used the incorrect CAFE penalty rate in its analysis of technological 
feasibility and costs. 

NHTSA has failed to use the legally-required CAFE penalty of $14 per tenth of a mile per gallon 
in evaluating anticipated manufacturer compliance with standards and technology costs. 

Under EPCA, NHTSA must act to penalize manufacturers who fail to meet fuel economy 
standards.  49 U.S.C. § 32912.  The purpose of the penalty is to foster compliance with the law 
and to have a remedial impact.  49 C.F.R. § 578.2.  Thus, it is crucial for the penalty to be 
regularly updated so that it continues to incentivize compliance with fuel economy standards. 

Throughout its analysis of the proposed rule, NHTSA relies on a penalty rate of $5.50 per tenth 
of a mile per gallon that manufacturers fail to meet the standard.335  However, this analysis is 
plainly unlawful, as well as arbitrary and capricious, because the actual penalty rate for model 
year 2019-and-after fleets is $14, plus further annual inflation adjustments.336 

 NHTSA has separately proposed to reinstate the earlier, outdated penalty rate of $5.50.337 But 
that proposal is rife with numerous legal and logical errors.338 And a mere proposal cannot serve 
as the lawful basis of NHTSA’s analysis here. 

V. The agencies’ proposal to revoke state authority violates the law and is arbitrary 
and capricious. 

A. EPA lacks authority to withdraw California’s waiver. 

1. EPA possesses no authority to preempt California’s regulations, and its 
proposal to do so here is unconstitutional.  

The doctrine of preemption is grounded in the Supremacy Clause, which makes “the laws of the 
United States … the supreme law of the land.” U.S. Const., Art. VI, cl.2.  Congress, which has 
exclusive authority to make federal law, id., Art. I, sec. 1, has discretion to determine when and 
how state law is preempted. See Armstrong v. Exceptional Child Ctr., Inc., 135 S. Ct. 1378, 
1383-84 (2015). As in other areas of law, “an agency literally has no power to act ... unless and 
until Congress confers power upon it.”  La. Pub. Serv. Comm’n v. FCC, 476 U.S. 355, 374 
(1986).   In particular, a federal agency may preempt state law by its actions, as EPA proposes to 
do here by withdrawing the section 209 waiver for California’s GHG and ZEV standards, only 
under carefully circumscribed conditions.  As set forth in City of New York v. FCC, 486 U.S. 57 
(1988), cases of administrative preemption require consideration of two inquiries: whether the 

 
335 See e.g., 83 Fed. Reg. at 43160; 83 Fed. Reg. at 43186; 83 Fed. Reg. at 43450. 
336 See 81 Fed. Reg. 95,489, 95,491 (Dec. 28, 2016); NRDC v. NHTSA, 894 F.3d 95, 116 (2d Cir. 2018) 
(vacating unlawful suspension and clarifying that the Civil Penalties Rule “is now in force”). 
337 See 83 Fed. Reg. 13,904 (Apr. 2, 2018). 
338 See Natural Resources Defense Council, Comment on Notice of Proposed Rulemaking - NHTSA Civil 
Monetary Penalty, Docket No. NHTSA-2018-0017 (May 1, 2018), 
https://www.regulations.gov/document?D=NHTSA-2018-0017-0012; Natural Resources Defense 
Council, Comment on Reconsideration of Final Corporate Average Fuel Economy Rule, Docket No. 
NHTSA-2017-0059 (Oct. 10, 2017), https://www.regulations.gov/document?D=NHTSA-2017-0059-0011. 
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agency intended to preempt state law, and – critically here – “whether the [agency] is legally 
authorized to pre-empt state and local” law or regulation.  486 U.S. at 65-66; see also Louisiana 
Pub. Serv. Comm’n v. FCC, 476 U.S. 355, 374 (“a federal agency may preempt state law only 
when and if it is acting within the scope of its congressionally delegated authority”); id. at 374 
(“the best way of determining whether Congress intended the regulations of an administrative 
agency to displace state law is to examine the nature and scope of the authority granted by 
Congress”).  Without such a delegation, the separation of powers prevents an executive agency 
from unilaterally taking action to preempt state law. 

Here, Congress has plainly made no explicit delegation of authority to EPA to withdraw a 
waiver.339   The delegation is solely to grant waivers based on enumerated criteria.  See 42 
U.S.C. § 7543(b).  Furthermore, the “nature … of the authority granted,” 476 U.S. at 374, is to  
give California maximum authority to design its own vehicle emissions programs so that 
California may continue to act as a pioneer and a laboratory for the nation in setting vehicular 
emission standards, and to give California maximum leeway to protect the health of its citizens.  
See S. Rep. No. 90-403 at 33, 81 (1967); H.R. Rep. No. 95-294 at 301-02 (1977).  Withdrawal of 
a granted waiver is radically inconsistent with these objectives.  There can be no legitimate 
argument that Congress implicitly delegated to EPA the authority to take action so radically at 
odds with Congressional objectives.   

Moreover, there is a well-established “presumption that state and local regulation of matters 
related to health and safety is not invalidated under the Supremacy Clause.”  Hillsborough 
County v. Automated Medical Laboratories, Inc., 471 U.S. 707, 715 (1985).  This same 
presumption applies to consideration of agency preemption of such state laws.  Id.; see also Rice 
v. Santa Fe Elevator Corp., 331 U.S. 218, 230 (1947) (we “start with the assumption that the 
historic police powers of the States were not to be superseded by the Federal Act unless that was 
the clear and manifest purpose of Congress”).  So, in addition to taking action palpably at 
loggerheads with the clear and oft-reiterated Congressional purpose of enabling the California 
program, EPA is taking the highly disfavored action of preempting a state health and safety 
program.   

EPA’s actions in derogation of that “clear and manifest [Congressional] purpose” are beyond its 
delegated authority.  Given the absence of either explicit or implicit Congressional delegation to 
withdraw waivers, EPA has arrogated to itself a power only Congress can exercise. Such a 
usurpation cannot stand – it is the Executive exercising a Congressional function and is therefore 
unconstitutional.  The proposed waiver denial thus fails at its very inception. 

 
339 “[A]gencies have no special authority to pronounce on pre-emption absent delegation by Congress,” 
and in accordance with the legislative history described below, it is clear section 209 narrowly limits 
EPA’s authority to applying the section 209 waiver criteria.  Wyeth v. Levine, 555 U.S. 555, 577 (2009). 



69 
 

2. The Clean Air Act does not expressly grant EPA authority to withdraw 
California’s waiver. 

a. The plain language of the current version of Section 209 provides no 
waiver withdrawal authority. 

The plain language of section 209 does not grant EPA authority to withdraw California’s waiver 
once it has been granted based on a full and thorough consideration of the relevant statutory 
factors.   

Section 209 of the Clean Air Act provides that EPA “shall, after notice and opportunity for 
public hearing” grant California a waiver from Clean Air Act preemption: 

if the State determines that the State standards will be, in the aggregate, at least as 
protective of public health and welfare as applicable Federal standards. No such 
waiver shall be granted if the Administrator finds that— 
(A) the determination of the State is arbitrary and capricious, 
(B) such State does not need such State standards to meet compelling and 
extraordinary conditions, or 
(C) such State standards and accompanying enforcement procedures are not 
consistent with section 7521(a) of this title. 

42 U.S.C. § 7543(b)(1). 

The plain text of this provision, providing that “no waiver shall be granted” if EPA does not 
make the required findings, demonstrates that Congress considered this to be a one-time 
determination that EPA would not be authorized to revisit or revise in the future.  A useful 
contrast is the language of Clean Water Act section 404(c), which provides for the EPA 
Administrator to “deny or restrict the disposal of dredged or fill material into navigable waters . . 
. including the withdrawal” of a previous authorization “whenever he determines, after notice 
and opportunity for public hearings, that the discharge of such materials into such area will have 
an unacceptable adverse effect on” the environment.  33 U.S.C. § 1344.  In Mingo Logan Coal 
Co. v. EPA, the D.C. Circuit held that such explicit language was sufficient to “grant the 
Administrator authority to prohibit/deny/restrict/withdraw a specification [for disposal authority] 
at any time.”  714 F.3d 608, 613 (D.C. Cir. 2013) (emphasis in original).  CAA section 209 lacks 
any such language expressly authorizing EPA to reverse a waiver decision “whenever” it so 
chooses, and notably, EPA does not claim any express statutory authority to do so. 

Rather than pointing to any statutory language as a basis for authority to revoke a waiver once 
granted, EPA relies on a single sentence in a committee report that references the Agency 
administrator’s “right to . . . withdraw the waiver at any time after notice and an opportunity for 
public hearing he finds that the State of California no longer complies with the conditions of the 
waiver.”   S. Rep. No. 90-403, at 34 (1967) (quoted in 83 Fed. Reg. at 43,242).  EPA vastly 
overreads this sentence, which has no grounding in the current legislative history and language 
of Section 209.   

Most importantly, this sentence appeared in a committee report applicable to a now-superseded 
version of the statute.  Section 209 was first enacted as part of the Air Quality Act of 1967, but 
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revised in 1977 with the express intent, as described in an accompanying committee report, of 
“afford[ing] California the broadest possible discretion in selecting the best means to protect the 
health of its citizens and the public welfare.”  H.R. Rep. No. 95-294 at 301-02 (1977) (quoted in 
Motor & Equip. Mfrs. Ass'n, Inc. v. EPA, 627 F.2d 1095, 1110 (D.C. Cir. 1979)).  As of 1977, 
Congress placed primary decision-making authority under section 209 in the hands of California, 
not of EPA, with the burden of proof on opponents to justify even an initial waiver denial.  See 
H.R. Rep. No. 95-294 at 23; Motor & Equip. Mfrs. Ass'n v. EPA, 627 F.2d. at 1121 (in 
considering the issues, California’s regulations “are presumed to satisfy the waiver requirements 
and . . . the burden of proving otherwise is on whoever attacks them”).  EPA itself “has 
recognized that the intent of Congress in creating a limited review based on the section 209(b)(1) 
criteria was to ensure that the federal government did not second-guess state policy choices.”  78 
Fed. Reg. 2112, 2115 (Jan. 9, 2013).  That 1977 overhaul also added section 177, enabling other 
states to adopt California’s vehicle standards and further underlining Congress’s intent of 
preventing federal preemption from “interfer[ing] with legitimate police powers of States” or 
“prevent[ing] effective protection of public health.”  H.R. Rep. No. 95-294 at 309.  Meanwhile, 
the legislative history from the 1977 revision of section 209 contains no reference to any EPA 
authority to revoke or withdraw a waiver grant. 

Changes to the plain language of section 209 in 1977 confirm that, as described in the legislative 
history, Congress intended to strengthen California’s discretion and role in the waiver process.  
The original 1967 version of section 209 stated that “[t]he Secretary [of Health, Education, and 
Welfare, who then administered the Act] shall” grant California a preemption waiver “unless he 
finds that such State does not require standards more stringent than applicable Federal standards 
to meet compelling and extraordinary conditions” or the standards are not consistent with section 
202(a).  The 1977 amendments to section 209 significantly strengthened California’s role in this 
process.  As section 209 was amended then, and stands today, it provides that EPA shall grant a 
preemption waiver if “the State determines that the State standards will be, in the aggregate, at 
least as protective of public health and welfare as applicable Federal standards,” unless EPA 
finds that the State’s determination is arbitrary and capricious or that two other criteria have not 
been met.  42 U.S.C. § 7543(b)(1) (emphasis added).  This language shows that Congress meant 
California to take the lead and importing a broad EPA revocation authority into section 209 
would undermine that Congressional intent. 

Moreover, another 1977 development – the creation of Clean Air Act section 177 – reinforces 
that Congress did not intend the grant of a section 209 waiver to be subject to reversal.  As 
Congress amended section 209 to expand California’s discretion in adopting its own motor 
vehicle emissions regulations, it also established the right of other states to adopt standards 
identical to California’s.  42 U.S.C. § 7507.  As detailed further below, and as envisioned by 
Congress, section 177 states have relied on this statutory authority to incorporate vehicle 
standards into their long-term plans for meeting pollution reduction goals.  See, e.g., H.R. Rep. 
No. 95-294 at 213.  That statutory design is not compatible with a scenario where EPA could 
revoke the California standards and change the rules on a state that adopted those standards years 
later. 

Finally, in 1977 and earlier Congress emphasized the need for certainty in the waiver process to 
protect manufacturers as well.  As emphasized in the House Committee on Interstate and Foreign 
Commerce report on the proposed amendments, “once a waiver is granted to California, 
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compliance with the State’s standards is deemed to satisfy the Federal requirements in 
California.”  H.R. Rep. No. 95-294 at 302; H.R. Rep. No. 94-1175 at 248.  If EPA could revoke 
California’s waiver after-the-fact, compliance with the Clean Air Act could turn into an ever-
moving target rather than providing the regulatory certainty that Congress intended.   

This question of regulatory certainty is particularly salient for auto manufacturers given the 
possibility that, in some respects, federal standards may be more stringent than California 
standards, as long as the California standards are “in the aggregate” equally or more protective of 
public health.  42 U.S.C. § 7543(b)(1).  Congress added this language to section 209 in 1977 
specifically to accommodate California’s desire to apply more stringent standards for nitrogen 
oxide emissions than the federal standards, but more lenient carbon monoxide controls, based on 
the State’s view that the net result would be more effective protection of Californian’s public 
health.  See H. Rpt. 95-294 at 302.  Thus, vehicles designed to meet the California standards 
while a waiver was in effect might not meet the otherwise applicable federal standards.  
Congress was clearly concerned that manufacturers have “adequate lead time” to allow for 
design and production of compliant cars in all state and national markets, see id. at 310, yet 
allowing EPA to revoke California’s waiver at any time could throw the new-automobile market 
in both California and 177 States into chaos as automakers scrambled to meet a new suite of 
federal standards (some of which could be more stringent than their revoked California 
counterparts) without any lead time. 

Congress’s 1977 amendments to section 209, as well as its enactment of section 177, placed 
California and 177 States in the lead role in determining how to best protect their citizens’ health 
and welfare.  Accordingly, EPA’s outdated reference to legislative history from 1967 should not 
be used to undermine that role by placing the federal government in the position to pull the rug 
out from the states at any time. 

b. The 1967 version of Section 209 did not grant EPA authority to revoke a 
waiver. 

Even looking back to the superseded 1967 version of section 209, it is not appropriate to read 
that provision to allow EPA revocation of a waiver whenever the Agency might choose to 
reassess the statutory factors.  To do so would be inconsistent with section 209 itself, the actual 
language cited by EPA in the committee report, and the fact that Congress enacted this provision 
knowing that California would count on any Clean Air Act waiver to make significant regulatory 
decisions that would engender serious reliance interests.  Like the current-day version, the 1967 
version of section 209 provided that California “shall” receive a waiver as long as it could meet 
certain threshold requirements: 

The Secretary shall, after notice and opportunity for public hearing, waive 
application of this section to any State which has adopted standards (other than 
crankcase emission standards) for the control of emissions from new motor vehicles 
or new motor vehicle engines prior to March 30, 1966, unless he finds that such 
State does not require standards more stringent than applicable Federal standards 
to meet compelling and extraordinary conditions or that such State standards and 
accompanying enforcement procedures are not consistent with section 202(a) of 
this title.   
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Public Law 90-148, § 208(b) (emphasis added).  Like the current version of section 209, this 
language contemplates a one-time assessment of the waiver criteria by EPA, followed by 
issuance of a waiver as soon as EPA determined the criteria were met. 

Congress’s approach was the result of legislative discussion showing that California needed to be 
able to rely on a waiver in order to move forward quickly to address air pollution driven in large 
part by motor vehicle emissions.  On a number of occasions, legislators referred to any delay in 
California’s ability to enact such standards as an intolerable obstacle to necessary measures to 
address serious environmental problems.  See, e.g., 113 Cong. Rec. 30963 (1967) (“On behalf of 
the millions of residents of California, I ask my colleagues in the House not to force us to take a 
step backwards in our fight against smog . . . Our needs are too urgent now[.]”); id. at 30976 
(“Mr. Chairman, we must take every appropriate action, however drastic, and we must do it 
immediately. The health of our people demands that no further delay be tolerated.”).  It was clear 
at the time that California would rely on a preemption waiver to act swiftly in establishing 
appropriate standards, and that retracting such a waiver could thus leave California without 
adequate tools to protect its citizens’ health and well-being – potentially indefinitely. 

In fact, Congress expressly chose to adopt a version of section 209 designed to allow California 
to rely on its ability to obtain a preemption waiver, rather than putting “the entire State of 
California at the mercy of the decision of one appointed head of a Federal department.”  113 
Cong. Rec. 30942 (1967).   A central point of debate prior to the 1967 enactment of section 209 
related to whether California would have to convince federal regulators to grant a preemption 
waiver, or whether California would have the broad discretion to set its own standards subject to 
a limited federal veto where it was facing serious pollution problems.  See, e.g., 113 Cong. Rec. 
30,941-42 (1967) (describing differences between two proposals).  During the House floor 
discussion of these two competing approaches, proponents of the latter approach explained the 
dangers of requiring California to go “hat in hand” to seek federal permission from 
decisionmakers subject to powerful auto industry lobbying interests.  113 Cong. Rec. 30955.  
They explained that could result in intolerable delay in establishing key environmental 
protections that California would rely on to address motor vehicle pollution.  Id. (“Knowing 
bureaucracy in Washington, I can tell you that under the present version of the bill many 
dangerous smog alerts can well occur in the city of Los Angeles while California experts are 
pleading their case here in Washington, trying to convince the bureaucrats of the merits of their 
request.”).  One California representative even noted that the state had already established 
standards “to require more effective controls of hydrocarbon and carbon monoxide emissions by 
1970 [that] would be threatened” by the need to obtain federal permission.  Id. at 30957.   

In the end, the House voted for the version of section 209 that maximized California’s discretion, 
recognizing that the state needed to be able to move forward and rely on a preemption waiver in 
order to effectively address its “compelling and extraordinary” pollution problems.   A major 
concern cited by legislators supporting that approach was that the grant of a waiver not be 
delayed or withheld at the federal level based on some “reason of political expediency.”  113 
Cong. Rec. 30956 (1967).  That concern led Congress to adopt a version of section 209 that 
allows California to chart its own course in protecting public health and the environment, 
limiting EPA’s role to reviewing a proposal initiated by California to determine whether it meets 
certain limited criteria, and offering a definitive yes or no on whether a waiver should be granted.  
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Reading section 209 to implicitly authorize EPA revocation of a waiver after-the-fact would 
once again give the federal government a significant role in California’s continuing 
implementation of its vehicle standards, contrary to an approach that was designed to place clear 
bounds on the federal role.  An isolated snippet of legislative history cannot authorize a federal 
role entirely different from that intended by Congress. 

c. If EPA does have any authority to revoke a waiver, it is severely 
constrained in light of Congress’s overall intent in 1967.  

Even taking the statement from the 1967 committee report on equal footing with the statutory 
language and Congress’s otherwise articulated intent, it does not authorize withdrawal of a 
waiver based on a reassessment of the statutory waiver criteria.  Rather, the statement would 
authorize waiver withdrawal only if “the State of California no longer complies with the 
conditions of the waiver,” i.e., if California were not abiding by the terms on which a waiver was 
granted.   S. Rep. No. 90–403, at 34 (1967) (emphasis added).  This language must be read in 
light of the above legislative history showing that in 1967 Congress did not intend to require 
California to continually go “hat in hand” to EPA for permission to protect the public health 
from dangerous vehicle pollution, but rather to be able to rely on a waiver grant to carry out its 
normal police powers, as California has for years with respect to both the GHG and ZEV 
standards.340  Accordingly, it is notable that the committee report’s language does not refer to an 
unfettered right for EPA to withdraw a waiver at any time based on a reassessment of the 
original grounds for granting a waiver in the first place.  Rather, the statement narrowly 
describes a situation where EPA placed some “condition” on implementation of California’s 
standards in granting the section 209 waiver.  EPA has failed to demonstrate that the State of 
California is “no longer” abiding by any such “condition” placed on the original waiver for the 
GHG and ZEV standards.   

A focus on the existence of express “conditions” on a waiver is consistent with the larger context 
of this Senate committee report statement.  It immediately follows the assertion that: “It is 
essential that the Federal Government and State of California cooperate closely in the 
development of enforcement procedures relative to certification of vehicles so that the industry, 
when confronted with differing standards, need not be faced with different methods of obtaining 
certification.” S. Rpt. 90-403 at 34.  This concern about conflicting certification procedures 
could explain Congress’s anticipation that EPA might place specific conditions on the 
implementation of California standards after the grant of a section 209 waiver.  Indeed, EPA did 
set forth such conditions on the implementation of California standards occasionally in the years 
following the enactment of section 209.  For example, in a 1971 waiver grant, EPA specified that 
in implementing the proposed standards California could not apply them to a certain model year 
and could not require certain fuel for compliance testing.  36 Fed. Reg. 8172, 8173 (Apr. 23, 
1971).  EPA has identified no such explicit “condition” in the original waiver grants for the GHG 
and ZEV standards with which California is “no longer” in “compliance.” 

Further, the legislative history references a failure by “the State of California” to fulfill the 
conditions upon which a waiver was granted.  Even if a waiver grant was to be read to 
encompass implicit conditions that the State of California must meet, such conditions would be 

 
340 See Section V(B), supra.  
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limited to implementation of the standards for which a waiver was granted.  The legislative 
history makes no reference to revisiting the grounds upon which a waiver was granted--but rather 
to whether the State of California, a governmental entity, is fulfilling its part of the delegated 
authority bargain.  

A narrow construction of any EPA revocation authority to avoid unconstrained federal second-
guessing of the state also makes sense given that Congress knew California would rely on its 
authority to regulate motor vehicle emissions as a key part of an interlocking regulatory scheme 
to protect millions of its citizens against the harmful effects of air pollution.  As observed during 
the floor debate on Section 209, ninety percent of California’s air pollution at that time came 
from mobile sources such as light-duty vehicles.  113 Cong. Rec. at 30946.  It was in part that 
significant role of motor vehicle emissions in California that drove Congress’s decision to 
respect the State’s expertise in regulating and need to control mobile sources without being 
preempted by the Clean Air Act.  As Congress knew, the State of California would have to take 
on motor vehicle emissions as a key component of any plan to achieve larger emissions 
reduction goals.  To the extent any EPA revocation authority does exist, if EPA could invoke it 
years after the fact and withdraw waiver grants for significant elements of California’s emissions 
standards on a piecemeal basis, it could undercut the regulatory certainty necessary for California 
to effectively carry out long-term plans for reducing vehicle pollution.     

In 1967, Congress chose not to put California in the position to have to go “hat in hand” to the 
federal government for initial authorization to protect its citizens’ health and welfare.  113 Cong. 
Rec. 30955 (1967).  The NPRM’s interpretation of the cited Senate committee report would run 
counter to that intent by requiring the state to go “hat in hand” to plead with EPA not to revoke a 
waiver even years after the original grant.  Any importation of the committee report language 
into the implementation of section 209 should instead abide by its narrow phrasing to allow 
California to faithfully implement its state standards without fear of reversal once EPA has 
granted a waiver.  

In enacting and later amending section 209, Congress made EPA a gatekeeper, not a watchdog.  
The history of this provision is replete with references to Congress’s intent that California would 
be able to exercise its judgment as to how to best address motor vehicle emissions in order to 
protect its citizens.  Once EPA has exercised its statutory authority to review whether that 
judgment satisfies certain very limited criteria, the Agency cannot position waiver revocation as 
a Sword of Damocles hanging over the head of California and Section 177 states as they attempt 
to effectuate the Clean Air Act, and automakers as they attempt to comply with it, ready to fall at 
any moment.    

3. EPA lacks inherent authority to revoke California’s waiver at this late date.  

Absent a genuine statutory basis for its claim of revocation authority, EPA relies on the general 
principle that it “has inherent authority to reconsider, revise, or repeal past decisions to the extent 
permitted by law so long as the Agency provides a reasoned explanation.”  83 Fed. Reg. at 
43,242.  However, any such “inherent authority” to reconsider is subject to well-established and 
important constraints on EPA’s discretion to reconsider any decision at any time. 
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Consistent with the status of the section 209 waiver as a one-time, fact-based determination, EPA 
has historically, and appropriately, characterized the waiver’s grant as an informal adjudication.  
See 74 Fed. Reg. 32,744, 32,781 (July 8, 2009) (“EPA’s waiver proceedings and actions under 
section 209(b)(1) are informal adjudications.”).  A significant body of precedent recognizes an 
implied right to reverse such adjudicative actions only in the short term, and subject to highly 
restrictive constraints.  For example, courts have held that an agency may reconsider an 
adjudicative decision to correct undisputed “ministerial” or “clerical” errors.  See, e.g., Howard 
Sober, Inc. v. ICC, 628 F.2d 36, 41 (D.C. Cir. 1980).  But it is not appropriate to revisit a 
completed adjudication based on, for example, a shift in the agency’s interpretation of the law. 
Cf. Bowen v. Georgetown Univ. Hosp., 488 U.S. 204, 208-09 (1988).  

Courts have more tightly constrained, however, any substantive reconsideration of an 
adjudicative decision.  An agency may not reconsider its own decision if to do so would be 
arbitrary, capricious, or an abuse of discretion.  Macktal v. Chao, 286 F.3d 822, 826 (5th Cir. 
2002).  Importantly, a number of cases stand for the proposition that any agency reconsideration 
must occur “within a reasonable period of time.”  Mazaleski v. Treusdell, 562 F.2d 701, 720 
(D.C. Cir. 1977) (‘We have many times held that an agency has the inherent power to reconsider 
and change a decision if it does so within a reasonable period of time.’) (quoting Gratehouse v. 
United States, 512 F.2d 1104,1109 (1975)).   

In this case, the timeframe for EPA’s waiver revocation cannot be considered “reasonable.”  
Here, EPA seeks to revoke California’s GHG waiver a full five years after its approval, and years 
after California has made major policy decisions and taken significant regulatory actions in 
reliance on that waiver.  Even worse, it has been two and a half decades since EPA approved the 
waiver for California’s Low-Emissions Vehicle program in 1993, which includes the ZEV 
program as a core component of the State’s plan to attain the relevant NAAQS.  See 58 Fed. Reg. 
4166.  EPA has since reaffirmed that waiver grant for subsequent versions of the Low Emissions 
Vehicle Program.  See, e.g., 70 Fed. Reg. 22,034 (Apr. 28, 2005); 68 Fed. Reg. 19,811 (Apr. 22, 
2003).   

As courts have repeatedly held, “‘[w]hat is a short and reasonable time period will vary with 
each case, but absent unusual circumstances, the time period would be measured in weeks, not 
years.” Belville Min. Co. v. United States, 999 F.2d 989, 1000 (6th Cir. 1993) (quoting 
Gratehouse v. United States, 512 F.2d 1104, 1109 (1975)) see also Mazaleski, 562 F.2d at 719-
720.  In multiple contexts, courts have held that an agency’s authority to reconsider does not 
extend up to five years, or even for substantially shorter lengths of time.  See, e.g., Brooklyn 
Heights Ass'n v. Nat'l Park Serv., 818 F. Supp. 2d 564, 569 (E.D.N.Y. 2011) (five years); Cabo 
Distrib. Co. v. Brady, 821 F. Supp. 601, 613 (N.D. Cal. 1992) (three years); Gubisch v. Brady, 
No. CIV. A. 88-2031, 1989 WL 44083, at *10 (D.D.C. Apr. 20, 1989) (16 months); Gabbs 
Exploration Co. v. Udall, 315 F.2d 37, 41 (D.C.Cir. 1963) (one year); Prieto v. United States, 
655 F. Supp. 1187, 1192 (D.D.C. 1987) (nine months). 

In deciding whether a given time period is reasonable, courts have looked at a number of factors.  
One metric for a “reasonable” timeframe is the period in which the party adversely affected by 
the adjudication may seek judicial review or otherwise appeal the agency decision – in this case, 
just 60 days under 42 U.S.C. § 7607(b)(1).  See Prieto v. United States, 655 F. Supp. 1187, 1192 
(D.D.C. 1987).  Another key factor is whether parties have relied on the agency’s action.  
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Compare Moncrief v. U.S. Dep’t of Interior, No. 17-cv-609, 2018 WL 4567136, at *6 (D.D.C. 
Sept. 24, 2018) (invalidating agency’s reconsideration of oil and gas drilling lease “because of 
the failure to consider the substantial reliance interests at play”) with Belville, 999 F.2d at 1000 
(upholding agency reconsideration eight months based in part on lack of reliance interest); see 
also Am. Methyl Corp. v. EPA, 749 F.2d 826, 839 (D.C. Cir. 1984).  In this case, in the years 
since EPA originally granted California its waiver, the State itself as well as people and 
businesses within California, have relied heavily on the existence of the waiver.   

Under California’s 2016 law SB 32, the state has committed to a greenhouse gas emissions 
reduction target of 40 percent below 1990 levels by 2030.  As laid out in California’s 2017 
scoping plan, every sector of the state’s economy – including transportation, its largest source of 
greenhouse gas emissions – will need to achieve substantial emissions reductions to meet that 
target.  CARB, California’s 2017 Climate Change Scoping Plan at ES-1.341  Eliminating the 
transportation emission reductions attributable to California regulations pursuant to its Section 
209 waiver would likely significantly alter the feasibility of California’s current plans for 
lowering its greenhouse gas emissions.  The result of revoking the waiver at this point would 
therefore be to upset the state’s settled expectations in formulating and carrying out its plans to 
implement SB 32.   

Meanwhile, countless private entities that have planned around California’s existing plan may 
face the prospect of unexpected costs and stranded investments.  For example, the State’s fuel 
suppliers are required to purchase greenhouse gas allowances as part of California’s cap-and-
trade program.  CARB, California’s Cap and Trade Program: Fuel Facts (Dec. 2014), 
https://www.arb.ca.gov/cc/capandtrade/guidance/facts_fuels_under_the_cap.pdf.  If light-duty 
vehicles in the State are less efficient and emit more greenhouse gases than expected due to a 
revocation of California’s waiver, the costs for these allowances could go up significantly.  
Increased costs on fuel suppliers or their customers may well result in significant financial stress 
for businesses and individuals throughout California.  Various entities in California are also 
preparing for significant levels of electric vehicle penetration consistent with the GHG and ZEV 
standards, such as through a recent $750 million investment in EV programs, including EV 
charging infrastructure, authorized by the California Public Utilities Commission.  See Dkt. Nos. 
17-01-020 et al., Application of San Diego Gas & Electric Company (U 902E) for Approval of 
SB 350 Transportation Electrification Proposals, Decision on the Transportation Electrification 
Standard Review Projects (May 31, 2018).342  Such ratepayer-funded infrastructure could end up 
being underutilized if not coupled with complementary policies favoring EV adoption.  And this 
is just one piece of the significant public and private planning and investment that has gone into 
preparing for increased EV penetration in California in accordance with the ZEV Program.  See 
generally State of California, 2018 ZEV Action Plan Priorities Update (Sept. 2018), available at 
https://business.ca.gov/Portals/0/ZEV/2018-ZEV-Action-Plan-Priorities-Update.pdf. 

The same reliance interest arises with respect to California’s plans to address criteria pollutants 
as required under the Clean Air Act.  The State’s CAA implementation plan specifically relies on 
the Advanced Clean Cars program as a means for attaining National Ambient Air Quality 
Standards.  See, e.g., CARB, Revised Proposed 2016 State Strategy for the State Implementation 

 
341 Available at https://www.arb.ca.gov/cc/scopingplan/scoping_plan_2017.pdf   
342 Available at http://docs.cpuc.ca.gov/PublishedDocs/Published/G000/M215/K380/215380424.PDF 
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Plan at 11 (Mar. 17, 2017), (discussing ZEV program as element of SIP);343 81 Fed. Reg. 39,424, 
39,425 (June 16, 2016) (approving ZEV Program as component of California SIP).  EPA has 
formally approved this SIP, recognizing that these standards were an important component of the 
state’s ability to meet its “attainment and maintenance plans developed by California to meet 
CAA SIP requirements.”  83 Fed. Reg. 23,232, 23,233 (May 18, 2018).  As discussed below,344 
the ZEV Program remains an important part of California’s plan to reduce particulate matter and 
other criteria pollutants.  To the extent EPA disputes that assertion, 83 Fed. Reg. at 43,247-48, it 
impermissibly seeks to displace California in its Congressionally-approved role as arbiter of 
decisions about how best to attain its air pollution reduction goals.  See supra section V(A)(2). 

California’s reliance on the ZEV Program has existed over the twenty-five years since the State 
first adopted the LEV Program.  During that time period, California has explained on multiple 
occasions that its program is essential to achieving attainment of criteria pollutant standards as 
well as its GHG reduction targets.345  In other words, for more than 20 years California has been 
relying on portions of the waiver that EPA seeks to revoke here as an integral component of its 
Clean Air Act compliance plans.  The proposal utterly fails to confront the possible effects of 
removing this key program from California’s arsenal in addressing serious air pollution problems 
and attaining federal Clean Air Act standards. 

California has been issuing and will continue to issue stationary source permits and plan 
investments in infrastructure such as public transit based on its approved SIP.  Again, if EPA 
revokes the State’s section 209 waiver, resulting in higher-than-expected light-duty vehicle 
pollution in 2021 and beyond, those committed permits and infrastructure investments may 
contribute to NOx, particulate matter, ozone, or other pollution at levels above National Ambient 
Air Quality Standards.  Such NAAQS exceedances may have significant public health impacts 
and also trigger additional requirements for California to cut pollution to comply with the Clean 
Air Act, such as more stringent requirements for stationary sources.   

Finally, other states besides California have also acted in reliance on the existence of the State’s 
waiver.  Between 2004 and 2010, twelve States – Connecticut, Delaware, Maine, Maryland, 
Massachusetts, New Jersey, New York, Oregon, Pennsylvania, Rhode Island and Vermont – 

 
343 Available at https://www.arb.ca.gov/planning/sip/2016sip/rev2016statesip.pdf. 
344 See infra sections V(D)(1)(b)(iv) & V(D)(4). 
345 See, e.g., CARB, Staff Report: 1998 ZERO-EMISSION VEHICLE BIENNIAL PROGRAM REVIEW 
at 2 (July 6, 1998), https://www.arb.ca.gov/msprog/zevprog/98review/staffrpt.pdf (“[NOx and non-
methane organic gas reductions from the ZEV program] are substantial when considered within the 
context of all the SIP measures needed to approach attainment in California’s most severe air quality 
regions. In fact, the ZEV program provides California with its greatest hope of long-term substantial 
emission reductions from the light-duty vehicle fleet by providing an opportunity for extremely clean 
vehicles to compete in the marketplace.”); CARB, Staff Report: Initial Statement of Reasons, Advanced 
Clean Cars, 2012 PROPOSED AMENDMENTS TO THE CALIFORNIA ZERO EMISSION VEHICLE 
PROGRAM REGULATIONS at 72 (Dec. 7, 2011), 
https://www.arb.ca.gov/regact/2012/zev2012/zevisor.pdf (“In the San Joaquin Valley, the SIP identified 
the need to reduce NOx emissions by 80 tons/day in 2023 through the use of long-term and advanced 
technology strategies . . . . equivalent to eliminating the NOx emissions from all on-road vehicles 
operating in these regions. This implies ZEVs are needed as a critical part of the future California fleet to 
achieve climate change goals and critical criteria pollutant emission reductions.”).   
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adopted California’s emission standards pursuant to Section 177 of the Clean Air Act, 42 U.S.C. 
§ 7507.  Each of these states and their citizens have since made numerous decisions and 
investments in reliance on the existence of California’s waiver.  Massachusetts, as one example, 
has adopted California’s standards as a means to implement its Global Warming Solutions Act of 
2008 (GWSA), which mandates that the Commonwealth reduce statewide greenhouse gas 
emissions at least 80% below the 1990 emissions level by 2050 and meet interim emissions-
reduction limits. MASS. GEN. LAWS ch. 21N, §§ 3(b) & 4(a).  It has also relied on the 
California LEV standards in planning to comply with the ozone NAAQS.  See Case Nos. 18-
1114 et al., California v. EPA, State Petitioners’ Appendix in Support of their Opposition to 
Respondents’ and Movant-Intervenors’ Motions to Dismiss, Exs. D-M (Aug. 29, 2018).   

Massachusetts is not alone in relying on mobile source programs allowed under Section 177 as a 
vital component of its SIP.  Pennsylvania also specifically updated its SIP to include a new Clean 
Vehicles Program that adopted California’s emissions standards for light-duty vehicles. When 
approving this revised SIP in 2014, EPA explicitly recognized that the Clean Vehicles Program 
was an important component of the state’s overall strategy “to achieve and maintain attainment 
of the National Ambient Air Quality Standards (NAAQS) for ozone.”  77 Fed. Reg. 3386 (Jan. 
24, 2012).  Maryland likewise amended its Clean Cars Program in 2014 in order to align it with 
California’s vehicle emissions standards. Maryland subsequently revised its SIP to include its 
updated vehicle emissions standards. In 2015, EPA formally approved the revised SIP.  80 Fed. 
Reg. 40,920 (July 14, 2015).  Revoking California’s preemption waiver would therefore directly 
interfere with these states’ legitimate reliance interests by preventing them from carrying out 
their previously approved SIPs and forcing them to revisit long-settled pollution reduction plans. 

4. Even if EPA has authority to revoke a Section 209 waiver, and even if that 
authority is as expansive as EPA here asserts, it must produce a record that 
overcomes its prior findings and the strong presumption in favor of 
California’s right to a waiver.  

As described above and in further detail below, both the language and legislative history of 
section 209 place a heavy burden on EPA to justify any decision to deny California a waiver.  
Even assuming EPA has the authority to revoke, and that the authority is as expansive as EPA 
here claims (which it is not), EPA must shoulder that same burden in the context of a waiver 
revocation, and it is harder still to meet that burden in the face of a previous determination that 
the waiver was warranted.  The burden on EPA to justify a waiver withdrawal is thus 
substantially higher than the agency’s ordinary burden of explaining a change in position.   

This is especially true given Congress’s clear intent in amending the waiver provision in 1977 to 
expand the original, already central role of California as a “pioneer in this field,” not subject to 
the whims of any “Federal bureaucrat.”  113 Cong. Rec. 14393, 14407 (1967) (cited in 40 Fed. 
Reg. 23,102, 23,103 (May 28, 1975)).  As EPA explained even prior to its 1977 amendments, 
“[e]ven in the two areas concededly reserved for Federal Judgment by this legislation—the 
existence of ‘compelling and extraordinary’ conditions and whether the standards are 
technologically feasible—Congress intended that the standard of EPA review of the state 
decision be a narrow one.”  40 Fed. Reg. at 23,103.  Meanwhile, “[t]he structure and history of 
the California waiver provision clearly indicate both a Congressional intent and an EPA practice 
of leaving the decision on ambiguous and controversial matters of public policy to California’s 
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judgment.”  Id. at 23,104; see also Motor & Equip. Mfrs. Ass’n v. Nichols, 142 F.3d 449, 463 
(D.C. Cir. 1998); MEMA I, 627 F.2d at 1121; Ford Motor Co. v. EPA, 606 F.2d 1293, 1298 
(D.C. Cir. 1979).  A heavy burden on EPA to justify any waiver denial, particularly in the face of 
having previously granted the same waiver, is consistent with this long line of precedent.    

B. EPA’s waiver analysis fails to accord California the maximum possible discretion 
to design its clean cars program. 

1. The Clean Air Act gives California wide discretion to maintain its own clean 
cars program. 

The plain text of the section 209(b)(1), its legislative history, case law, and EPA’s own practice 
of applying section 209(b) make clear that EPA must give great deference to California’s 
regulatory choices in adopting motor vehicle emission standards, including greenhouse gas 
emission standards and zero-emission vehicle (ZEV) standards.  

Section 209(b)(1) of the Clean Air Act states that EPA “shall” grant California’s waiver “if the 
State determines that the State standards will be, in the aggregate, at least as protective of public 
health and welfare as applicable Federal standards.”346  This provision gives California, not EPA, 
the discretion to make the protectiveness determination and clearly mandates EPA defer to 
California’s finding. This structure recognizes California’s history of leading the country in 
developing vehicle emission standards. In delegating regulatory authority to California, Congress 
similarly delegated to California, as a sovereign, the authority to make its own complex decisions 
about the levels of compliance costs that are appropriate given the pollution burdens, both of 
which will be borne by California’s citizens. 

The legislative history of the Clean Air Act only reinforces the great deference owed to 
California.  The 1977 amendments to section 209(b) gave California the power to make its own 
protectiveness determination, and they replaced the requirement that California’s standards be 
“more stringent” than federal standards with the requirement the state’s standards, as a whole, be 
“at least as protective” as federal standards.347 Congress’ intent was to “confer[ ] broad discretion 
on the State of California to weigh the degree of health hazards from various pollutants and the 
degree of emission reduction achievable for various pollutants with various emission control 
technologies and standards.”348  The 1977 amendments to the Clean Air Act demonstrate that 
“Congress consciously chose to permit California to blaze its own trail with a minimum of 
federal oversight.”349  In other words, Congress intended to give California great deference to set 
its own motor vehicle standards and limit the ability of EPA to deny California’s waiver. 

Moreover, EPA itself has repeatedly recognized that Congress intended section 209(b) “to ensure 
that the federal government did not second-guess state policy choices,” 350 and that EPA is bound 

 
346  42 U.S.C. § 7543(b)(1). 
347  Ford Motor Co. v. EPA, 606 F.2d 1293, 1296-97 (D.C. Cir. 1979) (citing H.R. Rep. No. 95-294, 95th 
Cong., 1st Sess. at 301-302 (1977); see also MEMA v. Nichols, 142 F.3d 449, 453 (D.C. Cir. 1998); 
MEMA v. EPA, 627 F.2d 1095, 1121 (D.C. Cir. 1979); 83 Fed. Reg. 42986, 43244 (Aug. 24, 2018).    
348 H. Rep. 95-294 at 23. 
349  See Ford Motor Co., 606 F.2d at 1297.   
350  78 Fed. Reg. at 2115; 40 Fed. Reg. 23102, 23103 (May 28, 1975).   
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to affirm the regulatory decisions made by California even if the EPA Administrator would not 
make the same decisions at the federal level.351 The EPA Administrator has stated that “I believe 
I am required to give very substantial deference to California’s judgments.” 352  

2. EPA bears the burden of proof in seeking to revoke California’s waiver. 

Even if EPA had any authority to revoke California’s waiver, it bears the burden of proof when 
seeking to revoke a waiver already granted to California. 

Opponents of California’s emissions standards and ZEV standards bear the burden of proof to 
show that California is not entitled to its waiver for those standards.353  “California’s regulations 
. . . when presented to the Administrator are presumed to satisfy the waiver requirements and . . . 
the burden of proving otherwise is on whoever attacks them.”354  In analyzing the standard of 
proof applicable to CARB’s protectiveness determination in EPA’s 2013 decision to grant 
California’s waiver, EPA itself stated that “EPA or others that may oppose the waiver must 
demonstrate that CARB’s factual findings lacked any acceptable reasoning.”355  Accordingly, the 
same standard applies whether EPA or industry groups seek to revoke California’s waiver.   

Placing the burden of proof on those who seek to revoke California’s waiver - whether they are 
industry groups or EPA -  reflects Congress’ objectives of allowing California to maintain its 
own motor vehicle emissions program and its role of pioneering emission controls for national 
application.356  Contrary to EPA’s contention “that the decision to withdraw the waiver would 
warrant exercise of the Administrator’s judgment,”357 EPA is not accorded any discretion or 
deference in its decision to withdraw California’s waiver.  Even if EPA has the authority to 
revisit a waiver determination, it has a high bar to clear to show that California no longer meets 
the criteria for its waiver.  Congress’ prior statement on waiver denials illustrates the challenges 
that face opponents of California’s waiver:    

The Administrator, thus, is not to overturn California’s judgment lightly.  Nor is he to 
substitute his judgment for that of the State.  There must be clear and compelling 
evidence that the State acted unreasonably in evaluating the risks of various pollutants in 
light of air quality, topography, photochemistry, and climate in that State, before EPA 
may deny a waiver.”358 

While this discussion was about denying a waiver, it applies equally to attempts to revoke a 
waiver.  EPA provides no support for its argument that “preponderance of the evidence is the 

 
351 See 40 Fed. Reg. 23102, 23103-04 (1975) (stating the EPA Administrator is “constrained to approve a 
California approach to the problem which [he] might also feel unable to adopt at the Federal level.”) 
352  78 Fed. Reg. at 2115, 2117; 40 Fed. Reg. at 23103-04.   
353  See MEMA v. EPA, 627 F.2d at 1123, 1132; see also 78 Fed. Reg. at 2116. 
354  MEMA v. EPA, 627 F.2d at 1123 (emphasis added).  
355  78 Fed. Reg. at 2118. 
356  See Ford Motor Co., 606 F.2d at 1297; see also, FDA v. Brown & Williamson Tobacco Corp., 529 
U.S. 120, 133 (2000) (holding that the words of a statute must be read in context, and with a view to their 
place in the overall statutory scheme); King v. Burwell, 135 S. Ct. 2480, 2489 (2015).   
357  83 Fed. Reg. at 43245. 
358   H.R. Rep. No. 95-294, at 302.  
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proper burden of proof,” 359 which is contradicted by the statutorily mandated deference to 
California, legislative history, case law, and EPA’s own practice. 

C. NHTSA’s assertion that EPCA preempts state CO2 regulations does not support 
revocation. 

EPA “propos[es] to conclude that if NHTSA finalizes a determination that California’s GHG and 
ZEV standards are preempted [under EPCA], then it would be necessary to withdraw the waiver” 
issued to California in 2013. 83 Fed. Reg. 43,240. There are several reasons that EPA cannot 
reach that conclusion. First and foremost, as explained in detail infra at section V(H)(2), EPCA 
does not preempt California’s GHG or ZEV standards. Second, EPCA does not delegate any 
authority to NHTSA to pronounce on the scope of preemption under Section 32919, and EPA 
cannot defer to that proposed pronouncement. See infra at section V(H)(1). Even assuming that 
NHTSA’s pronouncement had the force of law, it would not apply retroactively to justify EPA in 
revoking a previously issued waiver.360 Still less does EPCA delegate to EPA the authority to 
pronounce on the scope of preemption under that Act. 

Third, Section 209(b) of the CAA does not authorize EPA to consider preemption under other 
laws—much less another agency’s opinion on such preemption—when deciding whether to 
waive (or, if EPA had such authority, to revoke a waiver of) the preemptive effect of the CAA. 
Rather, Section 209(b) provides specific, enumerated criteria that EPA must consider; those 
criteria focus on solely on California’s determination of a need for its own standards, the equal or 
greater protectiveness of the state’s standards as compared to Federal standards, and the 
consistency of the standards with Section 202(a) of the CAA. Notably absent is any delegation of 
authority to EPA to consider the consistency of the standards with other federal statutes outside 
of the CAA, let alone statutes that EPA does not administer and with respect to which it 
possesses no expertise. That is no doubt why “EPA has historically declined to consider as part 
of the waiver process whether California standards are constitutional or otherwise legal under 
other Federal statutes apart from the Clean Air Act.” 83 Fed. Reg. 43,240. What makes this a 
“unique situation,” ibid., is that EPA is proposing to depart from its historical practice and the 
plain text of Section 209(b) to retroactively invalidate a waiver issued years ago based on a 
flawed preemption decision under a different statute proposed by a different agency with no 
power to make such a decision. 

D. EPA cannot revoke a waiver for the GHG or ZEV standards under section 
209(b)(1)(B). 

Section 209(b) of the Clean Air Act (CAA) directs that the Administrator shall waive preemption 
of California State standards for new motor vehicles or engines unless the Administrator makes 
any one of three findings, in which case “[n]o such waiver shall be granted.”361  EPA must deny 
a waiver if it finds that California was arbitrary and capricious in determining that “the State 
standards will be, in the aggregate, at least as protective of public health and welfare as 

 
359  83 Fed. Reg. at 43244, fn. 567. 
360 See Bowen v. Georgetown Univ. Hosp., 488 U.S. 204, 208 (1988). 
361 42 U.S.C. § 7543(b)(1); EPA has acknowledged that “[t]he law makes it clear that the waiver requests 
cannot be denied unless the specific findings designated in the statute can properly be made.”  79 Fed. 
Reg.  6,584, 6,586 (Feb. 4, 2014). 
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applicable Federal standards.”362   EPA must deny a waiver if it finds that California “does not 
need such State standards to meet compelling and extraordinary conditions.”363  Finally, EPA 
must deny a waiver if it finds that “such State standards and accompanying enforcement 
procedures are not consistent with section 202(a) of this part [42 U.S.C. § 7521(a)].”364    In the 
NPRM, EPA proposes to revoke the waiver on the latter two grounds.  Even if EPA had 
authority to revoke a waiver on those grounds, which it does not, neither ground supports EPA’s 
proposed revocation.  The comment below discusses each ground in turn. 

We address 209(b)(1)(B) first.  That section requires that EPA shall deny a waiver if California 
“does not need such State standards to meet compelling and extraordinary conditions.”  This 
requirement is informed by the meanings of three distinct phrases:  

o “such State standards” 

o “compelling and extraordinary conditions” 

o “need . . . to meet” 

Each of these statutory phrases - considered both independently and together - defeats EPA’s 
effort to revoke California’s waiver. 

1. Section 209(b)(1)(B)’s test must be applied to CA’s emissions program as a 
whole, rather than to particular GHG or ZEV standards in isolation  

a. EPA has historically read “such State standards” to refer to California’s 
program as a whole. 

Courts afford great weight to a longstanding statutory interpretation by an agency charged with 
its administration.  See, e.g., Barnhart v. Walton, 535 U.S. 212,221-22 (2002); Sec'y of Labor v. 
Excel Mining, LLC, 334 F.3d 1,6-8 (D.C. Cir. 2003)(according "particular deference" to 25-year-
old agency interpretation).  And here, for decades, EPA has consistently interpreted section 
209(b)(1)(B) to refer to the California program as a whole.365  That is, EPA has consistently - 
and correctly - acknowledged that the sole question before the agency under this prong is 
whether California has a “continued need for its own mobile source emissions control 
program.”366  Thus, the agency’s analysis of the “compelling and extraordinary” factor “has 
usually been cursory and not in dispute, as the fundamental factors leading to air pollution 

 
362 § 7543(b)(1)(A). 
363 § 7543(b)(1)(B). 
364 § 7543(b)(1)(C).  
365 See California State Motor Vehicle Pollution Control Standards; Waiver of Federal Preemption 
Notice of Decision, 49 Fed. Reg. 18,887, 18,890 (May 3, 1984). 
366 Id. 
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problems—geography, local climate conditions (like thermal inversions), significance of the 
motor vehicle population—have not changed over time[.]”367  

Some very early decisions (before the 1977 amendments to section 209(b) which added the “in 
the aggregate” language) did appear to consider whether California needed the specific standards 
under consideration. See 33 Fed. Reg. 10160 (1968) (“The California State Standards and related 
enforcement procedures set out below … are required to meet such compelling and extraordinary 
conditions”); 34 Fed. Reg. 7248 (1969) (finding that specific standards considered were 
“required to meet compelling and extraordinary conditions”); 36 Fed. Reg. 8172 (1971) (“the 
following California State Standards . . . are required to meet California’s compelling and 
extraordinary conditions.”).  However, beginning in 1971--even before the clarifying “in the 
aggregate” language was added to Section 209(b)-- and for the nearly five decades since then, 
EPA has consistently read the term “such State standards” in 209(b)(1)(B) to refer to the 
California program as a whole.  See, e.g., 37 Fed. Reg. 17458 (1972) (“The California State 
emission standards applicable to 1973 and 1974 model year light-duty vehicles, when considered 
as a total regulatory program . . . are required to meet California’s compelling and extraordinary 
conditions”).368  

Notably, the pre-1977 decisions applied the prior version of the statute, which provided that 
“[t]he Secretary shall. . . waive application of this section to [California] . . . unless he finds that 
such State does not require standards more stringent than applicable Federal standards to meet 
compelling and extraordinary conditions.”369  As described here, EPA read even that precursor 
provision to ask only whether California needed a separate vehicle emissions program.  And in 
1977, Congress recognized that, “[i]n general, the Environmental Protection Agency has liberally 
construed the waiver provision so as to permit California to proceed with its own regulatory 
program.” H. Rpt. 95-294 at 301.  Congress then chose to “ratify and strengthen the California 
waiver provision,” id., “to broaden and strengthen the State of California’s authority to prescribe 
and enforce separate new motor vehicle emission standards,” id. at 23.  Congress thus revised 
Section 209 to remove any ambiguity in the prior version, and to codify EPA’s historical 
interpretation.  EPA cannot override Congress’s directive. 

 
367 California State Motor Vehicle Pollution Standards; Notice of Decision Denying a Waiver of Clean 
Air Act Preemption for California’s 2009 and Subsequent Model Year Greenhouse Gas Emission 
Standards for New Motor Vehicles, 73 Fed. Reg. 12,156, 12,161 (Mar. 6, 2008).  
368 See also 49 Fed. Reg. 18,887, 18,890 (May 3, 1984) (209(b)(1)(B) “inquiry concerns whether 
‘compelling and extraordinary conditions’ exist that justify California's continued need for its own mobile 
source emissions control program”); 51 Fed. Reg. 31,173 (Sept. 2, 1986) (“California continues to have 
compelling and extraordinary conditions which require its own program, and, thus, I cannot deny the 
waiver on the basis of the lack of compelling and extraordinary conditions”); 52 Fed. Reg. 20,777 (June 
3, 1987) (same); 53 Fed. Reg. 7021 (Mar 4, 1988) (same); 53 Fed. Reg. 7022 (Mar. 7, 1988) (same); 54 
Fed. Reg. 6447 (Feb. 10, 1989) (same); 55 Fed. Reg. 43,028 (Oct. 25,1990) (same); 57 Fed. Reg. 24,788 
(June 6, 1992) (same); 58 Fed. Reg. 4166 (Jan. 13, 1993) (same); 59 Fed. Reg. 48,625 (Sept. 13, 1994) 
(same); 69 Fed. Reg. 60,995 (Oct. 14, 2004) (same); 70 Fed. Reg. 50,322, 50,323 (August 26, 2005) 
(same); 71 Fed. Reg. 78,190, 78,192 (Dec. 28, 2006) (same); 81 Fed. Reg. 95,982, 95,986 (Dec. 29, 2016) 
(“EPA affirms California’s need for its new motor vehicle emissions program as a whole, to meet 
compelling and extraordinary conditions.”). 
369 P.L. 90-145 § 208(b).   
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Indeed, other than the NPRM, the only other departure from this reading was EPA’s 2008 
decision denying California a waiver for GHG standards.370  And even that decision was later 
reversed in a decision in which EPA recognized that its departure from the traditional reading of 
the statute was incorrect, and returned to that reading.371   

Now, the agency attempts to reject the very reasoning underlying its prior grant, and to revoke 
the waiver on this ground.  EPA cannot do so for the reasons described below.  Moreover, EPA 
has failed to comprehensively identify the analysis it previously relied upon in its prior 2009 and 
2013 grants of a waiver for California’s GHG standards, and explain why EPA is now rejecting 
the reasoning underlying its prior grant.  For example, in 2009 EPA cogently explained that (1) 
the most straightforward reading of this provision called for considering California's need for a 
motor vehicle program as a whole, (2) the interpretation adopted in 2008 improperly placed too 
much reliance on drawing a negative inference from the legislative history, that Congress’ 
discussion of local factors causing air pollution problems like ozone meant that Congress 
implicitly also intended to prohibit California from addressing global air pollution problems, and 
(3) such a negative inference of implied Congressional intent was contrary to the primary and 
explicit thrust of Congress’ intent in the legislative history - providing California the broadest 
possible discretion in developing its motor vehicle program, avoiding the problems associated 
with more than one State program, and obtaining for the nation the potential benefits from 
innovation by having a separate California program.  EPA also explained that many air pollution 
problems do not occur in isolation, and have major global or national characteristics, as is the 
case with both ozone and PM.  It is not accurate to draw an overly-simplified distinction, 
labeling some air pollution problems as local or regional and others as global.  74 FR 32744 
(July 8, 2009), at 32761-762.  While we discuss these issues below, in addition to responding to 
our comments EPA has a separate obligation to fully identify and justify its change from each of 
the elements of its prior, well-reasoned analysis. 

b. The plain text of the statute demonstrates that “such State standards” 
refers to the California program as a whole. 

i. The word “such” refers to the antecedent plural term “the State 
standards” which must be considered “in the aggregate” in 209(b). 

“Since ‘such’ is a qualifying word … , its meaning is ordinarily derived from the last antecedent” 
usage of the qualified noun.372  The last antecedent use of “standards” in Section 209(b) is the 
provision requiring that California must determine that “the State standards will be, in the 
aggregate, at least as protective of public health and welfare as applicable Federal standards.”373   
For decades, EPA has consistently recognized this fact.  In 1984, the Administrator observed that  

 
370 California State Motor Vehicle Pollution Control Standards; Notice of Decision Denying a Waiver of 
Clean Air Act Preemption for California’s 2009 and Subsequent Model Year Greenhouse Gas Emission 
Standards for New Motor Vehicles, 73 Fed. Reg. 12,156 (Mar. 6, 2008).   
371 California State Motor Vehicle Pollution Control Standards; Notice of Decision Granting a Waiver of 
Clean Air Act Preemption for California’s 2009 and Subsequent Model Year Greenhouse Gas Emission 
Standards for New Motor Vehicles, 74 Fed. Reg. 32,744, 32,761 (Jul. 8, 2009).   
372 New England Power Co. v. Fed. Energy Regulatory Com., 571 F.2d 1213, 1225 (D.C. Cir. 1977). 
373 42 U.S.C. § 7543(b). 
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if Congress had intended a review of the need for each individual standard under 
(b)(1)(B), it is unlikely that it would have used the phrase "… does not need such 
state standards" (emphasis supplied), which apparently refers back to the phrase 
"State standards … in the aggregate," as used in the first sentence of section 
209(b)(l), rather than to the particular standard being considered.374  

And because “such” refers to “standards . . . in the aggregate”, the term “standards” in 
209(b)(1)(B) must refer to more than one state standard – a fact which even EPA concedes.  See 
83 Fed. Reg. at 43246 (“it is clear that ‘such State standards’ refers at least to all of the standards 
that are the subject of the particular waiver request before the Administrator”).375   

That the phrase refers to the term as used in 209(b)(1) finds support in the fact that the word 
“such” is also used elsewhere in the same clause.  And "identical words used in different parts of 
the same act are intended to have the same meaning.” See Gustafson v. Alloyd Co., 513 U.S. 561, 
570 (1995).  This is especially true when the same word is used twice within the same provision.  
Clark v. Martinez, 543 U.S. 371, 378, 386 (2005) (holding that giving the same words different 
meaning is a “dangerous”  method of statutory interpretation).  

The first two words of 209(b)(1)(B) refer to “such State.”  That is, the clause requires that EPA 
must deny a waiver if it finds that “such State does not need such State standards to meet 
compelling and extraordinary conditions.” (emphasis added).  This phrase “such State” cannot 
have any meaning unless “such” is read to refer to an antecedent use of the word “State” in the 
statute.  And the antecedent uses in the statute all lead back to the phrase “any State which has 
adopted standards . . . for the control of emissions from new motor vehicles or new motor vehicle 
engines prior to March 30, 1966” – e.g., California.  And neither EPA nor anyone else has ever 
read the phrase “such State” to refer to anything else.376  Thus, the phrase “such State” 
demonstrates that the word “such” is used in section 209(b)(1)(B) to refer to the antecedent 
usage of the qualified noun.  As described above, this then means that “such State standards” 
necessarily refers to the “the State standards” which must be considered “in the aggregate” and 
not to any other extrinsic meaning, such as “the specific State standard for which California 
requests a waiver at a given time.” 

Moreover, consistent with EPA’s long-standing interpretation,377 “the State standards” must refer 
to the California program as a whole. If the term were read to refer to only the specific State 
standard subject to a given waiver application, it would not be possible for either the State or the 
Administrator to weigh whether the standards “in the aggregate” are at least as protective as 
Federal standards.  Thus, the only reasonable reading is that the term “such State standards” 
refers back to the full slate of California motor vehicle emissions standards – not the specific 
State standard which is the subject of a given waiver application.  

 
374 California State Motor Vehicle Pollution Control Standards; Waiver of Federal Preemption Notice of 
Decision, 49 Fed. Reg. 18,887, 18,890 (May 3, 1984) (emphasis in original). 
375 Notwithstanding this concession, EPA argues (inconsistently and incorrectly) that “such” may in fact 
refer to the singular “standard” in 209(a), as described below. 
376 See, e.g., 83 Fed. Reg. at 43,240 (“section 209(b)(1) of the Act requires the Administrator . . . to waive 
application of the prohibitions of section 209(a) to California”). 
377 See 49 Fed. Reg. at 18,887. 

https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-109945857-1187675988&term_occur=16&term_src=title:42:chapter:85:subchapter:II:part:A:section:7543
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-388863167-1187675988&term_occur=17&term_src=title:42:chapter:85:subchapter:II:part:A:section:7543
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-388863167-1187675988&term_occur=17&term_src=title:42:chapter:85:subchapter:II:part:A:section:7543
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ii. “Such” cannot refer to section 209(a)  

Notwithstanding the foregoing, and notwithstanding the agency’s long-standing 
acknowledgement that “such” here refers back to “the State standards . . . in the aggregate,” see 
49 Fed. Reg. at 18890, the agency now attempts to inject uncertainty by suggesting that “such” 
might instead refer to the singular “standard” in 209(a).378  209(a) provides that “[n]o State or 
any political subdivision thereof shall adopt or attempt to enforce any [motor vehicle emissions] 
standard[.]”379   

EPA’s suggestion suffers several fatal flaws.  First, EPA offers no basis on which to override the 
canon that “such” refers to the last antecedent, and not to whatever previous use of the word EPA 
finds most convenient.  EPA cannot overwrite binding precedent regarding statutory construction 
by simply waving its hand. 

Second, EPA’s proposed reading would cause each use of the word “such” in 209(b)(1)(B) to 
have a different meaning.  As described above, all parties acknowledge that the phrase “such 
State” in 209(b)(1)(B) refers to the state described in 209(b)(1)(B) - that is, California.  If the 
word “such” here were to refer to 209(a) instead, 209(b)(1)(B) would refer to those states not 
subject to waiver under 209(b)(1).  Such a reading would render 209(b)(1)(B) nonsensical and 
contrary to the fact that 209(b)(1)(B) applies only to California - a fact which all parties 
recognize.  To avoid this absurd result, EPA appears to propose to interpret that the first instance 
of “such” in 209(b)(1)(B) refers to the last antecedent use of “state” in 209(b)(1), but that the 
second instance of “such” skips past the last antecedent use of “standards” in 209(b)(1) and 
points instead to a use of the term “standard” in 209(a).  EPA cannot bifurcate the word “such” 
to have two different meanings in the same clause.380  

Moreover, even if this bifurcation were permissible, which it is not, EPA’s proposed 
interpretation would nevertheless fall apart, as the word “standard” in 209(a) describes what 
states cannot do - namely, adopt even one single emissions standard, whereas 209(b) refers to 
what California can do - namely, adopt emissions “standards” in the plural.  209(b)(1)(B) must 
logically refer only to what California can do, and therefore must refer to 209(b)(1).   

Finally, even EPA is unable to accept the limitations that its proposed interpretation would 
impose.  In the same breath with which EPA suggests that 209(a) supports interpreting 
209(b)(1)(B) to refer to a standard in the singular, the agency observes that EPA considers 
California’s applications for “package[s] of standards . . . as it receives them, individually.”381   
And EPA states that “it is clear that ‘such State standards’ refers at least to all of the standards 

 
378 See 83 Fed. Reg. at 43,246. 
379 42 U.S.C. § 7543(a). 
380 That “such” refers to 209(b)(1) is further supported by the parallel language regarding non-road 
vehicles in 209(e), which is itself modeled after the language in 209(b).  The 209(e) provision parallel to 
209(b)(1) refers to “the California standards,” 209(e)(2)(A), and the provision parallel to 209(b)(1)(B) 
refers to “such California standards,” 209(e)(2)(A)(ii).  There is no other antecedent use of “California 
standards” to which 209(e)(2)(A)(ii) could conceivably be referring to.  This structure of 209(e) 
demonstrates that “standards” in 209(b)(1)(B) refers to “standards . . . in the aggregate” in 209(b)(1), and 
not to “any standard” in 209(a).   
381 83 Fed. Reg. at 43246 (emphasis altered). 

https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-80204913-1994273617&term_occur=317&term_src=title:42:chapter:85:subchapter:II:part:A:section:7543
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that are the subject of the particular waiver request before the Administrator.”382  EPA offers no 
explanation for how “any standard” in 209(a) could be read to refer both to a single California 
standard and to “a package” of standards adopted by California.   Again, the term “any standard” 
cannot have two meanings at once.  To the contrary, the only term which could even plausibly 
refer to a “package of standards” is the plural “standards” in 209(b)(1).  And, as shown below, 
that clause refers not to a single package, but to the California program as a whole.  Moreover, 
also as shown below, even if it did refer to a single package, EPA would not have authority 
under 209(b)(1)(B) to deny a waiver only for a particular standard within that package. 

iii. EPA cannot ignore that the statute deliberately uses the plural 
“standards.” 

EPA also attempts to inject ambiguity by disregarding the statute’s use of the plural “standards” 
as meaningless.  See 83 Fed. Reg. at 43246 (suggesting that “the use of the plural term 
‘standards’ [does not] definitively answer the question of the proper scope of EPA’s analysis, 
given that the variation in the use of singular and plural form of a word in the same law is often 
insignificant and a given waiver request typically encompasses multiple ‘standards.’”).  EPA’s 
position is again contrary to decades-long agency precedent.  See 49 Fed. Reg. at 18890 (1984) 
(EPA observing that “[t]he use of the plural, i.e., ‘standards,’ further confirms that Congress did 
not intend EPA to review the need for each individual standard in isolation”). 

As support for its (unacknowledged) change in position, EPA cites to 1 U.S.C. § 1, which the 
agency describes as providing that ‘‘[w]ords [in Acts of Congress] importing the singular include 
and apply to several persons.’’383  But EPA omits the key provision of the statute, which 
describes that the canons of construction listed therein apply only “unless the context indicates 
otherwise.”  1 U.S.C. § 1; see also Life Techs. Corp. v. Promega Corp., 137 S. Ct. 734, 742 
(2017).  And the Supreme Court has held in instances when Congress used both the plural and 
singular of the same term within a statute, the use of the plural meant plural, and the use of the 
singular meant singular.  See Life Techs., 137 S. Ct. at 742. 

As in Life Techs, Congress methodically employed the use of both the singular and plural in 
section 209.  Section 209(a) prohibits states from adopting “any standard.”384  And Section 
209(b)(2) provides that “[i]f each State standard is at least as stringent as the comparable 
applicable Federal standard, such State standard shall be deemed to be at least as protective of 
health and welfare as such Federal standards[.]”385  That Congress used the singular “standard” 
in each of these instances demonstrates that, had Congress likewise intended EPA to consider the 
need for each individual standard under 209(b)(1)(B), Congress would have directed as much by 
using the singular “standard” there also.  It did not.  It used the plural, demonstrating that 
209(b)(1)(B) is meant as a test only for whether California needs a separate vehicle emissions 
program, and not whether California needs any particular standard. 

But EPA fails to acknowledge the varied uses of singular and plural in section 209, and instead 
ignores context entirely.  EPA simply suggests that the use of the plural in other statutes is 

 
382 Id. 
383 83 Fed. Reg. at 43246 n.576.   
384 42 U.S.C. § 7543(a) (emphasis added). 
385 42 U.S.C. § 7543(b)(2) (emphasis added).     
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“often” insignificant.386  That the plural may be insignificant in other statutes does not inform 
whether the context of 209(b) dictates that it is insignificant there.  Contrary to EPA’s newfound 
position, the four corners of 209(b) demonstrate that Congress intended the prohibition to apply 
to even one “standard” in the singular, but that California may adopt “standards” in the plural.  It 
is these “standards” to which 209(b)(1)(B) refers.  In context, the plural “standards” can only 
refer to California’s program as a whole.   

In sum, the word “such” in “such State standards” can only refer to the California standards to be 
considered “in the aggregate,” and therefore must refer to California’s program as a whole.  
EPA’s attempts to circumvent the plain meanings of the word “such” and the plural word 
“standards” fail.  

iv. Reading “such State standards” to refer to the entire California program 
is the only way to ensure California’s ability to adopt State standards 
equal to the federal standards in either stringency or protectiveness. 

Section 209(b) expressly allows California to adopt an individual State standard that is “at least 
as” stringent than the corresponding Federal standard, and to adopt less stringent standards so 
long as the California program is “at least as” protective as the Federal program.387  The phrase 
“at least as” in both instances must be accorded its common meaning.  See Perrin v. United 
States, 444 U.S. 37, 42 (1979) (“unless otherwise defined, words will be interpreted as taking 
their ordinary, contemporary, common meaning.”).  The common meaning of “at least as” is “not 
less than.”388  Therefore, 209(b) allows California to adopt standards either equal in stringency to 
the Federal standards, or standards which are less stringent individually but equally protective 
“in the aggregate.” 

But this ability to adopt both equally stringent and equally protective standards would be 
nullified by reading the statute as directing the Administrator to apply 209(b)(1)(B) to each State 
standard individually, insofar as under that reading California would be required to show an 
isolated “need” to have standards which provide either no or negative incremental stringency, 
and either no or negative incremental protectiveness, relative to the Federal standards.389  
Considering only that one standard in isolation would seem to cause California to inevitably fail 
this test.  For example, when California adopted CO standards less stringent than the 
corresponding federal standard, it did so to enable NOx standards more stringent than the Federal 
standards, as described above.  Demonstrating need for the more lenient CO standard would 
require either: a) considering the CO standard and the NOx standard together in an “aggregated” 
analysis; or b) determining that the “need” for a standard for one pollutant may be to enable 
reduced impacts from an altogether different pollutant.  But the former would be impermissible 
if “such State standards” refers only to each particular standard in isolation, as EPA proposes; 
and the latter would forbid EPA from revoking California’s GHG waiver in this instance unless 

 
386 83 Fed. Reg. at 43,246.   
387 42 U.S.C. § 7543(b)(1) & (2); see also 83 Fed. Reg. at 32247 n. 579.   
388 Oxford Dictionaries, “At Least”, available at https://en.oxforddictionaries.com/definition/at_least 
(accessed October 17, 2018).  
389 § 7543(b); see H. Rpt. 95-294 at 302 (1977) (describing that the “in the aggregate” test was designed 
to allow California to adopt some standards less stringent that the Federal corollary).   
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EPA impermissibly bifurcates the meaning of the statutory term “need” from its plain meaning, 
and from EPA’s historical interpretation thereof.   

As to the first possibility – EPA has historically (and correctly) acknowledged that it cannot read 
the statute to allow it to consider multiple standards as a package if one standard enables the 
other, but to read it as requiring consideration of particular standard on a case-by-case basis in all 
other circumstances.390  The only instance in which EPA took a contrary position was in the 
later-reversed decision to deny California a waiver for GHG regulation in 2008.391  Therein, EPA 
suggested that “it is not implausible to think … that the less stringent CO standards should be 
considered with respect to the ozone problem when evaluating compelling and extraordinary 
conditions, not the CO problem, as ozone control was the purpose of the less stringent CO 
standard.”392   

In the NPRM, however, even EPA abandons any attempt to meaningfully defend the notion that 
it could consider multiple standards together when one standard is less stringent than the Federal 
standard, but could only consider each particular standard individually in all other applications.  
Although EPA acknowledges its prior stance that this bifurcated reading of the statute would be 
“inconsistent,” the agency then simply asserts – without analysis or argument – that “EPA 
proposes to determine that the balance of textual, contextual, purposive, and legislative history 
evidence at minimum supports the conclusion that it is ambiguous whether the Administrator 
may consider whether California needs the particular standard or standards under review to meet 
compelling and extraordinary conditions.”393     

But even if EPA were correct that the statute were ambiguous (which it is not), the agency itself 
has acknowledged that its proposed interpretation requires it to read the statute differently in 
different factual contexts.394  As described in detail below, even an ambiguous statute cannot be 
a chameleon in this manner.  United States v. Santos, 553 U.S. 507, 522-23 (2008) (plurality) 
(superseded by statute on other grounds) (emphasis in original) (“[T]he same word, in the same 
statutory provision, [cannot have] different meanings in different factual contexts.”).  Against 
this fundamental principle of statutory interpretation, “State standards” in 209(b)(1)(B) cannot 
mean both “the California program” and “each particular standard” depending on factual context 
– it must mean one or the other, always.  The only reading that would allow EPA to consider 
both a less stringent and a more stringent standard together under the “need” prong of 
209(b)(1)(B) is the reading in which “State standards” refers to California’s full set of standards - 
that is, to its separate vehicle emissions program as a whole - and not to a particular standard in 
isolation.  Therefore, “such State standards” in 209(b)(1)(B) must refer to California’s program 
as a whole.      

One could, of course, alternatively suggest that even if “such State standards” refers to each 
particular standard individually, EPA could still approve a less stringent standard through the 

 
390 See 49 Fed. Reg. at 18,890 n.24 (May 3, 1984).  
391 See 73 Fed. Reg. at 12,161.  
392 Id. 
393 83 Fed. Reg. at 43247 (emphasis in original). 
394 See 74 Fed. Reg. at 32761 (“The text of [209(b)(1)(B)] . . . provides no indication other than Congress 
intended a single interpretation for this provision, not one that varied based on the kind of air pollution 
problem at issue.”) 
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“need” test in 209(b)(1)(B).  That is - the thinking would go - even if the CO standard were 
considered in isolation, California could “need” a less stringent CO standard to enable reductions 
of other pollutants.   

However, even if it is intuitive that California could “need” a less stringent standard to cause the 
overall regime to be more protective, California would have to show “need” for an equally or 
less stringent standard that causes merely equal protectiveness to preserve the meaning of “at 
least as” in the protectiveness clause.  And the only way to preserve California’s ability to do so 
is to read “need” as being satisfied by California’s judgment that its standards might provide 
some benefit beyond that of the Federal standards.395  That reading is both consistent with EPA’s 
prior practice and forestalls EPA from denying a waiver for California’s GHG program.  

Consistent with the plain text of the statute, and as described in more detail below, EPA has 
consistently deferred to California’s judgment as to whether particular stringencies of standards 
within its regulatory program are “needed,” and, indeed, has deferred to California regarding 
whether the State “needs” to address individual pollutants at all, even approving California’s 
decision to regulate apparently “harmless” emissions.396  Indeed, EPA interpreted the waiver 
provision to require deference to California regarding need even under the pre-1977 version of 
the statute.  And in 1977, Congress affirmed EPA’s historical application of 209(b), observing 
that “[i]n general, the Environmental Protection Agency has liberally construed the waiver 
provision so as to permit California to proceed with its own regulatory program,”397 and 
choosing in response to “ratify and strengthen the California waiver provision,”398 so as “to 
broaden and strengthen the State of California’s authority to prescribe and enforce separate new 
motor vehicle emission standards”.399  In accordance with Congress’s ratification of its reading 
of the term “need,” EPA has continued to reject applying a heightened “need” standard even 
where California standards are identical to the corresponding Federal standard, observing that 
“California may adopt a set of . . . standards identical to Federal standards, so that California can 
implement its own vigorous enforcement program.”400   

 
395 That California, and not EPA, is to decide which specific standards it “needs” is also demonstrated by 
the legislative history describing that California is empowered to choose to regulate emissions which EPA 
does not choose to regulate.  See H. Rpt. 90-728 at 21 (describing that 209(b) allows California to 
“establish . . . standards applicable to emissions not covered by Federal Standards”); accord 38 N.J.R. 
497(b) at comment 585 (describing EPA decision document granting waiver for pollutants not federally 
regulated under section 202 pollutants).  Without deference regarding “need” for specific standards, EPA 
could force its own judgment about which particular standards are “needed” upon California,  therefore 
eviscerating California’s ability to regulate more broadly than EPA. 
396 See California state motor vehicle pollution control standards, waiver of federal preemption, 43 Fed. 
Reg. 25,729, 25,735 (June 14, 1978). 
397 H.R. Rep. 95-294 at 301 (1977). 
398 Id. 
399 Id. at 23. 
400 California State Motor Vehicle Pollution Control Standards, Waiver of Federal Preemption, 43 FR 
998, 1000 (Jan. 5, 1978).   
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In the waiver applications for California’s current GHG standards, California demonstrated that 
GHG standards will impact local ozone conditions.401   EPA has acknowledged the same fact by, 
e.g., expressly observing that climate change “can also increase the formation of ground-level 
ozone.”402  California has therefore demonstrated that GHG standards will impact local ozone 
conditions, which even EPA agrees are “compelling and extraordinary conditions” warranting 
regulation by California.  Therefore, under that statutorily-mandated meaning of the term “need” 
(and EPA’s consistent historical interpretation of that term), even assuming that EPA were 
correct that GHGs do not qualify as “compelling and extraordinary conditions” (which it is not, 
as shown below), EPA is nevertheless bound to defer to California’s judgment that the State 
“needs” GHG standards, at the very least, to address ozone conditions.  

This connection is even more direct for the ZEV program, which program is and has for decades 
been primarily intended to address criteria emissions, as described in more detail below.403  EPA 
purports to undermine this historic fact by asserting that California’s most recent waiver 
application for the ZEV program stated that the program has no criteria emissions benefit 
because, under LEV III, the fleet would “become cleaner regardless of the ZEV regulation 
because manufacturers would adjust their compliance response to the standard by making less 
polluting conventional vehicles.”404  But the agencies selectively omit the very next sentence of 
California’s application, which continues, “[h]owever, since upstream criteria and PM emissions 
are not captured in the LEV III criteria pollutant standard, net upstream emissions are reduced 
through the increased use of electricity and concomitant reductions in fuel production.”405  
Moreover, the agency omits the fact that California’s application also observed that “[t]he ZEV 
regulation does not provide GHG emission reductions in addition to the LEV III GHG regulation 
given that ZEV emissions are included in determining compliance with the GHG standard.”406  
Conveniently ignoring that the ZEV standards have the same (zero) effect on near-term criteria 
and GHG emissions, the agencies suggest that CARB identified the overarching purpose of the 
ZEV standard as “to move advanced, low GHG vehicles from demonstration phase to 
commercialization.”407  But, in fact, CARB noted that it is committed “to meeting California’s 
long term air quality and climate change reduction goals through commercialization of ZEV 
technologies.”408 

 
401 See 73 Fed. Reg. at 12163 (discussing arguments that climate change affects localized ozone 
pollution). 
402 California State Motor Vehicle Pollution Control Standards; Greenhouse Gas Emissions From 2014 
and Subsequent Model Year Medium and Heavy-Duty Engines and Vehicles; Notice of Decision, 81 Fed. 
Reg. 95,982, 95,987 n.32 (Dec. 29, 2016). 
403 See Emission Standards for Clean-Fuel Vehicles and Engines, Requirements for Clean-Fuel Vehicle 
Conversions, and California Pilot Test Program, 59 Fed. Reg. 50042, 50047 (Sept. 30, 1994) (observing 
that “CARB defines a ZEV as:  . . . any vehicle which is certified . . . to produce zero emissions of any 
criteria pollutants under any and all possible operational modes and conditions.”). 
404 83 Fed. Reg. at 43,238. 
405 EPA-HQ-OAR-2012-0562-0004 at 16. 
406 Id. 
407 83 Fed. Reg. at 43,242. 
408 EPA-HQ-OAR-2012-0562-0004 at 2 (emphasis added); see also id. at 22 (describing a “primary 
objective” as “ZEV technology commercialization and long-term GHG and criteria emission goals”). 
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In other words, EPA’s characterization of ZEV takes out of context a statement that, read 
correctly, simply acknowledges that the ZEV program mandates that automakers must take a 
specific compliance pathway (zero-emissions vehicles) for a portion of the fleet as part of their 
obligation to meet the fleet-wide average standards for both criteria and GHG emissions for the 
purpose of promoting long-term emissions reductions in both categories.409  ZEV is thus a 
component of the ACC program’s standards for both criteria and GHG emissions, but it does not, 
considered alone, reduce tailpipe emissions of either category of pollutants in the near term.  And 
for criteria pollutants, this has always been true.  The agencies’ suggestion that the purpose of the 
ZEV program somehow changed in 2012 is flatly incorrect. 

Regardless, perhaps recognizing that even the near-term criteria impacts of GHG and ZEV 
standards satisfy the plain statutory meaning of the word “need,” in its 2008 decision and again 
here EPA has proposed to apply a heightened burden for California to show “need” in the 
context of GHG standards alone.  In 2008, EPA dismissed any impact on ozone as irrelevant, 
suggesting that the “need” test must prohibit any standard that does not address the “fundamental 
causal factor” of local pollution conditions in California.410  Now, EPA proposes that “need” 
requires that California must demonstrate that a standard have a “meaningful impact” on 
conditions,411 and thereby dismisses California’s claims that ozone impacts warrant GHG 
regulations.412   

Attributing either of these definitions to the word “need” is contrary to the statutory directive 
described above.  Again, the statute directs that California may adopt standards merely equal to 
the otherwise-applicable Federal standards in both stringency and protectiveness - that is, EPA is 
expressly required to approve California standards even if those standards may have no 
incremental benefit.  Raising the “need” standard to require a showing of “meaningful impact” is 
directly at odds with this statutory requirement, and would effectively rewrite the statute to 
require that California’s standards be “more” protective than Federal standards, rather than “at 
least as” protective.  EPA cannot rewrite the statute. 

And, again, not only does EPA’s proposed reading depart from the statutory text, it departs from 
EPA’s long-standing (and correct) practice of complying with the statutory directive by deferring 
to California’s judgment on this question, as highlighted by those instances in which EPA has 

 
409 See California State Motor Vehicle Pollution Control Standards; Within the Scope Determination and 
Waiver of Preemption Decision for Amendments to California's Zero-Emission Vehicle (ZEV) Standards, 
76 Fed. Reg. 61095, 61096 (Oct. 3, 2011) (“the 2008 ZEV amendments establish . . . a single compliance 
strategy or set of requirements that all large volume manufacturers are required to follow”). 
410 See 73 Fed. Reg. at 12,161, 12,162.  In 2008, EPA also rejected California’s observation that GHG 
standards would reduce upstream emissions.  73 Fed. Reg. at 12163.  But even EPA itself has historically 
justified regulation under section 202 due in part to upstream benefits.  See, e.g., Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards; Final Rule, 75 
Fed. Reg. 25324, 25497-98 (May 7, 2010) (EPA observing that “[r]educing tailpipe 209(b) CO2 
emissions from light-duty cars and trucks through tailpipe standards . . . will result in reduced fuel 
demand and reductions in the emissions associated with all of the processes involved in getting petroleum 
to the pump,” and quantifying those reductions).  California likewise has authority to consider those 
benefits under 209(b).  
411 See 83 Fed. Reg. at 43,248. 
412 Id. at 43,249. 
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approved California standards less stringent than or identical to the Federal standards.  For 
example, in approving a less stringent CO standard to enable a more stringent NOx standard, 
EPA did not consider whether the “fundamental causal factor” of NOx pollution was the CO 
standard (and such an inquiry would inevitably be answered “no”); nor did EPA attempt to 
weigh whether the decreased CO standard would have a “meaningful impact” on NOx pollution.  
See 43 Fed. Reg. at 25,736 (“arguments [regarding the need for these standards and the wisdom 
of California’s emissions control strategy] are not grounds for denying California a waiver.”).  
Similarly, in approving a State standard identical to the Federal standard to afford California the 
opportunity to adopt a “vigorous enforcement regime,”  EPA did not consider whether that 
opportunity would meaningfully (or even marginally) impact emissions.413  Neither has EPA 
ever undertaken such an inquiry for any other California standards (other than the GHG 
standards in the later-reversed 2008 decision, and again now).  Instead, EPA has correctly 
observed that “[a]rguments concerning the wisdom of California’s actions with regard to motor 
vehicles, … the marginal improvements in air quality that will allegedly result, and the question 
of whether these particular standards are actually required by California all fall within the broad 
area of public policy . . . [left] to California’s judgment.”414  EPA’s attempt to now rewrite the 
meaning of the word “need” is yet another effort to turn the statute into a chameleon.  Again, 
EPA cannot have it both ways. 

v. “Such State Standards” in section 209(b)(1)(B) does not refer to only a 
subset of standards within California’s program. 

EPA suggests that, even if 209(b)(1)(B) refers to multiple standards, that section could refer to 
any of: “the standards in the entire California program, the program for similar vehicles, or the 
particular standards for which California is requesting a waiver under the pending request.”415  
EPA is wrong.  209(b)(1)(B) can only refer to the California program as a whole.416   

First, and again, Congress ratified and codified EPA’s traditional interpretation that “such State 
standards” refers to California’s vehicle emissions program as a whole both through the section 
209(b) revision and re-codification in 1977, and through incorporation of language virtually 
identical to 209(b)(1)(B) into section 209(e) in 1990.    

 
413 43 Fed. Reg. at 1000.  
414 California State Motor Vehicle Pollution Control Standards, Waiver of Federal Preemption, 41 Fed. 
Reg. 44,209, 44,210 (Oct. 7, 1976).  See also California State Motor Vehicle Pollution Control 
Standards, Waiver of Federal Preemption, 43 Fed. Reg. 15,490, 15,493 (Apr. 13, 1978) (“that these 
standards might not have a net beneficial health effect . . .  [is] not [a] ground[] for denying California a 
waiver.”); 43 Fed. Reg. at 25,735 (decisions “whether to regulate [harmless] emissions” must be left to 
California’s judgment); 49 Fed Reg at 18,891 (“it is not necessary for CARB to quantify the exact 
emissions benefits its new standards will create when it is clear that its standards are significantly more 
stringent than the corresponding Federal . . . standards and thus will result in greater emission 
reductions.”). 
415 83 Fed. Reg. at 43,246.  
416 Note that here EPA suggests the phrase “such State standards” could refer to “the standards in the 
entire California program.”  Even this suggestion is incorrect.  209(b)(1)(B) concerns “the need for 
[California’s] own motor vehicle emission control program,” see 59 FR 46,978 (Sept. 13, 1994), not the 
need for all of the standards in that program.  
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Second, even if such State standards could somehow refer to “the particular standards for which 
California is requesting a waiver under the pending request” or to “the program for similar 
vehicles,” control of which particular standards are presented in one request, or which standards 
apply to “similar vehicles,” falls to California.  And if EPA must consider only the request as a 
whole, EPA would still be unable to reject only one standard within that request under 
209(b)(1)(B), for reasons described in the next section.  Therefore, even EPA’s alternate 
interpretations would forbid EPA from denying a waiver for only particular standards within the 
vehicle emissions program. 

vi. Through section 209(e), Congress again ratified and codified EPA’s long-
standing interpretation that the “compelling and extraordinary” 
requirement concerns only California’s vehicle emissions program as a 
whole.  

In the 1990 Clean Air Act amendments, Congress added section 209(e)(2), which is a parallel 
provision to 209(b).417  Section 209(e) provides that EPA  “shall . . . authorize California to 
adopt and enforce standards and other requirements relating to the control of emissions from 
[nonroad] vehicles or engines.”418  And, just as in 209(b)(1)(B), 209(e)(2)(A)(ii) provides that 
“[n]o such authorization shall be granted if the Administrator finds that . . . California does not 
need such California standards to meet compelling and extraordinary conditions.”  The language 
of 209(e)(2)(A)(ii) language is identical to section 209(b)(1)(B), save for substitution of the word 
“State” in 209(b)(1)(B) for the word “California” in 209(e).  

“Congress is presumed to be aware of an administrative or judicial interpretation of a statute and 
to adopt that interpretation when it reenacts a statute without change.”  Lindahl v. Office of Pers. 
Mgmt., 470 U.S. 768, 782 n.15 (1985).  “So too, where . . . Congress adopts a new law 
incorporating sections of a prior law, Congress normally can be presumed to have had 
knowledge of the interpretation given to the incorporated law[.]”  Id.  Here, Congress adopted 
and reenacted the language of 209(b)(1)(B) into 209(e) with full knowledge of EPA’s traditional 
interpretation that 209(b)(1)(B) asked only whether California needed a separate vehicle 
emissions program.  By copying that language into 209(e), Congress adopted and ratified EPA’s 
traditional interpretation.  

And EPA has acted accordingly.  The agency has consistently (and correctly) acknowledged that 
“such California standards” in 209(e)(2)(A)(ii) refers to California’s mobile emissions program, 
not to particular California standards.  Specifically, EPA has observed that the provision 
“restricts EPA’s inquiry to whether California needs its own mobile source pollution program to 
meet compelling and extraordinary conditions, and not whether any given standards are 
necessary to meet such conditions.”419  That EPA has followed Congress’s ratification and 

 
417 P.L. 101-549 § 213. 
418 42 U.S.C. § 7543(e)(2)(A). 
419 See, e.g., California State Nonroad Engine Pollution Control Standards; Large Spark-Ignition (LSI) 
Engines; New Emission Standards and In-Use Fleet Requirements; Notice of Decision, 80 Fed. Reg. 
76468, 76472 (Dec. 9, 2015); see also 79 Fed. Reg.  6,584, 6,586 (Feb. 4, 2014) (“EPA has observed that 
“In light of the similar language of sections 209(b) and 209(e)(2)(A), EPA has reviewed California’s 
requests for authorization of nonroad vehicle or engine standards under section 209(e)(2)(A) using the 
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codification of the agency’s longstanding interpretation of such State standards in section 209(e) 
demonstrates that EPA cannot now change that interpretation in 209(b)(1)(B).   

vii. The plain meaning of “such state standards” does not nullify 209(b)(1)(b) 

 EPA attempts to undermine the plain text of the statute (as described above) by 
suggesting that reading 209(b)(1)(B) to apply only to California’s program as a whole: 

[L]imits the application of the criterion. Once EPA had determined that California 
needed its very first set of submitted standards to meet extraordinary and 
compelling conditions, it is unclear that EPA would ever have the discretion to 
determine that California did not need any subsequent standards for which it sought 
a successive waiver—unless EPA is authorized to consider a later submission 
separate from its earlier finding.420 

Yet again, this position is both incorrect and contrary to decades of agency precedent.   

As EPA itself has acknowledged, 209(b)(1)(B) imposes a high burden on opponents of a waiver.  
In the agencies’ words, “Congress has made it abundantly clear that the manufacturers would 
face a heavy burden in attempting to show ‘compelling and extraordinary conditions’ no longer 
exist: The Administrator, thus, is not to overturn California's judgment lightly. Nor is he to 
substitute his judgment for that of the State. There must be clear and compelling evidence that 
the State acted unreasonably in evaluating the relative risks of various pollutants in light of the 
air quality, topography, photochemistry, and climate in that State, before EPA may deny a 
waiver.”421  But the fact that Congress imposed a high burden does not mean that section 
209(b)(1)(B) is without any teeth.  

Indeed, as even EPA has acknowledged, “that 209(b)(1)(B) mandates consideration only of 
California’s program as a whole “does not make section 209(b)(1)(B) a nullity[.]”422  This is 
because “conditions in California may one day improve such that it no longer has the need for a 
separate motor vehicle program. The statute contemplates that such improvement is possible.”423   
EPA fails to even mention its prior acknowledgement of this fact in the proposal, and fails to 
explain how and why it has changed its analysis on this issue.  Conditions in California may 
change, which demonstrates that applying 209(b)(1)(B) to the California program as a whole, 
while imposing a high burden in accordance with Congress’s intent to give California broad 
leeway, is not a nullity. EPA cannot defeat the plain text of the statute by suggesting as much. 

 
same principles that it has historically applied in reviewing requests for waivers of preemption for new 
motor vehicle or new motor vehicle engine standards under section 209(b).”)   
420 83 Fed. Reg. at 43246.  
421 See 49 Fed. Reg. at 18890 n.25 (quoting H.R. Rep. 95-294). 
422 74 FR 32744, 32762 (July 8, 2009). 
423 Id.; see also 78 Fed. Reg. 2112, 2128 (Jan. 9, 2013) (same).  



96 
 

c. Because “such State standards” refers to California’s program as a whole, 
EPA cannot invoke 209(b)(1)(b) to revoke a waiver only for a particular 
standard or subset of standards. 

In the proposal, EPA suggests that even if “such State standards” refers to the California program 
as a whole, it may nevertheless deny or revoke a waiver for a particular standard within that 
program which it deems not “needed.”  The agency asserts that “EPA could also review 
California’s GHG standards themselves even where, as in the instant ACC waiver package, the 
waiver request is for a single coordinated package of requirements and amendments that include 
standards designed to address global environmental effects caused by a globally distributed 
pollutant, such as GHGs as well as requirements for a compliance mechanism that could likely 
address both criteria pollutants and GHG emissions[.]”.424  EPA’s suggestion is wrong. 

EPA makes no effort to justify its position based on the text of 209(b)(1)(B), and instead appears 
to assert its position as a mechanism to circumvent the plain language of the statute.  That is, 
EPA simply asserts without any support whatsoever that even if the phrase refers to California’s 
program as a whole (which it does, as described above), EPA can still choose to apply 
209(b)(1)(B) to a particular standard in isolation.  This assertion is contrary to the plain language 
of the statute.  

As EPA has historically noted, the 209(b)(1)(B) inquiry asks only “does California need a 
separate vehicle emissions program.”  And the answer to this question cannot turn on the need 
for a specific standard within that program.  Instead, the question concerns only whether 
California has compelling and extraordinary conditions, and whether a regime providing for two 
separate vehicle emissions programs (Federal and State) will enable California to endeavor to 
remedy those conditions.  Which specific pollutants are covered under California’s regime does 
not alter the outcome of this inquiry as to the program as a whole.  That EPA now proposes to 
find that, in EPA’s judgment, California does not need to regulate GHGs does not affect EPA’s 
longstanding and indisputable conclusion that California does need a separate vehicle emissions 
program to meet compelling and extraordinary conditions.  EPA admits as much.425  In sum, a 
particular standard cannot undermine the need for a separate vehicle emissions program.  This 
common-sense notion is confirmed by historical practice.  EPA has affirmatively determined that 
“decisions on controversial matters of public policy, such as whether to regulate [harmless] 
emissions” must be left to California’s judgment.426   

Moreover, legislative history demonstrates that EPA has historically taken the correct approach.  
Congress was primarily concerned with the number of separate vehicle emissions programs with 
which automakers would be required to comply, and expressly determined that, so long as 
California experienced “compelling and extraordinary” conditions, a structure in which 
automakers faced two separate regulatory requirements was preferable.  See, e.g., S. Rep. 90-403 
(1967) at 33 (describing Congress’s desire that the industry be “confronted with only one 

 
424 See 83 Fed. Reg. at 43,247. 
425 See 83 Fed. Reg. at 42,999 (acknowledging that “California continues to be in widespread non-
attainment with Federal air quality standards” and “[p]arts of California have a real and significant local 
air pollution problem,” but asserting EPA’s conclusion that “CO2 is not part of that local problem”).   
426 See 43 Fed. Reg. at 25,735.  
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potential variation” from the Federal standards, which will “minimize economic disruption”); 49 
Fed. Reg. at 18,890 (“in creating an exception to Federal preemption for California, Congress 
expressed particular concern with the potential problems to the automotive industry arising from 
the administration of two programs.  Therefore . . . the 'need' issue thus went to the question of 
standards in general, not the particular standards for which California sought a waiver in a given 
instance.” (footnotes, quotation, and alterations omitted) (emphasis in original)). 

Provided that the two-program structure was in place, the legislative history demonstrates that 
Congress was not concerned by which specific pollutants California would choose to regulate.  
See H. Rpt. 90-728 at 21 (describing that 209(b) allows California to “establish . . . standards 
applicable to emissions not covered by Federal Standards”); accord 38 N.J.R. 497(b) at response 
to comment 585 (describing EPA decision document granting waiver for pollutants not federally 
regulated under section 202).  To the contrary, congress directed that, if California still needs a 
separate vehicle emissions program, then it shall have the “broadest possible discretion” in 
determining which pollutants will be regulated thereunder.  See H.R Rep. 95-294 at 301-302 
(“The Committee Amendment is intended to ratify and strengthen the California waiver 
provision and to affirm the underlying intent of that provision, i.e. to afford California the 
broadest possible discretion in selecting the best means to protect the health of its citizens and 
the public welfare.”); id. at 23 (Section 209(b) “confers broad discretion on the State of 
California to weigh the degree of health hazards from various pollutants and the degree of 
emission reduction achievable for various pollutants with various emission control technologies 
and standards”); Ford Motor Co. v. Environmental Protection Agency, 606 F.2d 1293, 1303 
(D.C. Cir. 1979) (“the broad thrust of the 1977 amendments … was to expand the deference 
accorded to California.”).  The legislative history demonstrates that, so long as California needs a 
separate vehicle emissions program, EPA has no authority to second-guess which specific 
standards, in EPA’s judgment, California truly needs. 

d. Even if the meaning of “such state standards” were ambiguous, EPA’s 
interpretation is unreasonable. 

Even EPA does not suggest that the plain text compels EPA to engage in a standard-by-standard 
analysis, instead attempting only to inject ambiguity into the statute.  See, e.g., 83 Fed. Reg. at 
43246 (“EPA considers the text of section 209(b)(1)(B) . . . to be ambiguous.”).  To the contrary, 
for the reasons described above, EPA is wrong: the plain text of the statute directs EPA to 
consider only whether California needs a separate vehicle emissions program.  

However, even if the meaning of the phrase were ambiguous, EPA’s interpretation would still be 
unlawful.  First, EPA cannot lawfully read “such State standards” to have two different meanings 
in precisely the same statutory provision.  As described above, EPA does not so much as 
acknowledge that its proposed reading of the phrase “such State standards” in 209(b)(1)(B) 
would itself have two dramatically different and inconsistent meanings.  

The agency itself acknowledges that its proposed interpretation requires it to read the statute 
differently in different factual contexts.  That is, EPA proposes to maintain its long-standing 
reading (California’s program as a whole) as applied to criteria pollutant standards, and a new 
meaning (particular standards), as applied to GHG and ZEV standards.  See 83 Fed. Reg. at 
43247 (“EPA thus, [sic] believes that it is appropriate, in evaluating California’s need for a 



98 
 

waiver under section 209(b)(1)(B), to examine California’s program as a whole to the extent that 
the problem is designed to address local or regional air pollution problems”).   

Even an ambiguous statute cannot be a chameleon.  United States v. Santos, 553 U.S. 507, 522-
23 (2008) (plurality) (superseded by statute on other grounds) (emphasis in original) (“[T]he 
same word, in the same statutory provision, [cannot have] different meanings in different factual 
contexts. To hold otherwise would render every statute a chameleon, and would establish within 
our jurisprudence . . . the dangerous principle that judges can give the same statutory text 
different meanings in different cases." (quotations and citations omitted)); Clark v. Martinez, 543 
U.S. 371, 378 (2005) (“To give these same words a different meaning for each category would 
be to invent a statute”); id. at 386 (calling this a “dangerous” method of statutory interpretation).  
And the agency itself has historically acknowledged that such a bifurcation is wholly 
impermissible.  See 74 Fed. Reg. 32744, 32761 (July 8, 2009) (“The text of [209(b)(1)(B)] . . . 
provides no indication other than Congress intended a single interpretation for this provision, not 
one that varied based on the kind of air pollution problem at issue.”).427  

Further demonstrating that EPA’s approach is impermissible, the agency’s reasoning as to when 
the “particular standard” definition would apply is circular.  EPA purports that because it 
(erroneously) reads the term “compelling and extraordinary conditions” to refer only to so-called  
“local” pollutants with local effects and local causes, an emissions standard addressing a global 
air pollution problem must force the scope of the “such State standards” inquiry to narrow from 
“whole program” to “particular standard,” which inevitably leads back to the question of whether 
the emissions standard addresses “compelling and extraordinary” conditions, which do not 
include global pollutants.428  In other words, whether a standard would survive the test if applied 
only to that particular standard determines whether the test should be applied only to that 
particular standard.  This contorted reasoning demonstrates the lengths EPA has gone to 
eliminate the statutorily-mandated deference it is to afford California to define the contours of its 
own vehicle emissions program. 

Simply, EPA cannot have it both ways.  Either “such State standards” refers to the California 
program as a whole, or it refers to each particular standard.  The agency’s attempt to afford a 
single use of a term both meanings simultaneously is unreasonable.  See United States Dep't of 
the Treasury IRS Office of Chief Counsel Wash. D.C. v. FLRA, 739 F.3d 13, 21 (D.C. Cir. 2014) 
(observing that an agency “ha[d] set forth two inconsistent interpretations of the very same 
statutory term, and thus acted arbitrarily and capriciously.”).  EPA must adhere to the 
unambiguous statutory text, directing it to consider only whether California needs a separate 
vehicle emissions program under 209(b)(1)(B).429   

 
427 See also EPA Ans. Br., D.C. Cir. Case No. 09-1237, Doc. #1262751 (Filed Aug. 26, 2010) at 6 n.1 
(EPA observing that its position would “result[] in a bifurcated interpretation of the statute”). 
428 Of course, even under the agencies’ circular reasoning it could not revoke a waiver for the ZEV 
standard because, as described above, the ZEV standard is - and always has been - expressly designed to 
address long-term criteria emissions. 
429 To be clear, for all of the reasons discussed earlier, it would be unlawful to apply the agency’s 
proposed interpretation to just GHGs, or to apply it more broadly to all pollutants, including criteria 
pollutants.  The fact that the agency attempts to apply it to one and not the other merely demonstrates the 
absurdity of the agencies’ position. 
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2. EPA’s proposed interpretation of the statutory phrase “compelling and 
extraordinary conditions” is wrong.  

EPA proposes to revoke California’s Clean Air Act waiver for GHG and ZEV standards in part 
because the agency now claims, contrary to past determinations, that California does not need 
those standards to meet “compelling and extraordinary conditions.”  Specifically, EPA “is 
proposing to find that GHG emissions impacts cannot be considered ‘compelling and 
extraordinary conditions…’”  83 Fed. Reg. at 43,248.  EPA unlawfully and unreasonably 
interprets “compelling and extraordinary conditions” to mean only “environmental problems 
with causes and effects in California.”  EPA claims climate change due to GHG emissions is not 
a compelling and extraordinary condition, because GHGs assertedly “present global air pollution 
problems.”  83 Fed. Reg. at 43,243.  EPA also reads in a requirement that the “environmental 
problems” at issue, their causes, and the remedy for them must be “particular or unique” to 
California, 83 Fed. Reg. at 43,240,430 or “sufficiently different” from conditions elsewhere, 83 
Fed. Reg. 43,245.  

EPA appears to envision “compelling and extraordinary” conditions as only those which no other 
state experiences, even in part.431  EPA’s position is that receiving a waiver requires conditions 
that are “sufficiently different from the nation as a whole,” and California does not qualify if for 
each of the areas identified as an impact from greenhouse gas pollution, one or even a few states 
also have that kind of problem.  83 Fed. Reg. at 43,249. 

Yet nothing in the phrase “compelling and extraordinary conditions” calls for such a limited 
definition – to the contrary, the plain meaning of the words and the statutory structure dictate the 
opposite conclusion, as does the legislative history.  And EPA has long-recognized that 
California’s problem need not be geospatially unique.432  The statutory language and structure, 
legislative history, and EPA’s past practice undermine EPA’s proposed interpretation.  EPA’s 
proposed interpretation is wrong and unreasonable.  

a. The plain meaning of “compelling and extraordinary conditions” is broad 
and encompasses greenhouse gases and the impacts of climate change. 

EPA’s interpretation – excluding GHG impacts from the term “compelling and extraordinary 
conditions,” and requiring that the conditions at issue (and their causes and solutions) be wholly 
unique to California, such that no other entity experiences any of the same circumstances – is 

 
430 EPA states that California does not need the standards to meet compelling and extraordinary 
conditions “because those standards address environmental problems that are not particular or unique to 
California, that are not caused by emissions or other factors particular or unique to California, and for 
which the standards will not provide any remedy particular or unique to California.”  83 Fed. Reg. at 
43240. 
431 See, e.g., 83 Fed. Reg. at 43249 (“California’s claims that it is uniquely susceptible to certain risks 
because it is a coastal State does not differentiate California from other coastal States such as 
Massachusetts, Florida, and Louisiana,” listing only three similar states but still arguing that California’s 
situation is not “particular or unique”).   
432 See 49 Fed. Reg. at 18,891 (“there is no indication in the language of section 209 or the legislative 
history that California's pollution problem must be the worst in the country, for a waiver to be granted”).  
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inconsistent with the plain meaning of the phrase “compelling and extraordinary conditions,” and 
is uninformed by previous courts’ considerations of similar statutory language and terminology. 

First, these terms are plainly broad.  While Congress did discuss California’s smog problem 
during discussion and debate of the waiver provision, there is no basis for narrowing the meaning 
of the phrase they chose – “compelling and extraordinary conditions” – to just smog or “local” 
pollutants, as EPA asserts.  As Massachusetts v. EPA makes clear, when Congress uses broad 
language, the interpretation of that language should not be limited by the mention of specific 
examples in the legislative history.  As the Court stated:  

While the Congresses that drafted § 202(a)(1) might not have appreciated 
the possibility that burning fossil fuels could lead to global warming, they 
did understand that without regulatory flexibility, changing circumstances 
and scientific developments would soon render the Clean Air Act obsolete. 
The broad language of § 202(a)(1) reflects an intentional effort to confer 
the flexibility necessary to forestall such obsolescence.433 

 

The plain meaning of the words “compelling” and “extraordinary” further undermines EPA’s 
argument.  The term “compelling” means “demanding attention,” and the term “extraordinary” 
means “going beyond what is usual, regular, or customary.”434  The D.C. Circuit Court has called 
the phrase “expansive statutory language.”435  And courts have held that the terms do not require 
uniqueness.436   

It is difficult to see how climate change and its impacts do not meet the definition of “compelling 
and extraordinary,” both “demanding action” and being “beyond what is usual, regular, or 
customary.”  Under any reasonable interpretation of the statute, there is no basis for excluding 
greenhouse gas emissions and the impacts of climate change from Section 209(b).  

As a practical matter, it makes little sense to interpret the statutory language as requiring 
California to show that air quality or climate conditions in the state are “unique” or “sufficiently 
different” from those in other states.  As discussed more below, the Clean Air Act allows other 
states to adopt California’s standards.  42 U.S.C. §§ 7507, 7543.  It does not make sense to 
require California to show that conditions are unique to it or worse than in any other state, and 

 
433 Massachusetts v. EPA, 549 U.S. 497, 532 (2007) (emphasis added); see also, Pennsylvania Dep't of 
Corrections v. Yeskey, 524 U.S. 206, 212 (1998) (“the fact that a statute can be applied in situations not 
expressly anticipated by Congress does not demonstrate ambiguity. It demonstrates breadth.”) (quoted in 
Massachusetts v. EPA, 549 U.S. at 532).  
434 Merriam-Webster Online Dictionary. http://www.merriam-webster.com (23 Oct. 2018).  
435 Am. Trucking Ass’ns v. EPA, 600 F.3d 624, 627 (D.C. Cir. 2010) (interpreting the identical phrase in 
Clean Air Act section 209(e)).  
436 See, e.g., Shell Oil Co. v. United States Dep’t of Labor, 106 F. Supp. 2d 15, 19 (D.D.C. 2000) 
(dismissing argument OSHA did not properly find “compelling local conditions” because “it did not find 
that there were any ‘compelling’ conditions unique to California”); Amerada Hess Pipeline Corp. v. 
FERC, 117 F.3d 596 (D.C. Cir. 1997) (dismissing the argument that because oil spills are common 
occurrences, they could not be considered “extraordinary”). 
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also to allow other states to adopt California regulations to address their air pollution problems.  
That other states, in fact, suffer from pollution equivalent to, or in some instances, worse than 
California’s does not defeat the conclusion that California suffers from compelling and 
extraordinary conditions.437   

Moreover, there is nothing in the language of Section 209(b)(1)(B) that calls for a geographic 
comparison. Even if EPA were correct (which it is not) that conditions in California are not 
geospatially “extraordinary,” they are certainly temporally extraordinary, as the string of recent 
and worsening climate-change-related impacts in California demonstrates.  

EPA also tries to draw a clear distinction between “the nature of GHG concentrations as a global 
air pollution problem, rather than a regional or local air pollution problem.”  83 Fed. Reg. at 
43,245 (emphasis added).  But this has no basis.  First, nothing in the plain meaning of 
“compelling and extraordinary conditions” means “local” or otherwise supports this distinction.  
Moreover, EPA’s attempt to distinguish between “local” and “global” pollutants and impacts 
does not accord with reality.  Recent studies have shown that nitrogen oxides and particulate 
matter pollution (which EPA recognizes are within the scope of Section 209(b)) have both local 
and global sources, as well as local and global impacts.438  The distinction EPA attempts to make 
between GHG and criteria pollutants is illusory.  

b. EPA’s interpretation is inconsistent with the statutory structure and legal 
precedent.  

EPA’s interpretation also violates the statutory structure of the Clean Air Act, as well as 
applicable legal precedent. Section 209(b) must be read in relation to the rest of the Clean Air 
Act. In particular, Section 209(b) is directly related to both Section 202(a) and 209(a). As the 
Supreme Court has held, Section 202(a) grants EPA authority to regulate greenhouse gas 
emissions from new motor vehicles. Massachusetts v. EPA; 549 U.S. 497 (2007). Section 209(a) 
then preempts states from adopting any such standards. 42 U.S.C. § 7543(a) (2018). And Section 
209(b) grants a waiver from the preemption provision for California. 42 U.S.C. § 7543(b) 
(2018). 

Given this statutory design, it is illogical and unreasonable for EPA to propose that California 
does not have authority co-extensive with EPA’s under Section 202(a).  Asserting that California 
may regulate fewer pollutants than EPA is also inconsistent with the legislative history making 
clear that section 209(b) allows California to “establish . . . standards applicable to emissions not 
covered by Federal Standards.”  H. Rpt. 90-728 at 21.  It is also inconsistent with agency 
precedent, in which EPA has consistently approved California’s authority to regulate any 
pollutant that could be regulated by EPA under 202(a), even if EPA had not done so, and 

 
437 See U.S. Environmental Protection Agency, Criteria Pollutant Nonattainment Summary Report; 
https://www3.epa.gov/airquality/greenbook/ancl3.html. 
438 See, e.g, Lin, M., et al. US surface ozone trends and extremes from 1980 to 2014: quantifying the roles 
of rising Asian emissions, domestic controls, wildfires, and climate, Atmos. Chem. Phys., 17, 2943-2970 
(2017); Ewing, S., et al., Pb Isotopes as an Indicator of the Asian Contribution to Particulate Air 
Pollution in Urban California, Environ. Sci. Technol., 44 (23), 8911–8916 (2010). 
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regardless of which particular California “condition” that pollutant impacted.439  As EPA has 
recognized, if Congress had been concerned with only a specific California problem, it “could 
have limited the ability of California to set more stringent standards” to only those pollutants that 
contributed to that problem.”  49 Fed. Reg. at 18,890.  “Instead, Congress took a broader 
approach consistent with its goal of allowing California to operate its own comprehensive 
program.”  Id.  

Case law supports this conclusion, upholding California’s authority to regulate greenhouse gases 
under Section 209(b), despite claims of preemption under the Energy Policy and Conservation 
Act. Central Valley Chrysler Jeep Inc. v. Goldstene, 529 F. Supp. 2d 1151 (E.D. Cal. 2007) 
(concluding that “both EPA and California, through the waiver process of section 209, are 
equally empowered through the Clean Air Act to promulgate regulations that limit the emission 
of greenhouse gasses, principally carbon dioxide, from motor vehicles”).  

Second, EPA’s rigid requirement of uniqueness – that the “compelling and extraordinary 
conditions” that California seeks to address must be singular to it and not shared by other states – 
is also in conflict with the statutory structure.  Section 209 must be read in conjunction with 
Section 177 of the Act, which allows other states to adopt California’s emissions standards.  See 
FDA v. Brown & Williamson Tobacco Corp., 529 U.S. 120, 133 (2000) (holding that the words 
of a statute must be read in context, and with a view to their place in the overall statutory 
scheme).  It would not make sense to let other states adopt California’s standards if they were 
designed to address conditions wholly unique to California and felt nowhere else.  Indeed, 
thirteen other states (and the District of Columbia) have adopted California’s standards pursuant 
to Section 177.  42 U.S.C. § 7507.  Interpreting “compelling and extraordinary conditions” as 
EPA proposes is in direct conflict with Section 177.  And as discussed below in the context of 
legislative history, even at the times Congress enacted the waiver provision and Section 177, 
other states have had comparable or worse air pollution than California. 

c. The legislative history supports a broad reading of “compelling and 
extraordinary conditions.” 

Congress did not limit California’s waiver authority to the state’s smog conditions.  Congress 
could have limited “compelling and extraordinary need” to “severe smog conditions.”  But 
instead Congress used broader terms that allow for inclusion of serious air pollution problems 
other than smog.  As discussed above, Massachusetts v. EPA makes clear that when Congress 
uses broad language in the Clean Air Act, the scope of that language is not limited by the 
mention of specific examples in the legislative history. The Court found that even if the Congress 
that drafted Section 202(a)(1) had not appreciated the future threat of global warming, it 
intentionally used broad language in the Clean Air Act to forestall obsolescence and provide the 
tools for EPA to address new pollution problems as they arise.  Massachusetts v. EPA, 549 U.S. 
at 532.  

 
439 See, e.g., 49 Fed. Reg. at 18,890 (rejecting argument that California cannot regulate particulate matter 
because those emissions do not relate primarily to California’s smog problem);  38 N.J.R. 497(b) at 
response to comment 585 (describing EPA decision document granting waiver for pollutants not federally 
regulated under section 202 at the time); 43 Fed. Reg. at 25,735 (approving waiver to regulate even 
“harmless” emissions). 
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Like Section 202(a)(1), Congress did not limit Section 209(b)(1)(B) to a defined set of smog 
conditions, but provided broader authority to address new air pollution problems affecting 
California as they arise.  It is patently unreasonable for EPA to take the use of a specific example 
cited in the legislative history to limit language that is so plainly broad and expansive.  

EPA’s singular focus on the legislative history’s discussion of California’s smog problem 
ignores the other stated rationales for allowing California to set its own standards. Chief among 
these was California’s role in pioneering motor vehicle emission control technology and serving 
as a testing ground for innovative emissions controls that later could be applied nationwide.  

The Senate committee report on the 1967 legislation that created the California waiver provision 
noted that the initial federal motor vehicle standards were “based on California’s experience,” 
and that Senator George Murphy “convinced the committee that California’s unique problems 
and pioneering efforts justified a waiver of the preemption section.”  S. Rpt. 90-403 at 33 (1967) 
(emphasis added).  The committee report noted several advantages of this approach, including 
that “the nation would benefit from California’s experience with lower standards, as California 
would continue to be the ‘testing area’ for such standards.” Id. 

Congressional floor statements reiterated these points, arguing that California should be allowed 
to continue to lead the way on addressing air pollution and that Congress should take advantage 
of the opportunity to let California serve as a laboratory for the nation.440   

As a final remark before adoption of the Conference Report in the Senate, Senator Murphy 
stated:  

I am firmly convinced that the United States as a whole will benefit by allowing 
California to continue setting its own more advanced standards for control of motor 
vehicle emissions.  In a sense, our State will act as a testing agent for various types 
of controls and the country as a whole will be the beneficiary of this research.   

Id. at 32,478; see also, Green Mountain Chrysler Plymouth Dodge Jeep v. Crombie, 508 F.Supp. 
2d at 398 (“Through amendments to the CAA, Congress has essentially designated California as 
a proving ground for innovation in emission control regulations.”). 

The legislative history makes clear that the California waiver provision was not limited to the 
state’s smog problem.  Congress intended to give California “the broadest possible discretion” 
not just to prevent smog, but more broadly “in selecting the best means to protect the health of its 
citizens and the public welfare.”  See e.g., H.R. Rep. No. 95-294 at 301-302 (1977).  EPA has 

 
440 See, e.g., 113 Cong. Rec. at 30,944 (statement of Rep. Talcott) (“Long ago, the State of California 
attacked the problem of air pollution and smog. We have made great progress. We have probably been the 
foremost contributor to the ‘war on air pollution.’  We in California have set standards for the rest of the 
Nation to emulate.…  We must let the State of California establish higher standards; we must permit the 
State of California to set new examples and lead the way for cleaner air.”); id. at 30,954 (statement of 
Rep. Moss) (California “should be permitted to continue to assert its initiative and its leadership”); id. 
(statement of Rep. Moss) (“there is offered to this Nation the ideal laboratory, where the demonstrated 
initiative exists and where the resources exist to solve this problem and contribute significantly to the 
entire Nation.  I believe we should take advantage of this unique opportunity.”).  
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found that climate change adversely affects public health.  74 Fed. Reg. 66,496 at 66,510, 
66,526-29 (December 15, 2009).  And “welfare” expressly encompasses effects on “climate.”  42 
U.S.C. § 7602(h).   

EPA also tries to rely on the legislative history to support its claim that the conditions in 
California need to be “unique” or “sufficiently different from the nation as a whole.”  83 Fed. 
Reg. at 43,247.  As noted above, the plain meaning and statutory structure (especially Section 
177) undermine any such reading, and the legislative history does, as well.  Indeed, both when 
the waiver provision was first enacted and when Section 177 was adopted, there were states with 
pollution comparable to or worse than California’s.441  “Compelling and extraordinary” thus 
cannot mean wholly unique based on an overall reading of the legislative history.   

There is no legislative history stating that California must have impacts worse than the rest of the 
country taken as a single entity made up of the 49 other states.  Nor is there any legislative 
history suggesting that because a single state somewhere has air pollution impacts equivalent to 
one aspect of California’s, the plethora of California’s impacts taken together are not compelling 
and extraordinary -- they in fact are unique.  See 49 Fed. Reg. at 18,891 (finding that particulate 
matter air pollution in California does not have to be demonstrably worse than the rest of the 
country for California to be entitled to a to justify waiver). 

d. The Proposed Interpretation is Antithetical to the Purpose of the 
Statutory Preemption Waiver. 

Perhaps the most glaring flaw in the proposed interpretation is that it is antithetical to the 
Congressional purposes in enacting the waiver of federal preemption.  Congress had three main 
intentions in the waiver provision: providing California with the broadest possible discretion in 
running its separate motor vehicle program; gaining the benefits for the country as a whole from 
having a California program that acts as a laboratory for the nation; and allowing only two 
separate motor vehicle programs, one state and one federal, thereby reducing the burden on 
manufacturers.  In its 2009 grant of the waivers for the California GHG and ZEV regulations, 
EPA was at pains to explain how its traditional interpretation -- which considers whether 
California continues to need its separate motor vehicle program to meet compelling and 
extraordinary conditions -- furthers each of these objectives.  74 Fed. Reg. 32,761-62.  No such 
explanation is attempted in the present proposal, nor is one possible.  The proposal hinders and 
thwarts the Congressional objectives: it thwarts California’s pioneering vehicular standards and 
its ability to serve as a laboratory for the rest of the country; and it tramples on the broad 

 
441 See, e.g., 113 Cong. Record at 30,988 (statement of Rep. Rogers) (“in the rating of cities with air 
pollution, Los Angeles is not the first.  It is the fourth.”); id. at 30947 (statement of Rep. Staggers ) 
(noting estimates that “as many as 250 excess deaths occurred in the New York City area during the 
thermal inversion in the winter of 1962”); id. at 30955 (statement of Rep. Roybal) (noting that in 1948, 
smog in Donora, Pa., caused “acute illness to 5,000 of the 14,000 population, with 18 deaths,” and in New 
York City in 1966, “a heavy concentration of smog was responsible for 168 deaths”); Environmental 
Protection Agency, Monitoring and Air Quality Trends Report, 1974 (February 1976) (comparing air 
pollution in California vs. Illinois, Connecticut, Pennsylvania, Washington, D.C.), available at, 
https://www.epa.gov/air-trends/historical-air-quality-trends-reports; see also,  Environmental Protection 
Agency, Monitoring and Air Quality Trends Report, 1977 (December 1978) (comparing air pollution in 
California vs. Illinois, Florida, New York, Ohio, Texas). 



105 
 

discretion Congress meant to afford California to operate its own program.  This kind of 
restrictive interpretation favoring preemption but at odds with Congressional intent is highly 
disfavored, in particular where, as here, the State program precedes the federal one.442  
Moreover, as a general matter, an interpretation of an otherwise ambiguous phrase which thwarts 
Congressional purposes is unreasonable and impermissible.443  Here, not only is there no such 
“reasonable explanation,” none is attempted and none is possible. 

e. EPA’s past practice in waiver decisions supports a broad reading of 
“compelling and extraordinary conditions.” 

In past waiver decisions, EPA has broadly interpreted the phrase “compelling and extraordinary 
conditions,” and has not required California to show that the extent of emissions was unique to 
the state or that emissions had more severe effects in the state than in other states or the nation as 
a whole.  Instead, EPA’s practice has been to find “compelling and extraordinary conditions” are 
present when California has ongoing air quality and climate challenges and seeks to address 
those challenges through a suite of emissions standards. 

When first granting California’s vehicle GHG waiver in 2009, the EPA Administrator plainly 
stated: “I have interpreted the ‘compelling and extraordinary conditions’ criterion to not properly 
include a consideration of whether the impacts from climate change are compelling and 
extraordinary in California.”  74 Fed. Reg. at 32746.  Rather, “the better approach is to review 
California’s need for its new motor vehicle emissions program as a whole to meet compelling 
and extraordinary conditions, and not to apply this criterion to specific standards, or to limit it to 
standards designed to address only local or regional air pollution problems.”  74 Fed. Reg. at 
32761.  Thus, an individual standard need not be required to address “compelling and 
extraordinary circumstances,” and it is sufficient that it be “part of California’s overall approach 
to reducing vehicle emissions to address air pollution problems.”  Id.; see also, 78 Fed. Reg. 
2112, 2129, 2131 (Jan. 9, 2013). 

In granting California’s GHG waiver, EPA also reiterated that “Congress . . . intentionally 
provided California the broadest possible discretion in adopting the kind of standards in its motor 
vehicle program that California determines are appropriate to address air pollution problems that 
exist in California, whether or not those problems are local or regional in nature, and to protect 
the health and welfare of its citizens.” 74 Fed. Reg. at 32762. 

 
442 United States v. Locke, 529 U.S. 89, 108 (2000) (stating that the “historic police powers of the States 
were not to be superseded by the Federal Act unless that was the clear and manifest purpose of 
Congress”).   
443 See Good Fortune Shipping v. Commissioner IRS, 897 F. 3d 256, 261-62 (D.C. Cir. 2018) (to be a 
permissible interpretation under Chevron step 2, “we consider whether the interpretation is ‘arbitrary or 
capricious in substance, or manifestly contrary to the statute…  Our focus is thus on ‘whether the 
[agency] has reasonably explained how the permissible interpretation it chose is ‘rationally related to the 
goals of’ the statute’” (internal citations omitted)); Council for Urological Interests v. Burwell, 790 F. 3d 
212, 219 (D.C. Cir. 2015) (“An interpretation is permissible if it is a ‘reasonable explanation of how an 
agency interpretation serves the statute’s objectives’” (quoting Northpoint Tech Ltd. v. FCC, 412 F. 3d 
145, 151 (D.C. Cir. 2005)).   
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In other decisions waiving preemption for California motor vehicle standards, EPA has taken a 
similarly broad interpretation of “compelling and extraordinary circumstances.”  When 
California sought a waiver to set more stringent particulate matter emissions standards for model 
years 1985 to 1989, manufacturers made a similar argument to the one made by EPA here – that 
“compelling and extraordinary conditions” exist only where particulate matter standards are 
needed to address such conditions. 49 Fed. Reg. 18887-02, 18890 (May 3, 1984).  EPA rejected 
the argument that “each standard must be analyzed in isolation,” and instead found that the 
“‘compelling and extraordinary conditions’ does not refer to levels of pollution directly, but 
primarily to the factors that tend to produce them: geographical and climatic conditions, that 
when combined with large numbers and high concentrations of automobiles, create serious air 
pollution problems.”  Id. at 18890; see also, 81 Fed. Reg. 95982-01 (Dec. 29, 2016) (granting 
waiver for medium- and heavy-duty GHG standards), 55 Fed. Reg. 43028-01 (Oct. 25, 1990) 
(granting waiver for hydrocarbon and carbon monoxide emissions).   

3. California is experiencing state-specific compelling and extraordinary 
conditions and the waiver will contribute to benefits within the state. 

EPA’s arguments here -- that California’s program does not address compelling and 
extraordinary state-specific conditions -- are the same arguments it soundly rejected in earlier 
waiver proceedings.   

In 2009, EPA rejected the arguments it had relied on when the Bush Administration denied 
California’s GHG waiver, finding that opponents of the waiver had not met their burden under 
the alternative test to show that the effects of greenhouse gas emissions are “sufficiently 
different” or more severe in the state when compared to other parts of the country. 74 Fed. Reg. 
at 32764; 78 Fed. Reg. at 2129 (reiterating particularized California impacts).  EPA also rejected 
the argument that California must show its standards would mitigate greenhouse gas emissions 
impacts in the state, citing the great deference that must be given to California’s “policy 
judgment that an incremental directional improvement will occur and is worth pursuing.” 74 Fed. 
Reg. at 32766.   

Even under EPA’s current (untenable) interpretation , the proposed waiver revocation fails 
because California actually does suffer compelling and extraordinary conditions related to 
greenhouse gas emissions, and the state’s program does contribute to reducing such problems in 
the state and elsewhere.444 

 
444 See also Environmental Law Clinic at the University of California, Berkeley, Comment Letter on 
Proposed SAFE Vehicles Rule (Aug. 27, 2018); https://www.regulations.gov/document?D=EPA-HQ-
OAR-2018-0283-1132; https://www.law.berkeley.edu/wp-content/uploads/2018/09/ELC-Vehicle-GHG-
Letter-Climate-Impacts.pdf 
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a. Scientific studies overwhelmingly indicate that almost all potential effects 
of climate change will impact California, causing extremely harsh and 
catastrophic damages for the state. 

California, as the most populous and third largest state,445 is uniquely situated to feel 
extraordinarily devastating and disproportionate effects from climate changes due to emissions 
of greenhouse gases.  

In terms of absolute numbers, California has not only the largest overall population (and 
therefore more people generally to manage through climate change), but also the largest 
population of both older (65 and over)446 and younger (18 and under)447 residents – two groups 
that will be disproportionately affected by climate change due to their more limited capabilities 
to withstand extreme heat, poor air quality, or contaminated water, for example, and their 
likelihood of needing assistance during any extreme weather events.  Because California is so 
large, the state’s climatic and topographic diversity is unmatched – encompassing everything 
from mountains historically experiencing heavy snowfall, to deserts that are “some of the hottest 
and driest areas of the United States,”448 to dense forests, to sandy beaches and a lengthy 
coastline.449 With such diversity, California will experience almost all of the potential effects of 
climate change, meaning that the state has to address a wide variety of consequences 
simultaneously – coastal losses, agricultural stress, drought and accompanying water shortages, 
increasing wildfires, public health crises, and more.  This makes adaptability exceedingly more 
challenging than it would be if California had to face only one or two of the major climate 
change impacts. California is “one of the most ‘climate-challenged’ regions of North America,” 
with an “extremely variable” climate, and climate change “is making extreme conditions more 
frequent and severe.”450  

California’s recently-published Fourth Climate Change Assessment found that the state will 
experience all of the following: warming temperatures (very high confidence), rising sea levels 
(very high confidence), declining snowpack (very high confidence), increasing heavy 
precipitation events (medium-high confidence), increasing frequency of drought (medium-high 

 
445 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
446 California’s population 65 and over totaled 4,246,514 as of the last census. The state with the next 
highest number of older residents, Florida, had almost a million fewer (3,259,602). See U.S. Census 
Bureau, The Older Population: 2010, Werner, Carrie A. (2011), 
https://www.census.gov/prod/cen2010/briefs/c2010br-09.pdf, at 9. 
447 California’s population 18 and under totaled 9,295,040 as of the last census. The state with the next 
highest number of resident 18 years and under, Texas, had more than two million fewer (6,865,824). See 
U.S. Census Bureau, Age and Sex Composition: 2010, Howden, Lindsay M, and Meyer, Julie A. (2011), 
https://www.census.gov/prod/cen2010/briefs/c2010br-03.pdf, at 7. 
448 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca.  
449 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
450 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 3.  
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confidence), and increasing acres burned by wildfire (medium-high confidence).451 The study 
also explained that, by mid-century, “human mortality, damages to coastal properties, and the 
potential for droughts and damaging floods” will cost the state an estimated tens of billions of 
dollars.452 Furthermore, California is “a globally ranked biodiversity hotspot,” with only 25 
regions in the world home to as many species. But if current emissions levels continue, “between 
45 to 56% of the natural vegetation in California” will be climatically stressed by 2100453 - 
meaning that it will face climate-related challenges from, for example, high temperatures, low 
rainfall, and long dry seasons, which will have significant repercussions for California’s 
biodiversity and the functioning of its ecosystems. 

In fact, California’s most recent climate assessment made clear that “California is already 
experiencing climate change”454  and many of its accompanying stresses. According to the 
report, the effects of climate change are already underway, and “temperatures are warming, heat 
waves are more frequent, and precipitation has become increasingly variable,” for example.455 

 
451 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 4. 
452 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 9. 
453 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 13. 
454 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 19 (citing Barnett, 
T. P., Pierce, D. W., Hidalgo, H. G., Bonfils, C., Santer, B. D., Das, T., … Dettinger, M. D. (2008). 
Human-induced changes in the hydrology of the western United States. Science, 319(5866), 1080–1083. 
https://doi.org/10.1126/science.1152538, and Williams, A. P., Seager, R., Abatzoglou, J. T., Cook, B. I., 
Smerdon, J. E., & Cook, E. R. (2015). Contribution of anthropogenic warming to California drought 
during 2012-2014: Global Warming and California Drought. Geophysical Research Letters, 42(16), 
6819–6828. https://doi.org/10.1002/2015GL064924). 
455 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 13. 
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b. California’s hot and dry climate, made significantly more extreme by 
recent warming, will face an above-average threat of increased droughts 
and wildfires as a result of climate change, with far-reaching and 
devastating consequences that are already occurring and will only 
increase without responsive action. 

California exists in what is “the hottest and driest region in the United States,”456 an area that is 
“already parched” and likely to get even hotter and drier.457  Current conditions in California 
have already been exacerbated by climate change. The past four years in the state were the 
warmest on record.458 Annual average temperatures have increased in California by 
approximately 2ºF since the early 20th century, with “historically unprecedented warming” 
projected if emissions are not restrained.459  An average temperature increase of 5.6ºF to 8.8ºF is 
expected in California by 2100, depending on the extent of greenhouse gas emissions 
reductions.460 

The potential for more frequent and more intense droughts and wildfires accompanies these 
warming temperatures.  For California, “[n]aturally occurring droughts are expected to become 
more intense,” even if overall precipitation increases, because the rate of soil moisture loss will 
increase during dry spells.461  Scientists project that wildfires will also become more frequent 
and severe.462  

The warming temperatures and accompanying droughts present an extraordinary threat in part 
because of California’s unique water needs.  The state relies on snowpack both to manage its 
water supply and to control flooding.463  The state has already been seeing the effects of a 
diminished snowpack – in the past century, the amount of snowmelt reaching the Sacramento 
River had declined by nearly ten percent.464  As early as 2050, water supply from the snowpack 

 
456 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 463. 
457 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 463. 
458 California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
at S-4; https://oehha.ca.gov/media/downloads/climate-change/report/2018caindicatorsreportmay2018.pdf. 
459 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
460 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 5. 
461 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
462 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
463 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
464 California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
at S-6; https://oehha.ca.gov/media/downloads/climate-change/report/2018caindicatorsreportmay2018.pdf. 
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is projected to decline by two-thirds in California.465  If emissions continue without additional 
controls, by 2100 this water supply from snowpack could fall to less than one-third.466  With 
rising temperatures, snow falls only at higher elevations, meaning the snowpack stores less 
water.467  To compound this, “[h]igher spring temperatures will also result in earlier melting of 
the snowpack.”468  This premature melting “could have substantial negative impacts on water-
dependent sectors and ecosystems.”469  Moreover, the two largest reservoirs in the state – the 
Shasta and Oroville reservoirs – may have roughly one-third less water stored annually by the 
end of the century.470   

All of this will change the quantity and timing of availability of California’s water resources.  
This will necessitate a change to California’s water infrastructure, which is characterized by a 
“spatial and temporal mismatch of supply and demand (with most of the precipitation in the state 
occurring in the northern part of the state in the winter but most of the demand concentrated in 
major urban areas and agricultural areas in the southern and central part of the state, especially in 
the summer).471  The Sierra Nevada snowpack provides natural water storage for the state, but as 
it is reduced due to warmer temperatures, less snowfall, and premature melting, this will result in 
implications throughout California’s water management system.472  One study has called this 
requisite infrastructure change “especially profound,”473 and one for which California’s complex 
water storage and distribution network are not designed.474  
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D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
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470 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 10. 
471 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 56. 
472 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 47. 
473 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 10. 
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SummaryBrochure.pdf, at 10. 
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Accompanying these climate-change-driven droughts, California is likely to experience more 
intense wildfire seasons, which are “strongly associated with increased spring and summer 
temperatures and an earlier spring snowmelt.”475  Since 1950, the area burned by wildfires each 
year has increased; and the past few years have been the worst fire years on record.476  The 
largest fire on record – the Mendocino Complex Fire – occurred just this summer, and burned 
over 400,000 acres and destroyed over 150 homes.477  Conditions will only worsen over time.  
Models project “up to a 74% increase in burned area in California, with northern California 
potentially experiencing a doubling under a high emissions scenario toward the end of the 
century.”478  Large wildfires (burning greater than 25,000 acres) “could become 50% more 
frequent by the end of century if emissions are not reduced,”479 and California wildfires could 
“burn up to a maximum of 178% more acres per year than current averages.”480  In addition to 
destroying homes, infrastructure, forests, and farmland, projections show that the increasing 
wildfires “will affect extensive portions of California’s electricity transmission grid.”481  
Together, the intense droughts and large wildfires “are reshaping California’s mountain 
ecosystems,” including already resulting in greater than 23% stress mortality in mid-elevation 
forests in the Sierra.482  In a populous state covered almost one-third by forests which “provide 

 
475 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
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http://nca2014.globalchange.gov/, at 115 (citing Sathaye, J. A., L. L. Dale, P. H. Larsen, G. A. Fitts, K. 
Koy, S. M. Lewis, and A. F. P. de Lucena, 2013: Estimating impacts of warming temperatures on 
California's electricity system. Global Environmental Change, 23, 499-511, 
doi:10.1016/j.gloenvcha.2012.12.005), 
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important ecosystem services including water capture and filtration, wildlife habitat, recreation 
opportunities, and timber products,”483 these consequences are devastating.  

California is already experiencing these drought and wildfire effects. Since 2012, for example, 
the state has been hit by “one of its most severe and widespread droughts since record-keeping 
began in 1895,”484 “an almost non-existent Sierra Nevada winter snowpack in 2014-2015, 
increasingly large and severe wildfires, and back-to-back years of the warmest average 
temperatures.”485 California’s most recent climate assessment explained that the drought effects 
of climate change are already being felt: “California has experienced a succession of dry spells, 
and with warmer conditions the impacts of these droughts have increased.”486  Furthermore, 
“Peak runoff in the Sacramento River occurs nearly a month earlier now than in the first half of 
the last century, glaciers in the Sierra Nevada have lost an average of 70 percent of their area 
since the start of the 20th century, and birds are wintering further north and closer to the 
coast.”487  The devastating drought that lasted from 2012 to 2016 “has been described as a 
harbinger of projected dry spells in future decades, whose impacts will likely be worsened by 
increased heat.”488  

 
483 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
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see also NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. 
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Stevens, K. Kunkel, S. Champion, D. Easterling, and W. Sweet (eds.) (2017), 
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486 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
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http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 13 (citing Mann, 
M. E., & Gleick, P. H. (2015). Climate change and California drought in the 21st century. Proceedings of 
the National Academy of Sciences, 112(13), 3858–3859. https://doi.org/10.1073/pnas.1503667112). 
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Wildfires are already becoming more severe, too.  “[T]he area burned by wildfires has increased 
in parallel with increasing air temperatures,” and “[w]ildfires have also been occurring at higher 
elevations in the Sierra Nevada mountains.”489  The effects of wildfires can be, and already have 
been, “cascading.”  For example, transportation infrastructure has been impacted by recent 
wildfires, when, following the 2018 Thomas wildfire in southern California, mudslides resulted 
in Highway 101, closing a major north-south corridor for the state.490  

c. California’s long coastline means climate change is having and will have 
above-average negative consequences for the state. 

California’s coastline stretches over 1100 miles,491 making it the third longest coastline in the 
United States. Because of the coastline’s size and the “high concentrations of people and 
development along the coast,”492 climate change presents an above average threat to California. 
The state has already experienced rising sea levels – since 1900, the mean sea level has risen by 
7 inches in San Francisco.493  The projected 1 to 4 foot rise in global sea level by the end of the 
21st century means “major challenges for California’s water management system,”494 erosion of 
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coastal areas,495 and extreme high tides and accompanying flooding and infrastructure 
damage.496 At risk of “flooding, inundation, and coastal retreat” are “[h]undreds of miles of 
roads and railways, harbors and airports, power plants and wastewater treatment facilities, in 
addition to thousands of businesses and homes.”497  Because California has the nation’s largest 
ocean-based economy,498 estimated at $44 to 46 billion annually,499 the potential economic 
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of the U.S. Ocean and Coastal Economies 2014 (2014)). 
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impacts to the state are incredibly significant. Furthermore, California’s coastal regions provided 
wages and salaries totaling $19.3 billion and supplied 502,073 jobs in 2013.500  “Although 
California’s 19 coastal counties only account for 22 percent of the state’s area, they are home to 
68 percent of its people, 80 percent of its wages, and 80 percent of its GDP.”501  California’s 
ocean-based economy is primarily “connected to coastal recreation and tourism, as well as ports 
and shipping.”502  The facilities and infrastructure that support this ocean economy, along with 
miles and miles of public beaches, “lie within a few feet of present high tide.”503  Fishing is also 
an important part of California’s ocean economy, and fishing communities in the state “depend 
on fish and shellfish for their livelihoods, which provide a diverse supply of seafood to the state 
and for export.”504 With warming, oxygen in the ocean is depleted and the waters are acidifying, 
which is “already affecting marine fisheries and aquaculture.”505  One study found that “[i]n the 
coming decades, 10 percent of the world’s population may face micronutrient and fatty acid 
deficiencies simply because the oceans are running out of wild fish.”506  

Ominous for California is that a new study predicts that global sea level rise will be more intense 
for California than other areas because of the effects of ice loss from the Greenland and Antarctic 

 
500 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 15. 
501 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 65 (citing Eastern 
Research Group, Inc. (ERG). (2016). The National Significance of California’s Ocean Economy. NOAA 
Office for Coastal Management. Retrieved from https://coast.noaa.gov/data/digitalcoast/pdf/california-
ocean-economy.pdf). 
502 California Ocean Science Trust, Rising Seas in California: An Update on Sea-Level Rise Science, 
Griggs, G., Árvai, J., Cayan, D., DeConto, R., Fox, J., Fricker, H.A., Kopp, R.E., Tebaldi, C., and 
Whiteman, E.A. (eds.) (2017),  http://www.opc.ca.gov/webmaster/ftp/pdf/docs/rising-seas-in-california-
an-update-on-sea-level-rise-science.pdf, at 6. 
503 California Ocean Science Trust, Rising Seas in California: An Update on Sea-Level Rise Science, 
Griggs, G., Árvai, J., Cayan, D., DeConto, R., Fox, J., Fricker, H.A., Kopp, R.E., Tebaldi, C., and 
Whiteman, E.A. (eds.) (2017),  http://www.opc.ca.gov/webmaster/ftp/pdf/docs/rising-seas-in-california-
an-update-on-sea-level-rise-science.pdf, at 6. 
504 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 65. 
505 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 65. 
506 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 65 (citing Golden, 
C. D., Allison, E. H., Cheung, W. W. L., Dey, M. M., Halpern, B. S., McCauley, D. J., … Myers, S. S. 
(2016). Nutrition: Fall in fish catch threatens human health. Nature News, 534(7607), 317. 
https://doi.org/10.1038/534317a). 
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Ice Sheets.507  According to that study, “[t]hese ice sheets will soon become the primary 
contributor to global sea-level rise, overtaking the contributions from ocean thermal expansion 
and melting mountain glaciers and ice caps.”508  Ice loss from these areas, “causes higher sea-
level rise in California than the global average: for example, if the loss of West Antarctic ice 
were to cause global sea-level to rise by 1 foot, the associated sea-level rise in CA would be 
about 1.25 feet.”509  Thus, California is poised to face sea-level increases greater than in some 
other areas.  

The direct impacts will be devastating to California’s coast, but “[r]ising sea levels, warming 
ocean waters, increasing acidity, and decreasing dissolved oxygen levels will have effects that 
ripple far beyond the three-quarters of Californians who live in coastal counties.”510  

With respect to infrastructure, airports and highways, along with “[i]nfrastructure that supplies 
energy along the coast – particularly docks, terminals, and refineries,”511 are particularly 
threatened by climate change and coastal flooding.  “The region’s populous coastal cities face 
rising sea levels, extreme high tides, and storm surges, which pose particular risks to highways, 
bridges, power plants, and sewage treatment plants. California’s critical port cities, which handle 
half of the nation’s incoming shipping containers, are also at risk.512 

Because California’s many miles of highways and bridges and its several coastal international 
airports are vital for the worldwide movement of people and goods, sea level rise in California 
will have far-reaching effects.  Without emissions controls, transportation infrastructure is “at 
increased risk of flooding with a 16-inch rise in sea level in the next 50 years, an amount 
consistent with the 1 to 4 feet expected global increase in sea level.”513  Urban coastal airports – 

 
507 California Ocean Science Trust, Rising Seas in California: An Update on Sea-Level Rise Science, 
Griggs, G., Árvai, J., Cayan, D., DeConto, R., Fox, J., Fricker, H.A., Kopp, R.E., Tebaldi, C., and 
Whiteman, E.A. (eds.) (2017),  http://www.opc.ca.gov/webmaster/ftp/pdf/docs/rising-seas-in-california-
an-update-on-sea-level-rise-science.pdf. 
508 California Ocean Science Trust, Rising Seas in California: An Update on Sea-Level Rise Science, 
Griggs, G., Árvai, J., Cayan, D., DeConto, R., Fox, J., Fricker, H.A., Kopp, R.E., Tebaldi, C., and 
Whiteman, E.A. (eds.) (2017),  http://www.opc.ca.gov/webmaster/ftp/pdf/docs/rising-seas-in-california-
an-update-on-sea-level-rise-science.pdf, at 3. 
509 California Ocean Science Trust, Rising Seas in California: An Update on Sea-Level Rise Science, 
Griggs, G., Árvai, J., Cayan, D., DeConto, R., Fox, J., Fricker, H.A., Kopp, R.E., Tebaldi, C., and 
Whiteman, E.A. (eds.) (2017),  http://www.opc.ca.gov/webmaster/ftp/pdf/docs/rising-seas-in-california-
an-update-on-sea-level-rise-science.pdf, at 3. 
510 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 15. 
511 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 9. 
512 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 463. 
513 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 469. 
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for example, those in San Francisco, Oakland, and San Diego – “will be susceptible to major 
flooding from a combination of sea-level rise and storm surge by 2040-2080.”514  Equally 
troubling, California has a number of power plants in coastal regions that face flooding risks 
from rising sea levels.515 

California is known for its “iconic shoreline,”516 which brings tourism to the state year-round. 
But, according to one study, Southern California may lose 31 to 67% of its beaches to complete 
erosion by 2100, unless something is done to curb greenhouse gas emissions.517  The same study 
found that, by 2050, “statewide damages could reach nearly $17.9 billion from inundation of 
residential and commercial buildings” affected by sea level rise.518  This will have major 
negative consequences for California’s tourism industry, coastal economy, and the lives of a 
huge number of coastal residents.  

 
514 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 
515 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 119. Predictions for California are even more extreme when 
considering the occurrence of a once-in-100-year flood. The miles of highways susceptible to coastal 
flooding in a 100-year storm event will triple from current levels to 370 miles by 2100, with over 3,750 
miles exposed to temporary flooding. “Miles of highway at risk of flooding in a 100-year storm event will 
triple from current levels to 370 miles by 2100. Under that scenario, over 3750 additional miles of 
highway will be exposed to temporary flooding.” See California Natural Resources Agency, California’s 
Changing Climate 2018, Thorne, James H., Joseph Wraithwall, Guido Franco (eds.) (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-SummaryBrochure.pdf, at 10; “Projected 
increases in extreme coastal flooding as a result of sea level rise will increase human vulnerability to 
coastal flooding events. Currently, 260,000 people in California are at risk form what is considered a 
once-in-100-year flood. With a sea level rise of about three feet . . . and at current population densities, 
420,000 people would be at risk from the same kind of 100-year flood event, based on existing exposure 
levels. Highly vulnerable populations – people less able to prepare, respond, or recover from natural 
disaster due to age, race, or income – make up approximately 18% of the at-risk population.” See 
USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 469-70. 
516 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 15. 
517 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 15. 
518 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 15. A 100-year coastal flood, on top of this level of sea level rise, would almost 
double these costs. Id.; California Natural Resources Agency, California’s Fourth Climate Change 
Assessment: Statewide Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and 
Sonya Ziaja (2018), http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, 
at 9, 95.  
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And, again, California is already feeling these sea level effects, with sea level along the central 
and southern coasts of the state having risen more than 15 cm (5.9 inches) over the 20th 
century.519  In recent years, “even moderate tides and storms have produced extremely high sea-
levels.”520  For example, La Jolla’s “all-time highest sea-level” occurred in November 2015 
“under a high astronomical tide and a moderate storm.”521  Furthermore, California’s recent 
climate change assessment explained that the state has already “experienced unusual events in 
the ocean and along the coast, including an unprecedented marine heat wave, a record harmful 
algal bloom, closures of fisheries, and a significant loss of northern kelp forests.”522 

d. California’s large agricultural sector will face devastating impacts from 
climate change. 

California is also exceptional in that it is the most productive agricultural state in the nation,523 
also producing over half of the nation’s specialty crops.524  California produces about 95% of the 
nation’s apricots, almonds, artichokes, figs, kiwis, raisins, olives, cling peaches, dried plums, 
persimmons, pistachios, olives, and walnuts, along with other high-value crops.525   

The USGCRP’s Third National Climate Assessment explained that California’s agricultural 
sector – producing an array of fruits and vegetables – will be affected more than those reliant on 
other types of crops because extreme weather affects fruits and vegetables “more than other 
crops because they have high water content and because sales depend on good visual 
appearance.”526  “The combination of a longer frost-free season, less frequent cold air outbreaks, 
and more frequent heat waves accelerates crop ripening and maturity, reduces yields of corn, tree 

 
519 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 31. 
520 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 65. 
521 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 31. 
522 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 65. 
523 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
524 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 14. 
525 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 467. 
526 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 467. 
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fruit, and wine grapes, stresses livestock, and increases agricultural water consumption.”527  
These effects are already occurring, and “[t]his combination of climate changes is projected to 
continue and intensify, possibly requiring a northward shift in crop production, displacing 
existing growers and affecting farming communities.”528  These agricultural communities have 
already felt impacts, with the 2016 drought resulting in a $603 million economic loss and the 
loss of 4,700 jobs due to agricultural impacts.529 

 

Additionally, many California perennial crops are reliant on a certain number of “chilling hours” 
over the winter (during which the temperatures fall between 32ºF and 50ºF).  For example, 
grapes require 90 hours, peaches need 225, apples 400, and cherries need more than 1000 
chilling hours.530  If the requisite chilling hours do not occur, the plants will neither flower nor 
produce fruit.  In some regions, the number of chilling hours was already 30% lower in 2000 
than in 1950.531  A “very conservative estimate” of chilling hours in the future projects a decline 
of 30% to 60% by 2050 and of up to 80% by 2100.532 

The declining snowpack and earlier spring melting, discussed above, may have dire 
consequences for California’s agricultural industry, when coupled with the warming 
temperatures and rising seas.  By 2050, under certain precipitation conditions, California’s 
agricultural production could face climate-related water shortages of up to 16% in certain 
regions.  Hotter conditions due to climate change could also lead to further loss of soil 

 
527 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 467. 
528 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 467. 
529 California Natural Resources Agency, California’s Fourth Climate Change Assessment: Statewide 
Summary Report, Louise Bedsworth, Dan Cayan, Guido Franco, Leah Fisher, and Sonya Ziaja (2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-StatewideSummary.pdf, at 59 (citing 
Medellín-Azuara, J., MacEwan, D., Howitt, R. E., Sumner, D. A., & Lund, J. R. (2016). Economic 
Analysis of the 2016 California Drought on Agriculture (p. 20). Davis, California: Center for Watershed 
Sciences University of California - Davis. Retrieved from 
https://watershed.ucdavis.edu/files/DroughtReport_20160812.pdf). 
530 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/ at 156 (citing Luedeling, E., M. Zhang, and E. H. Girvetz, 
2009: Climatic changes lead to declining winter chill for fruit and nut trees in California during 1950–
2099. PLoS ONE, 4, e6166, doi:10.1371/journal.pone.0006166). 
531 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/ at 156. 
532 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
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2009: Climatic changes lead to declining winter chill for fruit and nut trees in California during 1950–
2099. PLoS ONE, 4, e6166, doi:10.1371/journal.pone.0006166). 
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moisture.533  The “[r]educed yields from increasing temperatures and increasing competition for 
scarce water supplies will displace jobs in some rural communities.”534  USGCRP’s Third 
National Climate Assessment found that “[w]arm-season vegetable crops grown in Yolo County, 
one of California’s biggest producers, may not be viable under hotter climate conditions.”535  
These consequences will be detrimental both to the nation’s food supply and to California’s 
economy. 

e. Climate change has had, and will continue to have, negative impacts on 
California’s ecosystems. 

Warming temperatures are remaking ecosystems that are unique to California.  

Since the 1930s, the composition of state forests has changed – with more small trees and fewer 
large trees; and a different mix of tree species, with fewer pines and more oaks, largely as a 
consequence of declining water sources.536 In the Sierra Nevada mountains, the Ponderosa pine 
forest moves upslope, as warming reduces the areas that experience freezing nighttime 
temperatures.537 Tree deaths have increased since the 2012 to 2016 drought – 129 million trees 
died during that time, in large part because higher temperatures and decreased water availability 
has made the trees more vulnerable to insects and other pathogens.538 

Climate change has also dramatically affected the distribution and behavior of various species. In 
the Sierra Nevada mountains, range shifts have been seen in almost 75 percent of small mammal 

 
533 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 14. 
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535 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 467 (citing Jackson, L., V. R. Haden, S. M. Wheeler, A. D. 
Hollander, J. Perlman, T. O’Geen, V. K. Mehta, V. Clark, and J. Williams, 2012: Vulnerability and 
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Commission’s California Climate Change Center (PIER Program). Publication number: CEC-500-2012-
031, 106 pp., Sacramento, California Energy Commission. [Available online at http://www. 
energy.ca.gov/2012publications/CEC-500-2012-031/CEC-500- 2012-031.pdf]; Jackson, L. E., S. M. 
Wheeler, A. D. Hollander, A. T. O’Geen, B. S. Orlove, J. Six, D. A. Sumner, F. Santos-Martin, J. B. 
Kramer, W. R. Horwath, R. E. Howitt, and T. P. Tomich, 2011: Case study on potential agricultural 
responses to climate change in a California landscape. Climatic Change, 109, 407-427, 
doi:10.1007/s10584-011- 0306-3). 
536 California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
at S-9; https://oehha.ca.gov/media/downloads/climate-change/report/2018caindicatorsreportmay2018.pdf. 
537  California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
at S-10; https://oehha.ca.gov/media/downloads/climate-
change/report/2018caindicatorsreportmay2018.pdf. 
538  California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
at S-10; https://oehha.ca.gov/media/downloads/climate-
change/report/2018caindicatorsreportmay2018.pdf. 
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species, and over 80 percent of the bird species – with many high-elevation species moving 
higher upslope as temperatures increase.539 In the past 45 years, certain Central Valley butterfly 
species have been appearing earlier in the spring, with the changes in their cycle being correlated 
with hotter and drier winter conditions.540 Warming oceans, increasing acidification, and shifts in 
key food sources have affected many marine species – Chinook salmon runs have been affected 
by extreme mortality events, mollusks have been affected by acidifying seas, California sea lions 
have experienced higher levels of pup mortality.541   These conditions have also decimated the 
state’s once lush kelp forests, and have caused an imbalance in the species occupying these 
forests – for example, urchin populations have swelled, while abalone have declined.542 

f. California’s already hot climate, its overwhelmingly urban population, 
and the large percentage of Californians living in poverty mean climate 
change will have greater human impacts in California than elsewhere. 

As explained above, California’s already hot temperatures are rapidly getting hotter, a trend that, 
without additional efforts to curb greenhouse gas emissions, will only speed up as time goes on. 
This will have a direct impact not only on California’s coastline, agricultural industry, and 
economy, but also on the health of Californians.  

Heat waves – the natural disaster responsible for the most deaths in California over the past 30 
years543 – will become more intense, which “could particularly stress coastal communities, such 
as San Francisco, that are rarely exposed to extreme temperatures and therefore are not well 
adapted to such events.”544  The 2006 heat wave in California already resulted in high morbidity 
and mortality, especially among elderly populations,545 killing over 600 people, resulting in 

 
539  California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
at S-11; https://oehha.ca.gov/media/downloads/climate-
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at S-12; https://oehha.ca.gov/media/downloads/climate-
change/report/2018caindicatorsreportmay2018.pdf. 
541  California Environmental Protection Agency, Indicators of Climate Change in California (May 2018) 
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542 Alistair Bland, Yale Environment 360, As Oceans Warm, The World’s Kelp Forests Begin to 
Disappear (November 20, 2017), https://e360.yale.edu/features/as-oceans-warm-the-worlds-giant-kelp-
forests-begin-to-disappear; Jono Wilson, Cool Green Science, Managing Fisheries in the Face of Climate 
Change (Aug. 29, 2018); https://blog.nature.org/science/2018/08/29/managing-fisheries-in-the-face-of-
climate-change/; California Natural Resources Agency, California’s Fourth Climate Change Assessment, 
California’s Coast and Ocean Summary Report (August 2018), 
http://www.climateassessment.ca.gov/state/docs/20180827-OceanCoastSummary.PDF 
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16,000 emergency department visits, and leading to nearly $5.4 billion in damages. 546  Research 
“suggests that mortality risk for those 65 or older could increase ten-fold by the 2090s because of 
climate change.” 547 

Over the past ten years, California has experienced “the highest number of very warm nights 
(minimum temperature above 75ºF) on record, and since 1995 a below average number of cold 
nights (minimum temperature below 20ºF).”548  According to NOAA, “[w]armer nights mean 
public health challenges,” for many reasons – “sunrise laborers ply their trade with a warmer 
baseline” and the poor and elderly “are more sensitive when they can’t ‘reset’ even for a few 
hours overnight without the aid of air conditioning,” for example.549 

Days with temperatures exceeding 106.6ºF – referred to as “extreme heat days” – are also 
predicted to increase due to climate change.  For example, from 1961-2005, downtown Fresno 
experienced only four such days.  Depending on the degree of reductions in greenhouse gas 
emissions, studies predict there will be between 26 and 43 such days during the time period from 
2050 to 2099.550  The hotter temperatures also will increase annual electricity demand because of 
the increased use of air conditioning units, with the largest increases in peak hourly demand 
during the hot months (and the requisite need for electricity-generating capacity to try to meet 
this demand).551 Heat-Health Events (HHEs) “will worsen drastically throughout the state: by 
mid-century, the Central Valley is projected to experience average HHEs that are two weeks 
long, and HHEs could occur 4 to 10 times more often in the Northern Sierra region.”552  

This drastic heat will have a huge effect on the health of California’s urban population – which 
includes the vast majority of Californians.  With nearly 95% of its population living in urban 

 
http://nca2014.globalchange.gov/, at 471 (citing Ostro, B. D., L. A. Roth, R. S. Green, and R. Basu, 2009: 
Estimating the mortality effect of the July 2006 California heat wave. Environmental Research, 109, 614-
619, doi:10.1016/j. envres.2009.03.010. [Available online at http://www.energy. 
ca.gov/2009publications/CEC-500-2009-036/CEC-500-2009- 036-F.PDF]). 
546 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 7. 
547 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 7. 
548 NOAA, 2017: California State Climate Summary, Frankson, R., L. Stevens, K. Kunkel, S. Champion, 
D. Easterling, and W. Sweet (eds.) (2017), https://statesummaries.ncics.org/ca. 
549 NOAA, Climate change rule of thumb: cold “things” warming faster than warm things, Arndt, D. 
(November 24, 2015), https://www.climate.gov/news-features/blogs/beyond-data/climate-change-rule-
thumb-cold-things-warming-faster-warm-things. 
550 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 5. 
551 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 9. 
552 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 7. 



123 
 

areas, California is the most urban state in the nation.553 At 35,373,606 urban residents, 
California’s urban population is more than 1.5 times larger than the next state’s (Texas, with 
21,298,039).554 Seven of the ten (including the top four) most densely populated urbanized areas 
are in California.555  

The increased temperatures caused by climate change will also worsen existing smog conditions. 
According to the American Lung Association, California already has some of the dirtiest air in 
the U.S, with extremely high levels of smog pollution and particulate matter pollution.556 Climate 
change worsens smog conditions, by increasing temperatures which drive the chemical reactions 
that create ground level ozone, and by fostering stagnant air, which causes pollution to settle 
over an area for a longer time period.557  

Climate change has extraordinary impacts on urban areas. USGCRP’s Third National Climate 
Assessment explained that “[p]rojected regional temperature increases, combined with the way 
cities amplify heat, will pose increased threats and costs to public health in southwestern cities,” 
and that “[d]isruptions to urban electricity and water supplies will exacerbate these health 
problems.”558  The longer and hotter heat waves and decreasing wintertime cold air outbreaks 
“will directly affect urban public health through increased risk of heat stress, and urban 
infrastructure through increased risk of disruptions to electric power generation.”559  A USGCRP 
report on the Impacts of Climate Change on Human Health in the United States explained that 
“[u]nless offset by additional emissions reductions of ozone precursors, climate-driven increases 
in ozone will cause premature deaths, hospital visits, lost school days, and acute respiratory 
symptoms,”560 an effect that will be seen across California’s cities.  And California’s climate 

 
553 See https://www.census.gov/newsroom/releases/archives/2010_census/cb12-50.html 
554 See https://www.census.gov/newsroom/releases/archives/2010_census/cb12-50.html 
555 See  https://www.census.gov/newsroom/releases/archives/2010_census/cb12-50.html (“The nation’s 
most densely populated urbanized area is Los Angeles-Long Beach-Anaheim, Calif., with nearly 7,000 
people per square mile. The San Francisco-Oakland, Calif., area is the second most densely populated at 
6,266 people per square mile, followed by San Jose, Calif. (5,820 people per square mile) and Delano, 
Calif. (5,483 people per square mile).”) 
556 American Lung Association, State of the Air 2018, https://www.lung.org/assets/documents/healthy-
air/state-of-the-air/sota-2018-full.pdf;  http://www.lung.org/local-content/california/documents/state-of-
the-air/2018/sota-2018_ca__most-polluted.pdf 
557 Union of Concerned Scientists, Rising Temperatures, Worsening Ozone Pollution (June 2011) at 7; 
https://www.ucsusa.org/sites/default/files/legacy/assets/documents/global_warming/climate-change-and-
ozone-pollution.pdf. 
558 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 485. 
559 USGCRP, Climate Change Impacts in the United States: The Third National Climate Assessment, 
Melillo, Jerry M., Terese (T.C.) Richmond, and Gary W. Yohe (eds.) (2014), 
http://nca2014.globalchange.gov/, at 464. 
560 USGCRP, The Impacts of Climate Change on Human Health in the United States: A Scientific 
Assessment, Crimmins, A., J. Balbus, J.L. Gamble, C.B. Beard, J.E. Bell, D. Dodgen, R.J. Eisen, N. 
Fann, M.D. Hawkins, S.C. Herring, L. Jantarasami, D.M. Mills, S. Saha, M.C. Sarofim, J. Trtanj, and L. 
Ziska (eds.) (2016), 
https://s3.amazonaws.com/climatehealth2016/high/ClimateHealth2016_FullReport.pdf, at 9. 
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study concluded that by 2050, heat waves in cities could cause two to three times more heat-
related deaths, with vulnerable populations feeling the worst effects.561  

California’s urban population – which is diverse and includes many people living in poverty – is 
set to experience extraordinarily intense and disastrous impacts from climate change. The 
USGCRP’s report found race to be “an important factor in vulnerability to climate-related 
stress,” but also acknowledged that “it can be difficult to isolate the role of race from other 
related socioeconomic and geographic factors,” explaining that “[s]ome racial minorities are also 
members of low-income groups, immigrants, and people with limited English proficiency, and it 
is their socioeconomic status (SES) that contributes most directly to their vulnerability to climate 
change-related stressors.”562  California’s population living in poverty (based on the Census 
Bureau’s Supplemental Poverty Measure)563 was the second highest in the nation, at 19%. This is 
well above the overall national average rate of 13.9%, and means that many Californians will be 
unable to handle the stresses climate change will produce.  

In any event, EPA has already determined that no other state, or even group of states, 
experiences conditions of similar range and severity as California.  74 Fed. Reg. at 32765. 
Moreover,  the proposal essentially ignores that climate change will exacerbate California’s 
critical problems with ozone control -- which even the proposal admits was a main 
Congressional concern in enacting the preemption waiver.  As EPA found in 2009, although 
ozone is a local or regional air pollutant, “the impacts of climate change can nevertheless 
exacerbate this local air pollution problem.”  74 Fed. Reg. 32763.  Thus, “reducing ozone levels 
in California cities and agricultural areas is expected to become harder with advancing climate 
change.”  Id.  In addition, California demonstrated that the GHG standards would result in a 
“directional” improvement in these conditions, and this was a sufficient demonstration of nexus 
between the standards and the conditions, especially given that EPA is not to second-guess 
California policy judgments when evaluating waiver applications.  Id. at 32766.  EPA concluded 
that: 

There is general consensus that temperature increases from climate change will 
exacerbate the historic climate, topography, and population factors conducive to 
smog formation in California, which were the driving forces behind Congress’ 
inclusion of the waiver provision in the Clean Air Act.   There is a logical link 
between the local air pollution problem of ozone and California’s desire to reduce 

 
561 California Natural Resources Agency, California’s Changing Climate 2018, Thorne, James H., Joseph 
Wraithwall, Guido Franco (eds.) (2018), http://www.climateassessment.ca.gov/state/docs/20180827-
SummaryBrochure.pdf, at 20. 
562 USGCRP, The Impacts of Climate Change on Human Health in the United States: A Scientific 
Assessment, Crimmins, A., J. Balbus, J.L. Gamble, C.B. Beard, J.E. Bell, D. Dodgen, R.J. Eisen, N. 
Fann, M.D. Hawkins, S.C. Herring, L. Jantarasami, D.M. Mills, S. Saha, M.C. Sarofim, J. Trtanj, and L. 
Ziska (eds.) (2016), 
https://s3.amazonaws.com/climatehealth2016/high/ClimateHealth2016_FullReport.pdf, at 252. 
563 The Supplemental Poverty Measure extends the official poverty measure by taking account of many of 
the government programs designed to assist low-income families and individuals that are not included in 
the official poverty measure. See 
https://www.census.gov/content/dam/Census/library/publications/2018/demo/p60-265.pdf. 
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GHGs as one way to address the adverse impact that climate change may have on 
local ozone conditions.  Given the clear deference that Congress intended to provide 
California on the mechanisms it chooses to use to address its air pollution problems, 
it would be appropriate to consider its GHG standards as designed in part to help 
address a local air pollution problem, and, thus, a waiver should not be denied even 
under the narrow interpretation employed in the March 6, 2008 Denial.  

Id. These conclusions remain just as applicable now.   

As discussed above, the range and depth of the climate change related problems faced by 
California is incredibly broad and incredibly serious.  Even if one accepts EPA’s alternative test 
for compelling and extraordinary conditions, comparing the impacts of climate change in 
California to the rest of the country, the basis provided by EPA for revoking California’s waiver 
is wholly inadequate. 

In finding that waiver is not warranted due to the absence of “compelling and extraordinary” 
conditions related to climate change, EPA would have to address a number of factors and show 
why they are not present in California. The factors EPA would have to address include, but are 
not limited to, the following: how climate change impacts a wide variety of issues beyond those 
typically considered when addressing  air pollution, the near-term and long-term effects and 
development of climate change in the state, and the specific impacts that will occur in specific 
geographic areas in a certain time frame.564  

EPA has failed to address any of those factors here, and has failed to meet its burden in proving 
that California does not suffer from “compelling and extraordinary” conditions. 

g. California’s program addresses the effects of greenhouse gas emissions in 
the state.   

The transportation sector is by far the biggest emitter of greenhouse gas emissions in California. 
Recent data from the California Air Resources Board shows that the transportation sector is 
responsible for 41% of the greenhouse gas emissions in the state.565  As detailed elsewhere in 
these comments, these emissions have serious consequences for California, including highly 

 
564 These factors mean that EPA is required to evaluate each of the wide number of important areas of 
climate change’s impact in California, including those discussed above.  For each area, EPA must 
evaluate the nature and degree of the impact in the near term, identify how this could change over time, 
and evaluate the likelihood of the future nature and degree of impacts.  This needs to occur for every area 
of impact, including those areas that may or may not be likely, such as potentially catastrophic impacts.  
That is the only way to get a comprehensive evaluation of the impacts of climate change in California, the 
baseline for any comparison under EPA’s proposed test. EPA then has to develop a similar evaluation for 
all other states or areas of the country so that the baseline evaluation of impacts in California can be 
meaningfully compared to other states or areas of the country.  And as noted above, it is the overall 
comparison of the combination of impacts that is important, not just a comparison of individual impacts. 
EPA would also have to address any uncertainties in the science that it relies upon. 
565 California Air Resources Board, California Greenhouse Gas Emission Inventory – 2018 Edition; 
https://www.arb.ca.gov/cc/inventory/data/data.htm 
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localized impacts.  Logically, curbing greenhouse gas emissions in the state would contribute to 
limiting the effects of climate change in the state.  

Rolling back federal standards would increase air and climate pollution in the state.  According 
to recent analysis conducted by the California Air Resources Board, if the federal rollback were 
to go forward, state carbon dioxide emissions would increase by 49.34 MMT by 2030, an 
increase of 20% from existing conditions.566  The federal rollback would increase gasoline 
demand by 10.3%.567 The federal proposal would also increase emissions of NOx, VOCs, and 
particulate matter – by approximately 10% for each pollutant by 2030.568  Keeping California’s 
program in place would prevent these increases, and the various negative consequences they 
would bring. 

California’s clean cars program also helps protect the state’s most vulnerable communities. 
CARB’s analysis shows that the increased emissions from the rollback will largely occur around 
refineries.569  These emissions will result in increased instances of premature mortality, hospital 
and ER visits, and lost work days.570  In turn, these adverse health effects will cost California 
residents and the state an additional $966 million by 2030.571  The rollback would have 
disproportionate socioeconomic impacts – the majority of California’s largest refineries are 
located in Bay Area and Southern California towns that are low-income communities or 
communities of color.572   

Finally, as Congress and the courts have long recognized, California holds a unique role as a 
laboratory of innovation, pioneering practices and technologies that are now common practice, 
such as catalytic converters and engine warning lights. Taking away California’s authority would 
defeat the ability to serve as that testing ground. 

4. “Compelling and extraordinary” conditions justify California’s ZEV 
program. 

EPA likewise proposes that there are no “compelling and extraordinary” conditions that justify 
granting the waiver for California’s Zero Emission Vehicle (ZEV) standards.  83 Fed. Reg. at 
43245.  EPA argues that the ZEV program does not impact global air pollution problems, or 
impact the conditions relating to climate change.  Id.  This line of argument is wrong as a matter 
of law, as explained above, and wrong as a matter of fact. 

 
566 California Air Resources Board; Standardized Regulatory Impact Assessment (SRIA) for Proposed 
Amendments to the Low-Emission Vehicle III Greenhouse Gas Emission Regulation (Aug. 7, 2018) at 
13; https://www.arb.ca.gov/regact/2018/leviii2018/appd.pdf 
567 SRIA at 14. 
568 Id. 
569 SRIA at 21-22. 
570 Id. at 22. 
571 Id. at 23. 
572 California Energy Commission, California’s Oil Refineries, 
https://www.energy.ca.gov/almanac/petroleum_data/refineries.html; California Environmental Protection 
Agency, Office of Environmental Health Hazard Assessment, CalEnviroScreen 3.0, 
https://oehha.ca.gov/calenviroscreen/report/calenviroscreen-30 (last visited Oct. 24, 2018) 
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The rejection rests on a false premise - namely, that the ZEV program does not have criteria 
benefits.  Through the years the ZEV program has been in place, California has found that the 
program would have emissions benefits.573 This remains true today - not only does the ZEV 
program aim to reduce criteria emission and GHGs in the long-term, it also reduces near-term 
criteria air pollutant emissions.  Further, California depends on the ZEV program to meet its air 
quality improvement goals -- California’s State Improvement Plan, and its Mobile Source 
Strategy, both depend on California’s existing ZEV program (and the expectation that the 
program will continue to develop), explicitly factoring the program into the strategy for reducing 
NOx and ozone pollution.574    

EPA also takes California’s statement that are no criteria emissions benefits for its ZEV 
standards completely out of context.  C.f., 83 Fed. Reg. at 43242.  Most obviously, EPA omits 
that California observed only that ZEV does not result in near-term tailpipe reductions, and also 
observed that the ZEV standards do not result in near-term GHG reductions either.  California’s 
observations merely highlight the obvious: the ZEV program is designed to foster technology to 
enable dramatic reductions in long-term criteria and GHG emissions.  Thus, EPA’s suggestion 
that the ZEV program is not designed to address criteria emissions is both false and contrary to 
decades of the agency’s characterization of the program. 

Moreover, EPA omits the caveat that California observed only that the ZEV program does not 
have tank-to-wheel emissions benefits.  But California expressly observed that the ZEV program 
will result in upstream reductions, and the ZEV program is projected to yield reductions in both 
ozone precursors and PM.575 These reductions are obviously related to the compelling and 
extraordinary conditions within California, and these criteria pollution reductions will improve 
local air quality.  It is not EPA’s province to second guess California’s policy choices of how to 
best pursue its air quality objectives.  See, e.g., H.R. Rep. No. 95-294 at 302 (“The Administrator 

 
573 See e.g.,  California Air Resources Board, Basis for California’s Request for Clean Air Act Section 
209(b) Within-The-Scope and New Waiver Determinations for the 1999-2003 Amendments to the 
California Zero-Emission Vehicle Regulation (September 2004), available at 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2004-0437-0003; California Air Resources 
Board, Clean Air Act 209(b) Waiver Support Document Submitted by the California Air Resources Board 
(September 2009), available at  https://www.regulations.gov/document?D=EPA-HQ-OAR-2009-0780-
0002 
574 See e.g., California Air Resources Board, Proposed 2016 State Strategy for the State Implementation 
Plan (March 7, 2017); https://www.arb.ca.gov/planning/sip/2016sip/rev2016statesip.pdf; California Air 
Resources Board, Mobile Source Strategy (May 2016), 
https://www.arb.ca.gov/planning/sip/2016sip/2016mobsrc.pdf.  
575 See e.g., California Air Resources Board, Staff Report: Initial Statement of Reasons 2012 Proposed 
Amendments to the California Zero Emission Vehicle Program Regulations (December 7, 2011) at pp. 72 
- 76 (quantifying reductions of reactive organic gases, NOx, and particulate matter); available at 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0718.   
While these reductions are from upstream sources, they are nevertheless dueto ZEV standards.  And as 
EPA has found, in addressing the issue of consideration of upstream emission reductions in the waiver 
context, “[g]iven that the effects are reasonably related to the regulations, if it is appropriate to consider 
in-use effects it is not arbitrary and capricious for California to include such effects in its analysis.”  78 
Fed. Reg. at 32758-59 n. 95. 
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… is not to overturn California’s judgment lightly.  Nor is he to substitute his judgment for that 
of the State.”)    

Further, the fact that the ZEV rules allow credits for ZEV utilization and emission reduction in 
section 177 states provides no grounds for withdrawing the waiver.  The credit mechanism is a 
way to encourage development and increased commercialization of this innovative, zero 
emission technology, facilitating the technology’s deployment within California.  Again, EPA 
cannot lawfully second-guess this type of policy decision.  Moreover, the ZEV standard 
obviously is not being met exclusively by out-of-state reductions, given the strong figures 
regarding EV sales in the state.576  The agency’s remaining arguments with respect to GHG 
reductions from ZEVs are identical to its previous arguments with respect to GHGs generally, 
and fail for the same reasons: there is no basis for one interpretation for criteria pollutants and 
GHGs; the arguments and interpretation would thwart rather than promote statutory purposes and 
objectives; California has demonstrated the need for its motor vehicle program due to compelling 
and extraordinary conditions within the State many times over; and California’s circumstances 
are compelling and extraordinary even under EPA’s proposed interpretation. 

5. California “needs” GHG and ZEV standards “to meet” the state’s conditions 

The Proposal also suggests withdrawing California’s waiver on the independent grounds that the 
state does not “need” its GHG and ZEV emissions standards to “meet” the extraordinary and 
compelling conditions presented by climate change.  42 U.S.C. § 7543(b)(1)(B).  But as EPA 
consistently and rightly concluded for nearly a decade before it issued the Proposal, California 
“needs” those measures within the meaning of Clean Air Act Section 209(b) for several reasons, 
many of which are described at length elsewhere in these comments.   

First – and as EPA has documented since well before it considered GHG emissions – the agency 
must defer to the state’s own assessment of what is “needed” “to meet” environmental conditions 
in the state and should “not second-guess the wisdom or efficacy of [those] standards.”  74 Fed. 
Reg. 32,744, 32,766 (July 8, 2009).  See also 43 Fed. Reg. 25,720. 25,735 (June 14, 1978) (“it is 
EPA’s practice to leave the decisions on controversial matters of public policy, such as whether 
to regulate [harmless] methane emissions, to California”).  

Second, the inquiry of California’s “need” under Section 209(b) goes to whether California 
benefits from its motor vehicle emissions program as a whole.  Because EPA does not question 
the utility of that program writ large – and because the GHG and ZEV standards are undisputedly 
part of California’s overall emissions program – “there is no need to delve into the extent to 
which the GHG standards at issue here would address climate change or ozone problems.  That 
is an issue appropriately left to California’s judgment.”  74 Fed Reg. at 32,766.   

 
576 See California Air Resources Board, 2017 Zero Emission Vehicle Credits, 
https://www.arb.ca.gov/msprog/zevprog/zevcredits/2017zevcredits.pdf?utm_medium=email&utm_source
=govdelivery; Rob Nikolewski, California on Track to Exceed 2 million in new vehicle sales for four 
straight years, San Diego Union Tribune, Aug. 22, 2018; available at 
http://www.sandiegouniontribune.com/business/energy-green/sd-fi-cncda-vehiclesales-20180822-
story.html;  Next 10, The Road Ahead for Zero-Emission Vehicles in California (January 2018); available 
at, http://next10.org/zev; C.f., 83 Fed. Reg. at 43242. 
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Third, and in any event, the state faces immediate and unique threats from climate change, such 
that even “incremental, directional improvement[s]” that California attributes to the emissions 
standards are “entitled . . . to great deference” when assessing California’s need for those 
standards.  Id. 

Fourth, only deferential readings of “need” and “meet” comport with California’s 
congressionally-designated role “as an innovative laboratory that may set standards that EPA 
may ultimately harmonize with.”  78 Fed. Reg. 2112, 2129 (Jan. 9, 2013).   

Fifth, the standards are “needed” to address problems beyond climate change, such as ozone.  
See 73 Fed. Reg. at 12,156, 12,161 (March 6, 2008) (concluding “it is not implausible to think 
. . . that the less stringent CO standards should be considered with respect to the ozone problem 
when evaluating compelling and extraordinary conditions, not the CO problem”).    

Finally, and relatedly, California’s ZEV regulations have been deemed for a quarter century to 
fall under Section 209 as applied to long-term and relatively distant reductions in criteria 
pollutants, such that similarly distant effects on GHG emissions are entirely in keeping with 
EPA’s practice.  58 Fed. Reg. 4059, 4166 (Jan. 13, 1993). 

The Proposal abruptly departs from these conclusions, claiming that California does not “need” 
the GHG standards to “meet” threats from climate change because “GHG emissions of motor 
vehicles in California do not affect California’s conditions related to global climate change in 
any way different from emissions from vehicles and other pollution sources all around the 
world.”  83 Fed. Reg. 42,986, 43,248 (Aug. 24, 2018).  To reach this finding, the Proposal breaks 
with EPA’s decades of prior conclusions that California is entitled to deference concerning what 
it needs to meet GHG emissions standards; that the need for those standards should be evaluated 
with respect to California’s emissions program as a whole; that California’s predictions of 
incremental climate benefits from the GHG and ZEV standards suffices to demonstrate a need 
for those standards vis-à-vis climate change; that EPA should interpret California’s need for 
those standards with an eye towards the state’s special role as a trailblazer for emissions controls; 
and that the state “needs” its ZEV program is to catalyze long term investment in potentially 
revolutionary technologies, so as to ensure that technology becomes commercially viable on a 
large scale to address both criteria emissions and GHGs.  In lieu of these well-established 
principles, the Proposal arbitrarily establishes an entirely new definition of “need,” one requiring 
proposed standards to “meaningfully” “address” a discrete “problem,” id. at 4325, in a fashion 
suggesting necessity, id. at 432848. 

EPA scarcely acknowledges these sharp breaks with historical practice, resting instead on the 
EPA’s 2008 isolated, unprecedented, and since-abrogated rejection of California’s waiver 
application for GHG standards (which did not even adopt a heightened “meaningful” impact 
standard as the agency now proposes).  By failing to address its departures from prior EPA 
findings, the Proposal’s construction of “need” runs afoul of the Supreme Court’s decision in 
FCC v. Fox Television Stations, Inc., which makes clear that “[a]n agency may not . . . depart 
from a prior policy sub silentio.”  556 U.S. 502, 515 (2009).  That is especially true here, since 
EPA’s “new policy rests upon factual findings that contradict those which underlay its prior 
policy” (as EPA now does with its determination that the GHG and ZEV standards do not suffice 
to mitigate the effects of climate change and local pollutants in California) “or when its prior 
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policy has engendered serious reliance interests that must be taken into account” (as California’s 
standards have with respect to California’s SIP, SB32, and the many states that have adopted 
California emissions standards).  FCC, 556 U.S. at 515.  Thus, EPA must “provide a more 
detailed justification” for the Proposal’s sharp break with past practice “than what would suffice 
for a new policy created on a blank slate.”  Id.  Because it wholly lacks such discussions, the 
Proposal’s new construction and application of “need” are invalid on their faces.577   

In any event, the Proposal’s construction of “need” runs directly counter to the statute’s plain 
text, which easily encompasses California’s standards.  83 Fed. Reg. at 43,248.  The Proposal’s 
novel interpretation of “need” – to “meaningfully address” a particular problem tantamount to 
“necessity,” id. – does not comport with the common meaning of that word, which embraces far 
more than the lack of “meaningful” or “necessary” “redress” vis-a-vis a particular problem, and 
instead includes measures that are “useful.”  Thus, for example, it is equally correct for an 
automobile driver to indicate that, to drive, she “needs” tires and that she “needs” to inflate those 
tires with the correct air pressure, even though “need” in the second construction does not hinge 
on strict necessity.  This broader understanding of “need” is the natural and most appropriate 
reading of Section 209, a conclusion bolstered by the Section’s provision that the “need” be one 
to simply “meet compelling and extraordinary conditions,” not one to “solve” or “meaningfully” 
affect those conditions, as the Proposal contends.  42 U.S.C. 7543(b) (emphasis added).  The 
common definitions of “need” and “meet” easily encompass California’s GHG and ZEV 
standards, which are designed both to achieve incremental but important reductions in GHG 
emissions – an effect the Proposal nowhere contests – and to helpfully drive innovation in 
emissions control across the state and nation, and worldwide.   See supra section V(D)(2)(c). 

Even if the plain language of Section 209 did not foreclose the Proposal’s new definition of 
“need,” that definition is inconsistent with the Clean Air Act’s overall structure and purpose and 
is therefore unreasonable.   

First, and as noted elsewhere in these comments, the text of Section 209 requires that EPA 
evaluate California’s “need” with respect to the state’s standards “in the aggregate,” not, as the 
Proposal demands, on a standard-by-standard basis.  42 U.S.C. § 7543(b)(1); see supra section 
V(D)(1).  As EPA does not dispute, California’s emissions regime is necessary as a whole, and 
the GHG and ZEV standards are both a component of this regime and linked to important 
benefits from criteria pollutants, see supra sections V(D)(1)(b)(iv) & V(D)(4).  Thus, EPA’s pre-
Proposal decisions rightly declined to evaluate California’s GHG and ZEV standards in isolation, 
and approved those standards as part of a comprehensive package generated by California’s 
unique experience and expertise.  

Second, the burden is on opponents of California’s proposed waiver to demonstrate why the 
waiver is inappropriate and to overcome the normal deference to the state’s determinations 
concerning what is “needed” to “meet” particular environmental conditions.  42 U.S.C. § 
7543(b); see supra section V(D)(B)(2).  EPA therefore may not now reject California’s 
articulation of need on the grounds that, as EPA variously alleges, California failed its purported 
burden to explain a connection between the standards and attainment areas in the state,  83 Fed. 

 
577 See Encino Motorcars, LLC v. Navarro, 136 S. Ct. 2117, 2127 (2016); Air All. Hous. v. EPA, No. 17-
1155, 2018 WL 4000490, at *13 (D.C. Cir. Aug. 17, 2018). 



131 
 

Reg. at 43,249; that California failed to “show a causal connection between its GHG standards 
and reducing any adverse effects of climate change in California,” id. (formatting omitted); or 
that California failed to “quantify and demonstrate climate benefits in California that may result 
from the GHG standards,” id.  As explained above, this burden and second-guessing of 
California’s policy decisions is incompatible with Congress’ desire to grant the state maximum 
latitude when fashioning its emissions-control regimes, and to enshrine the state as a laboratory 
for pollution control mechanisms in precisely those circumstances in which the payoff from new 
technologies or regulatory schemes is uncertain or difficult to quantify.  See H.R. Rep. No. 95-
294, 1977 U.S.C.C.A.N 1077, at 23 (“The amendment thus confers broad discretion on the State 
. . .  to weigh the degree of health hazards from various pollutants and the degree of emission 
reduction achievable for various pollutants with various emission control technologies and 
standards.”).  The burden imposed by the Proposal’s construction of “need” is also nonsensical in 
this instance, insofar as California cannot possibly have “failed” to justify the continued 
maintenance of its waiver – as the Proposal now claims – where EPA has only asked California 
to do as much in the Proposal itself.  See, e.g., Pub. Serv. Comm’n of Ky. v. FERC, 397 F.3d 
1004, 1012 (D.C. Cir. 2005). 

Third, the Proposal’s construction of need is inconsistent with the Clean Air Act because the Act 
explicitly contemplates that waivers are appropriate even where the State’s program offers no 
incremental improvements over operative federal standards.  Section 209(b)(2) explicitly 
permits waivers where the standards in question are “as stringent as the comparable applicable 
Federal standard,” and/or where they are “as protective as applicable Federal standards,” and 
therefore provide no incremental benefits vis-à-vis certain pollutants or pollution-related 
harm.  The Proposal flatly ignores the implication of this provision for the agency’s analysis of 
California’s GHG and ZEV standards, but any attempt to parse the provisions of Section 
209(b)(2) as between GHG emissions and other pollutants would, in any event, impermissibly 
read a single statutory term differently depending on the context.  See Clark v. Martinez, 543 
U.S. 371, 380 (2005).  Thus, even if EPA were to abruptly determine that California’s GHG 
standards implicate unique concerns relative to other pollutants regulated by the Clean Air Act, 
“[t]he lowest common denominator” definition of “need” – i.e., the definition previously relied 
upon by the agency and looking to California’s general need for a unique emissions program -- 
must nonetheless govern the Proposal’s analysis of the GHG standards.  Id. 

For all these reasons, the Proposal’s definition of “need” in Section 209 is unlawful.  But even if 
that definition were permissible, EPA could not legally withdraw the waiver for ZEV and GHG 
emissions because, contrary to EPA’s conclusion, those standards do meaningfully contribute to 
effects of climate change in California.  See supra sections V(D)(1)(b)(iv) & V(D)(4) (describing 
that these standards meet long-term climate conditions).  Indeed, EPA has previously found that 
similar data would suffice to satisfy the type of test set forth in the Proposal, which 
impermissibly fails to explain why these findings are no longer valid.578   Likewise, EPA’s 

 
578 74 Fed. Reg. at 32,766 (GHG standards); 78 Fed. Reg. at 2131 (ZEV).  See also Mass. v. EPA, 549 
U.S. 497, 500 (2007) (“Judged by any standard, U.S. motor-vehicle emissions make a meaningful 
contribution to greenhouse gas concentrations and hence, according to petitioners, to global warming”); 
Coal. for Responsible Reg., 684 F.3d 102, 128 (D.C. Cir. 2012) (approving EPA’s finding that MY 2012-
2016 greenhouse gas standards for light duty vehicles “result in meaningful mitigation of greenhouse gas 
emissions”).   
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“cause or contribut[ion]” findings under Section 202(a) of the Clean Air Act repeatedly 
recognize that even marginal emissions from the United States transportation sector will cause or 
contribute to adverse effects from climate change.  74 Fed. Reg. 66,496, 66,538 (Dec. 15, 2009).   

EPA’s arguments that California’s GHG standards do not meet the Proposal’s definition of need 
are essentially threefold, and are equally unavailing.  First, the Proposal repeatedly concludes 
that California cannot “need” the standards to “meet compelling and extraordinary 
circumstances” because no such circumstances exist in the first instance.  See, e.g., 83 Fed. Reg. 
at 43,249 (finding lack of need because adverse effects cited by California “would also affect 
other parts of the United States”).  This conclusion is both inaccurate, see supra section V(D)(3), 
and totally irrelevant, since the Proposal’s analysis of “need” explicitly assumes that California 
in fact possesses such conditions.  Id. at 43,248.   

Second, EPA seeks to distance itself from the rationale in Massachusetts v. EPA and its own 
cause or contribution finding by concluding that the “evaluation of whether California’s 
standards are necessary to meet compelling and extraordinary conditions is not contingent on or 
directly related to [that finding].”  Id. at 43,249 (citing 79 Fed. Reg. 46,256, 46,262 (Aug. 7, 
2014)).  But the language cited by EPA for this proposition merely (and correctly) recognizes 
that, under Section 209, EPA must defer to California’s assessment of “need” and “meet” over 
certain components of the cause or contribution finding.  79 Fed. Reg. 46,256, 46,262 (Aug. 7, 
2014).  If the Proposal’s definition of “need” applies (which it should not) then EPA, by its own 
logic, must have already disclaimed any ability to defer to California’s assessment of the state’s 
needs.  In that circumstance, therefore, there are no state findings to trump the logic of 
Massachusetts and the cause and contribution finding, and EPA must harmonize its assessment 
of California’s need with EPA’s prior rulemakings and decisions of the Supreme Court.  

Finally, EPA claims that California cannot need its ZEV program because the program’s travel 
provision provides for credits from out-of-state compliance.  EPA overstates the breadth of the 
travel provision, which, after MY2018, applies only to fuel cell vehicles.  Thus, if EPA is to 
apply its preferred “standard-by-standard” approach to Section 209(b) (which the agency must 
do if it is to apply its new definitions of “need” and “meet”), it may not invalidate California’s 
entire ZEV program merely with reference to one component of the regulatory scheme for fuel 
cell vehicles, which, under any scenario envisioned by that state, account for a minority of ZEV 
vehicles produced for California.579  But more to the point, those scenarios do point towards 
“meaningful” progress vis-à-vis climate change in the state, since the ZEV program’s provisions 
for fuel cell vehicles have driven notable gains in statewide infrastructure and concomitant 
emissions reductions, and because this California specific progress depends in part on 
nationwide adoption of fuel cell technology.580   

 
579 Compare Cal. EPA, California’s Advanced Clean Cars Midterm Review at app. A (2017), 
https://www.arb.ca.gov/msprog/acc/mtr/appendix_a.pdf (demonstrating compliance pathways for ZEVs 
by technology type) with id. at app. L, https://www.arb.ca.gov/msprog/acc/mtr/appendix_l.pdf 
(documenting overall benefits from ZEV program).   
580 Id. at app. D, https://www.arb.ca.gov/msprog/acc/mtr/appendix_d.pdf.   
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E. EPA’s proposal to find under section 209(b)(1)(C) that California’s ZEV and 
GHG standards are not consistent with section 202(a) is unlawful and contrary to 
the record and EPA’s own findings. 

EPA also proposes to find under CAA section 209(b)(1)(C) that California’s GHG and ZEV 
standards are not consistent with Section 202(a).  That proposed finding completely ignores the 
governing standards under section 209(b)(1)(C), ignores the record, and would be unlawful if 
adopted by the agency. 

1. Statutory requirements. 

Section 209(b)(1)(C) requires EPA to deny a waiver if EPA finds that “such State standards and 
accompanying enforcement procedures are not consistent with section 7521(a) of this title [CAA 
Section 202(a)].” 42 U.S.C. 7543(b)(1)(C). Section 202(a) of the CAA (1) requires EPA to 
prescribe standards applicable to health- or welfare-endangering emissions from new motor 
vehicles, and (2) provides that the regulations “shall take effect after such period as 
the Administrator finds necessary to permit the development and application of the requisite 
technology, giving appropriate consideration to the cost of compliance within such period.”  42 
U.S.C. 7421(a). 

Under longstanding EPA precedent, state standards and enforcement procedures are deemed not 
to be consistent with Section 202(a) only if there is inadequate lead time to permit the 
development and application of the requisite technology, giving appropriate consideration to the 
cost of compliance within that time frame, or if the Federal and California test procedures are 
inconsistent.  E.g., 43 Fed. Reg. 998, 999 (1978); 42 Fed. Reg. 31,637, 31,640 (1977); 74 Fed. 
Reg. 32,744, 32767 & n.130 (2009); 76 Fed. Reg. 61,095, 61,097 (October 2011).  As stated by 
the United States Court of Appeals for the D.C. Circuit, “[i]n the waiver context, section 202(a) 
‘relates in relevant part to technological feasibility and to federal certification requirements.’” 
Motor & Equip. Mfrs. Ass'n v. Nichols, 142 F.3d 449, 463 (D.C. Cir. 1998) (quoting Ford Motor 
Co. v. EPA,  606 F.2d 1293, 1296 n.17 (D.C. Cir. 1979)) and citing MEMA I, 627 F.2d at 1101, 
1111).  The ‘technological feasibility’ component of section 202(a) obligates California to allow 
sufficient lead time to permit manufacturers to develop and apply the necessary 
technology.  See American Motors Corp. v. Blum,  603 F.2d 978, 981 (D.C. Cir. 1979); Motor & 
Equip. Mfrs. Assoc. v. Envtl. Prot. Agency, 627 F.2d 1095, 1111 (D.C. Cir. 1979); Ford Motor 
Co. v. EPA, 606 F.2d 1293, 1297 (D.C. Cir. 1979).   

The proposal does not suggest that there is any inconsistency between California and federal 
certification procedures (there is not) or propose to withdraw California’s waiver on that basis.  
Accordingly, only the “feasibility” aspect of Section 202(b)(1)(C) is relevant here. 

2. Under longstanding administrative and judicial precedent, EPA owes 
California substantial deference under section 202(a)(1)(C) to adopt standards 
more protective than Federal standards. 

In reviewing California’s request for a waiver of preemption under Section 209(b), EPA owes 
substantial deference to the economic, technical and policy judgments reflected in California’s 

https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-80204913-1994273617&term_occur=321&term_src=title:42:chapter:85:subchapter:II:part:A:section:7543
https://www.law.cornell.edu/uscode/text/42/7521#a
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-991726143-1212918313&term_occur=1608&term_src=title:42:chapter:85:subchapter:II:part:A:section:7521
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=42-USC-146731693-1186899454&term_occur=802&term_src=title:42:chapter:85:subchapter:II:part:A:section:7521
https://advance.lexis.com/document/teaserdocument/?pdmfid=1000516&crid=b8f239b6-5c12-493e-9e31-497764828a50&pdteaserkey=h1&pditab=allpods&ecomp=Ly_fk&earg=sr0&prid=e2044ed0-bfd0-415f-a433-a20fbdfbd34a
https://advance.lexis.com/document/teaserdocument/?pdmfid=1000516&crid=b8f239b6-5c12-493e-9e31-497764828a50&pdteaserkey=h1&pditab=allpods&ecomp=Ly_fk&earg=sr0&prid=e2044ed0-bfd0-415f-a433-a20fbdfbd34a
https://advance.lexis.com/document/teaserdocument/?pdmfid=1000516&crid=b8f239b6-5c12-493e-9e31-497764828a50&pdteaserkey=h1&pditab=allpods&ecomp=Ly_fk&earg=sr0&prid=e2044ed0-bfd0-415f-a433-a20fbdfbd34a
https://advance.lexis.com/document/teaserdocument/?pdmfid=1000516&crid=b8f239b6-5c12-493e-9e31-497764828a50&pdteaserkey=h1&pditab=allpods&ecomp=Ly_fk&earg=sr0&prid=e2044ed0-bfd0-415f-a433-a20fbdfbd34a
https://advance.lexis.com/document/teaserdocument/?pdmfid=1000516&crid=b8f239b6-5c12-493e-9e31-497764828a50&pdteaserkey=h1&pditab=allpods&ecomp=Ly_fk&earg=sr0&prid=e2044ed0-bfd0-415f-a433-a20fbdfbd34a
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standards, and to California’s judgments about what level of pollution control is needed to 
“meet” California’s compelling and extraordinary conditions. 

This deference to California is built into the structure of Section 209(b).  Prior to granting the 
waiver it is not necessary for the Administrator to make an affirmative finding that the three 
conditions exempting approval of a waiver under §209 (b) do not exist. Motor and Equipment 
Mfrs. Ass’n, Inc. v. E.P.A., 627 F.2d at 1120. Instead, the default is for the Administrator to grant 
the waiver. Id. (“This reversal of the normal statutory structure embodies and is consistent with 
the congressional intent of providing deference to California to maintain its own new motor 
vehicle emissions program.”)  Accordingly, “EPA and the Court of Appeals for the District of 
Columbia Circuit have consistently interpreted section 209(b) as placing the burden on the 
opponents of a waiver to demonstrate that one of the criteria for a denial has been met.” 78 Fed. 
Reg. 2113. EPA’s longstanding precedent holds that the party opposing a waiver bears the 
burden of demonstrating that California does not meet the waiver requirements.   Thus, were this 
an initial waiver application, EPA would require that opponents of the waiver affirmatively carry 
their burden of proof in demonstrating that the waiver is inconsistent with §202(a) and should 
not be granted.  Motor & Equip. Mfrs. Ass’n, 627 F.2d at 1128. 

During essentially the whole life of the waiver provision, EPA has repeatedly and in strong terms 
emphasized the agency’s obligation to defer to the judgment of California officials.   See, e.g., 36 
Fed. Reg. 17458 (1971) (“[W]e must respect the judgment of California officials that public and 
political support in California for a program of mandatory vehicle inspection will be greater if 
manufacturers are required to perform an emission test on each production vehicle prior to 
sale.”); 41 Fed. Reg. 44209 (1976) (“Arguments concerning the wisdom of California’s actions 
with regard to motor cycles, the cost effectiveness of the motorcycle standards, the marginal 
improvements in air quality that will allegedly result, and the question of whether these 
particular standards are actually required by California all fall within the broad area of public 
policy. The EPA practice of leaving the decision on such controversial matters of public policy 
to California's judgment is entirely consistent with the Congressional intent behind the California 
waiver provision.”); 43 Fed. Reg. 998, 1001 (1978) (“these objections fall within the discretion 
of California to adopt a program which it feels will best protect the public health and welfare of 
California’s citizens.  Inquiry into the wisdom behind California’s judgment is beyond my 
province.”);  43 Fed. Reg. 15490, 15492 (1978) (“While the information presented on this issue 
does indicate that California’s emission standards may limit the number of models of light-duty 
trucks and medium-duty vehicles which may be sold in California in the future, it is not 
sufficient to require a finding that the variety of models would not satisfy basic demand in 
California for these vehicles.”). 

EPA has emphasized that it must approve waivers even in situations where EPA might consider 
the standards in question too burdensome or costly.   See 49 Fed. Reg. 18,887 (1984) (exhaustive 
discussion of consistency requirement, noting that EPA has granted waivers even when some 
manufacturers could not meet state’s requirements as long as basic market demand satisfied); 42 
Fed. Reg. 1503, 1506 (1977) (emphasizing deference to technical judgments); 41 Fed. Reg. 
44,209 (1976) (arguments concerning the wisdom of California’s actions, the cost effectiveness 
of compliance with CA requirements and the degree of improvements in air quality that will 
result, are all outside the permissible scope of EPA’s inquiry); 40 Fed. Reg. 23,102, 23,103 
(1975) (emphasizing need for deference to CA even on technological feasibility and technology 

http://www.westlaw.com/Link/Document/FullText?findType=l&pubNum=0184735&cite=UUID(I09FFFA3058B011DAA372000BDBC9A81C)&originatingDoc=I62A99E406BA611DEBA298CFD834F13C9&refType=CP&originationContext=document&vr=3.0&rs=cblt1.0&transitionType=DocumentItem&contextData=(sc.Search)
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forcing thrust of CAA including section 209(b)); 36 Fed. Reg. 17,458 (1971) (questions of 
burden on consumers or manufacturers irrelevant if there is adequate time for compliance; 
deference to CA in face of uncertainty).  As the Administrator put it in granting the waiver in 
2013: “California must be given substantial deference when adopting motor vehicle emission 
standards which may require new and/or improved technology to meet challenging levels of 
compliance.” 78 Fed. Reg. at 2133 (discussing 1975 Waiver Decision, 40 Fed. Reg. at 23,103, 
pre-dating the 1977 revisions intended to broaden California’s authority). 

Echoing the legislative history emphasizing California’s prerogatives, the D.C. Circuit has 
explained that “California is to have ‘the broadest possible discretion in selecting the best means 
to protect the health of its citizens.’” Nichols, 142 F.3d at 462-63 (quoting H.R. Rep. No. 95-294, 
at 301-02). Congress intended for California to receive “the broadest possible discretion in 
setting regulations it finds protective of the public health and welfare.” MEMA I, 627 F.2d at 
1122.   “As the provisions of section 209(b) make clear, Congress has also provided that EPA ‘is 
not to overturn California’s judgment lightly.’” Nichols, 142 F.3d at 462-63. 

This deference flows directly from the core terms and purpose of Section 209(b) itself.  In the 
statute “Congress consciously chose to permit California to blaze its own trail with a minimum 
of federal oversight.” Ford Motor Co., 606 F.2d at 1297.  This provision of the Clean Air Act 
was designed to ensure “continuing the national benefits that might flow from allowing 
California to continue to act as a pioneer in this field.” Id. (citing 113 Cong. Rec. H 14407 
(Cong. Moss) (daily ed. Nov. 2, 1967); S 16395 (daily ed. Nov. 14, 1967) (Senator Murphy)). 
“Even in the two areas concededly reserved for Federal judgment by this legislation—the 
existence of ‘compelling and extraordinary’ conditions and whether the standards are 
technologically feasible—Congress intended that the standard of EPA review of the state 
decision be a narrow one.” California State Motor Vehicle Pollution Control Standards, 40 Fed. 
Reg. at 23,103.  “One Congressman indicated that a decision to deny waiver should be subject to 
considerably less deference on judicial review than the Administrative Procedure Act normally 
provides, a view which would necessarily imply that the agency discretion to deny waiver is 
considerably narrower than is its discretion to act or not act in other contexts.” Id. at 23,103 
(citing 113 Cong. Rec. H 14405 (Cong. Holifield) (daily ed. Nov. 2, 1967)).  

In particular, this deference extends to California’s judgments that the standards for which a 
waiver is sought do not impose excessive costs on industry.  As EPA explained in 2013 in 
granting the waiver at issue: 

Past waiver determinations have made clear that for the cost of compliance to be 
found excessive it would need to be ‘‘very high’’ such that the cost to customers 
who purchased a complying vehicle would be doubled or tripled.  Additionally, the 
relevance of the cost of compliance analysis is limited to the question of whether 
such costs will adversely affect the timing of an emission standard. …CARB notes 
that EPA has recognized that the only relevance of costs is their impact on timing, 
e.g. ‘‘Manufacturers do not contend that the cost of compliance will be significantly 
reduced by extending lead time beyond the minimal period required for 
compliance.’’  
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78 Fed. Reg. 2133 & n. 110 (quoting 36 Fed. Reg. 17459 (August 31, 1971)) (additional citations 
omitted).  

EPA has repeatedly explained that California’s judgments about the costs of vehicle standards is 
a matter on which EPA owes especially strong deference.  In an early waiver decision in 1975, 
Administrator Russell Train explained: 

I would feel constrained to approve a California approach to the problem which I 
might also feel unable to adopt at the federal level in my own capacity as a 
regulator. The whole approach of the Clean Air Act is to force the development of 
new types of emission control technology where that is needed by compelling the 
industry to “catch up” to some degree with newly promulgated standards. Such an 
approach * * * may be attended with costs, in the shape of a reduced product 
offering, or price or fuel economy penalties, and by risks that a wider number of 
vehicle classes may not be able to complete their development work in time. Since 
a balancing of these risks and costs against the potential benefits from reduced 
emissions is a central policy decision for any regulatory agency, under the statutory 
scheme outlined above I believe I am required to give very substantial deference to 
California’s judgments on this score. 

40 Fed. Reg. 23102, 23103-23104 (May 28, 1975) (quoted at 78 Fed. Reg. 2115).   

As the DC Circuit has explained, the consideration of cost in Section 202(a) is limited; 
“Congress wanted to avoid undue economic disruption in the automotive manufacturing industry 
and also sought to avoid doubling or tripling the cost of motor vehicles to purchasers. It, 
therefore, requires that the emission control regulations be technologically feasible within 
economic parameters.” Motor and Equipment Mfrs. Ass'n, Inc. v. E.P.A., 627 F.2d 1095, 1118 
(D.C. Cir. 1979). See also id. at 1114 n. 40 (“[T]he ‘cost of compliance’ consideration relates to 
the timing of standards and procedures.”).581  

EPA’s waiver decisions make clear that the cost factor does not allow EPA to second-guess 
California’s policy judgments.  Rather, “the relevance of the cost of compliance analysis is 
limited to the question of whether such costs will adversely affect the timing of an emission 
standard.”  78 Fed. Reg. at 2133 & n.110 (citing MEMA I, 627 F.2d at 1105, 1114 n. 40 (“[T]he 
‘cost of compliance’ consideration relates to the timing of standards and procedures.”)).   

Under longstanding precedent, EPA does not question California’s judgments regarding the cost-
effectiveness of the state’s standards. “Thus, EPA will look at the compliance costs for 
manufacturers in developing and applying the technology and not at cost effectiveness when 

 
581 As the D.C. Circuit emphasized in Motor and Equipment Mfrs. Ass'n, Inc. v. E.P.A., 627 F.2d 1095 
(D.C. Cir. 1979), the reference to “cost” in section 202(a) was not intended to provide a discretionary 
blank check to allow EPA to offset the health and environmental benefits from federal standards:  “Every 
effort at pollution control exacts social costs. Congress, not the Administrator, made the decision to 
accept those costs.”  And even with respect to costs for manufacturers, Section 202(a)’s focus is on 
“avoid[ing] undue economic disruption in the automotive manufacturing industry and … 
avoid[ing] doubling or tripling the cost of motor vehicles to purchasers.”  627 F. 2d at 1118. 
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making a waiver decision.” 78 Fed. Reg. at 2134; see also 40 Fed. Reg. 23102, 23104; 58 Fed. 
Reg. 4166 (January 7, 1993); 36 FR 17459 (August 31, 1971); 36 Fed. Reg. 17158 (August 31, 
1971). EPA has historically “evaluated costs in the waiver context by looking at the actual cost 
of compliance in the time provided by the regulation, not the regulation’s cost-effectiveness.” 78 
Fed. Reg. at 2134.  In other words, “[t]he appropriate level of cost-effectiveness is a policy 
decision of California that is considered and made when California adopts the regulations, and 
EPA, historically, has deferred to these policy decisions. . . . The issue of whether a proposed 
California requirement is likely to result in only marginal improvement in air quality not 
commensurate with its cost or is otherwise an arguably unwise exercise of regulatory power is 
not legally pertinent to [the Administrator’s] decision under section 209.” 78 Fed. Reg. 2112, 
2134 (2013 Waiver Grant); see also 40 Fed. Reg. 23102, 23103-04 (1975). 

EPA is properly deferential to California’s judgments because the Clean Air Act waiver 
provision is intended to allow California to choose more stringent standards, even if the cost is 
considerably higher, in order to secure the public benefits of lower-polluting vehicles.   See 36 
Fed. Reg. 17458 (1971) (based on “careful consideration,” “agree[ing]” that “the statute does not 
permit me to take into account the extent of the burden placed on residents of California or on 
regulated interests, unless the California requirement fails to provide an adequate period of time 
for compliance.”).  Questions about whether California standards yield net benefits “fall within 
the discretion of California to adopt a program which it feels will best protect the public health 
and welfare of California’s citizens.  Inquiry into the wisdom behind California’s judgment is 
beyond [the EPA Administrator’s] province.” 43 Fed. Reg. 998 (1978); see id. at 1001 (citing 41 
Fed. Reg. 44210 (October 7 1976), HR. Rept. No. 95-294. 95th Cong, 1st Sess. 301- 302 
(1977));  see also, 43 Fed. Reg. 1829, 1832 at 1832 (1978) (“it is reasonable to conclude that the 
costs of compliance are not so excessive as to warrant a denial of a waiver on these grounds 
given the intent of Congress to leave the decision on controversial matters of public policy to 
California’s judgment.”);  id. at 1833 (“While California’s emission standards may limit the 
number of models of light-duty trucks and medium-duty vehicles which may be sold in 
California in the future, I conclude, based on the information presented to me, that the range of 
models of such vehicles should, nevertheless, remain in general what it is today.”). 

Thus, as EPA properly noted in granting the governing waiver in 2013, judicial and EPA 
precedent make clear that “the cost of compliance must reach a very high level before the EPA 
can deny a waiver. Therefore, past decisions indicate that the costs must be excessive to find that 
California’s standards are inconsistent with section 202(a).”  78 Fed. Reg. at 2134. 

a. EPA’s proposed finding that California’s standards are inconsistent with 
section 202(a) is unsupported, arbitrary and unlawful. 

In the NPRM, EPA proposes to find that “both ZEV and GHG standards for new MY 2021 
through 2025 are not consistent with Section 202(a) of the Clean Air Act, as contemplated by 
section 209(b)(1)(C)” because “there is inadequate lead time to permit the development of 
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technology necessary to meet those requirements, giving appropriate consideration to cost of 
compliance within the lead time provided in the 2013 waiver.”   83 Fed. Reg. 43249-50. 582 

The NPRM relies upon EPA’s analysis and reasoning concerning the existing federal Section 
202 emissions standards. See., e.g,, 83 Fed. Reg. at 43250 (“This finding reflects the assessments 
in today’s proposal on the technological feasibility of the Federal GHG standards for MY 2021 
through 2025.”); id. at 43250 n.586 (stating that Federal standards are “sufficiently similar to” 
California standards to serve as “an appropriate proxy for considering the technological 
feasibility” of California standards).  EPA concluded that the NPRM on the federal standards 
“now cast [sic] significant doubts on EPA’s predictions for future and timely availability of 
emerging technologies for compliance with Federal GHG standards for MY 2021-2025.” Id. at 
43251-52.  The NPRM also asserts that “CARB’s feasibility finding was premised on a finding 
of reduced compliance costs and flexibility because of the deemed to comply provisions, which 
allowed for compliance with Federal GHG standards in lieu of California’s standards.” Id. at 
43252. 

In the NPRM’s discussion of Section 209(b)(1)(C), EPA explains that in its contemporaneous 
proposal to weaken federal standards, it was “acting on the likelihood of increased compliance 
costs as shown in today’s proposal,” and that “[t]hese are costs that will likely be passed on to 
consumers in most instances.” Id. It then posited that previously expected economies of scale to 
drive down manufacturing and technology costs for advanced engine technologies would not occur 
assuming a rollback of the federal standards, because “manufacturers may no longer be willing to 
commit to investments in a limited market as compared to the broader national market”. Id. 

EPA’s proposed filing is unlawful, lacking in record support, arbitrary and capricious.  It 
abandons both the core premises of Section 209(b) and longstanding judicial and administrative 
precedent. 

i. The statute does not authorize EPA, years after granting a waiver, to 
declare California standards inconsistent with section 202(a) based upon a 
reanalysis of EPA’s own standards, particularly one that depends on legal 
standards and methods dramatically different from those that applied 
when California’s waiver request was sought and approved. 

As demonstrated above, EPA lacks authority to withdraw a Section 209(b) waiver after granting 
it.   See supra section V(A).  And if EPA has any such authority in unusual circumstances that 
the agency has never identified or seen fit to invoke in more than 50 years of the waiver 
provision’s existence, no such circumstances are present here. 

After having carefully reviewed and approved California’s waiver application in 2013, EPA’s 
proposal now to find that California’s standards are inconsistent with Section 202(a) aptly 
exemplifies why Congress did not grant EPA the after-the-fact nullification power EPA now 
claims.    Unlike a proper waiver decision of the sort contemplated by Section 209(b), EPA has 
before it no proposal from California supported by an administrative record and California’s 

 
582 The NPRM nowhere claims that California’s certification procedures are inconsistent with federal 
standards.  This prong of Section 209(b)(1)(C) is not at issue here. 
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analysis and explanation of its policy choices.  Yet EPA purports to withdraw the waiver based 
upon allegedly new information California has not had an opportunity to consider.    

The NPRM, by relying almost exclusively on EPA’s reappraisal of federal standards as the 
benchmark for the consistency of California’s standards with Section 202(a), applies a legal test 
for inconsistency dramatically different than the test that applied when California submitted its 
waiver application when EPA acted on it, essentially a retroactive application of new legal 
standards.  Even though one would normally expect any agency claim of novel power to strip 
California of an already-granted waiver would have to overcome an especially high burden, 
here EPA has done the opposite – purporting to ignore well-settled precedent requiring strong 
deference to California’s judgments concerning cost and feasibility, even where it differs 
markedly from EPA’s.  EPA’s proposed finding should be withdrawn. 

Section 209(b) contemplates an ex ante assessment of consistency with Section 202(a) based 
upon a record submitted by California and supported by California’s analysis of the relevant 
factors, with the burden on those challenging California’s judgment, which is entitled to strong 
deference.  EPA has turned the statutory process upside-down, thereby totally vitiating the 
congressional purpose to let California’s expert pollution control agency form its own technical 
judgments that reflect the state’s differing appraisal of the costs and benefits of pollution 
control.  EPA’s proposal to strip California of its waiver in these circumstances is unlawful, 
arbitrary and unjustified.  

ii. In proposing to find inconsistency, EPA has unlawfully and arbitrarily 
abandoned longstanding precedent requiring that EPA respect 
California’s judgments.  

As explained above, and as EPA’s prior waiver decisions have emphasized, in evaluating 
California standards for which a waiver is sought under Section 209(a), EPA must grant very 
substantial deference to the judgments underlying California’s standards, including judgments 
about costs, assessments of technological feasibility, and proper policy.  As both EPA’s and 
judicial precedents emphasize, this deference flows from the core purposes of Section 209(b) 
itself, including Congress’s intent that California be allowed to make central policy decisions to 
protect its people.   

In the NPRM, however, EPA ignores these well-established principles, and evinces no deference 
for California’s policy, economic, and technical judgment.  The NPRM does not even 
acknowledge, still less adhere to, the longstanding precedent requiring substantial deference to 
California’s choices.  Instead, it purports to override California’s judgments based upon nothing 
more than EPA’s revised appraisal of its federal standards (a new appraisal that overruled EPA’s 
own recent judgments about them), without any serious acknowledgement of the different rules 
that apply when EPA reviews a request for waiver of preemption under Section 209(b). 

The NPRM’s proposed determination of inconsistency is unlawful.   EPA must follow its own 
administrative precedent as well as judicial precedent.  If EPA claims that the longstanding rules 
of deference that it and courts have applied for decades should be changed, the agency cannot 
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simply stop applying those rules.   Instead, EPA must acknowledge the change in policy,583 
provide a “reasoned explanation” for changing course,584 and demonstrate that the new policy is 
itself consistent with the governing statute.585 It must provide a reasoned explanation for 
“disregarding facts and circumstances that underlay” the prior rule.586  

Because these longstanding rules reflect the core structure and purposes of Section 209(b) itself – 
to allow California to adopt standards more stringent than the federal ones, and to strike different 
balances concerning the costs and benefits of pollution control given California’s particular 
needs – EPA must explain how the non-deferential approach it proposes here can possibly be 
consistent with the statute itself. 

EPA’s NPRM does not apply any deference to California’s judgment, and does not acknowledge 
the long and consistent stream of EPA precedent that EPA owes strong deference to CARB’s 
judgments on feasibility and cost.  The NPRM does not even acknowledge these deference 
principles and their connection to the core policies of the waiver provision; far from applying 
them, EPA treats it as dispositive that EPA now proposes to find the federal standards too costly.  
The longstanding deference to California reflects an understanding of Section 209(b) and 
Congress’s central objective in it – Congress deliberately wanted to give California wide latitude 
to adopt its own, more stringent emission standards, even when there is uncertainty and doubt, 
and even when EPA might consider the standards unwise or uneconomic for the nation as a 
whole.  See supra section V(B).   Congress made that choice, and numerous EPA decisions over 
decades have given effect to it, because Congress in Section 209(b) aimed to secure the benefits 
of state experimentation and innovation.   EPA’s NPRM completely ignores the history and fails 
to address the connection between deference to California and the core objectives of the statute.   
EPA completely fails to justify its new, no-deference approach, which would eviscerate Section 
209(b) as a means to secure the benefits of experimentation.   

 
583  See Fox, 556 U.S. at 514-15 (agency must “display awareness that it is changing position,” and show 
that there are “good reasons” for the new policy).  See State Farm; Verizon v FCC, 740 F.3d 623, 636 
(D.C. Cir. 2014) (agency must “acknowledge” and “explain the reasons for a changed interpretation”).   
584 Motor Vehicle Mfrs. Ass'n of U.S., Inc. v. State Farm Mut. Auto. Ins. Co., 463 U.S. 29, 43 (1983) 
(quoting Burlington Truck Lines v. United States, 371 U.S. 156, 168 (1962)).  See also AMB Onsite 
Services-West v. NLRB, 849 F.3d 1137, 1146 (D.C. Cir. 2017) (“It is well-settled that NRLB. . . cannot 
‘turn[] its back on its own precedent and policy without reasoned explanation.’”) (quoting Dupuy v. 
NLRB, 806 F.3d 556 563 (D.C. Cir. 2015)).  
585 See Fox, 556 U.S. at 514-15 (new policy must be “permissible under the statute”); National Cable & 
Telecommunications Ass'n v. Brand X Internet Servs., 545 U.S. 967, 981(2005); Chevron USA v. NRDC, 
467 U.S. 837, 865-66 (1984); Public Citizen v. Fed. Motor Carrier Safety Admin., 374 F.3d 1209 (D.C. 
Cir. 2004). 
586   FCC v. Fox, 556 U.S. at 516 (“when . . . [a] new policy rests upon factual findings that contradict 
those which underlay its prior policy” agency must provide “a more detailed justification than what would 
suffice for a new policy created on a blank slate”; agency must supply adequate grounds “for disregarding 
facts and circumstances that underlay or were engendered by” prior rule); id. at 537 (Kennedy, J.); Pub. 
Citizen, 733 F.2d at 98 (agency must “cogently explain” basis for suspending rule) (quoting State Farm, 
463 U.S. at 48); Organized Village of Kake v. United States Dep’t f Agric., 795 F.3d 956, 968-969 (9th 
Cir. 2015); AMB Onsite Services-West v. NLRB, 849 F.3d 1137, 1146 (D.C. Cir. 2017); Humane Society 
v. Locke, 626 F.3d at 1051 (9th Cir). 
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Furthermore, EPA has completely failed to consider the broader implications and potential harms 
of its new non-deference approach to Section 209(b) itself, including the ways in which EPA’s 
new failure to defer to California could undermine the waiver program and deprive the people of 
California of the benefits of state innovation and leadership.   

EPA’s failure to defer to California is especially egregious given that California’s judgment is 
supported by and consistent with EPA’s own judgments in the 2012 federal rulemaking, the 2013 
waiver decision, and the 2017 MTE.   In the face of EPA’s own conclusions supporting both the 
federal standards and California’s GHG and ZEV programs, EPA has not shown California’s 
standards are unsupported or unreasonable, let alone inconsistent with the statute. 

EPA must demonstrate that CARB’s assessment of costs is clearly unsupported by the record 
evidence. Instead, EPA’s discussion of the inconsistency prong merely says things like 
“significant doubts [exist] on EPA’s predictions for future and timely availability for emerging 
technologies for compliance with Federal standards for MY 2021-2025.” 83 Fed. Reg. at 43,251.  
EPA has not demonstrated that California’s judgments, although different from EPA’s proposed 
new judgments, are unsupported and unreasonable, particularly in light of the deference that is 
due to California.  Under the governing law, even when confronting a waiver application in the 
first instance, it is not enough for EPA to profess doubts; rather, it must affirmatively show that 
California’s standards are inconsistent with Section 202(a).   

iii. Because technology sufficient to meet the California standards is 
available, EPA cannot make (and has not made) a determination that lead 
time is inadequate.  

In the NPRM, EPA departs from its longstanding interpretation of the statute, again in a way that 
seeks to override and reverse Congress’s decision to give California leeway to adopt more 
protective standards. “Previous waivers of federal preemption have stated that California’s 
standards are not consistent with section 202(a) if there is inadequate lead time to permit the 
development of technology necessary to meet those requirements, giving appropriate 
consideration to the cost of compliance within that time.”  74 Fed. Reg. at 32,767; see also 
Nichols, 142 F.3d at 463 (“[Section 209(b)(1)(C)] obligates California to allow sufficient lead 
time to permit manufacturers to develop and apply the necessary technology.”); MEMA I, 627 
F.2d at 1118 (noting that “cost of compliance” “relates to the timing of a particular emission 
control”); id. at 1114 n.40.  “Neither the court nor the agency has ever interpreted” Section 
209(b)(1)(C)’s cross-reference to Section 202(a) as requiring more than “allow[ing] sufficient 
lead time to permit manufacturers to develop and apply the necessary technology.”  Nichols, 142 
F.3d at 463.  

“Lead time” refers to the “time in which the technology will have to be available”; when 
technology is already available, lead time is not necessary.  See NRDC v. EPA, 655 F.2d 318, 
329 (D.C. Cir. 1981) (quoting Portland Cement Ass’n v. Ruckelshaus, 486 F.2d 375, 391 (D.C. 
Cir. 1973)). “In the waiver context, section 202(a) ‘relates in relevant part to technological 
feasibility.’”  MEMA v. Nichols, 142 F.3d 449, 463 (D.C. Cir. 1998) (quoting Ford Motor Co. v. 
EPA, 606 F.2d 1293, 1296 n.17 (D.C. Cir. 1979)).  Accordingly, “EPA has traditionally 
examined whether the necessary technology exists today, and if not, what is the cost of 
developing and implementing such technology.”  78 Fed. Reg. at 2,142 (emphasis added). 



142 
 

Here, EPA has not even attempted to demonstrate that lead time sufficient to allow 
manufacturers to comply with the California standards is inadequate – for any year, let alone the 
model years that are still many years hence. Here, as EPA admits – and clearly found in the MTE 
process – the available technology to satisfy the California standards already exists.  EPA 
concedes that the technology exists to meet California’s GHG and ZEV standards.  For example, 
EPA states: “In light of the wide range of existing technologies that have already been 
developed, have been commercialized, and are in-use on vehicles today, including those 
developed since the 2012 rule, technology availability, development and application, if it were 
considered in isolation, is not necessarily a limiting factor in the Administrator’s selection of 
which standards are appropriate.”  83 Fed. Reg. at 43,229.  Furthermore, EPA has not 
demonstrated any error in CARB’s own finding in its Mid-Term Review that ample technologies 
already exist by which manufacturers can satisfy California’s Clean Cars standards.  There is no 
proper basis for EPA to find inadequate lead time. 

iv. EPA’s reliance on its flawed analysis of the Federal standards as the 
ground for a finding of inconsistency is unlawful, arbitrary, and 
capricious. 

Congress did not authorize EPA to deny Section 209(b) waivers whenever EPA assessed the 
record evidence and policy considerations differently from California.  Congress provided, 
instead, that EPA can deny a waiver application when California’s proposed standards are “not 
consistent” with Section 202(a), and a strong body of law EPA has simply ignored requires 
substantial deference to California’s policy choices.   

EPA’s analysis of the Section 209(b)(1)(C) “inconsistency” prong does no more than point 
generally to the NPRM’s discussion of the federal standards, which EPA now proposes to 
determine are too stringent.  EPA’s proposed approach and analysis are contrary to the CAA 
waiver provisions’ central premise that California should be permitted to adopt standards more 
stringent than those EPA imposes under Section 202. The entire premise of Section 209(b) is that 
California may adopt standards more stringent than EPA’s standards – this will necessarily mean 
that CARB will have assessed feasibility, cost, lead time, or other factors differently than EPA. 

The fact that EPA would assess cost or feasibility differently from CARB logically cannot alone 
be a basis for a Section 209 (b)(1)(C) finding; such a rule would swallow Congress’s entire 
mechanism for allowing California to adopt its own standards.  At a minimum, EPA must 
affirmatively show that California’s relevant economic and technical judgments are clearly 
unfounded. 

EPA’s proposal that its analysis of the appropriateness of the federal standards can stand as a 
proxy for its assessment of the CA standards statute runs counter to California’s authority to 
make a feasibility determination that differs from the EPA determination – which would 
undermine the whole purpose of the waiver provision. EPA has repeatedly acknowledged 
California’s distinct authority in this regard, as well as the differences in the feasibility test (i.e. 
what might be feasible for California might not be feasible for the country as a whole).  EPA’s 
reliance upon EPA’s own analysis of the federal standards and its treatment of those judgements 
as dispositive of the question whether California’s standards are consistent with Section 202(a) 
reflects a fundamental rejection and misinterpretation of the statutory structure and logic.  It 
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would mean that EPA could seldom or never approve standards more stringent than federal 
standards, thereby defeating the historic purpose of Section 209(b). 

EPA’s particular judgments on cost and feasibility in the NPRM – and its decision as to where 
revised standards should be set – do not define the bounds of what Section 202(a) allows.  It is 
only when California’s proposed standards clearly exceed the statutory boundaries in Section 
202(a) that define when EPA may deny a waiver under Prong (C).  In the NPRM, EPA has 
wholly failed to demonstrate that the California standards are inconsistent with the statute. 

Equally important, EPA’s own thorough and extensive analysis of the federal standards as part of 
the 2015-2017 Mid-Term Evaluation, concluded that the federal standards were based upon 
technologies that were available at reasonable costs – and indeed in key respects would be easier 
and cheaper to meet than had been originally anticipated.587   

The record of the Mid-Term Evaluation shows, at a bare minimum, that the federal standards are 
at least consistent with the statute, even if EPA now believes the federal standards should be 
weakened.  The MTE record strongly refutes EPA’s proposed decision here, and EPA has not 
explained, and cannot explain, why the MTE record and EPA’s conclusions do not at least 
demonstrate that the federal standards are at least consistent with the statute.  They all the more 
clearly demonstrate that, to the extent California’s standards are in relevant respects equivalent to 
the existing EPA standards, the California standards are lawful under Section 209(b), given the 
deference properly due to California. 

The fact that EPA has proposed not to rely upon its own OMEGA modeling, and that it has 
sought to rely upon newly structured NHTSA modeling that purports to show that the federal 
standards have dramatically higher costs than both agencies had previously (and recently) 
calculated does not begin to show that California’s standards are inconsistent with Section 
202(a).   As demonstrated elsewhere in these comments, the new NPRM analyses are arbitrary 
and capricious, and improperly seek to ignore relevant information that would undercut the 
preferred outcomes.   But even if the preferred new methodologies were lawful, they would not 
support a finding that California’s standards are inconsistent with the statute under Section 
209(b)(1)(C). Nothing in Section 202(a) mandates the host of novel dubious analytical 
approaches that EPA and NHTSA seek to employ in the NPRM in order to support the claim that 
the existing standards are too stringent – including the new and untested NHTSA “scrappage 
model,” arbitrary exclusions of technologies that have the effect of artificially increasing costs, 
and rejection of a carefully developed peer-reviewed social cost of carbon, etc.   These are 
methodological choices that differ from EPA’s own prior choices, and (even if they were 
defensible on their own) clearly do not implement any mandatory statutory command.   Even if 
these approaches EPA has adopted in connection with its proposed weakening of the federal 
standards were lawful exercises of EPA’s discretion (which they are not), they would not justify 
EPA’s proposed conclusion that California’s standards are inconsistent with Section 202(a). 

 
587 Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards, EPA-420-R-17-001 at 4, 7-8, 25 (Jan. 2017) (“Final 
Determination”). 
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v. The record fails to support – and in fact contradicts – any claim that 
California’s standards are too costly or otherwise infeasible.  

Under Section 209(b)(1)(C), even when confronting a waiver application in the first instance, 
EPA must do far more than simply declare that it would strike a different balance on cost or 
feasibility than California has proposed to take.  Instead, EPA must show that California’s 
proposed approach is inconsistent with Section 202(a), notwithstanding Congress’s intent to give 
California great leeway to pursue standards more stringent than EPA’s. 

Even if (contrary to fact) EPA had shown a permissible statutory and record basis for weakening 
the federal standards, it has not begun to demonstrate that California’s standards are unlawful.  
As is comprehensively demonstrated in our discussion of EPA’s proposal to weaken the federal 
standards, EPA’s claim that those standards are too costly or infeasible is contrary to EPA’s own 
amply supported findings.  EPA has not demonstrated that the federal standards are technically 
infeasible, relying instead upon a novel recalculation of costs and benefits that the agencies 
maintain warrants weakening of standards. 

As we demonstrate in these comments, EPA has failed to adequately explain or justify its 
rejection of its own record upholding the standards in the 2012 federal rulemaking, 2013 waiver 
decision, and 2017 MTE review of the federal standards.  At a minimum, the fact that EPA itself, 
in its extensively supported January 2017 Final Determination, found the federal standards 
eminently feasible and not excessively costly strongly supports the conclusion that CARB’s 
determination regarding the California standards’ feasibility is not inconsistent with Section 
202(a). 

And for all these reasons, the feeble and arbitrary analyses EPA and NHTSA adopt as the basis 
for their claims are arbitrary and capricious even as grounds for weakening the federal standards.   
Our demonstrations that the NPRM’s treatment of the federal standards is unlawful, arbitrary and 
capricious are incorporated herein by reference.  A fortiori, the analyses and proposed findings in 
the NPRM do not demonstrate that California’s standards are inconsistent with Section 202(a).   

EPA does not claim that the federal standards are technically infeasible -- it admits the opposite.  
83 Fed. Reg. at 43,229.  Its principal claim (and that of NHTSA with respect to the fuel economy 
standards) is that the standards are more costly than the agencies now believe is warranted in 
light of other policy considerations to which the agencies attach greater weight. NHTSA’s 
analysis focuses on economic practicability – costs to manufacturers and consumers to build and 
buy the technology – and safety implications, not tech feasibility per se.  See 83 Fed. Reg. at 
43,229/1-3, 83 Fed. Reg. at 43,208/2-3, 43,216/2-3, 43,226/2.   

EPA improperly attempts to decouple cost from its proper and traditional role as a component of 
the inquiry whether technologies not currently available can reasonably become so in the lead 
time California has provided. 78 Fed. Reg. at 2,142 (“EPA has traditionally examined whether 
the necessary technology exists today, and if not, what is the cost of developing and 
implementing such technology.”).  Instead EPA attempts to second-guess California’s judgments 
about the costs of the California standards -- in direct conflict with longstanding precedents 
requiring that such choices be left to California.   See Nichols, 142 F.3d at 453 (emphasizing 
Congress’ intent that California have the “‘broadest possible discretion’” in crafting its vehicle 
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emissions standards) (quoting H.R. Rep. No. 95-294, at 301–02 (1977)); Ford Motor Co., 606 
F.2d at 1301 (“the statute does not provide for any probing substantive review of the California 
standards by federal officials”).  But, in any event, EPA has not begun to show that costs are so 
great as to surpass the high levels that EPA has previously held are necessary for the standards to 
be inconsistent with Section 202(a).  And EPA has failed to identify any reason not to defer to 
California’s own judgments that the health and environmental benefits justify the costs, 
especially given EPA’s observation that “[t]hese are costs that will likely be passed on to 
consumers in most instances.” 83 Fed. Reg. at 43,252. 

And as explained above, both judicial and administrative precedents emphasize that deference to 
California is particularly appropriate where it comes down to judgments about compliance costs 
– even in circumstances where costs are relevant. Moreover, EPA acknowledges that its analysis 
conflicts with prior agency and judicial precedent concerning the magnitude of costs that would 
be required before costs can be deemed excessive.  83 Fed. Reg. at 43,251.  EPA wholly fails to 
show that its longstanding judgment that costs must be “very high” to be excessive under the 
statute, 78 Fed. Reg. at 2132-34 (quoting 36 Fed. Reg. at 17459), see also Motor and Equipment 
Mfrs. Ass'n, Inc. v. E.P.A., 627 F.2d 1095, 1114 n.40, 1118 (D.C. Cir. 1979), is mistaken.  That 
acknowledgement shows that California’s judgment that its GHG and LEV standards are not 
excessively costly – which is consistent with the approach to cost EPA has taken for many 
decades – cannot be inconsistent with the statute.  EPA’s treatment of cost is starkly inconsistent 
with the proper and traditional test under 209(b)(1)(C).   As EPA’s precedent shows, California 
is not required to assign the same weight to costs as EPA does.588   

EPA’s reliance upon highly controversial, untested metrics of costs in the federal rulemaking, 
see, e.g., supra section (III)(B)(7) – even if it were lawful for EPA to employ in setting federal 
standards – would not require California to employ the same metric of cost, provided that 
California duly considered cost.  EPA’s precedent makes clear that even where there is well 
founded concern that California’s standards will impose significant added cost, the statute allows 
California to make that choice in order to reduce air pollution hazards.    

EPA’s claims regarding the need to weaken the federal standards are inconsistent with the record 
– and do not demonstrate that California’s standards are inconsistent with Section 202(a):  As 
demonstrated, the record shows that the existing federal standards are eminently feasible within 
the existing schedule for compliance.  No after-arising information undermines EPA’s 
determinations in 2012 and 2017 that the federal standards are feasible.  

 
588 The language the NPRM uses demonstrates how extremely remote EPA’s standard is from finding that 
California’s standards violate the statute because of excessive costs.  EPA says that it is acting “in 
anticipation of challenges” presented by the standards, and the “likelihood of increased compliance 
costs,” and out of concern that “manufacturers may no longer be willing to commit to investments for a 
limited market as compared to the broader national market.”  83 Fed. Reg. at 43,252.  If this were enough 
to condemn a California standard, EPA (or even just resistant automobile manufacturers) could veto 
California standards based upon weak evidence, mere speculation, or mere policy whim, completely 
undermining Congressional objectives. 
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b. EPA has utterly failed to demonstrate that California’s standards are 
infeasible. 

EPA has not demonstrated that California’s standards are unduly costly or otherwise infeasible; 
it has merely relied on its (flawed) findings as to federal standards.  Even if those findings were 
sound (and they are not), they would not answer the relevant question under Section 
209(b)(1)(C), which relates to whether California’s standards are inconsistent with Section 
202(a).   Under Section 209(b)(1)(C), EPA must conduct a California-specific analysis.  See 
Ford Motor Co. v. EPA, 606 F.2d 1293, 1306 (D.C. Cir. 1979) (“The statute provides for no 
determination at all as to the effect of the California standards on other parts of the country.”); id. 
at 1302 (affirming EPA’s interpretation that Administrator “grants or denies a waiver without 
exploring the consequences of nationwide use of the California standards or otherwise stepping 
beyond the responsibilities delineated by Congress”).  EPA has conducted no such analysis here.   

EPA states that “manufacturers may no longer be willing to commit to investments for a limited 
market as compared to the broader national market, which was contemplated by the federal and 
California GHG standards.”  83 Fed. Reg. at 43252.  But this conclusory statement that 
manufacturers “may no longer be willing” to serve the California market is totally 
unsubstantiated, and in any event is a point that could be made about any waiver application.  
Under the governing precedent, such a finding would not support the denial of a waiver of 
preemption. 

EPA also suggests that the “deemed to comply” provision in California’s regulations supports its 
finding because compliance costs will be higher if the California standards stand alone.  83 Fed. 
Reg. at 43252/1.  But both CARB and EPA previously determined that the California standards 
are consistent with Section 202(a) regardless of the deemed to comply provision – as EPA’s 
waiver grant expressly noted.   See 78 Fed. Reg. at 2130 (“EPA believes that those opposing the 
waiver have not met their burden of showing that compliance with California’s GHG standards is 
infeasible, even without the deemed to comply provision, based upon the current and future 
availability of the described technologies in the lead-time provided and considering the cost of 
compliance.”).589 

Even assuming EPA has the authority to revisit a waiver years after granting it, if EPA wishes to 
pull an about-face from its prior determination that California’s GHG and ZEV programs are 
consistent with Section 202(a), EPA must lay out that California-specific analysis and afford 
California – and the broader public – the ability to review and comment on that analysis.  The 
NPRM provides no basis for such public review and comment, because it contains no analysis of 
California’s program. A California-specific analysis is vital to give effect to Section 209(b), 
which reflects Congress’s decision that California should be allowed to adopt standards more 
stringent than national standards – despite the potentially greater cost or limited choices for 
consumers.  See supra sections V(B) & V(D)(1)(b). EPA’s analysis in the NPRM fundamentally 
fails to give effect to the waiver provision.  It is arbitrary and unlawful. 

 
589 EPA also, arbitrarily, suggests that the fact that California has granted extensions for emissions 
programs somehow supports the conclusion that the current California standards are inconsistent with 
Section 202(a).  See 83 Fed. Reg. at 43,252 & n.592. 
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c. EPA has not shown that the ZEV standards are technically infeasible or 
otherwise inconsistent with Section 202(a). 

The proposal conflates and intermingles its discussion of the GHG and ZEV standards and does 
not set forth a clear analysis of either.  With respect to ZEV standards, the proposal repeatedly 
suggests that the ZEV program is unlawful because, although technologically feasible, it is too 
expensive.   EPA accordingly proposed to withdraw the waiver “in anticipation of the 
challenges” assertedly presented by the program.  83 Fed. Reg. at 43,252.  EPA expresses 
concern that CARB might need to extend compliance deadlines under the ZEV program, thereby 
hurting “technologically advanced manufacturers who might have made major investment 
commitments,” concluding that it is better to free manufacturers of the obligation to comply with 
standards in advance to avoid any possibility that they will “incur any hardships.”   Id. at 43252. 

This sort of speculative reasoning ignores the fact that the Clean Air Act, including both Sections 
202(a) and 209(b), is intended to impose limitations on activities that cause harmful 
consequences for third parties and the public at large – such as production of relatively high 
emitting cars.   The fact that these legal protections impose burdens does not make them 
unlawful.   EPA never asserts – as it could not – that compliance with California’s ZEV program 
is technologically infeasible, and EPA has not come close to demonstrating that the costs of the 
program are so high as to make it inconsistent with the statute, which was designed to allow 
California and its people to decide to adopt programs that impose different priorities than the 
federal government.   See 83 Fed. Reg. at 43,252 (citing “likelihood of increased compliance 
costs as shown in” proposal for federal standards, and noting that “These are costs that will likely 
be passed on to consumers in most instances.”). 

As EPA explained in granting the waiver in 2013, EPA found that while ZEV costs ranged from 
$10,000 in MY 2020 (compared to CARB’s estimate of $12,900 in 2025), these costs were not 
inconsistent with Section 202(a) on this basis.   EPA explained in the 2013 waiver decision that 
“[u]nder EPA’s traditional analysis of cost in the waiver context, because such cost does not 
represent a ‘doubling or tripling’ of the vehicle cost, such cost is not excessive nor does it represent 
an infeasible standard.” 78 Fed. Reg. at 2142. That remains the case and as EPA noted 
“manufacturers and dealers have many possible strategies available to spread the cost of the ZEV 
requirement beyond ZEV purchasers, but that such strategies are within the market choices of the 
manufacturers and dealers.” 78 Fed. Reg. at 2142-43 (footnotes and citations omitted). 

Not only do the state government and lead pollution control agency and regional air quality 
boards support maintaining California’s program, so too does California’s broader public that are 
directly affected: “Seventy-five percent of California consumers think California should require 
automakers to build fleets that include increasing numbers of zero emission vehicles including 
electric and hydrogen fuel cell cars.” 78 Fed. Reg. at 2139.  At the sole California public hearing 
on the NPRM (over the strong objection of California and its citizens), virtually all of the 
speakers supported California’s right to keep its standards.   

Even assuming EPA ever had authority to strip California of a waiver after the fact, here EPA 
has not begun to demonstrate grounds to find that the ZEV program is inconsistent with Section 
202(a).   And, once again, EPA’s reasoning is directly inconsistent with a statute – and 
longstanding precedent – that is meant to allow California to adopt standards that reflect a 
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relatively greater valuing of pollution control benefits, and a willingness to pursue more robust 
pollution control, than EPA had done for federal standards.      

d. EPA’s reliance on alleged difficulties in section 177 states is not a 
permissible basis for the proposed finding, and in any event is 
unsupported by the record. 

The NPRM asserts that “challenges” in selling ZEVs in Section 177 states undermine “CARB’s 
projections and assumptions that underlay its ACC program and its 2013 waiver application.”  83 
Fed. Reg. at 43253.  The NPRM claims that these “challenges” “include lack of market 
penetration, consumer demand levels that are lower than projections at the time of the grant of 
the ACC waiver in 2013, and lack of or slow development of necessary infrastructure,” meaning 
that “manufacturers in section 177 States are unlikely to meet CARB’s projections that their 
sales in those States will generate the necessary credits as CARB projected to support the ZEV 
sales requirement mandate in the lead time provided.” 83 Fed. Reg. at 43250. 

First of all, the ability of automobile manufacturers to meet the standards in 177 states is not a 
permissible consideration under Section 209(b).  The plain language of the statute resolves this 
question: under the statute, the question is whether “such State standards and accompanying 
enforcement procedures are not consistent with [Section 202(a)].”  “Such State standards” are the 
standards referred to earlier in Section 209(b) – those of California alone.  The statute is 
unambiguous.   

As EPA correctly stated in granting California’s Waiver in 2013, “EPA’s longstanding 
interpretation of section 209(b) and its relationship with section 177, is that it is not appropriate 
under section 209(b)(1)(C) to review California regulations, submitted by CARB, through the 
prism of adopted or potentially adopted regulations by section 177 states.”  78 Fed. Reg. at 2143.   
See also 43 Fed. Reg.  9344, 9347 (1978) (209(b) enumerated grounds are exclusive bases for 
denying waiver – concerns regarding 177 states adopting standards not a proper basis).  

EPA’s claims regarding ZEV sales in 177 States are also unsupported by the record. As EPA 
explained in the 2013 waiver decision: 

EPA also believes it important to clarify that the record and the comments do not 
indicate that the CARB Board based its technological feasibility analysis, in order 
to determine the ability of manufacturers to meet CARB’s standards within 
California, on the existence of any travel provisions or other regulatory provisions 
which may allow a manufacturer to take credit for certain ZEV sales outside of 
California. 

78 Fed. Reg. at 2143.  The NPRM identifies no valid basis in the record to the contrary.  
CARB’s feasibility analysis was justified independently upon a large record, and EPA has not 
provided any basis for its summary disregard here. 

Furthermore, the NPRM does not provide any adequate basis to conclude that any difficulties 
experienced in Section 177 states are so severe that they render California’s standards 
inconsistent with Section 202(a).  
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If such a theory were a permissible basis for denying a waiver application in the first instance, at 
a minimum EPA would have a heavy burden to demonstrate that the Section 177 difficulties 
rendered California’s standards inconsistent with Section 202(a).  Just as it has not performed a 
California-specific analysis, EPA has not performed any such analysis.  Such a demonstration 
would have to overcome the heavy deference to California’s economic judgments and policy 
judgments that is mandated by Section 209(b), by EPA administrative precedent, and judicial 
precedent.  The NPRM’s casual references to EPA’s proposed re-analysis of the existing federal 
standards do not begin to meet this standard.  And again, even if EPA could ever deny a waiver 
application based on such a theory – notwithstanding its incompatibility with the plain language 
of Section 209(b) and with consistent and longstanding EPA precedent – that would not justify 
EPA’s effort to withdraw a waiver previously granted.   

F. EPA cannot rely on a revocation of California’s waiver to alter provisions of 
states’ previously approved SIPs.  

Regardless of EPA’s authority to revoke California’s Section 209 waiver, the proposal fails to 
adequately address the effect of any such revocation on the State Implementation Plans of 
California and the Section 177 states that have adopted aspects of the California ZEV Program 
and GHG standards in their SIPs.  The only reference in the proposal to this issue is a brief 
statement that such SIP provisions will remain in effect but that EPA may require their revision 
in the future: 

Where states have adopted CARB’s ZEV and GHG standards into their SIPs, 
under section 177, the provisions of the SIP would continue to be enforceable 
until revised. If this proposal is finalized, EPA may subsequently consider 
whether to employ the appropriate provisions of the CAA to identify provisions in 
section 177 states’ SIPs that may require amendment and to require submission of 
such amendments.   

83 Fed. Reg. at 43,244.  This approach of kicking the can down the road with respect to SIP 
revisions is utterly disingenuous in light of the harmful practical effects of revoking California’s 
waiver when multiple states have relied on it as a key part of their Clean Air Act implementation 
over the last five years, and even earlier with respect to the ZEV Program.  EPA cannot dodge 
responsibility for those effects simply by suggesting that it is not, in this proposal, actually 
seeking modification of any SIP.  That modification is the necessary consequence of revoking 
the Section 209 waiver for the ZEV and GHG provisions that are part and parcel of the SIPs of 
California and multiple other states. 

Moreover, EPA is failing to consider the full ramifications of the proposed waiver revocation by 
avoiding the topic of the resulting SIP revisions.  In fact, there are specific statutory provisions 
governing modification of an approved SIP.  EPA must address the application and effects of 
those provisions as part of its explanation for the reasonableness of any attempt to revoke 
California’s Section 209 waiver. 

Under the Clean Air Act, there are only two ways in which EPA may rescind or modify its 
approval of a SIP.  First, Section 110(k)(5) provides that EPA may withdraw its approval of a 
SIP if the Administrator finds that the SIP is “substantially inadequate to attain or maintain the 



150 
 

relevant national ambient air quality standard… or to otherwise comply with any requirement of 
this chapter.”  42 U.S.C. § 7410(k)(5).  After making such a finding, the Administrator must 
“notify the State of the inadequacies” in the SIP and then “establish reasonable deadlines” for the 
State to submit revisions to the SIP.  Id.  Alternatively, under Section 110(k)(6), when the 
“Administrator determines that the Administrator’s action approving, disapproving, or 
promulgating any plan . . . was in error,” the Administrator may directly “revise such action as 
appropriate.”  42 U.S.C. § 7410(k)(6). 

Courts addressing the issue of CAA State Implementation Plans have recognized that Sections 
110(k)(5) and (k)(6) provide the exclusive avenues through which EPA may withdraw its prior 
approval of a SIP.  For example, in Alabama Environmental Council v. EPA, the Eleventh 
Circuit noted that the Clean Air Act contains only “two provisions that grant the EPA authority 
to revise a SIP: Sections 110(k)(5) and (k)(6).”  711 F.3d 1277, 1290 (11th Cir. 2013).  The court 
explicitly rejected the argument that EPA had the inherent authority to revise a SIP without using 
either of these two provisions, finding that “the Clean Air Act's express statutory provisions for 
revising and correcting a SIP preclude the EPA's reliance on any claim of inherent authority 
here.”  Id. at 1291.  The court concluded that because “EPA is a creature of statute” and may 
exercise “only those authorities conferred upon it by Congress,” the agency can only revise a SIP 
through Sections 110(k)(5) or (k)(6).  Id. 

Section 110(k)(6) is not applicable to these circumstances.  In order to revise a SIP through 
Section 110(k)(6), EPA must first make a formal determination that there “was” an error in the 
original approval of the SIP. This formal determination requirement is strictly enforced.  In 
Association of Irritated Residents v. EPA, the Ninth Circuit noted that, under the plain language 
of the statute, in order “to correct an error, the EPA must first determine that it, in fact, made an 
error.”  790 F.3d 934, 948 (9th Cir. 2015); see also Alabama Envtl. Council, 711 F.3d at 1288.  
In that case, the court decided that the “error determination requirement was met” only because 
the agency had “clearly articulated its alleged error and the basis thereof in the Federal Register” 
and had “received and replied to comments on the matter.”  790 F.3d at 948.  Here, by contrast, 
EPA has not identified any such error.  Indeed, the agency would likely be hard-pressed to do so 
given that any problem with SIPs incorporating the ZEV and GHG provisions is due to EPA’s 
current proposed waiver revocation, not any error that “was” in existence at the time the relevant 
SIPs were approved. 

EPA must therefore follow the requirements for calling for SIP revisions under section 110(k)(5) 
(commonly termed a “SIP call”) in order to effectuate the proposed revocation of California’s 
waiver.  However, EPA has not provided any detail as to when it would issue such a SIP call, nor 
what deadlines states would confront for submitting required SIP revisions.  Since the maximum 
time period for submitting SIP revisions under section 110(k)(5) is 18 months, states subject to 
any SIP call are likely to face the prospect of having to significantly overhaul their SIPs with 
respect to mobile and stationary source emissions of multiple pollutants within a short 
timeframe.  Yet EPA has provided no detail as to how this process can be carried out without 
throwing a serious wrench in SIP development and implementation by affected states.  Unless 
and until EPA actually proposes a viable plan for following section 110(k)(5), its explanation for 
why revoking California’s waiver at this late date is reasonable cannot be considered adequate. 
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G. Clean Air Act Section 177 provides no independent basis for denying state 
adoption of California’s GHG emission standards. 

Clean Air Act section 177 provides an exception to the preemption of section 209(a) for states 
with nonattainment areas that choose to adopt California standards.  To date, twelve states have 
adopted California’s Advanced Clean Car standards, including California’s GHG emission 
standards, and others plan to adopt these standards soon.590  Collectively, these states represent 
over a third of the nation’s new car sales and have a population of more than 113 million.591  
Many other states include areas that violate national ambient air quality standards and could 
benefit from adoption of the California standards.  The ability of these states to address vehicle 
emissions, and to choose between the federal standards and California’s more protective 
standards, is an important tool granted by Congress for those states to protect their populations. 

Notwithstanding the importance of section 177, EPA proposes to “determine” that section 177 
does not allow other states to adopt or enforce California’s GHG standards.  83 Fed. Reg. at 
43253.  EPA proposes to conclude that section 177 only allows states to adopt and enforce 
California standards “designed to control criteria pollutants to address NAAQS nonattainment.”  
Id.  Notably, EPA does not propose to make the same determination for state adoption of 
California’s ZEV mandate, nor could it because the ZEV mandate is clearly connected to 
reducing criteria air pollutants.592  

EPA, however, has no authority to make any such determination.  Section 177 removes the 
preemption of Clean Air Act section 209(a) for states other than California provided the statutory 
criteria are met.  These other States are either preempted, or they are not, according to the 
statutory language.  EPA has no role in this determination, in contrast to its initial gatekeeping 
role under Section 209(b) with respect to California standards.593  If the Clean Air Act permits 
California to adopt specific emission standards, section 177 allows specified states to adopt and 
enforce those same standards.  Section 177 does not provide an independent basis for precluding 
other states from adopting or enforcing California standards that have been granted a waiver 

 
590 See Press Release, Cal. Air Res. Bd., “CARB Finds Vehicle Standards Are Achievable and Cost-
Effective (Mar. 24, 2017) (available at: https://ww2.arb.ca.gov/news/carb-finds-vehicle-standards-are-
achievable-and-cost-effective).  In addition to the current “section 177 states” of Connecticut, Delaware, 
Maine, Maryland, Massachusetts, New Jersey, New York, Oregon, Pennsylvania, Rhode Island, Vermont, 
and Washington, Colorado and the District of Columbia have committed to adopt California standards. 
See, e.g., https://www.denverpost.com/2018/06/19/colorado-california-emission-vehicle-standards/.  
591 Press Release, Cal. Air Res. Bd., “CARB Finds Vehicle Standards Are Achievable and Cost-Effective” 
(Mar. 24, 2017) (available at: https://ww2.arb.ca.gov/news/carb-finds-vehicle-standards-are-achievable-
and-cost-effective). 
592 Unlike NHTSA’s arguments under EPCA, EPA makes no claim here that standards that reduce both 
criteria and non-criteria pollutants are somehow precluded under section 177 solely because of their co-
pollutant benefits. 
593 See, e.g., Ford Motor Co. v. EPA, 606 F.2d 1293, 1298 (D.C. Cir. 1979) (noting: “The Act does not 
require that the EPA Administrator conduct a separate waiver proceeding for each state that chooses to do 
so.  Rather, it states simply that any state which has federally approved plans to bring itself into 
compliance with national air quality standards may adopt and enforce auto emission standards provided 
those standards are identical to the California ones for which a waiver has already been obtained and 
provided both California and the adopting state have given manufacturers a two-year lead time.”). 



152 
 

under section 209(b).  In other words, there is no scenario wherein Clean Air Act section 209(b) 
authorizes California to adopt emission standards, but section 177 still precludes states that meet 
the statutory criteria from adopting identical standards. 

The Clean Air Act is unambiguous regarding the conditions for states to adopt and enforce 
California standards that have been granted a waiver.  The section provides in full: 

Notwithstanding section [209(a)], any State which has plan provisions approved under 
this part may adopt and enforce for any model year standards relating to control of 
emissions from new motor vehicles or new motor vehicle engines and take such other 
actions as are referred to in section [209(a)] respecting such vehicles if— 

(1) Such standards are identical to the California standards for which a waiver has 
been granted for such model year, and 

(2) California and such State adopt such standards at least two years before 
commencement of such model year (as determined by regulations of the 
Administrator). 

Nothing in this section or in subchapter II of this chapter shall be construed as 
authorizing any such State to prohibit or limit, directly or indirectly, the manufacture or 
sale of a new motor vehicle or motor vehicle engine that is certified in California as 
meeting California standards, or to take action of any kind to create, or have the effect of 
creating, a motor vehicle or engine different than a motor vehicle of motor vehicle engine 
certified in California under California standards (a “third vehicle”) or otherwise create 
such a “third vehicle”. 

The conditions under which the preemption of section 202(a) is removed by section 177 are 
plain.  First, a state must have plan provisions approved under Part D of title I of the Clean Air 
Act. These plan provisions refer to plans required to attain and maintain compliance with the 
national ambient air quality standards. See 42 U.S.C. §§ 7501 et seq.  Most states satisfy this 
condition.594  

Second, the standards the state seeks to adopt and enforce “must be identical to the California 
standards for which a waiver has been granted for such model year.”  In other words, California 
must have received a waiver for its standards, and the other state’s standards must be identical. 

Finally, both California and the state must provide at least two years of lead-time for 
manufacturers.  Standards must be adopted at least two years before the manufacturer 
commences production of the regulated model year.  This is the only condition where the Act 
authorizes EPA to add regulatory conditions to assist in implementation.  The power to add 
regulatory conditions does not constitute the power to preempt state law. 

 
594 See EPA, “Nonattainment Areas for Criteria Pollutants (Green Book) (available at:   
https://www.epa.gov/green-book). 
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If these conditions are met, a state may adopt and enforce any California standard that has 
received a waiver under section 209(b).  EPA’s proposal points to no ambiguity in this statutory 
language.  Nor could it. 

Instead, EPA tries to claim that the heading of section 177 and the placement of section 177 
within the nonattainment provisions of the Act suggest a limit on the types of standards that other 
States can adopt.  These arguments are specious. 

It is well established that statutory headings cannot be used to create ambiguity where none 
exists.595  Here there is no suggestion in the statutory language that Congress meant to second-
guess what vehicle standards states could adopt in accordance with section 177.  While Congress 
limited which states could adopt California standards, it did not include any limitations on what 
standards states can adopt.  There is no requirement that states demonstrate that the standards are 
necessary for attainment or maintenance. Thus, a state with ozone or carbon monoxide 
nonattainment problems is not precluded from adopting standards for particulate matter, GHGs, 
or any other emitted pollutant.  EPA has never read into the statute (nor could it) an obligation 
for states to align the vehicle standards they are adopting with a particular nonattainment need. 

EPA’s historical approach is entirely consistent with the structure of the Act.  “The Act gives 
EPA no authority to question the wisdom of a State’s choices of emission limitations if they are 
part of a plan which satisfies the standards of § 110(a)(2).”  Train v. NRDC, 421 U.S. 60, 79 
(1975); see also Union Electric Co. v. EPA, 427 U.S. 246, 265-66 (1976) (“[I]f a State makes a 
legislative determination that it desires a particular air quality by a certain date that it is willing 
to force technology to attain it . . . such a determination is fully consistent with the structure and 
purpose of the [Clean Air Act] . . . .”).  Nothing in section 177 requires states to explain why 
they are adopting California’s emission standards.  If California has received a waiver, it means 
that no one could show those standards were unnecessary.  See 42 U.S.C. § 7543(b)(1).  Section 
177 allows other states to pursue those same benefits, and EPA cannot “determine” that the 
adoption of those California standards is unjustified or unwise.  For GHG standards, in 
particular, it is beyond dispute that there is a connection between climate change and criteria 
pollution formation.596  EPA may currently be of the opinion that this connection is too small to 
justify controls, but the Act gives EPA no authority to question a state’s assessment of that 
connection. If the conditions for removing preemption are met, States are free to adopt whatever 
standards or control requirements they choose.  42 U.S.C. § 7416.  The nonattainment references 

 
595 See, e.g., Brotherhood of R.R. Trainmen v. Baltimore & O.R. Co., 331 U.S. 519, 528-29 (1947) 
(reiterating “the wise rule that the title of a statute and the heading of a section cannot limit the plain 
meaning of the text”); Whitman v. Am. Trucking Ass’ns, 531 U.S. 457, 483  (2001)  (explaining that a 
heading “may only she[d] light on some ambiguous word or phrase in the statute itself") (internal 
quotation omitted). 
596 See, e.g., 81 Fed. Reg. 95982, 95986 n.32 (Dec. 29, 2016) (observing that climate change “can also 
increase the formation of ground-level ozone”); California’s Fourth Climate Change Assessment, 
California’s Changing Climate 2018: Statewide Summary Report, at 40 and 71 (Aug. 2018) (describing 
connection between criteria pollution and climate change, and finding that “[t]he public health savings of 
deep GHG emission reductions in California in isolation or in combination with global action are 
comparable to the potential cost of GHG reductions.”) (available at: 
http://www.climateassessment.ca.gov/state/docs/20180827-statewidesummary.pdf).  
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and placement of section 177 within the statute do nothing to change this fundamental design of 
the Act. 

Even if section 177 were ambiguous, which it is not, EPA would be entitled to no deference in 
resolving that imagined ambiguity because EPA has no relevant role in implementing the 
provision.  Section 177 allows States to adopt and enforce standards “[n]otwithstanding” the 
preemption in section 209 if the statutory conditions have been met.  The section gives EPA no 
role or authority to approve, determine, or even assess whether the substantive conditions for the 
section 177 exception to preemption have been met.597  EPA’s only authority is to adopt 
regulations guiding the lead-time requirement in section 177(2).  EPA’s proposal here, however, 
does not purport to be an exercise of that authority or to change those regulations. 

Indeed, it is unclear what EPA’s conclusion that section 177 should be limited to criteria 
pollutant standards even means.  The statute does not authorize EPA to adopt such regulations to 
implement section 177 and there is no obvious scenario where anyone would ask EPA to weigh 
in on the meaning of section 177.  EPA’s request for comment on how and when this new 
interpretation should be adopted and implemented is nonsensical.  There is nothing to implement 
and EPA has no authority to adopt anything. 

Where, as here, the terms of the statute give no indication that Congress meant to delegate 
legislative authority to the agency, the agency has no claim to be able to speak with the force of 
law and is not entitled to Chevron deference.598  Even if EPA were to claim that its opinion is 
entitled to some respect (i.e., Skidmore deference) if a court were evaluating a preemption 
challenge as to whether the conditions of section 177 have been met, that claim for respect would 
be unmerited here.599 

First, EPA is reading into an otherwise unambiguous statutory provision new requirements that 
EPA has never identified before.  States have previously adopted California standards for non-
criteria pollutants without any objection from EPA.600  EPA makes no attempt to reconcile its 
“new” interpretation with EPA’s prior position. 

Second, EPA’s new interpretation undermines the clear policy directives of section 177. 
Congress’ express goal was to protect manufacturers from a “third vehicle” set of standards, i.e., 
states adopting and enforcing standards that are neither identical to the California standards nor 
to the federal standards.  But this is exactly what EPA’s “new” interpretation would do by 
picking which of California’s emission standards other states may adopt and enforce.  EPA’s 
interpretation would mean that manufacturers would have to certify that individual cars sold in 
these other states meet a hybrid set of standards – part California standards for criteria pollutants 

 
597 By contrast, Clean Air Act section 209(e)(2)(B), requires States adopting California standards for 
nonroad engines or vehicles to provide notice to EPA and authorizes EPA to issue regulations to 
implement the subsection.  Section 177 provides no similar role for EPA. 
598 U.S. v. Mead, 533 U.S. 218, 231-32 (2001). 
599 The related discussion and citations regarding NHTSA’s lack of authority to interpret EPCA’s 
preemption provision are incorporated by reference here as well.   
600 For example, California’s program regulates formaldehyde emissions.  See Cal. Code Regs. tit. 13, § 
1961(a).  EPA granted a waiver for these non-criteria pollutant emission standards in 1992.  57 Fed. Reg. 
38503 (Aug. 25, 1992). 
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and part federal standards for non-criteria pollutants.  The certification process would match 
neither the California program nor the federal program, and enforcement would be equally 
confounded.  EPA has not explained what those hybrid standards would look like or whether 
compliance would even be feasible.  EPA makes no policy argument to support its new 
interpretation and cannot explain how this interpretation would advance the policies expressly 
announced by Congress.  A “throw away” interpretation that reflects no exercise of agency 
expertise in the policy or technical realm is entitled to no respect even under Skidmore. 

EPA’s proposed conclusion lacks any statutory basis and is inconsistent with Congress’s policy 
objectives under section 177.  EPA should abandon any effort to make any final determination or 
conclusion regarding the types of California emission standards that other states can adopt or 
enforce under section 177.  EPA has no role in implementing section 177 and no authority to add 
to or interpret the statutory conditions.  If California is entitled to a waiver of preemption under 
section 209(b), other states meeting the conditions under section 177 are as well.  Section 177 
provides no alternative basis for denying state adoption of California standards allowed under 
section 209(b). 

H. EPCA does not preempt California’s program. 

1. NHTSA’s interpretation of EPCA preemption lacks legal effect and should not 
be published in the Code of Federal Regulations. 

“As a creature of statute,” NHTSA “has only those powers endowed upon it by statute.”  Emera 
Maine v. Fed. Energy Regulatory Comm’n, 854 F.3d 9, 24 (D.C. Cir. 2017).  That principle 
limits an agency’s “authority to pronounce on preemption” of state law to circumstances in 
which Congress delegates that authority.  Wyeth v. Levine, 555 U.S. 555, 577 (2009).  EPCA’s 
preemption provision, 49 U.S.C. § 32919, does not delegate to any entity legislative authority to 
pronounce on the scope of preemption.  There is no mention at all of NHTSA, the Department of 
Transportation, or any other agency in Section 32919.  Nor do any other provisions of EPCA 
expressly or impliedly delegate the authority to preempt state law.  Furthermore, NHTSA here 
“s[eeks] to interpret [a] statute in a way that limits the work of a second statute … it does not 
administer,” Epic Sys. Corp. v. Lewis, 138 S. Ct. 1612, 1629 (2018), namely, Section 209(b) of 
the CAA, a statute in which Congress “previously [and subsequently] sought to foster” the state 
laws in question.  Cal. Div. of Labor Stds. Enforcement v. Dillingham Constr., N.A., Inc., 519 
U.S. 316, 331 n.7 (1997) (Dillingham).  NHTSA has no power whatsoever to “make a decision” 
on how those two statutes interrelate.  83 Fed. Reg. 42,239. 

Because NHTSA lacks authority to decide whether EPCA preempts emission standards that have 
received a waiver of preemption under Section 209(b) of the CAA, NHTSA’s views on the scope 
of EPCA preemption lack “legal effect.”  44 U.S.C. § 1510(a).  And, because they lack legal 
effect, they do not belong in the Code of Federal Regulations.  Ibid.; 1 C.F.R. § 8.1(a).  NHTSA 
administers other provisions of EPCA and is authorized to “prescribe regulations to carry out 
[its] duties and powers” under those provisions.  49 U.S.C. § 332(a).  See also 83 Fed. Reg. 
43,236 & n.521.  But those duties and powers do not include the power to preempt state law or 
declare the scope of preemption under EPCA.  Cf. 49 U.S.C. § 32909 (providing for judicial 
review of NHTSA rules issued under numerous provisions of EPCA, but not Section 32919). 
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If NHTSA believes that publication in the Code of Federal Regulations lends its current opinion 
of Section 32919 more interpretive weight or makes it harder for a future administration to 
dislodge, the agency is wrong.  NHTSA thus should abandon the enterprise of issuing a 
regulation to codify its new opinions on EPCA preemption.  For the same reason, EPA cannot 
defer to NHTSA’s opinions on that question when considering (or, as here, impermissibly 
reconsidering) California’s eligibility for a Section 209(b) waiver.  Contra 83 Fed. Reg. 43,240.  
Even assuming that NHTSA’s position carried some legal effect (which it does not), that effect 
would not operate retroactively and thus would not be a valid basis for EPA’s revocation 
decision.  See Bowen v. Georgetown Univ. Hosp., 488 U.S. 204, 208 (1988). 

2. EPCA does not expressly or impliedly preempt California’s Advanced Clean 
Cars program. 

The issue in any preemption controversy is whether Congress “confer[red] on private entities … 
a federal right to engage in certain conduct subject only to certain (federal) constraints.”  Murphy 
v. Nat’l Collegiate Athletic Ass’n, 138 S. Ct. 1461, 1480 (2018).  EPCA does not grant 
automakers a federal right to sell vehicles in California free of the very pollution-control 
standards that Congress has repeatedly taken pains to single out as not preempted under the 
CAA.  The text, purpose, and history of both statutes and their amendments, as well as facts on 
the ground, lead to an unambiguous conclusion that EPCA does not preempt California’s 
Advanced Clean Cars program. 

a. EPCA’s preemption provision has limited scope. 

Section 32919 of Title 49, U.S. Code, preempts a state “law or regulation related to fuel 
economy standards or average fuel economy standards for automobiles covered by an average 
fuel economy standard under [EPCA].”  An “average fuel economy standard” is a term of art 
meaning “a minimum level of average fuel economy applicable to a manufacturer in a model 
year.” 49 U.S.C. § 32901(6).  It is different than “average fuel economy,” which means the 
actual average fuel economy of a fleet of vehicles sold by a manufacturer in a model year.  Id. 
§§ 32901(5), 32904.  Relation to fuel economy is not sufficient for preemption; the state law at 
issue must relate to the fuel-economy standard itself.  Id. § 32919.  To honor Congress’s careful 
choice of words, EPCA preemption must be limited to the “area” of state law related to 
NHTSA’s standard itself.  S. Rep. 94-516, at 151–52 (Conf. Rep.) (Dec. 18, 1975).  

The statutory term related to, while broad, cannot be read to the outer reaches of interpretational 
possibility, where “everything is related to everything else.”  Dillingham, 519 U.S. at 335 
(Scalia, J., concurring).  See also Egelhoff v. Egelhoff ex rel. Breiner, 532 U.S. 141, 153 (Scalia, 
J., concurring); id. at 153–54 (Breyer, J., dissenting).  To be sure, state laws that expressly 
“reference” the subject of the preemption provision may be preempted, Coventry Health Care of 
Missouri, Inc. v. Nevils, 137 S. Ct. 1190, 1197 (2017), as may laws that meet the normal tests for 
conflict preemption--whether a state law renders it impossible to comply with some federal law 
or else “stands as an obstacle to the accomplishment and execution of the full purposes and 
objectives of Congress.”  Sickle v. Torres Adv. Enter. Solutions, LLC, 884 F.3d 338, 347 (D.C. 
Cir. 2018).  See also Egelhoff, 532 U.S. at 153 (Scalia, J., concurring) (observing that the most 
coherent reading of “related to” is that it codifies “ordinary [implied] pre-emption 
jurisprudence”).  But the notice of proposed rulemaking does not and cannot argue for 
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impossibility preemption because a fleet complying with California’s Advanced Clean Cars 
program necessarily will comply with the relaxed federal fuel-economy standards that NHTSA is 
proposing.  The question therefore is whether California’s Advanced Clean Cars program 
“undermines the intended purpose and ‘natural effect’ of” federal law.  Crosby v. Nat’l Foreign 
Trade Council, 530 U.S. 363, 373 (2000).  A mere “impact on” average fuel-economy levels is 
insufficient, as NHTSA concedes, 83 Fed. Reg. 43,235; otherwise, any number of state laws--
setting speed limits, requiring child-safety seats, limiting idling--would be preempted.  There is 
instead a “high threshold” for preemption under Section 32919, Chamber of Commerce v. 
Whiting, 563 U.S. 582, 607 (2011), and the notice of proposed rulemaking fails to show that 
California’s Advanced Clean Cars program clears that threshold. 

b. EPCA did not impliedly amend Section 209(b) of the CAA. 

In deciding whether California’s emission standards undermine the intended purpose and natural 
effect of federal laws, it is imperative to consider the CAA as well as EPCA.  The CAA was 
enacted first, and before “displac[ing]” or “suspend[ing] the normal operations” of an existing 
federal statute, Congress will “clearly express[]” an “intention that such a result should follow.”  
Epic, 138 S. Ct. at 1624 (quotation marks and citations omitted).  NHTSA now proposes that 
EPCA preempts California air-pollutant emission standards for which EPA otherwise would be 
duty-bound to issue a waiver of preemption under Section 209(b) of the CAA, and EPA proposes 
that it is warranted in revoking an existing waiver on that ground.  For the agencies to be correct, 
EPCA would have to “displace[]” the “earlier, inconsistent command[]” of Section 209(b), Nat’l 
Ass’n of Home Builders v. Defenders of Wildlife, 551 U.S. 644, 664 n.8 (2007), that EPA “shall” 
award California a waiver of preemption for emission standards that satisfy all the criteria set 
forth in that provision.  42 U.S.C. § 7543(b)(1).  But such a reading of EPCA is strongly 
disfavored and can only be reached if (1) “there exists a ‘positive repugnancy’ between [its] 
provisions … and those of the [CAA] that cannot be reconciled,” Reg’l Rail Reorg. Cases, 419 
U.S. 102, 134 (1974) (citation omitted); and (2) Congress used “language manifesting [its] 
considered determination of the ostensible change.”  U.S. Ass’n of Reptile Keepers, Inc. v. Zinke, 
852 F.3d 1131, 1141 (D.C. Cir. 2017).  Neither of those conditions is met here. 

The dual preemption schemes of EPCA and the CAA are readily reconciled by the principle that 
California emission standards that are sanctioned by the CAA through a Section 209(b) 
preemption waiver are not preempted by EPCA.  In addition to the presumption against implied 
amendment, that result makes sense for at least four reasons.  First, Section 209(b) of the CAA 
“is a specific provision applying to a very specific situation.”  Morton v. Mancari, 417 U.S. 535, 
550 (1974).  After extensive debate and consideration, Congress opted to allow California, and 
only California, to continue to set its own air-pollutant emission standards.  See 42 U.S.C. 
§ 7543(b)(1)(B).  A statute that sanctions one specific type of law in one specific State must take 
precedence over a general preemption clause that addresses what the Supreme Court deemed a 
“wholly independent” subject.  Massachusetts, 549 U.S. at 532. See Morton, 417 U.S. at 550.  

Second, whereas EPA may develop CAA emission standards without regard to NHTSA’s 
average fuel-economy standards, EPCA mandates that NHTSA account for “other motor vehicle 
standards of the Government” when establishing average fuel-economy standards.  49 U.S.C. 
§ 32902(f).  NHTSA admits that such standards “obviously” include CAA emission standards set 
by EPA.  83 Fed. Reg. 43,209.  That asymmetry in obligations confirms Congress’s intent that 
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EPCA be subordinated to the CAA to the extent the two interact.  Moreover, legislators 
expressly contemplated and condoned the primacy of California emission standards for which 
EPA issued preemption waivers under Section 209(b) of the CAA over average fuel-economy 
standards under EPCA.  See infra section (V)(H)(2)(d).  That evidence fortifies the inference that 
Congress did not intend to preempt state law that it “previously [and subsequently] sought to 
foster.”  Dillingham, 519 U.S. at 331 n.7. 

Third, as addressed infra section V(H)(2)(g), Congress in 2007 substantially amended EPCA 
while pointedly declining to disturb the statutory interpretation of the only two courts to address 
the question, both of which had upheld California emission standards against a preemption 
challenge. 

Fourth, the bright-line rule that EPCA does not preempt California emission standards for which 
EPA has issued a waiver of preemption under Section 209(b) of the CAA is far more 
administrable than the elusive test NHTSA proposes.  The agency never explains what makes an 
emission standard “directly,” as opposed to “incidental[ly],” related to an average fuel-economy 
standard.  83 Fed. Reg. 43,234-35.  That bifurcation is not grounded in either statutory text or 
traditional conflict-preemption jurisprudence, and in this circumstance, it seems contrived (e.g., 
it is hard to see how a mandate for vehicles that are incapable of burning fuel “directly relate[s] 
to fuel economy,” 83 Fed. Reg. 43,238).  NHTSA’s new approach is sure to lead to litigation 
each time EPA issues a waiver for a standard that might have some effect on average fuel 
economy, and/or create conflict between the two agencies on the preemption question.  

c. Congress did not preempt California emission standards that it 
anticipated might significantly affect automakers’ maximum feasible 
average fuel-economy level. 

The original version of EPCA included both the express-preemption provision, which has never 
been substantively amended, and a provision allowing automakers to petition for interim relief 
on an individual basis from average-fuel economy standards that Congress itself had fixed for 
model years 1978-1980.  See 15 U.S.C. § 2002(a)(1) (1976).  Congress did not authorize 
NHTSA to make general adjustments to the standards for those model years, but it recognized 
that changes in other laws in the interim might make it too difficult for one or more 
manufacturers to meet the minimum standards that Congress was setting in stone in 1975.  EPCA 
therefore allowed a manufacturer to petition “for modification of an average fuel economy 
standard,” 15 U.S.C. § 2002(d)(1) (1976), in the event that a significant “reduction in a 
manufacturer’s average fuel economy in a model year ... result[ed] from the application of a 
category of Federal standards … which would not have occurred had [standards] applicable to 
model year 1975 remained … in effect.”  Id. § 2002(d)(3)(C)(i). 

Congress was acutely aware that “effects of emission controls on fuel economy are particularly 
difficult to assess” and could adversely impact maximum feasible average fuel-economy levels.  
H.R. Rep. 94-430, at 86 (1975) (emphasis added).  In particular, “[t]he more stringent California 
emission standards had a measurable impact upon average 50-State vehicle fuel economy in 
1975,” the year EPCA was enacted.  42 Fed. Reg. 58,942 (Nov. 14, 1977).  Congress could have 
expressly preempted those California standards using its authority under the Supremacy Clause.   
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But, having just carved out an exclusive exception to preemption for California in the CAA, 
legislators opted not to preempt.  They instead defined the term “Federal standards” to include 
not only emission standards issued by EPA under Section 202(a) of the CAA but also “emission 
standards applicable by reason of section 209(b),” i.e., standards issued by California and 
granted a preemption waiver by EPA.  15 U.S.C. § 2002(d)(3)(D) (1976).  In other words, 
Congress allowed an automaker to invoke a post-1975 change in California emission standards 
that “result[ed]” in a “reduction” of its maximum feasible average fuel-economy level as grounds 
for a reduced minimum average fuel economy.  Id. § 2002(d)(3)(C)(i). 

EPCA’s preemption clause means the same thing now as it did at the time of its enactment.  See 
United States v. O’Brien, 560 U.S. 218, 231 (2010) (“Congress does not enact substantive 
changes sub silentio.”).  The interim-relief provision demonstrates that now, just as at the time of 
enactment, a California emission standard for which EPA issues a preemption waiver under 
Section 209(b) of the CAA is not preempted by Section 32919 even if that California standard 
alone constrains the ability of automakers to achieve a given average fuel-economy level.  As 
that is so, it is absurd to think that the same preemption clause does preempt a state law 
(California’s Advanced Clean Cars program) that does absolutely nothing to hinder the ability of 
automakers to achieve a given “minimum level of average fuel economy.”  49 U.S.C. 
§ 32901(6).  In fact, “[t]he improved technology required to meet emission standards may assist 
in improving fuel economy.”  H.R. Rep. 95-294, at 247 (1977) (emphasis added).  The term 
“related to” may express a broad preemptive purpose, but it does not turn bedrock preemption 
jurisprudence on its head by permitting state laws that frustrate the aims of Congress while 
preempting state laws that further those aims. 

d. California laws with a CAA preemption waiver are “other motor vehicle 
standards of the Government” that inform NHTSA’s average fuel-
economy standard. 

EPCA’s downward-modification provision discussed in the previous section was time-limited 
because, after model year 1980, Congress did not fix average fuel-economy standards but instead 
allowed NHTSA to establish them itself.  See 15 U.S.C. § 2002(a)(1) (1976).  Congress 
mandated that, before establishing those standards, NHTSA must consider the effect of “other 
Federal motor vehicle standards” -- the same phrase discussed in the previous section, which 
included California standards that have a waiver under CAA Section 209(b).  15 U.S.C. 
§ 2002(e)(3) (1976).  Thus, after model year 1980, since NHTSA remained obliged to consider 
the effect of those California standards on average fuel economy when setting federal fuel-
economy standards, it logically must be the case that those California standards were “Federal” 
and thus not preempted by EPCA.    

In 1994, Congress passed what the notice of proposed rulemaking agrees was a non-substantive 
recodification of EPCA.  See 83 Fed. Reg. 43,237 & n.32.  Those amendments changed the 
phrase “other Federal motor vehicle standards” to “other motor vehicle standards of the 
Government on fuel economy.”  49 U.S.C. § 32902(f).  As the 1994 recodification made no 
substantive amendments, the current phrase must be understood to have the same meaning as the 
former one.  As noted earlier, “Federal standards” was deliberately defined to include “emission 
standards applicable by reason of section 209(b).”  Id. § 2002(d)(3)(D).  The CAA itself also 
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declares “compliance with [California’s] standards” to be “compliance with applicable Federal 
standards.”  42 U.S.C. § 7543(b)(3). 

The Congressional policy of accommodating both EPA and California emission standards in the 
application of average fuel-economy standards remained constant throughout.  Through model 
year 1980, Congress prescribed fuel-economy standards at fixed values, and NHTSA’s job was 
to account for the effect of EPA and California emission standards on the back end when 
granting case-specific exemptions to automakers.  Beginning in model year 1980, NHTSA’s job 
was to account for EPA and California emission standards on the front end when setting average 
fuel-economy standards.  Neither the non-substantive change to “other motor vehicle standards 
of the Government” nor the withdrawal of the already defunct interim provision in 1994 changed 
anything; NHTSA’s need to account for the effect California emission standards remained the 
same. 

That is precisely how NHTSA construed its authority as it transitioned from granting exemptions 
to setting average fuel-economy standards in the first instance.  See, e.g., 47 Fed. Reg. 20,649 
(May 13, 1982) (applying 7% adjustment to average fuel-economy standards for small 
manufacturers on the basis of more stringent California emission standards).  NHTSA has 
repeatedly made adjustments to its maximum feasible average fuel-economy level to account for 
the effects of various California emission standards.  See, e.g., 56 Fed. Reg. 13,779 (Apr. 4, 
1991); 53 Fed. Reg. 11078 (Apr. 5, 1988).  It is only in recent years, under leadership hostile to 
energy-conservation and pollution-control goals, that NHTSA has articulated the view that 
California emission standards are preempted and have no effect on average fuel-economy 
standards.  The agency’s failure to recognize this inconsistency and explain its change in position 
is arbitrary and capricious. 

The notice of proposed rulemaking dismisses both the downward-modification provision and its 
definition of “Federal standards” as irrelevant to the question whether California emission 
standards authorized by Section 209(b) were “Federal motor vehicle standards” to be considered 
by NHTSA.  The linchpin of NHTSA’s argument is the observation that the definitional section 
was denominated “[f]or purposes of this subsection,” 15 U.S.C. § 2002(d)(3) (1976), rather than 
“for purposes of this Act.”  The distinction NHTSA attempts to draw is not well founded.  EPCA 
supplied no competing definition of “Federal standards” elsewhere in the Act and, to reiterate, it 
would have been irrational for Congress to require NHTSA to account for the interplay--even 
possible inconsistency--between California emission standards and average fuel-economy 
standards, if Congress thought those state standards were preempted by Section 32919.   
California’s emission standards did not become more or less “related to” average fuel-economy 
standards after model year 1980.  The notice of proposed rulemaking does not explain this 
discrepancy or ground its current view – which departs from its contemporaneous and 
longstanding view – in the text, purpose, or legislative history of EPCA. 

The only reasonable view is that California emission standards authorized by Section 209(b) of 
the CAA, no less than EPA emission standards authorized under Section 202(a) of the CAA, are 
the baseline emission “standards of the Government” which NHTSA must respect and take into 
account in determining fuel-economy standards under EPCA.  49 U.S.C. § 32902(f). 
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e. NHTSA’s average fuel-economy standard is not “related to” advanced 
clean cars. 

EPCA tasks NHTSA with establishing “average fuel economy standards” for each manufacturer 
of new automobiles on a model-year basis.  49 U.S.C. § 32902(a).  While this standard must be 
“the maximum feasible average fuel economy level that [NHTSA] decides the manufacturer can 
achieve” as determined using specified statutory criteria, ibid.; see also id. § 32902(f), EPCA 
does not prevent or discourage auto manufacturers from exceeding that standard, whether 
voluntarily or as a result of other laws.  An average fuel-economy standard is simply “a minimum 
level of average fuel economy applicable to a manufacturer in a model year.”  Id. § 32901(6) 
(emphasis added).  Nothing in EPCA makes it a violation for an automaker to exceed the 
minimum required standard.  Thus, there can be no inconsistency between this standard and a 
state law that has the effect of improving fuel economy.  State emission standards or other state 
laws that have the effect of improving average fuel economy do not conflict with federal 
minimum fuel economy standards because they do not intrude upon NHTSA’s prerogative to 
decide the appropriate level (“the maximum feasible average fuel economy level,” 49 U.S.C. 
§ 32902(a)) at which to set those standards. Improvement in average fuel economy does not 
frustrate any countervailing purpose of EPCA. 

Moreover, statutory constraints ensure that NHTSA does not--indeed, cannot--evaluate the level 
of average fuel economy that is truly “maximum feasible.”  For one thing, Congress blinded 
NHTSA to the improvements in a manufacturer’s average fuel economy level from sales of 
vehicles that use fuels other than gasoline or diesel.  49 U.S.C. § 32902(h)(1), (2); see also id. 
§ 32901(1), (2), (8), (9), (10).  EPCA establishes a weighting system to incentivize 
manufacturers to develop and sell vehicles using alternative fuels, including electric vehicles.  Id. 
§§ 32904(a)(2), 32905.  When setting average fuel-economy standards, NHTSA must ignore 
those vehicles and credits that accrue to automakers that choose to deploy them.  Id. §§ 
32902(h)(3), 32903.  As a result of these statutory constraints, an automaker may drop below the 
“minimum” standards that NHTSA sets for gas- and diesel-powered vehicles without accruing 
any penalty.  Id. § 32901(6). 

To understand how all this relates to preemption, one need look no further than California’s ZEV 
mandate.  A requirement that manufacturers produce a minimum volume of vehicles that 
consume no fuel will increase actual fuel economy--because ZEVs add “miles traveled” but not 
“gallon[s] of gasoline (or equivalent amount of other fuel) used,” 49 U.S.C. § 32901(11)--but it 
cannot affect NHTSA’s average fuel-economy standard.  For purposes of calculating its 
standard, NHTSA must counterfactually assume a world in which all vehicles sold are powered 
exclusively by gasoline or diesel fuel.  See id. § 32902(h).  A state law addressed solely to 
vehicles powered by other means is not “related to” that world at all and thus cannot be 
preempted by EPCA.601  Id. § 32919. 

 
601 Even the requisite calculation of “fuel” economy for vehicles that do not burn fuel (i.e., electric 
vehicles) decouples fuel economy from actual well-to-wheel emissions of those vehicles.  See 49 U.S.C. 
§ 32904(a)(2)(B).  To the extent the “common measurement” argument in the notice of proposed 
rulemaking has any legs (which it does not, for reasons explained elsewhere), the argument clearly does 
not apply for the nontraditional vehicles encouraged by the Advanced Clean Cars program. 
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Title II of the CAA does not impose comparable statutory constraints.  EPA under Section 202(a) 
and California under Section 209(b) of that Act establish maximum levels of air-pollutant 
emissions for all new motor vehicles, regardless of power source.  Advanced clean cars reduce 
(drastically, in some cases) levels of emissions of CO2 and other GHGs as compared to vehicles 
powered solely by gasoline and diesel fuel.  But that “pool of technologies” is not available to 
NHTSA as a way to boost average fuel-economy standards.  83 Fed. Reg. 43,234.  As advanced 
clean cars come to dominate the new-automobile market, NHTSA’s average fuel-economy 
standard will, absent legislative change, become more and more decoupled from any GHG 
emission standard set by EPA or California.  See M.J. Bradley & Assocs., New Vehicle GHG 
Emissions Estimates Under Deep Decarbonization Strategies (Oct. 2018). 

That is precisely what Congress hoped for when it introduced weighted fuel economy and credits 
for advanced clean cars into EPCA.  The definition of an “automobile” in the original statute in 
1975 was restricted to gas- and diesel-powered vehicles.  15 U.S.C. § 2001(1), (5).  EPCA thus 
plainly did not preempt state regulation of vehicles powered by other means.  In 1980, Congress 
added electric vehicles to the EPCA regime for the sole purpose of promoting “industrial 
engineering development and initial commercialization of electric vehicles.”  Pub. L. No. 96-
185, § 18, 93 Stat. 1336, codified at 15 U.S.C. § 2512(c) (1982).  NHTSA was not allowed to 
account for electric vehicles when setting an average fuel-economy standard, but electric 
vehicles would count toward a manufacturer’s actual average fuel economy following 
application of an “equivalent petroleum based fuel economy” factor calculated by the 
Department of Energy.  49 U.S.C. § 32904(a)(2)(B).  See 10 C.F.R. § 474.3.  In 1988, EPCA was 
further amended to add vehicles powered by fuels with lower carbon content--methanol, ethanol, 
and natural gas--to the calculation of actual average fuel economy.  Pub. L. No. 100-494, § 6, 
102 Stat. 2448, codified at 15 U.S.C. § 2513 (1988).  A series of other amendments added other 
fuels to the mix. See 49 U.S.C. § 32901(1) (current definition of “alternative fuel”).  

“‘The purpose of Congress is the ultimate touchstone’ in every preemption case,” Medtronic, 
Inc. v. Lohr, 518 U.S. 470, 485 (1996) (citation omitted), and Congress’s singular purpose in the 
acts that added advanced clean cars onto the CAFE program was to incentivize their deployment.  
California’s Advanced Clean Cars program obviously furthers that purpose and thus is not 
preempted by the Act. 

f. The same preemption analysis applies to California emission standards 
for any pollutant. 

The notice of proposed rulemaking seems to suggest that the EPCA preemption analysis applies 
differently to GHG emission standards because EPCA was originally enacted “at a time when 
only conventional pollutants were regulated.”  83 Fed. Reg. 43,237.  There is no reason to think 
that GHG emission standards bear a closer “relat[ion] to” average fuel-economy standards than 
do emission standards for conventional pollutants.  Both classes of standards may affect the 
maximum feasible average fuel-economy level for automakers in a given model year, as 
Congress recognized when it established the interim-relief and “other motor vehicle standards of 
the Government” provisions of EPCA. 

Nothing in the text or history of EPCA even hints at a distinction in the way that Section 32919 
applies to emission standards for different pollutants.  The “sweeping definition of ‘air 
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pollutant’” in Section 202(a) of the CAA “embrace[d] all airborne compounds of whatever 
stripe,” Massachusetts, 549 U.S. at 529, beginning in 1970, so Section 209(b)--which 
encompasses “emission standards” of whatever stripe--“always” had authorized EPA to issue 
preemption waivers to California for GHG emission standards, notwithstanding that the Supreme 
Court only “finally decided” that issue after EPCA was enacted.  Rivers v. Roadway Express, 
Inc., 511 U.S. 298, 313 n.12 (1994).  See generally DIRECTV, Inc. v. Imburgia, 136 S. Ct. 463, 
469 (2015) (observing that a “judicial construction of a statute ordinarily applies retroactively”).  

There is, moreover, contemporaneous evidence that legislators understood when they originally 
carved out the Section 209(b) preemption waiver that CO2 was a pollutant whose motor-vehicle 
emissions could be controlled by EPA and/or California.  See S. Rep. 90-403, at 18 (1967) 
(listing “carbon dioxide” as a pollutant subject to regulation under the CAA).  Regardless, in 
2007, months after the Supreme Court clarified that GHGs were pollutants subject to regulation 
under the CAA, Congress substantially amended EPCA without changing the scope of Section 
32919 or otherwise suggesting that GHG emission standards promulgated by California would 
be preempted by EPCA. 

g. EISA confirms that GHG emission standards with a preemption waiver 
under Section 209(b) are not preempted by EPCA. 

In 2007, Congress substantially amended EPCA through the Energy Independence and Security 
Act, Pub. L. No. 110-140, but made no change in EPCA’s preemption provision.  In fact, 
Congress rejected proposed amendments that would have abrogated the Supreme Court’s recent 
decision in Massachusetts v. EPA--which had rejected claims that EPCA displaces EPA 
authority to set GHG emission standards--and expanded the scope of Section 32919 so as to 
preempt California emission standards for GHGs.  Instead, Congress adopted a savings clause 
that expressly preserved preexisting regulatory authority over GHGs provided by, among other 
things, Section 209(b) of the CAA.  See Pub. L. No. 110-140, § 3 (“Except to the extent 
expressly provided in this Act or an amendment made by this Act, nothing in this Act or an 
amendment made by this Act supersedes, limits the authority provided or responsibility 
conferred by, or authorizes any violation of any provision of law (including a regulation), 
including any energy or environmental law or regulation.”); see also id., § 210(b), codified at 42 
U.S.C. § 7545(o)(12) (preserving “the regulatory status of carbon dioxide or any other 
greenhouse gas” under the CAA). 

As further explained in the comments of Professor Gregory Dotson, EISA’s savings clause 
marked the definitive failure of a sustained effort by the George W. Bush Administration and 
many legislators to revoke California’s authority to establish GHG emission standards through 
amendments to EPCA.  The EISA amendments thus reaffirmed the policy in preexisting law, 
upheld in the Supreme Court’s and the decisions of the only two district courts to have addressed 
the question, that California may regulate GHG emissions from vehicles with a Section 209(b) 
waiver.  Reflecting this ongoing policy, EISA added a provision for federal fleet procurement 
that generally required acquisition of vehicles that are “low greenhouse gas emitting vehicle[s],” 
42 U.S.C. § 13212(f)(2)(A), a term that Congress defined by reference to “the most stringent 
standards for ... greenhouse gas emissions applicable to and enforceable against ... manufacturers 
for vehicles sold anywhere in the United States.”  Id. § 13212(f)(3)(B) (emphasis added).  Had 
Congress intended to preempt California’s GHG emission standards under that same law, there 
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would only have been one possible standard for GHG emissions in the United States—the 
standard issued by EPA.  

h. Fuel economy and GHG emissions are not functional equivalents. 

The proposed rule incorrectly states that “fuel economy and tailpipe CO2 emissions [are] two 
sides of the same coin.”  83 Fed. Reg. 43,209.  First of all, California’s emission standards 
encompass more than tailpipe CO2 emissions; they cover GHG emissions generally, as well as 
nonfuel (ZEV) vehicles.  In any event, while it is true that reduction in fuel consumption is a 
reliable way to reduce tailpipe CO2 emissions, reducing fuel consumption has never been the 
sole means of reducing those emissions, and the suite of options for reducing CO2 and other 
GHG emissions continues to expand well beyond technologies that improve fuel economy.   

The notice of proposed rulemaking acknowledges as much when it concedes that “regulating the 
carbon intensity of fuels” is “not preempted by EPCA.”  83 Fed. Reg. 43,234 n.507.  Carbon 
intensity decouples GHG emissions from fuel consumption and belies the assertion in the notice 
of proposed rulemaking that the two are “functional equivalent[s].”  Id. at 43,236.  For instance, 
powering a diesel-powered vehicle with biodiesel blends, as opposed to traditional diesel fuel, 
can increase tailpipe GHG emissions (and decrease lifecycle GHG emissions) without 
significantly affecting fuel economy.  See Thomas Durbin et al., CARB Assessment of the 
Emissions from the Use of Biodiesel as a Motor Vehicle Fuel in California: Biodiesel 
Characterization and NOx Mitigation Study, at xl (Oct. 2011).  A switch from traditional diesel 
to renewable diesel would have an even more profound difference in impact on GHG emissions 
and average fuel-economy standards, as tailpipe emissions from renewable diesel would be 
offset by the absorption of CO2 by feedstock plants or algae used to make the diesel; the 
emissions would result from upstream processes such as fertilizing and growing the feedstock 
and transforming it into a fuel.  These facts undermine the assertion in the notice of proposed 
rulemaking that the fuel economy and CO2 emission standards are “directly correlate[d],” 83 
Fed. Reg. 43,234.602 

It is also possible to reduce GHG emissions from gasoline without a corresponding reduction in 
fuel economy.  In fact, EPA’s Tier 3 motor vehicle emission and fuel standards, adopted in 2014, 
lower CO2 tailpipe emissions while at the same time consuming more fuel as compared to the 
previous Tier 2 standards.  The prospect that tighter emission controls enacted by EPA or 
California might reduce maximum feasible fuel-economy standards therefore is not a “limited 
concern[]” unique to the era in which EPCA was enacted.  83 Fed. Reg. 43,237.  Contra id. at 
43,238 (“If a state were to establish standards that have the effect of requiring a lower level of 

 
602 Other examples abound.  Vehicles fueled by compressed natural gas have comparable fuel economy 
but substantially lower tailpipe GHG emissions relative to gas-powered vehicles.  77 Fed. Reg. 62,815-
16. And vehicles running on ethanol blends like E85 have lower fuel economy but also lower GHG 
emissions when considering lifecycle emissions.  See U.S. Dep’t of Energy, Alternative Fuels Data 
Center, Ethanol Vehicle Emissions, available at 
https://www.afdc.energy.gov/vehicles/flexible_fuel_emissions.html (last visited Oct. 25, 2018); Michael 
Wang et al., Well-to-Wheels Energy Use and Greenhouse Gas Emissions of Ethanol from Corn, 
Sugarcane, and Cellulosic Biomass for U.S. Use, 7 Envtl. Research Letters 045905 (2012). 
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fuel economy than CAFE standards, those standards would be meaningless since they would not 
reduce CO2 emissions.”). 

Switching from gasoline to diesel fuel also yields a differential impact on fuel economy and 
vehicle GHG emissions.  Diesel is a more carbon-intensive fuel than gasoline, but diesel engines 
achieve significantly better fuel economy than gasoline engines.  See 45 Fed. Reg. 5506 (Jan. 23, 
1980) (“[I]t is EPA’s technical judgment that fuel economy potential is the overwhelming reason 
for any manufacturer to investigate Diesel engine technology.”).  Once again, GHG emissions--
even tailpipe CO2 emissions specifically--are not functionally equivalent to fuel economy, much 
less the average fuel-economy standard referenced in Section 32919. 

There are multiple ways to comply with California’s GHG emission standard that do not impact 
fuel consumption at all.  For example, automakers can make substantial progress toward meeting 
the state standard by reducing air-conditioning refrigerant leakage and using alternative 
refrigerants with lower global-warming potential.  See 77 Fed. Reg. 62,649-67.  Such 
improvements “reduce GHGs but do not affect fuel economy.”  Id. at 62,639.  Methane 
emissions vary not only with fuel composition but also the quantity of uncombusted 
hydrocarbons passing through the engine and the application of post-combustion controls like 
catalytic converters.  Id. at 62,770.  Nitrous oxide emissions depend on the type of vehicle, 
driving conditions, catalyst temperature, and emission-control technologies.  Ibid; see also 
Arthur M. Winer et al., Estimates of Nitrous Oxide Emissions from Motor Vehicles and the 
Effects of Catalyst Composition and Aging 8-1 (2005).  The notice of proposed rulemaking 
concedes that methane and nitrous oxide emissions “do not impact fuel economy.”  83 Fed. Reg. 
43,197 n.380. 

These other GHGs are emitted in lower quantities than CO2, but they have an outsized impact on 
public health and welfare due to their greater global warming potential.  For example, HFC-
134a, a common air-conditioning refrigerant, carries a global warming potential (GWP) 1,430 
times that of CO2.  From NHTSA’s perspective, however, non-CO2 GHG emissions have a much 
smaller effect on the average fuel-economy standard, which is not correlated to global warming 
potential.  See 83 Fed. Reg. 43,209. 

Onboard carbon capture and storage (CCS) is a hypothetical technology meant to capture a 
vehicle’s CO2 emissions at the site of combustion. Although that technology is in early stages of 
demonstrating feasibility, researchers have estimated that a vehicle with employing on-board 
CCS technology could reduce CO2 emissions by 20 percent independent of fuel economy.  
Brandon Schoettle et al., An Overview of CAFE Credits and Incorporation of On-Board Carbon 
Capture (2014).  In 2017, Fiat-Chrysler Automobiles (FCA) entered into an agreement with an 
oil and gas company to explore “technologies and devices for the capture and temporary storage 
of part of CO2 produced by internal combustion engines.”  Green Car Congress, Eni, FCA 
Partner on R&D to Cut Road Vehicle CO2 Emissions; Methanol/Ethanol Blends, Renewable 
Diesel, ANG, On-Board CO2 Capture (2017).  Though still theoretical, such technologies 
illustrate that automakers are seeking alternative compliance pathways in which CO2 emissions 
reductions are completely detached from fuel economy. 

More broadly, there are several ways that automakers and policymakers can alter the carbon 
intensity of driving without a corresponding change in the maximum feasible average fuel-
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economy level.  An example is deployment of non-fuel vehicles like electric vehicles (EVs), 
whose tailpipe GHG emissions are nil but whose CAA-compliance emissions are primarily the 
result of upstream electricity generation.  The proposed rule incorrectly--and contrary to the facts 
on the ground--states that it is not feasible for auto manufacturers to now deploy zero-emission 
vehicles (ZEVs), and it does not dispute that GHG emissions can thereby be decoupled from fuel 
economy.  EPCA itself acknowledges as much by prescribing a multi-factor balancing test—
including nonquantitative considerations like “the need of the United States to conserve all forms 
of energy and the relative scarcity and value … of all fuel used to generate electricity,” 49 U.S.C. 
§ 32904(a)(2)(B)(iii)—that the Department of Energy uses to translate “fuel economy” for 
electric vehicles. 

For non-EVs, EPA’s “equivalent” fuel-economy calculation under EPCA does not account for 
any upstream emissions (emissions associated with the production, processing, and transport of 
fuels) or upstream GHG absorption (by feedstock plants and algae as they grow), whereas those 
lifecycle emissions are of primary importance for compliance with EPA and California GHG 
emission standards.  It is the lifecycle emissions of a fuel that matter for mitigating pollution.  
See 77 Fed. Reg. 62,890.  A reduction in purely upstream emissions is thus another means to 
comply with California’s GHG emission standards without impacting average fuel economy. 

i. California’s ZEV program is not preempted for the additional reason that 
it is and has long been targeted to reductions in emissions of criteria 
pollutants. 

The notice of proposed rulemaking bases its conclusions on preemption on a distinction between 
California standards designed to reduce emissions of GHGs as opposed to criteria pollutants.  
That is an unwarranted distinction, for reasons already discussed, but even if the distinction were 
valid, the ZEV mandate still would not be preempted.  The mandate has been in place since 
1990, long before California proposed to regulate GHG emissions.  (Indeed, Congress first used 
EPCA to incentivize EVs in 1980, as discussed earlier.)  The ZEV mandate is and always has 
been expressly targeted to criteria pollutants.  Tying the ZEV mandate to regulation of tailpipe 
CO2 emissions is thus anachronistic in addition to being wrong as a matter of law.  The mandate 
did not suddenly become preempted under EPCA when California began to regulate emissions of 
other pollutants (GHGs) also impacted by the mandate.  Put another way, California’s decision 
to regulate emissions of additional air pollutants had no impact at all on whether a preexisting 
state law “relate[d] to” average fuel-economy standards set by NHTSA.  49 U.S.C. § 32919. 

j. NHTSA’s conclusions on conflict preemption are speculative and 
premature. 

Any determination of preemption under EPCA is also premature.  Conflict preemption—the only 
form of implied preemption that NHTSA has invoked—depends on “the relationship between 
state and federal laws as they are interpreted and applied, not merely as they are written.”  Jones 
v. Rath Packing Co., 430 U.S. 519, 526 (1977).  The notice of proposed rulemaking does not 
dispute that California’s Advanced Clean Cars program is now interpreted and applied consistent 
with federal law as part of the One National Program begun in 2010.  Unless and until the law 
changes and an actual conflict arises in practice, there is no basis upon which NHTSA (or EPA) 
could conclude that California’s program is impliedly preempted.  Although it is true that the 
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final rule could introduce a conflict in theory, the proposed rule’s prejudgment of such a conflict 
is improper and further shows that the agencies are more concerned with eliminating California’s 
existing waiver under Section 209(b) of the CAA as a policy matter than they are with sensitivity 
to the federalism concerns inherent in any preemption analysis—especially one conducted after 
the relevant state laws have been in place for several years. 

VI. Finalizing this proposal is arbitrary and capricious for additional reasons. 

A. The agencies are statutorily prohibited from imposing artificial constraints on 
their feasibility and cost analyses  

In an error common to both the GHG and CAFE standards, the Proposal frequently considers and 
determines “feasibility” under 49 U.S.C. § 32902 and the “cost of compliance” under 42 U.S.C. 
§ 7521(a)(2) not with reference to what manufacturers are actually capable of achieving, but 
with reference to what the agencies determine manufacturers will do in practice if left to their 
own devices.  Thus, for example, the Proposal generally does not consider how manufacturers 
could plausibly alter their behavior to comply with stricter standards; is based on models whose 
assumptions do not permit manufacturers (as described in the Volpe model) to seek compliance 
through cost-effective technology pathways, see Comment of Union of Concerned Scientists; 
and assumes that fuel economy technologies will be applied to performance enhancement rather 
than to fuel economy improvements.603  See generally 83 Fed. Reg. 43229-30 (documenting 
alleged cost of compliance under Clean Air Act Section 202).  As we describe elsewhere, these 
aspects of the Proposal are hopelessly incompatible with EPCA and the Clean Air Act because 
they rely on faulty data, modeling, or consider factors Congress did not intend when it drafted 
the statutes.  Here, we identify an additional flaw in the Proposal’s estimates of compliance costs 
and feasibility, i.e., the text and structures of EPCA, the Clean Air Act, and the APA each 
prohibit the agencies’ artificially constrained analyses as a matter of law.  In particular, the 
statutes (1) compel the agencies to examine reasonable means by which manufacturers could 
comply with the standards (and not simply discrete ways in which NHTSA believes 
manufacturers will comply if they are free to do so), and; (2) prohibits the agencies from 
delegating certain feasibility assumptions to manufacturers themselves.  

1. EPCA and the Clean Air Act compel the agencies to examine feasible means 
for manufacturer compliance with GHG and fuel economy standards. 

The NPRM conspicuously predicts that manufacturers will respond to stricter standards by 
means that appear to be arbitrarily selected by the agencies themselves, and hard-wires the Volpe 
model to prevent it from selecting technologies that would achieve compliance with the 
standards more cost-effectively but that the agencies assume manufacturers will not choose to 
adopt (as distinct from cannot adopt).  In addition to the illustrations set forth above, for 
example, the NPRM irrationally assumes that manufacturers who did not adopt HCR1 in 2016 
will never adopt that technology.604  Likewise, the NPRM inexplicably refuses to consider or 

 
603 See Comment submitted to these dockets by the California Air Resources Board. 
604 See Comment submitted to these dockets by the International Council on Clean Transportation (“ICCT 
Comment”); see also comment submitted to these dockets entitled: Meszler Engineering Services 
(October 2018), Technical Memorandum I: The NPRM CAFE Model’s Treatment of Technology 
Benefits and Costs.   
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model deployment of HCCI, despite the fact that that technology will be in production in 2019.  
ICCT Comment.  

EPCA and the Clean Air Act prohibit the analysis of technological deployment by means of 
these hidebound and zero-sum predictions.  Instead, the statutes compel the agencies to evaluate 
technology adoption with reference to the entire universe of feasible compliance pathways.  
EPCA requires NHTSA to set fuel economy standards at the “maximum feasible” level, 49 
U.S.C. § 32902(a), and further directs NHTSA to determine such level with reference to four 
discrete factors, including “technological feasibility” and “economic practicability.”  Id. § 
32902(f).  By constraining its models to reflect only narrow, often unexplained compliance 
pathways selected by NHTSA, the agency has ignored Congress’ instructions to evaluate 
standards -- and associated manufacturer behavior -- by asking what is actually “maximum 
feasible” and “practicable.”  The statute’s use of the phrase “maximum feasible” simply does not 
allow for an analysis based on the agency-intuited preferences of the regulated industry.  And 
NHTSA has unlawfully modified its analysis to contain constraints (i.e., the exclusion of all 
feasible compliance pathways not favored by NHTSA) that Congress did not permit.  NHTSA’s 
analysis also runs counter to Congress’ intent when promulgating EPCA, which, as we have 
noted, was to drive energy savings.  The agency’s stubborn decision to evaluate “maximum 
feasibility” via an artificially small handful of compliance pathways it chooses based solely on 
subjective assessments as to what automakers are likely to do -- at the arbitrary exclusion of 
other pathways that demonstrate what it is possible for automakers to do -- impermissibly 
subordinates that goal to the agency’s whims. 

The Clean Air Act likewise requires that EPA “give appropriate consideration to the cost of 
compliance” when evaluating emissions standards, 42 U.S.C. § 7521(a)(2), but plainly does not 
allow the agency to manipulate those costs by viewing agency compliance through an arbitrary 
keyhole.  But EPA has modeled only narrow pathways plucked from the galaxy of 
technologically and economically feasible options based on the agencies’ apparently subjective, 
entirely unacknowledged, and unexplained judgment as to what automakers are likely to do.  
This is not EPA’s obligation.  EPA’s obligation is to consider what costs will be necessary for 
automakers to comply—which necessitates modeling of what is possible, not what is probable.      

Apart from its specific conflicts with EPCA and the Clean Air Act, the Proposal’s instances of 
uncritical deference to manufacturers’ characterizations of compliance costs and technological 
feasibility runs afoul of the APA’s general requirement of reasoned decision-making.  That is 
because the NPRM’s embrace of manufacturer assertions has produced analyses with no 
“rational relationship to the real world.”   W. Virginia v. EPA, 362 F.3d 861, 866–67 (D.C. Cir. 
2004).  Moreover, the agencies’ analysis is arbitrary under any lens: they have failed to 
reasonably model what automakers will, in fact, do (for example, by uncritically adopting 
automakers’ assertions that they will adopt any technology that pays for itself within 30-months 
even absent regulation, contrary historical evidence notwithstanding); and they have failed to 
model what the agencies can, in fact, do (for example, by accepting manufacturers’ assertions 
that certain technologies must be removed from the model, contrary evidence of the availability 
of those technologies notwithstanding).  It is no defense to observe that technological forecasts 
ought not to devolve into a “crystal ball inquiry,” 83 Fed. Reg. at 43228 (discussing cost of 
compliance under Clean Air Act Section 202), or that NHTSA need not “account for every 
technology that might conceivably be applied to improve fuel economy,” id. at 43208 
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(discussing technological feasibility).  While the agencies are free to acknowledge the real 
uncertainties presented by real world data, the APA precludes the NPRM from using mere 
subjectivity or uncritical analysis, particularly when contradicted by real-world facts, as a pretext 
to abdicate their statutory obligations to drive energy conservation and protection of human 
health and the environment forward.   

2. EPCA and the Clean Air Act prohibit NHTSA from delegating analyses to 
regulated parties. 

The agencies also credit implausible manufacturer assertions without scrutiny, as in the agencies’ 
removal of HCR2 at manufacturers’ request, 83 Fed. Reg. at 43038; the updates to Tier 3 engine 
maps, apparently also updated to manufacturers’ preferred specifications, and the unsupported 
assumption that manufacturers will select technology that pays for itself in only 30 months 
without any regulatory impetus, based solely on manufacturers’ assertions that it will be so, id. at 
43,179.  These and other instances of credulous reliance on the manufacturers’ assertions – 
without scrutiny or analysis to determine that those assertions represent the world as it is – are 
arbitrary and capricious under the Clean Air Act, EPCA, and the APA.   

This approach is incompatible with EPCA, which provides that “the Secretary of Transportation 
shall consider technological feasibility [and] economic practicability,” when determining 
maximum feasible fuel economy.  49 U.S.C. § 32902(f) (emphasis added).  By vesting authority 
for these considerations in NHTSA (via the Secretary) EPCA’s plain language forecloses the 
Proposal’s instances of unquestioning reliance on the regulated entities’ assertions  of feasibility 
and costs: “Federal agencies may not sub-delegate their decision-making authority to outside 
entities – private or sovereign – absent affirmative evidence of authority to do so[,]” and violate 
that prohibition when, as here, they decline to apply their “own judgment” to a matter.  La. Pub. 
Serv. Comm’n v. FERC, 860 F.3d 691, 696 (D.C. Cir. 2017) (quotation omitted).  

Even were EPCA not clear on this point, the statute’s structure and purpose would preclude the 
NPRM’s dispositive reliance on the very entities it is called by Congress to regulate.    
“[D]elegation to outside entities increases the risk that these parties will not share the agency's 
national vision and perspective, and thus may pursue goals inconsistent with those of the agency 
and the underlying statutory scheme.”  U.S. Telecom Ass’n v. FCC, 359 F.3d 554, 565-66 (D.C. 
Cir. 2004).  That is true here, because EPCA’s animating goal – the conservation of energy – is 
expressly designed to counter industry-driven outcomes—indeed, automakers have not 
historically improved fuel economy levels absent regulation, see ICCT Comment, and EPCA 
itself would be unnecessary if manufacturers had proven to be the final word on what fuel-
efficient technology is feasible and at what particular costs.  Accordingly, EPCA generally does 
not permit deference to manufacturers’ unsupported assertions of technological feasibility, as, for 
example, when the Act sets forth specific requirements for manufacturer recordkeeping, 
reporting, and testing, 49 U.S.C. § 32907, rather than deferring wholesale to manufacturers’ 
discretion on that score.  Likewise, manufacturer estimates of feasibility are not entitled to 
special weight in EPCA rulemakings, much less the controlling weight accorded in certain 
instances by the NPRM.   

For similar reasons, the agencies’ approach is also incompatible with the Clean Air Act.  
Standards promulgated under CAA Section 202(a) “shall take effect after such period as the 
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Administrator finds necessary to permit the development and application of the requisite 
technology, giving appropriate consideration to the cost of compliance within such period.”  42 
U.S.C. § 7521(a)(2) (emphasis added).  See Motor & Equip. Mfrs. Ass’n. v. EPA, 627 F.2d 1095, 
1118 (D.C. Cir. 1979).  Like EPCA, therefore, the CAA entrusts ultimate decision-making 
authority to the agency’s Administrator, not to entities regulated by the Administrator.  And like 
EPCA, the CAA embraces a nationwide mandate – the preservation of public health and welfare 
through emissions controls – that cautions against undue deference to the parties that, acting 
absent federal oversight, “may pursue goals inconsistent with those of the agency and the 
underlying statutory scheme.”  U.S. Telecom Ass’n, 359 F.3d at 565-66; see also 42 U.S.C. § 
7521(a)(1); 42 U.S.C. § 7525 (providing for periodic testing of manufacturer compliance with 
Section 202 standards).  See also, supra, Section II(A) (discussing EPA’s unlawful delegation.) 

B. The agencies’ “turnover” analysis is an unjustified and dramatic departure from 
previous agency analysis, is fundamentally flawed, and is inconsistent with the 
agencies’ analysis of all other rules and policies.  Reliance on this analysis for 
rolling back the GHG emission standards and for failing to require any 
improvements in fuel economy would be arbitrary and capricious.  

In the 2012 rulemaking for fuel economy and GHG standards, both NHTSA and EPA stated that 
analysis of the standards’ impact on new vehicles sales and on the “scrappage” of used vehicles 
was too uncertain to be used in the rulemaking.  The agencies reiterated this position in their 
2016 technical assessment of the standards.  

Now, just two years later, the agencies emerge with two new models – a “sales” model that they 
claim predicts the standards’ impact on new vehicle sales, and a “scrappage” model that they 
claim predicts the standards’ impact on the retention and use of used vehicles.  The results of 
these models are not simply included in the rulemaking – they play a dominant role in 
dramatically skewing the cost-benefit analysis and are central to the agencies’ justification for 
weakening the standards.  Neither of these models has ever been used in policy-making before, 
been published in any journal, been subject to peer review or even been publicly released until 
this NPRM.  

The fundamental uncertainties that previously prevented EPA and NHTSA from providing 
quantified estimates of these effects have not been resolved. Both models are fundamentally 
flawed.  As noted here and elsewhere, they misinterpret and/or misapply the relevant economic 
literature, utilize insufficient or erroneous inputs, and generate results that are inconsistent with 
economic theory, common sense, and observed real-world dynamics, among other issues.605 The 
agencies themselves note that the models “face some limitations,”606 and in inter-agency 

 
605 See comments submitted to these dockets by: the Institute for Policy Integrity at NYU School of Law; 
Consumers Union (CU), Consumer Federation of America (CFA), and American Council for an Energy-
Efficient Economy (ACEEE), “Joint Comments on Vehicle Sales, Ownership Costs, and Consumer 
Willingness to Pay for Fuel Economy”; the Environmental Defense Fund; David Bunch (August 2018), 
An Evaluation of NHTSA’s Economics-based Modeling, appended to comments filed by the California 
Air Resources Board; Ken Gillingham; Mark Jacobsen, NHTSA-2018-0067-7788. 
606 83 Fed. Reg. at 43,099. 
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comments, EPA noted remaining uncertainty about these issues, as well as significant problems 
with the models’ outputs and doubts about their predictive capabilities.  

The way in which the agencies conducted these analyses is also inconsistent with the way in 
which they, and the federal government generally, evaluate other rules and policies, further 
adding to the arbitrariness of including the analyses in this way here, as a bar to fulfilling the 
agencies’ statutory obligations. 

Given all of the above, the use of these models and the agencies’ reliance on them to justify a 
weakening of the fuel economy and GHG standards would be arbitrary and capricious.  

1. The agencies have previously and consistently concluded that the impact of the 
standards on fleet turnover are so uncertain that they cannot serve as a 
justification for weakening or strengthening fuel economy and GHG 
standards.  

In the 2012 rule for light-duty fuel economy and GHG standards, NHTSA and EPA made two 
things clear: (1) the analysis of the standards’ impact on new car sales and on retention of 
existing cars is highly uncertain, so much so that the agencies would not use such an analysis in 
their rulemakings; and (2) the standards’ effect on the retention of used cars is inextricably 
linked with new car sales.  In the new rulemaking proposal, the agencies reverse course on both 
fronts – and do so with non-existent or deeply flawed justifications.  

In the 2012 final rule, NHTSA explained the situation as follows:  

The effect of this rule on the use and scrappage of older vehicles will be related to 
its effects on new vehicle prices, the fuel efficiency of new vehicle models, and 
the total sales of new vehicles. If the value of fuel savings resulting from 
improved fuel efficiency to the typical potential buyer of a new vehicle outweighs 
the average increase in new models’ prices, sales of new vehicles will rise, while 
scrappage rates of used vehicles will increase slightly. This will cause the 
“turnover” of the vehicle fleet—that is, the retirement of used vehicles and their 
replacement by new models—to accelerate slightly, thus accentuating the 
anticipated effect of the rule on fleet-wide fuel consumption and CO2 emissions. 
However, if potential buyers value future fuel savings resulting from the increased 
fuel efficiency of new models at less than the increase in their average selling 
price, sales of new vehicles will decline, as will the rate at which used vehicles 
are retired from service. This effect will slow the replacement of used vehicles by 
new models, and thus partly offset the anticipated effects of the final rules on fuel 
use and emissions. Because the agencies are uncertain about how the value of 
projected fuel savings from the final rules to potential buyers will compare to 
their estimates of increases in new vehicle prices, we have not attempted to 
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estimate explicitly the effects of the rule on scrappage of older vehicles and the 
turnover of the vehicle fleet.607 

EPA provided virtually identical reasoning, concluding, “Because we do not have good estimates 
of the relationships between the new and used vehicle markets, we have not attempted to 
estimate explicitly the effects of the rule on the used vehicle market, scrappage of older vehicles, 
and the turnover of the vehicle fleet.”608 

EPA explained that it had been developing a consumer-choice model to provide a quantitative 
estimate of the standards’ effect on vehicle sales, but that the model was not ready for use in 
policy-making and would continue to be refined.  EPA had conducted a peer-review of the 
model, and stated that reviewers had generally found the model “reasonable, while pointing out, 
first, that its use in policy analysis depended on its integration with EPA’s OMEGA [the 
agency’s Optimization Model for reducing Emissions of Greenhouse Gases from Automobiles], 
and second, that conducting uncertainty analysis would be important given the uncertainties 
around the model’s parameters.”609  EPA further noted that the “quality of the information that 
would come from a vehicle choice model is not well understood.”610 

The agencies noted that a key element to understanding the standards’ impact on sales was 
consumer valuation of fuel savings. EPA had commissioned a review on this topic and found 
“great variability in estimates of the role of fuel economy in consumers’ vehicle purchase 
decisions.”611 Specifically, the review included 27 studies, some of which found that consumers 
undervalue the fuel savings that they would receive from improved fuel economy, while others 
found that consumers overvalue such savings, and yet others found that consumers value such 
savings approximately correctly.612 EPA found the variation “so high that it appears to be 
inappropriate to identify one central estimate of this value from the literature,” and called the 
issue of consumer response to higher fuel economy “unsettled science.”613 As a result, EPA 
stated that it did not have “sufficient confidence in the estimates of the role of fuel economy in 
consumers’ vehicle purchases to come to definitive conclusions about the impacts of the rule on 
vehicle sales.”614 

 
607 77 Fed. Reg. 62,623, 63,112-13 (emphasis added); see also, 77 Fed. Reg. at 63,109 (NHTSA 
concluding that, “There is great uncertainty about how consumers value fuel economy, and for this 
reason, the impact of this fuel economy proposal on sales is uncertain.”). 
608 77 Fed. Reg. at 62,949. 
609 77 Fed. Reg. at 62,916; see also, EPA, Regulatory Impact Analysis: Final Rulemaking for 2017-2025 
Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy 
Standards (EPA-420-R-12-016) (Aug. 2012), at 8-14 (noting that “concerns remain that vehicle choice 
models have rarely been validated against real-world data. In response to these concerns, we would 
expect any use of the model to involve, at the least, a number of sensitivity analyses to examine the 
robustness of results to key parameters.”). 
610 77 Fed. Reg. at 62,916. 
611 77 Fed. Reg. at 62,914 (citing Greene, David L. “How Consumers Value Fuel Economy: A Literature 
Review.” EPA Report EPA– 420–R–10–008, March 2010 (Docket EPA–HQ– OAR–2010–0799–0711)). 
612 Id.  
613 Id. 
614 77 Fed. Reg. at 62,949.  
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The agencies reiterated this uncertainty and concerns regarding the predictive ability of the 
consumer-choice model in the 2016 Draft Technical Assessment Report.  They noted that it was 
“difficult, if not impossible, to disentangle the effects of the standards on vehicle sales from the 
effects of macroeconomic or other conditions on sales,”615 and that they had not identified “any 
sound way to separately estimate the effect of the standards on sales.”616  They noted the strong 
correlation between production in the auto industry and per capita GDP.617  With respect to 
EPA’s consumer choice model, the report states that EPA had done some further testing of the 
model, but concluded that it still would not use the model in its current modeling work.618  The 
agencies encouraged further research in the validation of consumer choice models for policy 
analysis.619  

EPA’s continuing uncertainty regarding the impact on sales is noted again in its November 2016 
Proposed Determination, stating that, “A reasonable qualitative assessment is preferable to a 
quantitative estimate lacking sufficient basis, or (due to uncertainties like those here) having such 
an enormous range as to be without substantial value.”620  With respect to scrappage, EPA again 
drew a connection to sales, noting that “the effect of the standards on the use and scrappage of 
older vehicles will be related to their effects on new vehicle prices, the fuel efficiency of new 
vehicle models, the fuel efficiency of used vehicles, and the total sales of new vehicles.”621  EPA 
also rejected the use of one scrappage model from “one of the few studies of the used vehicle 
market,” finding it insufficiently tested.622  

EPA again reiterated this position in January 2017 when it issued the Final Determination for the 
Midterm Evaluation of the standards, stating, “We do not attempt to quantitatively estimate the 
total effects of the standards on the automobile industry, due to the significant uncertainties 
underlying any estimate of the impacts of the standards on vehicle sales.”623  

 
615 EPA, NHTSA, and California Air Resources Board, Draft Technical Assessment Report: Midterm 
Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel 
Economy Standards for Model Years 2022-2025 (EPA-420-D-16-900) (July 2016), at 6-1.  
616 Id. at 6-2. 
617 Id. at 6-1.  
618 Id. at 6-5. 
619 Id.  
620 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty 
Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation (EPA-420-R-16-020) (Nov. 
2016), at A-42.  
621 Id.  
622 Id. at A-43.  
623 EPA, Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation (EPA-420-R-17-001) (Jan. 2017), at 
26; see also, EPA, Technical Support Document for Proposed Determination (EPA-420-16-R-021) (Nov. 
2016), at p. 4-20 (“The empirical literature does not provide clear evidence on how much of the value of 
fuel savings consumers consider at the time of purchase. It also generally does not speak to the efficiency 
of manufacturing and dealer pricing decisions… Thus, we do not provide quantified estimates of potential 
sales impacts.”). 



174 
 

2. The new “sales” and “scrappage” models that the agencies rely upon are 
significantly flawed and, as noted in previous agency analyses, the analysis is 
too uncertain to serve as the justification for rolling back the GHG emission 
standards and failing to require any improvements in fuel economy.  

Despite the agencies’ previous positions, they now claim to have sufficient certainty concerning 
the standards’ impact on both new vehicle sales and the scrappage of used cars to rely on these 
analyses to justify weakening the standards. They present two models – the “sales” model and 
the “scrappage” model – that they claim are capable of accurately predicting these impacts. 
However, as is pointed out here and elsewhere, these models have significant flaws, and the 
reliability of their predictions is highly uncertain.  

The models are brand new, developed by NHTSA on its own, and wholly unvetted by any 
relevant experts. The sales model the agencies use is not the consumer-choice model that EPA 
has been developing and refining for almost a decade. Rather, both it and the scrappage model 
appear to have been developed by NHTSA in just the last two years. Neither model has been 
peer-reviewed, nor even released publicly until the publication of this NPRM.624 Moreover, they 
have not been properly validated, and the reliability of their outputs is highly uncertain.  

These issues are covered at greater length elsewhere, but we highlight some of the more 
significant issues:  

● Contrary to how the agencies previously viewed the relationship between sales and 
scrappage, the two new models for these dynamics are not connected.  In other words, the 
sales model works independently to project the impact of the standards on new vehicle 
sales, and the scrappage model works independently to project the number of cars people 
will scrap based on the projected changes in the prices of new vehicles and fuel economy, 
without any consideration of the number of new cars being sold.  This is diametrically 
opposed to the agencies’ previous position that the two issues are closely interrelated, 
with the number of new cars sold directly influencing the total number of used cars 
remaining, as well as the use of those cars – a position that also comports with reality, 
common sense and economic theory, as opposed to the one the agencies now embrace.  
The disconnect between the modeling of the new vehicles entering the fleet and the 
modeling of the existing vehicles exiting the fleet leads to bizarre results that simply are 
not credible.  Notably, based on these models, the agencies predict that under the existing 
GHG and augural fuel economy standards (relative to the preferred alternative), new 
vehicle sales will slow by about 1 million vehicles, but inexplicably, the total vehicle fleet 
size will increase by roughly 190 million vehicles due to the augural CAFE standards and 
235 million vehicles due to the existing GHG standards.625  Essentially, the model 

 
624 Note that while NHTSA did conduct a peer review of the CAFE Model in 2017, neither the sales nor 
the scrappage models were yet included.  See NHTSA, CAFE Model Peer Review (DOT HS 812 590) 
(July 2018), at 303 (responding to one reviewer that the model “has been updated to including (sic) 
procedures to estimate impacts on new vehicle sales, and on older vehicle scrappage”).  See infra section 
VI(D). 
625 83 Fed. Reg. at 43,315 and 43,320 (Tables VII-55 and VII-65, showing increases in sales (millions) 
under the preferred alternative for the CAFE program and CO2 program, respectively), and 43,351 and 
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absurdly predicts that the scrappage of existing vehicles will slow well beyond what 
would be needed to “make up for” the new vehicles that are no longer entering the fleet.  
These results are contrary to common sense and economic theory, under which one 
would expect (and we daily observe) that when prices for a good increase (as the 
agencies assert will happen under the current/augural standards, as they project the prices 
of both new and existing vehicles will rise), the demand for and consumption of that good 
would decrease (meaning fleet size would decrease under the current/augural standards).  
Yet the agencies’ models predict fleet size will increase significantly as vehicles become 
more expensive. 

● In addition, the scrappage model arbitrarily and incorrectly leads to a dramatic increase in 
“vehicle miles traveled” (VMT) under the current/augural standards, leading to 
significant safety and cost-benefit implications.  When the fleet size under the scrappage 
model increases, the additional cars in the fleet are assigned VMT based on the VMT 
schedules (based on age and body style) the agencies use in the overall rule analysis. In 
other words, not only does the fleet size increase dramatically under the current/augural 
standards, relative to the proposed rule, but the total amount of VMT also automatically – 
and indefensibly – suddenly increases, too.  And when the total amount of travel 
increases, the total number of accidents increases, as does the number of injuries and 
fatalities, even where the overall fatality risk (fatalities per vehicle mile travelled) is 
unaffected.  In other words, these safety consequences are not driven by any effect of the 
standards on the design of cars or overall fatality risk (fatalities per vehicle mile 
traveled); they are driven by the dramatic increase in travel resulting from the absurdly 
burgeoning predicted size of the vehicle fleet.  And the agencies provide no plausible 
justification for this dramatic increase in travel due to the scrappage model.  It is simply 
hardwired to the number of vehicles in the fleet.  The total number of VMT should be 
determined based on demand for travel, not arbitrarily driven by fleet size – jiggered to 
increase or decrease dramatically based on the scrappage model.  The agencies try to 
argue that the overall increase is “small” and that there “likely” would be “some small 
resulting increase in VMT.”  That is not a justification or a rationale; it is a wild guess.  
And the agencies themselves undermine just how “likely” it would be -- they state that 
where consumers delay purchasing a new vehicle due to increased price, they will drive 
existing vehicles to the extent needed, not increase the amount their existing vehicles are 
driven, much less increase the number of used vehicles they own.  83 Fed. Reg. at 43,135 
(”[i]n a scenario where CAFE standards become more stringent causing vehicle sales 
prices to increase, this household chooses to delay buying a new car and each of their 
three existing cars gets a year older.  In both cases, all three vehicles … have to serve the 
family’s travel demand”).  Furthermore, when considered over the full time period of the 
agencies’ analysis, even a small percentage increase has dramatic effects – namely, as 
explained in more detail below, the baseless increase in VMT via the scrappage model is 
responsible for virtually all of the fatalities that the agencies attribute to the 
current/augural standards, as well as at least 2/3 of the net benefits of the proposed rule.  

 
43,352 (Tables VII-88 and VII-89, showing reductions in fleet size (millions) under the preferred 
alternative for the CAFE program and CO2 program, respectively).  
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● The agencies do not include consumer valuation of fuel savings (i.e., “willingness to 
pay”) in either model, although this was central to their consideration of these issues 
previously. With respect to the sales model, the agencies acknowledge the omission, 
stating that “[d]espite the evidence in the literature  … that consumers value most, if not 
all, of the fuel economy improvements when purchasing new vehicles, the model 
described here operates at too high a level of aggregation to capture these preferences.”626 
But they fail to explain why, in such an aggregate approach, ignoring WTP is reasonable. 
They likewise admit that “[e]stimating the sales response at the level of total new vehicle 
sales likely fails to address valid concerns about changes to the quality or attributes of 
new vehicles sold – both over time and in response to price increases resulting from 
CAFE standards.”627 In addition, the agencies rely heavily on work by Howard 
Gruenspecht regarding the scrappage effect, and the NPRM acknowledges that 
Gruenspecht considered the effect of an increase in price “net of the portion of reduced 
fuel savings valued by consumers.”628 Yet consumer valuation of fuel savings is excluded 
from the scrappage model, as well.  

● The agencies have implemented an incoherent methodology for their sales model that 
contradicts their own assessment of consumers’ willingness to pay for fuel economy.629  

● The scrappage model is poorly constructed, and its results are not statistically 
significant.630  It is also inconsistent with economic theory on multiple measures, 
including that, in the context of the existing standards, fleet size should decrease under 
NHTSA’s assumptions regarding technology costs and consumer valuation of fuel 
savings, rather than increase.631  

● The scrappage model was not properly validated, as the agencies used in-sample data 
(i.e., data that they used to construct the model) to test it, and the increase in VMT the 
agencies project under the existing standards is contrary to economic theory.632  

It is unsurprising that the new models face “limitations,” as the agencies concede.633  They 
represent a rapid, dramatic departure from the agencies’ previous analyses, without time for 
careful review and consideration.  It is also important to note that in none of the agencies’ 
previous discussions of the standards’ impacts on sales and scrappage, described above, did they 

 
626 83 Fed. Reg. at 43,075. 
627 Id. 
628 83 Fed. Reg. at 43,093.  
629 Consumers’ Willingness to Pay for Fuel Economy and Implications for Sales of New Vehicles and 
Scrappage of Used Vehicles: An Analysis of Deficiencies in the Benefit-Cost Analysis of the Safer 
Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light 
Trucks, 83 Fed. Reg. 42,986 (Aug. 24, 2018), by David Greene, appended to comments filed by the 
California Air Resources Board (“David Greene Comment”). 
630 See comments submitted to these dockets: David Bunch (August 2018), An Evaluation of NHTSA’s 
Economics-based Modeling, appended to comments filed by the California Air Resources Board (“David 
Bunch Comment”); David Greene Comment. 
631 See David Bunch Comment; Comment submitted by Mark Jacobsen, NHTSA-2018-0067-7788. 
632 See Comment submitted to these dockets by the Institute for Policy Integrity at NYU School of Law. 
633 83 Fed. Reg. at 43,099. 
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talk about the effects of new vehicle price changes on VMT, or even directly on existing vehicle 
scrappage rates (rather than as a consequence of increases or decreases in new car sales).  It 
seems those connections were not even contemplated in prior discussions of these impacts.  Yet 
this is precisely the relationship the agencies now claim to model - the direct effect of increased 
vehicle prices (as a proxy for used vehicle prices) on used cars and the impact of that on VMT.  

In addition, and most fundamentally, the models are attempting to evaluate the small and 
uncertain effects of changes in vehicle standards on certain dynamics—vehicle sales, scrappage 
rates, and vehicle usage—which are largely determined by much stronger forces, such as the 
state of the economy.  Yet, as is discussed more fully below, the models are central to the 
agencies’ decision to weaken the fuel economy and GHG standards.  Promulgation of standards 
in reliance on these flawed and untested models would be arbitrary and capricious. 

 

3. The agencies do not sufficiently justify the dramatic change in their position or 
their newly found confidence in their ability to model “sales” and “scrappage” 
dynamics.  

The agencies have not provided a meaningful rationale or justification for the change in position 
regarding their ability to present quantified estimates of the impact of the standards on new 
vehicle sales and the scrappage of used vehicles, not to mention the projected change in VMT 
resulting from these alleged impacts. Their purported confidence in the sales and scrappage 
models – and their reliance on the models’ outputs to weaken the standards – is belied by 
comments from the inter-agency review process, as well as by the language in the NPRM itself.  

Throughout the inter-agency review process, EPA pointed out numerous issues with NHTSA’s 
analysis of sales and scrappage – primarily noting that EPA continued to see considerable 
uncertainty on these issues and questioning the predictive capability of the new sales and 
scrappage models and what EPA considered to be illogical results.634  

In reviewing a draft of the Preamble, EPA pointed out several concerns related to these topics. In 
a section where NHTSA concluded that the average buyer appears to value differences in fuel 
economy correctly or very nearly so, EPA noted that it did “not endorse this conclusion,” stating 
that they found the “evidence far too varied.”635  In another section, where NHTSA stated that 
the agencies believed that changes in price, fuel economy, and other attributes under the 
proposed rule were likely to lead to an increase in total sales, EPA noted that it did “not agree 
with this conclusion,” pointing out that it was also inconsistent with NHTSA’s previous 
statement that consumers fully value fuel economy savings in their purchase decisions.636  EPA 

 
634 An agency may not blindly adopt the conclusions of another agency, and an agency’s reliance on a 
facially flawed analysis is arbitrary and capricious.  Ergon-West Va., Inc. v. EPA, 896 F.3d 600, 610-12.  
In addition, staff analysis is a relevant factor in determining whether an agency has “adequately addressed 
the relevant considerations and reasonably reached its conclusions.”  Am. Farm Bureau Fedn. v. EPA, 559 
F.3d 512, 521 (D.C. Cir. 2009) (citations omitted).  
635 E.O. 12866 Review Materials, File: “Review EPA comments on the NPRM sent to OMB, June 29, 
2018” at 124 (June 29, 2018). 
636 Id. at 130.  
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also pointed out how some commenters had discouraged the use of sales models because they 
were unproven in their validity.637  

EPA also questioned the validity and predictive abilities of the models themselves.  With respect 
to the sales model, EPA noted that the model should “be tested for its validity,” as “[r]easonable 
models can predict badly, and Haaf et al. suggest that some models with unreasonable 
coefficients predict better.”638  With respect to the scrappage model, where NHTSA discussed 
which variables it included to make the “best fit model,” EPA noted, “Best fit models are not 
always the best for prediction. How has this model been tested for its predictive ability?”639  EPA 
noted that, “[m]any of the policy conclusions of this proposal, especially regarding safety, rely 
on the new scrappage model’s findings,” and asked, “How has the model been reviewed and 
validated?”640 EPA also noted that “over 90% of the net benefits” of the proposed rule appeared 
to be driven by the scrappage model and stated that this “highlights concerns that have already 
been raised.”641  

EPA strongly criticized the outcomes of the scrappage model – both the dramatic increase in 
fleet size, as well as the accompanying increase in VMT, that the model predicted under the 
existing GHG and augural fuel economy standards relative to the proposed rule. 

In a June 18, 2018 memo discussing several of the flaws it found with NHTSA’s modeling, EPA 
noted as its first issue that “the scrappage model produces vastly unrealistic growth in the overall 
fleet size, which in turn causes an unrealistic over-inflation of the fatalities estimated for the 
Augural standards.”642 EPA explained how the sales and scrappage models “operate completely 
independently, and there is no mechanism within the CAFE model to reconcile the combined 
effects of the sales and scrappage models in order to produce a realistic total fleet of registered 
vehicles.”643   

EPA noted that under the models, both the new sales fleet and the used fleet generally increased 
year-over-year in the augural and proposed cases. For the used fleet, EPA saw this as “an 
expected trend since new vehicle prices and GDP increase for both the Augural and Proposed 
cases, resulting in the model’s prediction of delayed scrappage.”644  And they noted that the 
“new vehicle sales model has increasing sales for all but a few years, indicating that the positive 
effects of GDP growth generally outweigh the negative effect of increased vehicle prices.”645  

 
637 Id. at 122. NHTSA did not address this comment, and the statement remains the same in the published 
NPRM. 83 Fed. Reg. at 43,071.  
638 EO12866 Review Materials, File: “Review EPA comments on the NPRM sent to OMB, June 29, 
2018” at 122.  
639 Id. at 168.  
640 Id. at 160.  
641 Id. at 119 and 480.  
642 EO12866 Review Materials, File: “Email 5 - Email from William Charmley to Chandana Achanta - 
June 18, 2018,” at 1 (June 18, 2018).  
643 Id. at 4.  
644 Id. at 4-5. 
645 Id. at 5.  
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EPA found that, “While directionally those trends are logical, the difference in the magnitude of 
impact the Augural standards have on the new sales and scrappage models is difficult to 
justify.”646 Specifically, EPA stated:  

The As-Received model estimates that the Augural standards will reduce the year-
over-year annual increase sales of new vehicles by approximately 8,000 vehicles 
on average between CY2021 and CY2032. However, during the same period, the 
As-Received model estimates that the used fleet will grow by an average of 
512,000 vehicles per year, far exceeding the decrease in new vehicle sales. It’s 
hard to imagine any real-world scenario under which over 60 additional used 
vehicles are retained for each new vehicle that the sales model predicts will be 
unsold as a result of the higher new vehicle prices.647  

EPA further noted the problematic result this had on VMT and fatalities:  

A change in the overall fleet size due to the Augural standards might not in and of 
itself be problematic, as long as the VMT schedules are adjusted to account for 
overall travel activity that is distributed over a larger number of vehicles. 
However, the As-Received version of the model does not adjust VMT schedules, 
with the result that the additional unscrapped vehicles inflate total VMT 
proportionately. During the period over which the summary statistics for fatalities 
are reported in the draft NPRM (CYs 2036-2045), the difference in the estimated 
fleet sizes between the Augural and Proposed standards is approximately 7 
million vehicles, or over 2% of the roughly 300 million vehicles in the fleet. The 
effect of this error is to erroneously inflate the total VMT, and thus increase the 
estimated fatalities due to the Augural standards by many hundreds of lives.648  

To our knowledge, NHTSA did not make any changes to the model in response to these 
criticisms and concerns, and the serious issues that EPA highlighted remain in the model and 
NPRM analysis today.  NHTSA responded to EPA by adding several paragraphs to the Preamble 
to try to explain these results.  However, the reasoning – as initially added and as finally included 
in the NPRM – fails to provide a coherent response to EPA’s criticisms.  It does not cite any 
economic literature, nor any other sources at all, and it includes statements about which EPA had 
already expressed its disagreement.  And with respect to the critical issue of changing VMT, it 
reveals the continuing uncertainty of the analysis and of the dramatic impacts that it has on the 
costs and benefits of this rule.  The NPRM states that, as a result of the increased fleet size under 
the Clean Car Standards, as predicted by the models:  

… total non-rebound VMT for CY 2050 is 0.4% larger in the augural baseline 
than in the proposed standards. This small increase in VMT is consistent with a 

 
646 Id. at 5. 
647 Id.  
648 Id. at 5-6 (footnotes omitted). Note that the NPRM includes both a CY2036-2045 analysis, as well as 
an analysis for the lifetime of MY1977-2029 vehicles, which is the basis for the overall cost-benefit 
analysis. The fatalities numbers for the MY1977-2029 analysis are significantly higher than the CY2036-
2045 analysis EPA discusses here. 
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larger fleet size; if more used vehicles are supplied, there likely is some small 
resulting increase in VMT.649  

In other words, NHTSA tries to downplay the significance of the increase in VMT, calling it 
“small” and “likely” – without any further justification.  There is no modeling that shows an 
increase in demand for travel, nor other rationale for why people would be driving more.  While 
0.4% sounds small, when the scrappage model’s effect is multiplied by all of the VMT that 
NHTSA includes in its analysis, spanning decades, it becomes highly significant – at least 692 
billion additional VMT under the CAFE standards and 894 billion under the CO2 program, both 
relative to the preferred alternative.650  As explained more below, it becomes the source of 
virtually all the fatalities that NHTSA attributes to the current GHG and augural fuel economy 
standards, as well as more than 2/3 of the purported net benefits of the proposed rule.  

Inter-agency reviewers raised concerns, as well, including a recommendation that NHTSA 
conduct a peer review of the new models concurrent with the publication of the NPRM and 
before the development of the final rule, and they drafted specific charge instructions for the peer 
reviewers regarding the increases in fleet size and VMT.651  

What is more, the agencies’ statements in the NPRM make it clear that significant levels of 
uncertainty remain, fatally undermining the reliability of any of the sales, scrappage, or related 
fleet size and VMT projections.  For example:  

● “NHTSA recognizes predicting future fatality impacts, as well as sales impacts that cause 
them, is a difficult and imprecise task. NHTSA will continue to investigate this issue, and 
we seek comment on these estimates as well as alternate methods for predicting the safety 
effects associated with delayed new vehicle purchases.”652  

● Regarding the sales model, the agencies state, “...at the industry level, it is reasonable to 
assume that all incremental technology costs can be captured by the average price of a 
new vehicle. To the extent that this factor influences the total number of new vehicles 
sold in a given model year, it can be included in an empirical model of annual sales. 
However, there is limited historical evidence that the average price of a new vehicle is a 
strong determining factor in the total number of annual new vehicle sales.”653  

● “Because the values of changes in fuel economy and other features to potential buyers are 
not completely understood; (sic) however, the magnitude, and possibly even the 
direction, of their effect on sales of new vehicles is difficult to anticipate.”654  

 
649 83 Fed. Reg. at 43,099. 
650 83 Fed. 43,351-52 (Tables VII-88 and VII-89, for the CAFE program and CO2 program, respectively, 
adding rows for “VMT, without rebound” for MY2017-2029 and MY1977-2016).  
651 EO12866 Review Materials, File: “EO 12866 Review Interagency review comments sent by OMB to 
EPA and NHTSA, Part 3 of 4 July 12,” at 804-06 (July 12, 2018).  
652 83 Fed. Reg. at 43,145 (emphasis added). 
653 83 Fed. Reg. at 43,186 (emphasis added).  
654 83 Fed. Reg. at 43,075 (emphasis added). 
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● “Developing a procedure to predict the effects of changes in prices and attributes of new 
vehicles is complicated by the fact that their sales are highly pro-cyclical – that is, they 
are very sensitive to changes in macroeconomic conditions – and also statistically 
“noisy,” because they reflect the transient effects of other factors such as consumers’ 
confidence in the future, which can be difficult to observe and measure accurately. At the 
same time, their average sales price tends to move in parallel with changes in economic 
growth…”655 

● “Estimating the sales response at the level of total new vehicle sales likely fails to 
address valid concerns about changes to the quality or attributes of new vehicles sold—
both over time and in response to price increases resulting from CAFE standards. 
However, attempts to address such concerns would require significant additional data, 
new statistical approaches, and structural changes to the CAFE model over several 
years.”656  

● “While the decision to scrap a vehicle is made atomically, the data available to NHTSA 
on scrappage rates and variables that influence these scrappage rates are aggregate 
measures. This influences the best available methods to measure the impacts of new 
vehicle prices on existing vehicle scrappage.”657  

● “Our models face some limitations, and work will continue toward developing methods 
for estimating vehicle sales, scrappage, and mileage accumulation.”  They agencies 
specifically note the lack of integration between the scrappage model and VMT 
schedules, as well as between sales and scrappage, noting that the model of vehicle sales 
does not respond to the size and age profile of the on-road fleet, and the model of vehicle 
scrappage rates does not respond to the quantity of new vehicles sold.658    

Not only do the agencies not justify their change in position regarding their ability to quantify the 
impacts of the standards on sales and scrappage, it is clear from the inter-agency record, not to 
mention the NPRM itself, that enormous levels of uncertainty still remain.  Any reliance on the 
outputs of these models would be arbitrary and capricious.  

4. The agencies’ inclusion of the “scrappage” analysis and the attribution of 
reduced fatalities from decreased VMT to the standards is wholly inconsistent 
with any federal regulatory or policy analysis of which we are aware.  Using it 
to justify the proposed rollback is arbitrary and flouts the statutory direction 
of Congress.  

As noted above, the scrappage model projects that as the price of new vehicles increases under 
the GHG and augural standards, the price of existing vehicles will increase in tandem and the 
rate of scrappage will rapidly decline, leading to an increase in the total vehicle fleet of 190-235 

 
655 NHTSA and EPA, Preliminary Regulatory Impact Analysis (PRIA), The Safer Affordable Fuel-
Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks, at 947 
(July 2018, updated Aug. 23, 2018).  
656 83 Fed. Reg. at 43,075 (emphasis added). 
657 83 Fed. Reg. at 43,094. 
658 83 Fed. Reg. at 43,099.  
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million vehicles.  (In other words, it predicts that as the price of new vehicles goes up, fewer 
people will buy them, but as the price of existing vehicles goes up, more people will buy and 
keep them.)  The agencies then arbitrarily assume that the owners of these used vehicles will 
choose to drive more miles.  The assumed additional driving automatically leads to more 
assumed accidents, injuries, and fatalities. The agencies assert that avoiding these accidents and 
fatalities—which stem solely from the additional VMT—is a primary benefit of rolling back the 
standards.  This line of reasoning and justification for the proposed rollback is contrary to any 
regulatory or policy analysis of which we are aware, and, as noted, none is offered by the 
agencies as support.  

Essentially, the agencies predict that people will drive less under the proposed rollback as 
compared to the GHG and augural standards, and that that will save lives.  (We dispute the 
accuracy and reliability of this prediction, as discussed elsewhere.)  Conversely, the agencies’ 
models project that the current and augural standards would increase driving – and thus are 
responsible for fatalities and must be rescinded.  These conclusions are novel and contrary to all 
previous analyses.  Many government actions lead to increases in driving; yet the government 
does not decline to take these steps because of the increased accidents likely to occur from 
increased driving.  To the contrary, increased mobility is generally seen as a societal good.  
Highway funding would be one example of a government action that increases driving (and 
speed of driving).  Under the agencies’ reasoning even personal income tax cuts could increase 
driving and therefore kill people by putting additional money in people’s pockets.  

Moreover, under the agencies’ approach for analyzing scrappage, any change that would add to 
the price of vehicles would lead to fatalities attributable to that rule. Any safety rules that 
NHTSA evaluates would presumably have some fatalities consequence to them then – as the 
increased cost due to the safety feature would (under NHTSA’s analysis) increase the price of 
new vehicles, slow the scrappage of old vehicles, and lead to increases in the number and VMT 
of existing vehicles.659  However, this is not the way NHTSA has considered these costs – nor 
should it.  In both that context and this, Congress has directed NHTSA to implement regulations 
that will change the features of the vehicles that auto manufacturers introduce into the market—
to make those vehicles safer and more fuel efficient.  These changes—such as seatbelts, anti-lock 
brakes, rear view cameras, blind spot alerts, air bags—will generally have some effect on the 
price of these vehicles.  If the assumed slowing of fleet turnover were allowed to be a bar to 
implementing these requirements, these improvements would never enter the vehicle fleet.  This 
result is contrary to NHTSA’s statutory mandates.   

It is also inconsistent with the way the federal government generally evaluates policy changes. 
As one example, the revised North American Free Trade Agreement (NAFTA) is expected to 
increase the prices of domestic vehicles.  But, to our knowledge, the government has not 

 
659 NHTSA notes that the total cost of safety technologies linked to the Federal Motor Vehicle Safety 
Standards (attributable to a specific standard or voluntarily added in advance of the standard) added an 
average of $1,929 (in 2012 dollars) to passenger cars in MY2012 and an average $1,808 for light trucks in 
MY2012. PRIA at 412. 
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considered any possible adverse safety implications of this outcome, such as those that would be 
predicted under NHTSA and EPA’s scrappage analysis.660  

The agencies’ handling of the additional VMT that the models project is also inconsistent with 
their own handling of other additional VMT in this very same rulemaking.  The agencies’ 
analysis includes consideration of the “rebound” effect, which finds that people will drive more 
when driving is made less expensive.  Under the agencies’ analysis, this increases the VMT of 
the fleet when fuel economy standards are adopted – as improved fuel economy makes the cost 
of driving cheaper per mile.  The agencies, however, explicitly exclude the fatalities and non-
fatal crash costs that result from this additional rebound VMT from the final cost-benefit 
accounting.  They state:  

Increased driving associated with rebound is a consumer choice. Improved CAFE 
will reduce driving costs, but nothing in the higher CAFE standards compels 
consumers to drive additional miles. If consumers choose to do so, they are 
making a decision that the utility of more driving exceeds the marginal operating 
costs as well as the added crash risk it entails.661  

There is no rationale for why the additional VMT generated via the scrappage model 
should be treated any differently. To the extent it will exist at all (which we dispute), it is 
also a consumer choice, not something that the standards compel.  

The agencies’ inconsistency in the application of their analysis, as well as the inconsistency in 
the NPRM with how they handle additional VMT, is further evidence of the arbitrariness of their 
approach.  

5. The inclusion of the agencies’ sales and scrappage analyses is arbitrary and 
capricious, yet it is the linchpin of the agencies’ rationale for weakening the 
fuel economy and GHG standards.  

In light of the foregoing, the agencies’ use of the “sales” and “scrappage” analysis would be 
arbitrary and capricious.662  The modeling here is an unjustified and dramatic departure from 
previous agency analysis, is fundamentally flawed, and is inconsistent with the agencies’ 
analysis of all other rules and policies, as well as its handling of other additional VMT in the 

 
660 See National Public Radio Morning Edition (Oct. 2, 2018) at 7:15 AM (Presidential counselor Peter 
Navarro noting that prices of domestic vehicles will likely increase, but that he believes “everybody 
listening to this program would be more than happy to have higher wages and a secure job so that they 
can pay a few hundred bucks more for a car than the alternative 15 years we’ve had of artificially low 
prices”). 
661 83 Fed. Reg. at 43,107.  
662 See API v. EPA, 862 F. 3d 50, 69 (D.C. Cir. 2017) (agency action based on use of a theoretical study is 
insufficiently justified where there is failure to provide data to support its view that the study’s predictions 
will actually occur); Columbia Falls Aluminum Co. v. EPA, 139 F. 3d 914, 923 (D.C. Cir. 1998) (use of 
model is arbitrary and capricious where the model “‘bears no rational relationship to the reality it purports 
to represent’” or if the agency fails to “‘provide a full analytical defense’” when the model is challenged) 
(citations omitted).   
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NPRM.  And yet, this modeling and analysis is the linchpin of the agencies’ justification for 
weakening the fuel economy and GHG standards.  

Unfortunately, the agencies have failed to provide a meaningful sensitivity analysis to allow a 
genuine understanding of the impact of their models on the cost-benefit analysis for the 
standards.  The agencies provide a sensitivity analysis that disables only the scrappage model’s 
“price effect,” by keeping average new vehicle prices constant at MY2016 levels.  Given that the 
cost-per-mile to drive a vehicle also affects the scrappage model, the provided sensitivity 
analysis will not show what would happen if the scrappage model were disabled entirely.  But 
just turning off the price effect shows dramatic results – for both the CAFE and CO2 programs, it 
negates at least 2/3 of the net benefits from the proposed rollback.663  In addition, the scrappage 
model is responsible for the overwhelming majority of non-rebound fatalities. When the 
scrappage model price effect is turned off, the reduction in fatalities attributed to the proposed 
CAFE standards drops from 6,340 to 1,490.664  In addition, additional CO2 emissions attributed 
to the proposed rollback increase from 809 million metric tons (mmt) to 986 mmt, and fuel 
consumption (without including the rebound effect) increases from 98 billion gallons to 114 
billion gallons.665  All of these differences would be even more dramatic if the entire scrappage 
model were turned off, instead of just the model’s “price effect.”  Indeed, one expert found that 
when the scrappage model is turned off, the existing GHG standards cost $12 billion less than 
the proposed standards.666   

In addition, the agencies have framed this as an issue of fleet “turnover” -- the idea that when 
new vehicle prices increase, some people will not be able to afford new cars, and will instead 
stay in older, less safe cars longer.667  But that is not what the agencies have modeled, and, 
consequently, it is not the source of any of the fatalities they project.  The agencies now, 
irrationally, decouple those two effects, such that the number of new vehicles sold (or left 
unsold) has no effect on the number of vehicles scrapped.  Relying on the deeply flawed 
scrappage model, the agencies have predicted a massive ballooning of fleet size under the 

 
663 83 Fed. Reg. at 43,367 (Table VII-97, showing Net Benefits of the proposed CAFE standards being 
reduced from $176.3 billion to $59.2 billion when the scrappage model price effect is turned off, a 
reduction of 66%) and at 43,368 (Table VII-98, showing Net Benefits of the proposed CO2 standards 
being reduced from $197.2 billion to $62 billion when the scrappage model price effect is turned off, a 
reduction of 68%).  
664 83 Fed. Reg. at 43,362 (Table VII-94).  
665 Id. Similar comparisons for the CO2 standards are not possible as the agencies duplicated the CAFE 
standards information in the table that was supposed to provide CO2 program information. See 83 Fed. 
Reg. at 43,364 (Table VII-95, with all data the same as Table VII-94 except the last two rows, even 
though everywhere else in the NPRM the information for the “reference case” is different). 
666 See David Bunch Comment. 
667 83 Fed. Reg. at 43,212 (NHTSA describing “the likelihood that increased standards will result in 
consumers being priced out of the new vehicle market and choosing to keep their existing vehicle or 
purchase a used vehicle,” which “significantly affects the safety of the United States light duty fleet”); 
and 83 Fed. Reg. at 42,995 (EPA describing how “Today’s proposed rule is anticipated to prevent more 
than 12,700 on-road fatalities 38 and significantly more injuries as compared to the standards set forth in 
the 2012 final rule over the lifetimes of vehicles as more new, safer vehicles are purchased than the 
current (and augural) standards. A large portion of these safety benefits will come from improved fleet 
turnover as more consumers will be able to afford newer and safer vehicles.”). 
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existing standards that leads, automatically under their model, to a massive increase in VMT.  
This is the source of virtually all of the fatalities that they attribute to the standards.  Moreover, 
even if the agencies attempted to properly model the influence of the standards on fleet turnover, 
their sales model is also so rife with errors and unsupported assumptions that it could not 
properly be relied upon for such an analysis.  As noted above, various experts have criticized the 
models for being inconsistent with economic theory, erroneously constructed, improperly 
validated, and for producing results that are statistically insignificant.  

In light of all the foregoing, any reliance on the models to justify a weakening of the existing fuel 
economy and GHG standards would be arbitrary and capricious.   

C. The proposal does not address concerns raised by agency experts during the 
interagency review process. 

In issuing the NPRM, it appears that NHTSA has steamrolled forward without fully considering 
EPA’s input, or addressing many of the concerns expressed by EPA during the rulemaking 
process.  This renders the NPRM fatally flawed, and the proposal and supporting documents 
must be revised and released for public comment before the agencies can finalize the rule. 

An agency’s rule will be overturned as arbitrary and capricious, if it has “entirely failed to 
consider an important aspect of the problem,” or “offer[s] an explanation for its decision that 
runs counter to the evidence before the agency.”  Motor Vehicles Mfgrs. Ass’n v. State Farm 
Mut. Auto. Ins. Co., 463 U.S. 29, 43 (1983).  Such a failure can occur where an agency fails to 
heed the concerns of agency experts, or reaches a policy outcome contrary to the analysis offered 
by agency experts.668  Here, it appears that this is precisely what has occurred.669 

The treatment of EPA’s concerns about NHTSA’s Preliminary Regulatory Impact Analysis 
(PRIA) illustrates how NHTSA failed to consider input from EPA, or provide in the NPRM 
explanations for the concerns raised by EPA.  Technical staff at EPA did not see a draft of 
NHTSA’s PRIA until May 31, 2018, although NHTSA sought technical documents and reports 
from EPA earlier in the year as it developed the proposal and regulatory impact analysis.670  In a 
June 14, 2018 email to the Office of Information and Regulatory Affairs (OIRA) during 
interagency review, EPA staff stated: “Now that we have had the opportunity to review the Draft 
PRIA, we can say that EPA’s technical issues have not been addressed, and the analysis 
performed for the joint NPRM does not represent what EPA considers to be the best, or the most 
up-to-date, information available to EPA.”671  

 
668 See e.g., Defenders of Wildlife v. Salazar, 842 F.Supp.2d 181, 188-89 (D.D.C. 2012); see also, 
Guindon v. Pritzker, 31 F.Supp.3d 169, 189 (D.D.C. 2014). 
669 Due to the short 60-day comment period, and the denial of various entities’ requests for extension, it 
was not possible to conduct a thorough review of all interagency review materials.  It may be that a full 
review of these materials will show that NHTSA responded to more of EPA’s concerns during the 
interagency review process.  Nevertheless, a selected comparison of interagency review materials with the 
published NPRM shows that not all of the concerns raised or data presented by EPA were addressed. 
670 E.O. 12866 Review Materials, File: “National Highway Traffic Safety Administration (NHTSA) 
Report- June 13, 2018.” 
671 Id. at 13 (Email from William Charmley, EPA, to OIRA staff, dated June 14, 2018).  
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EPA concerns remained unaddressed, and in commenting on the proposal in July 2018, EPA 
forcefully stated:  

This Preliminary RIA is a work product of DOT and NHTSA and was not authored by 
EPA. The Preliminary RIA is based on the independent technical assessment from DOT-
NHTSA, and the document should reflect appropriately who has authored the Preliminary 
RIA. EPA’s name and logo should be removed from the DOT-NHTSA Preliminary 
Regulatory Impact Analysis document.672   

Yet the final PRIA is attributed to both EPA and NHTSA, and fails to address the concerns 
raised by EPA, or explain how and why those concerns were resolved.673 This is but one of the 
many instances where NHTSA has disregarded input from EPA. 

There are numerous other examples of NHTSA failing to consider input from EPA, or failing to 
provide an explanation for contrary evidence cited by EPA.  Such examples include, but are not 
limited to: 

● Methodology for calculating technological feasibility and technology costs. 

o EPA disagreed with how NHTSA arrived at the conclusion that meeting existing 
standards through model year 2025 would increase average prices by $1,500 to 
$1,800.674  Yet the proposal contains essentially the same language EPA objected 
to, without addressing EPA’s concerns about how such price increases were 
calculated.  See 83 Fed. Reg. at 42,994. 

o EPA critiqued NHTSA’s reliance on an Auto Alliance study, which EPA had 
previously shown incorrectly characterized EPA’s ALPHA/LPM/OMEGA 
model.675  Earlier, during the Midterm Evaluation process, EPA submitted a 
memorandum addressing the flaws in the Alliance study, and why the conclusions 
in that study are unsubstantiated.676  Yet in the proposal, NHTSA continues to 

 
672 E.O. 12866 Review Materials, File: “EO 12866 Review:  EPA Comments on the Preliminary RIA sent 
to OMB, July 12, 2018” at 3 (July 12, 2018)(“EPA July 12, 2018 Comments”). 
673U.S. Department of Transportation, National Highway Traffic Safety Administration, U.S. 
Environmental Protection Agency, Preliminary Regulatory Impact Analysis: The Safer Affordable Fuel-
Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks (July 2018, 
updated Aug. 23, 2018, Oct. 16, 2018), 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld_cafe_co2_nhtsa_2127-
al76_epa_pria_181016.pdf 
674 E.O. 12866 Review Materials, File: “EPA comments on the NPRM sent to OMB, June 29, 2018,” 
(“EPA June 29, 2018 Comments”) at 13. 
675 EPA June 29, 2018 Comments at 60.  
676 Environmental Protection Agency, Memorandum re: Stakeholder Meeting with Auto Alliance and 
Global Automakers, and their contractor, Novation Analytics, and EPA Technical Response to Assertions 
of ‘ALPHA-to-OMEGA Bias’ (November 24, 2017); https://www.regulations.gov/document?D=EPA-HQ-
OAR-2015-0827-10988; see also, Environmental Protection Agency, EPA Comments on Reported ‘High 
Efficiency (low C02) bias’ of ALPHA results by LPM/OMEGA (November 8, 2017); 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-10995 
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rely on the Alliance study, and does not address EPA’s rebuttal of that study.  83 
Fed. Reg. at 43,022. 

o EPA critiqued NHTSA’s decision to exclude HCR2/Atkinson cycle engine 
technology from its modeling of compliance pathways, stating that similar 
technology is already on the roads, and it would be appropriate to continue using 
such technology in modeling.677  Yet the proposal continues to exclude modeling 
how such technology would help achieve compliance, and does not fully explain 
its reasons for disregarding the concerns expressed by EPA.  83 Fed. Reg. at 
43,038. 

o EPA critiqued NHTSA’s characterization of research on aerodynamic drag 
coefficients.678 However, the proposal does not appear to incorporate or respond 
to EPA’s input.  83 Fed. Reg. at 43,047. 

o Recent analysis by EPA on industry trends and component teardowns from 
October 2018 shows that costs from 200 mile range battery electric vehicles is 
expected to decline.679  This would be expected to reduce costs for manufacturers 
and consumers alike. However, it does not appear that the proposal incorporates 
or considers this information, and it must in order to fully address the information 
before the agencies. 

o Over the course of the past year, EPA authored a number of papers for the Society 
of Automotive Engineers, on developments in engine technology, hybrid and 
electric vehicles, and other technologies.680  These materials are in the docket. 
Yet, it is unclear whether the proposal incorporates and addresses this 
information.  The proposal should address this information, especially if the 
agencies now disagree about technology trends, in order to address the 
information before the agencies. 

o As detailed in a July 16, 2018 presentation to the National Academies of Science, 
EPA has engaged in extensive analysis and modeling on engine technologies, the 
VMT rebound effect, consumer issues, and other subjects.681  EPA’s analysis on 
these topics should be considered in the proposal.  

 
677 EPA June 29, 2018 Comments at 83; EPA July 12, 2018 Comments at 238. 
678 EPA June 29, 2018 Comments at 93.  
679 See Environmental Protection Agency, Predicting Powertrain Costs for Battery Electric Vehicles 
Based on Industry Trends and Component Teardowns (October 3, 2018); 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-1790 
680 Environmental Protection Agency, EPA Authored SAE Papers for CY 2018, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0028 
681 Environmental Protection Agency, Presentation to the National Academies of Science, Committee on 
the Assessment of Technologies for Improving Fuel Economy of Light Duty Vehicles (July 16, 2018); 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0771 
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● Methodology for estimating consumer choice, consumer “willingness-to-pay,” 
consumer welfare. 

o During the interagency review process, EPA disagreed with NHTSA’s conclusion 
that buyers correctly value differences in vehicle fuel economy, stating that EPA 
reached a different conclusion based on the evidence.682   

o In the interagency review process, EPA vehemently disagreed with how NHTSA 
evaluated consumer welfare losses and consumer willingness to pay.683   

o During the Final Determination reconsideration process, EPA submitted a 
memorandum covering research on consumer willingness-to-pay.684   

o However, the proposal does not address EPA’s concerns, or fully address the 
research that EPA has conducted and/or compiled.  83 Fed. Reg. at 43,082-83.  It 
must do so in order to fully consider the information before the agencies. 

● Methodology for calculating safety risks, including scrappage and rebound models 

o EPA forcefully disagreed with how NHTSA calculated and characterized safety 
risks, including disagreeing with how NHTSA characterized the output of the 
CAFE/Volpe model.685  Despite this forceful disagreement, the proposal does not 
address EPA’s concerns.  83 Fed. Reg. at 43,066. 

o EPA questioned whether NHTSA’s scrappage model had been properly reviewed 
or validated, and also questioned whether NHTSA had done a full analysis of the 
literature on scrappage, and how it characterized certain literature: “[t]he 
comment about Jacobsen & Van Bentham’s finding is the opposite of what they 
find.”686  NHTSA does not appear to have addressed these concerns, including the 
characterization of Jacobsen & Van Bentham’s work.  83 Fed. Reg. at 43,095. 

o EPA recommended consideration of a number of additional studies in analyzing 
the rebound effect – including several Greene studies, and a Hymel and Small 
study.687  NHTSA does not appear to evaluate these studies in the proposal, 
though it cursorily lists the studies in a table. See 83 Fed. Reg. at 43,101. 

o EPA pointed out inconsistencies in how NHTSA is interpreting safety trends.688  
Yet NHTSA does not address these inconsistencies in the proposal.  83 Fed. Reg. 
at 43,136. 

 
682 EPA June 29, 2018 Comments at 125. 
683 EPA June 29, 2018 Comments at 144-45. 
684 Environmental Protection Agency, Memorandum: Society for Benefit-Cost Analysis Annual Meeting 
(May 11, 2017), https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-6323 
685 EPA June 29, 2018 Comments at 118. 
686 EPA June 29, 2018 Comments at 161, 163, 167. 
687 EPA June 29, 2018 Comments at 173-81. 
688 EPA June 29, 2018 Comments at 217. 
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● Methodology for calculating macroeconomic effects, including net benefits 

o EPA strongly disagreed with how NHTSA reached its conclusion that reducing 
the stringency of standards would create “significant net economic benefits.” In 
particular, EPA disagreed with how NHTSA evaluated vehicle use, fuel 
consumption, and safety implications of more stringent standards.689  However, 
the proposal does nothing to address those concerns.  83 Fed. Reg. at 43,067. 

● Excluding the HFC program from the proposed GHG standards.   

o EPA disagreed with NHTSA about excluding the program component allowing 
adjustments for use of more efficient refrigerants, when accounting for 
compliance with CO2 standards.690  Nonetheless, the proposed rule excludes the 
adjustments for automotive refrigerants.  See 83 Fed. Reg. at 42,988-90.  Further, 
it suggests without explanation that EPA supports such a change, when EPA had 
objected on multiple occasions to excluding the HFC program.  Id. 

● Reliance on confidential business information, and failure to release information to 
allow for comment 

o EPA on multiple occasions critiqued NHTSA for citing to, or relying upon, 
confidential business information, because doing so deprives the public of an 
opportunity to provide meaningful comment.691  EPA noted that much of the data 
relied upon is available from publicly available sources, or that data could be 
anonymized.  

o The proposal, however, continues to rely on such confidential information.  83 
Fed. Reg. at 43,008.  NHTSA does not appear to have explained its rationale for 
continuing to rely on such information in the face of EPA’s criticism.692 

D. The Agencies have failed to conduct a thorough peer review. 

1. NHTSA’s and EPA’s failure to peer review certain new modules is contrary to 
law and arbitrary and capricious. 

The proposal’s rationale and consideration of the alternative scenarios is grounded in the 
modeling results.  Yet even though the modeling is deeply consequential to this rulemaking, 
numerous precedent-setting modules that play central roles in the modeling have not been peer 
reviewed.  Much of the agencies’ rationale for the preferred alternative comes from estimated 

 
689 EPA June 29, 2018 Comments at 120; see also, id. at 481. 
690 See e.g., EPA June 29, 2018 Comments at 7, 293-311, 660; see also, EPA Technical Memorandum to 
Docket, Air Conditioning Leakage Credits and Corresponding C02 Target Offsets (August 2018), 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0248. 
691 EPA June 29, 2018 Comments at 37, 147; EPA July 12, 2018 Comments at 422. 
692 EO12866 Review Materials, File: “Documentation of Changes Made During the EO 12866 Review,” 
at 50. 
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traffic fatalities projected by two modules used for the first time in this proceeding.693  The first 
module (“sales response module”) makes quantitative estimates of the change in total sales of 
new cars and light trucks during future model years using an econometric model that purports to 
capture the historical relationship of sales to their average price and other macroeconomic 
conditions.694  The second (“scrappage module”) endeavors to estimate the effect of potential 
standards on the used car and light truck fleets, considering new vehicle prices, fuel costs, and 
vehicle durability.695  Similarly, the proposal touts the value of its new fleet share module,696 and 
the new treatment of the safety of old versus new vehicles.697  Although these modules are highly 
consequential and precedent-setting in this rulemaking, none has been peer reviewed.698 

Neither agency provides an explanation for this striking absence of peer review.  This 
unexplained failure to conduct peer review violates applicable peer review requirements, and is 
contrary to law, arbitrary, and prejudicial to stakeholders.  Before the agencies may proceed 
further in this rulemaking, all new modules must be subject to peer review, underlying analysis 
redone, and a reproposal issued to allow for public comment. 

 
693 See, e.g., 83 Fed. Reg. at 43,231 (noting that “EPA views the potential impacts of emission standards 
on safety as an important consideration in determining the appropriate standards under section 202” and 
citing to the results of fatality analyses run using NHTSA’s new suite of modeling tools, e.g. PRIA Table 
VII-89); id. at 43,212 (noting that “[i]n this rulemaking, NHTSA is considering the effect of additional 
expenses in fuel savings technology on the affordability of vehicles[,]” which “significantly affects the 
safety” of the vehicle fleet, citing to analysis conducted using NHTSA’s new suite of modeling tools).  
See also Comment submitted to these dockets by the American Council for an Energy-Efficient Economy 
(ACEEE) (delineating number of fatalities attributable to each of the sales and scrappage effects). 
694 PRIA at 946-53. 
695 PRIA at 1005-34. 
696 See, e.g., 83 Fed. Reg. at 43,076. 
697 Id. at 43,135-45. 
698 See NHTSA, CAFE Model Peer Review, at 175-76 (July 2018), 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/812590-cafe-peer-review.pdf (stating in 
response to reviewers’ comments regarding vehicle survival lifetimes that “the model’s approach to 
vehicle survival has been updated,” but not stating how, or otherwise supplying either the new module or 
any other material pertinent to the new module to the peer reviewers); id. at 223, 228 (stating that “the 
model has been revised to estimate impacts on industry sales,” again without supplying the new module 
or any of its supporting materials to the peer reviewers); see also id. at 303 (“The model has been updated 
to including [sic] impacts on new vehicle sales and on older vehicle scrappage.  Model documentation 
will be revised to document the new methods, and a new Regulatory Impact Analysis will discuss the 
development of corresponding model inputs” again without supplying relevant materials).  In contrast, 
other components of the modeling applied in this rulemaking was subject to peer review.  See generally 
id.  See also, e.g., PRIA at 186 (describing peer review of battery cost estimates).  
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a. The agencies’ rules mandate peer review. 

As mandated by the Information Quality Act,699 OMB has issued general guidance regarding 
agencies’ dissemination of information700; OMB has also issued guidance specifically focused on 
peer review, which requires that “each agency shall have a peer review conducted on all 
influential scientific information that the agency intends to disseminate.”701  OMB’s guidance 
establishes heightened requirements for peer review of “highly influential scientific assessments” 
(HISAs), for example mandating certain steps to assure reviewers’ independence as well as 
“whenever feasible,” public review and comment.702    

Consistent with OMB’s guidance, EPA and DOT have each adopted strong policies regarding 
peer review of influential scientific information and highly influential scientific assessments.  

Thus, EPA’s Peer Review Handbook states that “[i]nfluential scientific information, including 
highly influential scientific assessments, should be peer reviewed in accordance with the 
Agency’s Peer Review Handbook. . . . For influential scientific information intended to support 
important decisions . . . external peer review is the approach of choice. . . .  For highly influential 
scientific assessments, external peer review is the expected procedure.”703   

DOT has also incorporated OMB’s information quality control guidelines into its own 
information dissemination policies.704  Mirroring the OMB guidelines on information 

 
699 Information Quality Act, 44 U.S.C. § 3516 note 2000: enacted Dec. 21, 2000 by Pub. L. No. 106-554, 
§ 515, 114 Stat. 2763, 2763 A-153 (requiring OMB to issue guidelines “that provide policy and 
procedural guidance to Federal agencies for ensuring and maximizing the quality, objectivity, utility, and 
integrity of information (including statistical information) disseminated by Federal agencies”). 
700 OMB’s Guidelines for Ensuring and Maximizing the Quality, Objectivity, Utility, and Integrity of 
Information Disseminated by Federal Agencies, 67 Fed. Reg. 8452 (Feb. 22, 2002) [hereinafter OMB 
Information Dissemination Guidelines]. 
701 OMB, Final Information Quality Bulletin for Peer Review, 70 Fed. Reg. 2664, 2675 (Jan. 15, 2005) 
[hereinafter OMB Peer Review Bulletin]. 
702 Id. at 2675-76. 
703 EPA, Peer Review Handbook, at 20 (4th ed., 2015), https://www.epa.gov/osa/peer-review-handbook-
4th-edition-2015 [hereinafter EPA Peer Review Handbook] (quoting EPA Peer Review Policy Statement 
(2006) (Appendix A to EPA Peer Review Handbook)).  See also EPA, Scientific Integrity Policy, at 8 
(2012), https://www.epa.gov/sites/production/files/2014-
02/documents/scientific_integrity_policy_2012.pdf (“Independent peer review of Agency science is a 
crucial aspect of scientific integrity.  To ensure that scientific products undergo appropriate peer review 
by qualified experts, the EPA relies on its Peer Review Policy and Peer Review Handbook.”).  EPA’s 
Peer Review Handbook details certain circumstances where peer review of a highly influential scientific 
assessment is not required, but none of these exceptions are pertinent here.  See EPA Peer Review 
Handbook at 44-45 (listing exceptions for assessments related to national security, foreign affairs, 
international trade, time sensitive health or safety emergencies, individual adjudicatory proceedings, 
routine statistical information, or where peer review has already been conducted, or where the 
methodology in the assessment is commonly accepted).   
704 See DOT, Information Dissemination Quality Guidelines at 1, 11 (Aug. 2002), 
https://www.transportation.gov/regulations/dot-information-dissemination-quality-guidelines (issuing 
information quality guidelines consistent with OMB Information Dissemination Guidelines); see also 
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dissemination, DOT’s Information Dissemination Quality Guidelines adopt the standard from the 
Safe Drinking Water Act, 42 U.S.C. § 300g-1(b)(3), stating that when disseminating influential 
scientific information relating to human health, safety, and the environment, the agency must use 
“the best available, peer-reviewed science.”705  Further, DOT has acknowledged that “[t]he 
[OMB] Bulletin . . . imposes the strictest requirements on highly influential scientific 
assessments.”706  Indeed, just last year the agency reaffirmed its commitment to subject “[d]ata 
and research used to support DOT policy decisions [to] independent peer review by qualified 
experts when required and consistent with law.”707 

b. The new modules are “highly influential scientific assessments.” 

A “scientific assessment” is “an evaluation of a body of scientific or technical knowledge which 
typically synthesizes multiple factual inputs, data, models, assumptions, and/or applies best 
professional judgment to bridge uncertainties in the available information.”708  A highly 
influential scientific assessment is a scientific assessment that “could have a potential impact of 
more than $500 million in any year” or “is novel, controversial, or precedent-setting, or has 
significant interagency interest.”709   

It is important to recognize that the criteria for classifying a scientific assessment as influential or 
highly influential are not related to the underlying merits or scientific strength of an assessment.  
Just the opposite—they identify any assessments that have significant influence on the decision 
makers, irrespective of their scientific merit.  The resulting obligation to conduct peer review is 
aimed at ensuring that their scientific merits are fully evaluated before the assessments influence 
the agency decision making.  Peer review provides critical information to the agency about the 
scientific merits of the assessment, allowing the agency to make appropriate changes and 
evaluate what weight to place on the assessment, including whether to place no reliance on it.  
The public plays a role in this process as well, especially for highly influential assessments.  
Thus determining that a scientific assessment is influential or highly influential provides no 
indication at all of the scientific merits of an assessment, just the need for the assessment to be 
properly peer reviewed before the agency relies on it. 

The sales, scrappage, safety, and fleet mix modules all qualify as highly influential scientific 
assessments.  During the proposal’s interagency review process, interagency interest in—and 
concerns regarding—these new modules was raised repeatedly; indeed, interagency reviewers 

 
DOT, Secretary’s Policy Statement on Information Quality (Aug. 2002) (affirming DOT’s commitment to 
implement OMB’s guidelines and noting that “[a]s public servants, [DOT is] obligated to ensure that all 
DOT information products consistently meet or exceed high standards of quality.”). 
705 See DOT Information Dissemination Quality Guidelines at 16 (mirroring OMB Information 
Dissemination Guidelines, 67 Fed. Reg. at 8457, 8460). 
706 DOT, Peer Review Reports & Agendas (Jan. 7, 2015).   
707 DOT, Memorandum—Implementation of Departmental Scientific Integrity Policy (June 7, 2017), 
https://www.transportation.gov/administrations/assistant-secretary-research-and-
technology/memorandum-implementation-departmental. 
708 OMB Peer Review Bulletin, 70 Fed. Reg. at 2665. See also EPA Peer Review Handbook at 43 
(adopting OMB’s definition of the term). 
709 See OMB Peer Review Bulletin, 70 Fed. Reg. at 2665; see also EPA, Peer Review Handbook at 43 
(quoting OMB Peer Review Bulletin). 
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specifically recommended a peer review of these modules, with an accompanying public notice 
process.710  Additional specific details underscoring why these modules qualify as highly 
influential scientific assessments are included below. 

Sales and Scrappage Modules. The sales response and scrappage modules are scientific 
assessments because they evaluate and synthesize the body of information relating to impact of 
new vehicle price on sales and fleet turnover, including the large bodies of literature on the so-
called Gruenspecht effect and on vehicle scrappage.711  These syntheses are undertaken to 
provide a quantitative estimate of these effects (i.e. “bridge [the] uncertainties”).712  As the 
NPRM notes, “[p]revious versions of the CAFE model, and the accompanying regulatory 
analyses relying on it, did not carry a representation of the full on-road vehicle population” even 
though “there are several mechanisms by which CAFE standards can affect the existing vehicle 
population[,] . . . most significant of these is deferred retirement of older vehicles.”713  The 
NPRM includes a theoretical description of these effects, and then explains how the sales and 
scrappage modules attempt to bridge uncertainties to incorporate these effects into the proposal’s 
underlying regulatory analyses.  As the proposal explains, the new sales module “dynamically 
modif[ies] the total number of new vehicles sold” and the new scrappage module provides “a 
dynamic model of vehicle retirement, or scrappage.”714   

Providing more detail on the development of the scrappage module, the PRIA explains that: 

Changes in the number of used vehicles in service and how much they are driven have 
important consequences for fuel consumption, emissions of GHGs and criteria air 
pollutants, and safety, so it is important that this effect on the existing vehicle fleet is 
considered.715  

The PRIA further describes how the scrappage module bridges an uncertainty in assessing the 
impact of the standards: 

Previous estimates of vehicle scrappage used in prior CAFE and GHG rulemaking did 
not incorporate a quantitative response to changes in new vehicle prices, but recent 
research has continued to illustrate that the consequences of this likely effect could rival 
the rebound effect in importance. For this reason, an econometric survival model that 

 
710 E.O. 12866 Review Materials, File: “EO 12866 Review Interagency review comments sent by OMB to 
EPA and NHTSA, Part 3 of 4 July 12,” at 804-06 (July 12, 2018) (“Interagency commenters 
recommended that DOT conduct a peer review of the new models concurrent with the publication of the 
NPRM and before the development of the final rule.  Commenters recommend that DOT include the 
following draft charge questions for peer review of the new models in the Preamble of the 
rule.  Commenters also recommend including these in any notice that DOT might publish for the peer 
review of the models.”). 
711 See, e.g., PRIA at 999-1002 (synthesizing previous research on vehicle scrappage); id. at 934-938 
(synthesizing research on consumer evaluation of improved fuel economy). 
712 EPA Peer Review Handbook at 43. 
713 83 Fed. Reg. at 43,134-35. 
714 Id. at 43,186. 
715 PRIA at 994. 
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captures the effect of increasing the price of new vehicles on the survival rate of used 
vehicles was developed for this analysis.716 

These two new modules are highly influential because they are “novel, controversial . . . 
precedent-setting . . . [and of] significant interagency interest.”  NHTSA itself touts their 
novelty.717  And as detailed elsewhere, these modules received significant feedback and raised 
significant concerns during the course of inter-agency review—in particular, interagency 
commenters specifically flagged that the modules should be subject to peer review.718   

Moreover, these two new modules are highly influential because they have an impact of greater 
than $500 million per year.  These modules play a significant role in the development of 
standards with much higher annual impacts.   

New vs. Old Vehicle Safety Module.  As part of the analysis underlying the proposal, the 
Department of Transportation performed new statistical modeling to construct per-mile fatality 
rates that varied by vehicle vintage.  The resulting module reflected a synthesis of fatality 
statistics, vehicle registration data, and derived per-vehicle mileage rates—bridging uncertainties 
to develop a module that could apply “the combination of VMT per vehicle and the distribution 
of ages and model years present in the on-road fleet [to] determine the number of fatalities in a 
given calendar year.”719  The proposal underscores that “the relationship between vehicle age and 
fatality risk is an important one,” particularly in light of the integrated fleet model applied during 
the proposal development.720  This scientific assessment is highly influential: the analysis poses 
numerous novel challenges as detailed by the agencies721; received feedback and input during the 
interagency review process722; and plays a significant role in the analysis of standards with 
annual impacts far above $500 million a year, in particular the fatality estimates that comprise a 
major portion of the hypothesized monetized impacts.723    

 
716 Id. at 999. 
717 See, e.g., 83 Fed. Reg. at 43,134-35. 
718 E.O. 12866 Review Materials, File: “EO 12866 Review Interagency review comments sent by OMB to 
EPA and NHTSA, Part 3 of 4 July 12,” at 804-06 (July 12, 2018) (“Interagency commenters 
recommended that DOT conduct a peer review of the new models concurrent with the publication of the 
NPRM and before the development of the final rule.  Commenters recommend that DOT include the 
following draft charge questions for peer review of the new models in the Preamble of the 
rule.  Commenters also recommend including these in any notice that DOT might publish for the peer 
review of the models.”). 
719 83 Fed. Reg. at 43,126, 43,139. 
720 Id. at 43,135.  
721 Id. at 43-135-45. 
722 See E.O. 12866 Review Materials, File: “EO 12866 Review Interagency review comments sent by 
OMB to EPA and NHTSA, Part 3 of 4 July 12,” at 804-06 (July 12, 2018) (“Interagency commenters 
recommended that DOT conduct a peer review of the new models concurrent with the publication of the 
NPRM and before the development of the final rule.  Commenters recommend that DOT include the 
following draft charge questions for peer review of the new models in the Preamble of the 
rule.  Commenters also recommend including these in any notice that DOT might publish for the peer 
review of the models.”). 
723 See supra section VI(B)(5). 
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Fleet Share Module.  Similarly, the fleet share module is a highly influential scientific 
assessment.  The proposal “reflects a dynamically responsive fleet mix in the new vehicle 
market”724—a scientific assessment of the relationship between different market factors and the 
share of the market captured by cars vs. light-duty trucks.  This assessment qualifies as highly 
influential due to the novelty of the model and precedent-setting role it plays in the current 
rulemaking as well as the complexities of the underlying issues of sales and consumer 
modeling.725  The module plays a significant role in the analysis of standards with annual 
impacts far above $500 million a year. 

c. At minimum, the modules are “influential scientific information.” 

“Influential scientific information” (ISI) is defined as “scientific information the agency 
reasonably can determine will have or does have a clear and substantial impact on important 
public policies or private-sector decisions.”726  Given the modules’ central role in setting these 
deeply consequential standards, they clearly qualify as influential scientific information.  

d. The agencies unlawfully failed to peer review these modules.  

Under OMB, EPA, and DOT protocol, these modules are “highly influential scientific 
assessments” or, at minimum, “influential scientific information” that properly should have been 
subject to peer review.  Yet the agencies have signally failed to abide by their own peer review 
provisions.  Both agencies have abandoned any pretense of commitment to these guidelines, 
principles, and procedures.  Indeed, the agencies do not appear to recognize that they are 
disseminating highly influential scientific assessments without peer review.  Far from 
documenting the “unusual and compelling situations” that potentially could justify absence of 
peer review,727 no explanation of any type is provided. 

This failure is unlawful.  Agencies are bound to follow their own internal rules, including rules 
that limit their own discretion.728  In particular, agencies are required to comply with their own 
procedural rules where those rules are “intended to confer important procedural benefits upon 

 
724 83 Fed. Reg. at 43,186. 
725 See Comment submitted to these dockets by Consumers Union (CU), Consumer Federation of 
America (CFA), and American Council for an Energy-Efficient Economy (ACEEE), “Joint Comments on 
Vehicle Sales, Ownership Costs, and Consumer Willingness to Pay for Fuel Economy.” 
726 OMB Peer Review Bulletin, 70 Fed. Reg. at 2667; see also EPA Peer Review Handbook at 42. 
727 EPA Peer Review Handbook at 45-46 (stating that in “unusual and compelling circumstances” the 
EPA Administrator may defer or waive peer review of ISIs and HISAs so long as he or she documents the 
reasons for that decision). 
728 See, e.g., Steenholdt v. FAA, 314 F.3d 633, 639 (D.C. Cir. 2003) (noting the longstanding principle that 
federal agencies must “follow their own rules, even gratuitous procedural rules that limit otherwise 
discretionary actions”); Nat’l Envtl. Dev. Assoc.’s Clean Air Project v. EPA, 752 F.3d 999, 1009 (D.C. 
Cir. 2014) (quoting Environmentel, LLC v. FCC, 661 F.3d 80, 85 (D.C. Cir. 2011) (“[A]n agency action 
may be set aside as arbitrary and capricious if the agency fails to comply with its own regulations.”)).  
The Information Quality Act does not itself create rights in third parties.  Mississippi Comm’n on Envtl. 
Quality v. EPA, 790 F.3d 128, 184-86 (D.C. Cir. 2015).  
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individuals.”729  The agencies’ rules regarding peer review of highly influential scientific 
assessments, as well as the Information Quality Act itself, provide important procedural benefits 
to private parties by helping ensure the integrity and accuracy of information the agencies 
disseminate—a value whose absence is particularly manifest in this proceeding.   

Even in the case of non-binding internal procedures, agencies are required to provide some type 
of reasoned explanation for deviations from typical practice.730  No explanation is provided in 
this proposal.  This myopia exemplifies a lack of reasoned decision-making.731   

Finally, the agencies fail to resolve or even answer the concerns raised during the interagency 
review process, wherein comments pressed for peer review and public notice of these new 
modules.732  As detailed elsewhere, the failure to address these reasoned concerns renders the 
proposal arbitrary and capricious.733 

The irrational output from these modules confirms that the failure to conduct peer review is 
prejudicial.  Most notably, the modules’ phantom VMT accounts for the overwhelming majority 
of the purported 12,700 traffic fatalities attributed to the existing standards.734  As explained in 
detail in separate comments, these results are irrational, unfounded, and clearly erroneous.735  
Any meaningful peer review would have immediately flagged this unreasonable result and 
demanded a justification or, more likely, a reanalysis.  The agencies’ failure to follow their own 
rules regarding peer review unlawfully deprives stakeholders of the benefit of closer, higher 
quality scrutiny of these highly consequential analyses.   

e. The agencies have not met their independent peer review obligations.  

In this case, there are different standards under different statutory provisions under consideration 
by EPA and NHTSA (GHG standards under the CAA and CAFE standards under EPCA, 
respectively).  There are various legal restrictions and requirements in the CAFE standard setting 
provisions that do not apply in the CAA standard setting provision, and vice versa.  Accordingly, 
each agency has the separate burden to ensure that whatever peer review is conducted is 
appropriate for purposes of the specific statutory provisions applicable to that agency.     

 
729 See Vitarelli v. Seaton, 359 U.S. 535, 539-40 (1959) (holding that the Secretary of the Interior was 
obligated to conform to self-promulgated procedural standards giving greater procedural protections to 
petitioner than petitioner would have otherwise had). 
730 Edison Elec. Inst. v. EPA, 391 F.3d 1267, 1269 (D.C. Cir. 2004) (saying that the critical question was 
whether the agency adequately accounted for any departures from its usual criteria and procedures). 
731 See State Farm, 463 U.S. at 43 (failure to consider an important aspect of the problem is arbitrary); see 
id. at 48 (lack of explanation for why discretion is exercised in a particular manner is arbitrary). 
732 E.O. 12866 Review Materials, File: “EO 12866 Review Interagency review comments sent by OMB to 
EPA and NHTSA, Part 3 of 4 July 12,” at 804-06 (July 12, 2018), 
733 See section VI(C), supra.  
734 See comment submitted to these dockets by the American Council for an Energy-Efficient Economy 
(ACEEE) (delineating number of fatalities attributable to each of the sales and scrappage effects). 
735 See comments submitted to these dockets on this proposal by Consumers Union; Natural Resources 
Defense Council (October 2018), Appendix A: Evaluation of Mass Reduction Assumptions in NHTSA 
Volpe Model; American Council for an Energy-Efficient Economy; Environmental Defense Fund. 
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For EPA, the obligation to conduct an appropriate peer review applies to more than just the sales 
response, scrappage, fleet share, and safety modules discussed above—it applies to all ISI and 
HISA relied upon by EPA.736  EPA has proposed to base its GHG standards on information 
produced by the overall NHTSA modeling in this rulemaking, not just its sales and scrappage 
modules, giving EPA a broader peer review obligation. Yet EPA has failed to conduct any peer 
review of the modeling tools applied here—individually or as a whole—for purposes of setting 
GHG standards under the CAA. 

NHTSA’s peer review of the CAFE model—already inadequate due to the lack of peer review of 
critical elements—cannot serve as a proxy for EPA peer review of a model used to accomplish a 
different statutory purpose.  Although NHTSA conducted a prior peer review of the CAFE 
model for its purposes under EPCA, this does not address EPA’s obligation to conduct a peer 
review of the model for its use under the CAA.  The CAFE model was developed to meet 
NHTSA’s need to adopt model year CAFE standards, subject to various standard setting 
restrictions.  The CAA has provisions for standard setting that differ from NHTSA’s—omitting 
any year-by-year obligation, for example, and providing specific direction on treatment of safety 
issues.  Although NHTSA has added various changes to its CAFE model to try and address the 
differences in standard setting between EPCA and the CAA, EPA has never conducted a peer 
review of using the CAFE model to develop the analytical basis for setting GHG standards under 
the CAA.   

Among other issues, there are least two aspects of the CAFE model that would need to be 
addressed in an EPA peer review.  First, peer review should address the functionality and 
appropriateness of NHTSA’s modifications to the CAFE model that attempt to make the model 
relevant for CAA standard setting.  Notably, NHTSA’s peer review included charge questions 
specifically requesting feedback on the CAFE model’s “representation of CAFE regulations”—
no comparable question is posed with respect to the model’s representation of EPA’s regulations, 
a disparity that underscores the unlawful failure to review this aspect of the model and the 
inadequacy of the existing peer review.737  Second, EPA specifically developed the OMEGA, 
ALPHA, and related models as the best models for EPA to use for purposes of developing CAA 
standards for GHGs.  EPA has relied upon this modeling and its results in several rulemakings, 
and has extensively peer reviewed the models for their use under the CAA.738  While the joint 
preamble attempts to explain why the GHG standards are being set based on NHTSA’s modeling 
tools in this rulemaking, that does not satisfy EPA’s obligation to seek input and advice from 
peer reviewers on the consequential decision to forgo use of the OMEGA, ALPHA, and related 
modeling and rely solely on NHTSA’s suite of modeling tools.   

 
736 See EPA Peer Review Handbook at 42-43. 
737 NHTSA, CAFE Model Peer Review at 2 (July 2018), 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/812590-cafe-peer-review.pdf. 
738 See, e.g., Draft TAR at 5-256 describing peer review of the ALPHA simulation model, as well as its 
validation through “vehicle benchmarking, stakeholder data, and industry literature”; see also EPA, 
Optimization Model for Reducing Emissions of Greenhouse Gases from Automobiles (OMEGA), 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-
emissions-greenhouse-gases.   
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f. The agencies must subject the modules to peer review and issue a 
reproposal.  

The agencies’ unexplained failure to conduct peer review violates peer review requirements and 
is contrary to law, arbitrary, and prejudicial to stakeholders.  Before the agencies may proceed 
further in this rulemaking, all new modules must be subject to appropriate peer review, EPA also 
must conduct the additional peer review described above, the underlying analysis must be 
redone, and a reproposal issued to allow for public comment. 

2. EPA violated the Environmental Research Development Demonstration Act 
(ERDDA) by failing to notify the Science Advisory Board (SAB) of its pending 
proposal. 

When EPA provides a “proposed criteria document, standard, limitation, or regulation under the 
Clean Air Act . . . to any other Federal agency for formal review and comment,” ERDDA 
requires the Administrator to submit to the SAB “such proposed criteria document, standard, 
limitation, or regulation, together with relevant scientific and technical information in the 
possession of the [EPA] . . . on which the proposed action is based.”739  The SAB is then to 
review the proposal and provide comment to aid the Administrator’s decision, though the 
Administrator is not required to obtain SAB approval for any final action.740  EPA and the SAB 
have adopted procedures to implement this statutory requirement, whereby EPA provides SAB 
with a description of planned major actions not yet proposed (including a pertinent summary of 
potential issues of scientific concern), and the SAB determines, in a public forum, which of these 
actions merits its consideration and comment.741     

It appears that no notice of the proposal or any of its underlying materials was provided to the 
SAB before the proposal was shared with an “other Federal agency.742  The regulation was 
developed jointly with NHTSA, the underlying analyses were wholly developed by NHTSA,743 
and the package was subject to inter-agency review coordinated by the Office of Management 
and Budget—and thus submitted to another Federal agency “for formal review and comment.”744  
EPA has thus ignored both the law and its own internal implementing procedures.   

 
739 42 U.S.C. § 4365(c)(1). 
740 American Petroleum Institute v. Costle, 665 F.2d 1176, 1188 (D.C. Cir. 1981).  
741 See Memorandum from Michael Goo, Glenn Paulsen, and Vanessa Vu, Identifying EPA Planned 
Actions for Science Advisory Board (SAB) Consideration of the Underlying Science — Semi-annual 
Process (Dec. 27, 2012); Memorandum from Science Advisory Board Chair James Mihelcic to Members 
of the Chartered Science Advisory Board and Liaisons, at 1 (Nov. 12, 2013). 
742 Letter from Dr. Michael Honeycutt, SAB Chairman, to Administrator Scott Pruitt, at 2 (June 21, 2018) 
(recommending review of the revised Final Determination but providing no indication of receipt of the 
proposed rule, nearly one month after commencement of formal interagency review of the proposal).  
743 See Sections III(A) and VI(C), supra.  
744 42 U.S.C. § 4365(c)(1). 
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Especially given the lack of peer review here, this is a consequential error.745  ERDDA is 
intended to provide public benefits in the form of heightened scientific scrutiny of EPA science-
based regulations746; these benefits have been forgone.  Moreover, the SAB is likely to wish to 
review and comment on the proposal, the novel and precedent-setting sales and scrappage 
modules in particular.  In fact, the SAB has already voted to review the Administrator’s mid-
term evaluation finding that the existing standards are inappropriate—the legal predicate for the 
current rulemaking747—specifically noting its desire to review (among other issues) the exact 
issues addressed by the new, un-peer reviewed modules: 

What are the barriers (e.g., price, foregone power or safety) to consumer 
acceptance of redesigned or advanced technology vehicles, and how might such 
barriers be overcome? 

Would requirements for more fuel efficient new vehicles lead to longer retention 
of older less fuel-efficient vehicles and, if so, would this significantly affect 
projected emission reductions and have effects on crash-related safety?748  

EPA’s violation of its statutory duties under the ERDDA denies the SAB the opportunity to 
review and advise the Administrator on the new science and analysis reflected in the proposal 
and particularly in these modules—depriving the public of the benefit of expert scrutiny 
warranted here.  This forgone expert review is further indicia of lack of reasoned decision-
making and arbitrariness—compounding the failure to peer review critical and novel parts of the 
proposal.  

E. The Agencies’ rulemaking process is flawed and has deprived the public of an 
appropriate opportunity to review and comment on the proposal. 

In multiple respects, the agencies’ rulemaking process has deprived the public of a meaningful 
opportunity to participate, to access necessary information on the proposal, and to provide 
comment on the proposed rule—violating the agencies’ duties under the law.  Before proceeding, 
the agencies must offer additional opportunity for public comment on a complete record. 

 
745 See Coal. for Responsible Regulation, 684 F.3d at 124 (reviewing claim of failure to adhere to 
ERDDA under prejudicial error standard), aff’d in part, rev’d in part sub nom. Util. Air Regulatory Grp. 
v. EPA, 573 U.S. 302 (2014), and amended sub nom. Coal. for Responsible Regulation v. EPA, 606 
F.App’x 6 (D.C. Cir. 2015). 
746 See H.R. Rep. No. 95-722, at 17 (1977) (Conf. Rep.) (noting that ERDDAA’s intent “is to insure [sic] 
that the Board is able to comment in a well-informed manner on any regulation that it so desires”). 
747 40 C.F.R. § 86.1818-12(h) (establishing the mid-term review of the EPA clean car standards and 
requiring that “[i]f the Administrator determines [the existing EPA clean car standards] are not 
appropriate, the Administrator shall initiate a rulemaking to revise the standards.” (emphasis added)). 
748 Letter from Dr. Michael Honeycutt, SAB Chairman, to Administrator Scott Pruitt, at 2 (June 21, 
2018). 
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1. The agencies have unlawfully failed to make critical record material available 
for public review and comment.  

The Administrative Procedure Act,749 the Clean Air Act,750 and a long-standing executive 
directive751 all make plain that agencies must share relevant rulemaking materials with the public 
concurrently with the release of a rulemaking proposal.  Yet the agencies have, even now, failed 
to release critical information concerning the proposed rule—information that is necessary to 
allow for meaningful public comment.  The omission of these materials from the record renders 
the public comment process hopelessly flawed and the proposal unlawful.  

a. Information concerning the OMEGA model. 

Documents and data related to EPA’s OMEGA model and related EPA modeling tools are 
particularly critical to meaningful analysis of, and comment upon, the agencies’ proposal.  
Stakeholders, including signatories to these comments, have on several occasions (beginning 
well before the proposed rule issued) submitted specific requests for these materials.  Yet at the 
close of the comment period, these materials still had not been added to the docket.  This 
omission alone renders the proposal unlawful and mandates a reproposal before the agencies can 
proceed with this rulemaking.  

EPA’s OMEGA model provides estimates of the technology cost for manufacturers to achieve 
variable fleet-wide levels of vehicle greenhouse gas emissions and has served as EPA’s primary 
tool in evaluating and setting a range of vehicle GHG standards.752  EPA regularly updates and 
refines the model.753  EPA developed the model as part of EPA’s Phase 1 (MY2012-2016) GHG 
rulemaking and used the model to develop, test and justify EPA’s choice of standards finalized in 
that rule.754  EPA again applied the OMEGA model as it developed the Phase 2 (MY2017-2025) 
GHG rulemaking and conducted the Midterm Evaluation of the MY2022-2025 standards.755  

On March 20, 2018, EDF, NRDC, Safe Climate Campaign, and UCS submitted a letter to EPA 
requesting that the agency make publicly available a range of materials relating to the OMEGA 

 
749 5 U.S.C. § 553(b). 
750 42 U.S.C. § 7607(d)(3). 
751 Executive Order 12,866 § 6(a)(3)(E), 58 Fed. Reg. 57,735 (Sept. 30, 1993) (requiring agencies to make 
relevant rulemaking information available to the public in an accessible manner). 
752 EPA, Optimization Model for reducing Emissions of Greenhouse Gases from Automobiles (OMEGA), 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-
emissions-greenhouse-gases. 
753 Id. 
754 Phase 1 Light-Duty Vehicle GHG and CAFE Standards Final Rule, 75 Fed. Reg. 25,324, 25,446 (May 
7, 2010); see also EPA, Optimization Model for reducing Emissions of Greenhouse Gases from 
Automobiles (OMEGA), https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-
model-reducing-emissions-greenhouse-gases. 
755 EPA, Optimization Model for reducing Emissions of Greenhouse Gases from Automobiles (OMEGA), 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/optimization-model-reducing-
emissions-greenhouse-gases. 
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model;756 the request was an effort to obtain these documents with sufficient time to provide 
informed comment on the anticipated upcoming rulemaking.  The letter specifically recognized 
that these materials were of “central importance” to the upcoming rulemaking; underscored the 
necessity of EPA sharing with the public the most recent OMEGA materials and “provid[ing] 
stakeholders with sufficient time to examine, understand, and provide comment on any changes”; 
and accordingly called on the agency to make “each responsive document publicly available as 
soon as is practicable without awaiting finalization of any other responsive documents requested 
herein.”757  No response was received. 

EDF and NRDC subsequently submitted a FOIA request for these materials in July.758  The 
deadline passed without a statutorily required response.  On Sept. 20, 2018, EDF, NRDC, Safe 
Climate Campaign and UCS also submitted an updated version of their letter to EPA requesting 
OMEGA materials, noting the continued absence of these documents from the public record and 
reiterating the urgent need to release them to the public.759  The request again underscored that 
the information “is necessary to afford . . . the public a meaningful opportunity to assess and 
comment upon the agencies’ pending proposal to weaken greenhouse gas emissions standards 
under the Clean Air Act.”760   

The Sept. 20 request highlighted that documents published in the rulemaking docket and 
elsewhere show that EPA staff continued to develop and conduct runs of the OMEGA model to 
assess alternative standards and vehicle technology developments during the interagency review 
process of the current proposal—further reinforcing the central relevance of these materials to 
the proceeding at hand.761  Any results from EPA’s assessment of the alternative standards would 

 
756 The signatories transmitted this request to EPA via email in March 2018, and submitted it to EPA’s 
Mid-Term Evaluation docket in July 2018.  See Letter of EDF, NRDC, Safe Climate Campaign, and UCS 
to EPA Assistant Administrator Wehrum, March 20, 2018, Docket ID No. EPA-HQ-OAR-2015-0827-
11456, https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-11456.  
757 Id. 
758 FOIA Request No. EPA-HQ-2018-010465. 
759 Letter of EDF, NRDC, Safe Climate Campaign, and UCS to EPA Assistant Administrator Wehrum, 
Sept. 20, 2018, Docket No. NHTSA-2018-0067-5648, submitted to EPA docket. 
760 Id. 
761 EPA review of CAFE model with “GHG” settings (08-Mar ver.), Meeting with Office of Management 
and Budget/OIRA at Slide 24, found at PDF page 113 (Apr. 16, 2018), available under the file titled 
“Email 5” at https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453; see also 
Presentation to the National Academies of Science, Committee on the Assessment of Technologies for 
Improving Fuel Economy of Light-duty Vehicles - Phase 3 at Slides 6-7 (July 16, 2018), Docket ID No. 
EPA-HQ-OAR-2018-0283-0771, https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-
0771; EPA Science Advisory Board Work Group on EPA Planned Actions for SAB Consideration of the 
Underlying Science, Memorandum: Preparations for Chartered Science Advisory Board (SAB) 
Discussions of EPA Planned Agency Actions and their Supporting Science in the Fall 2017 Regulatory 
Agenda at B-12 (May 18, 2018) (explaining that EPA would utilize its ALPHA and OMEGA models 
during the reconsideration of the Mid-Term Evaluation), 
https://yosemite.epa.gov/sab/sabproduct.nsf/9263940BB05B89A885258291006AC017/$File/WG_Memo
_Fall17_R egRevAttsABC.pdf; End-to-End Use of ALPHA Vehicle Simulation in EPA's GHG Standards 
Assessments: From Baseline to Future Fleets at Slides 4-6, 17 (Jan. 25, 2018), 
http://sites.nationalacademies.org/cs/groups/depssite/documents/webpage/deps_188766.pdf; Peer Review 
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provide keen insight, from the very agency whose standards the notice proposes to amend, into 
the cost and feasibility of these standards.  Information in the docket suggests these results found 
costs half those found by NHTSA’s modeling.762  The centrality of the modeling to assessment 
of the proposal makes the agency’s failure to place these clearly relevant materials in the public 
docket or otherwise disclose them when the proposal was released inexplicable and inexcusable. 

As of the close of the comment period, none of these requests has received a response763 and the 
requested information has not been made available for public review and comment.  The 
omission of these centrally relevant materials, encompassing a well-established, peer-reviewed 
model that has served as the primary tool for evaluating GHG standards in numerous past 
rulemaking proceedings, significantly hinders the public’s ability to critically evaluate and 
provide feedback on the proposed alternative standards. 

The California Air Resources Board (CARB) also submitted a request for OMEGA materials on 
Sept. 11, 2018, citing FOIA and the Administrative Procedure Act.764  The request noted that 
“CARB is a co-regulator of motor vehicle emissions with U.S. EPA, and has coordinated with 
U.S. EPA and NHTSA on the regulations that the agencies are proposing to change.  CARB has 
a significant interest in the proposed action, and the requested information will enable CARB to 
evaluate the potential impacts of the proposed rule.”765 

To the extent EPA believes that its refusal to disclose or even acknowledge its own sophisticated 
model designed to address the issue at hand means that it will not be part of the administrative 
record for judicial review of any final rule, the agency is mistaken.  See James Madison Ltd. by 
Hecht v. Ludwig, 82 F.3d 1085, 1095 (D.C. Cir. 1996) (allowing for supplementation of the 
record when “the agency deliberately or negligently excluded documents that may have been 
adverse to its decision”).  Not only must the OMEGA model be disclosed—and an additional 
period for comment provided to the public—EPA must also explain why the agency has thus far 
refused to use its own, best-available modeling tool for conducting this rulemaking.  The failure 
to provide such an explanation, as well as an explanation for EPA’s departure from past practice, 
is arbitrary and capricious. 

b. Other information necessary to evaluate the proposal.  

The agencies have also failed to put other pertinent information into the public docket.  In 
particular, CARB’s Sept. 11 letter detailed a long list of data and other materials essential to 
unpacking, understanding, and properly critiquing the modeling and analysis reflected in the 

 
of EPA’s Response Surface Equation Report (May 2018), Docket ID No. EPA-HQ-OAR-2018-0283-
0025, https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0025. 
762 E.O. 12866 Review Materials, File: “Email 5- Email from William Charmley to Chandana Achanta,” 
at 113 -- Memo: “EPA review of CAFE model with ‘GHG’ settings (08-Mar ver.),” (Apr. 16, 2018). 
763 EPA has confirmed receipt of the FOIA request but has not released any documents in response, 
despite the passage of FOIA’s statutory deadline. 
764 Letter from Ellen Peter of CARB to EPA Acting Administrator Wheeler and NHTSA Deputy 
Administrator King, Sept. 11, 2018 (requesting “12. Modeling tools developed by U.S. EPA” including 
OMEGA materials) (hereinafter “CARB Sept. 11 letter”), submitted to NHTSA and EPA dockets.  
765 Id. 



203 
 

current proposal.766  The letter noted that “CARB is unable fully to evaluate the federal proposal 
based on the information made available to date and other stakeholders are likely to encounter 
similar difficulties.”767  In addition to information related to the OMEGA model, the letter 
requested “[i]nformation about the models and data used to estimate battery costs”; information 
“required to replicate and evaluate whether the modeling underlying the proposal is appropriate”; 
as well as a range of data “necessary to evaluate the proposal’s predictions for fleet population, 
size, sales, and fatalities.”768  This information still is not available to the public, despite its 
central relevance to the proceeding at hand.  

The agencies failed to share numerous other important materials and pieces of information with 
the public concurrent with release of the proposal, and even still these resources are not 
available.  A non-comprehensive list of rulemaking materials that were not shared with the 
public is included below.  (Due to the unduly truncated comment period and the numerous 
instances of missing information, compiling a comprehensive list is infeasible, and instead these 
omissions are detailed in separate technical comments.)  The failure to release these materials to 
the public concurrent with the proposal release is unlawful and requires remedy and a reproposal 
before the agencies may move ahead with this rulemaking.  

• NHTSA’s “fleet share” model projects the ratio of car and light truck sales by model 
year.  The proposal trumpets this new module.769  The rulemaking materials state that 
NHTSA used a fleet share model from EIA, but modified its application.  EIA’s 
model estimates the ratio of light-duty vehicle to light-duty truck sales.  One of 
NHTSA’s modification was to convert the model to estimating the ratio of passenger 
car to light truck sales.  NHTSA does not provide any detail on how it accomplished 
this task, nor any other modifications that may have been made to EIA’s fleet share 
model.  NHTSA also did not provide any of the data used to construct this model.  
Thus, this model should be discarded or the proposal re-proposed with the necessary 
information concerning this model. 

• The data which NHTSA used to develop its VMT by age schedules were not made 
available for review.  The procedures used to process the data were only summarily 
described.770  Thus, little can be said about their appropriateness and accuracy. 

• Non-battery cost development information for EVs has not been disclosed.  In 
contrast, see the comparable discussion from the 2012 rulemaking: Joint Technical 
Support Document: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse 
Gas Emission Standards and Corporate Average Fuel Economy Standards, EPA and 
NHTSA, EPA-420-R-12-901 (August 2012), 

 
766 CARB Sept. 11 letter. 
767 Id. 
768 Id. 
769 See, e.g., 83 Fed. Reg. at 43,076. 
770 See comment submitted to these dockets: Rick Rykowski, Supporting Report for Environmental 
Defense Fund Comment, Review of the Agencies’ Technical Analysis Supporting the SAFE Vehicle 
NPRM (October 2018) (section discussing Mileage Accumulation Schedules). 
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https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/joint_final_tsd.pdf (see Table 3-116 at 
page 3-203). 

• The NPRM analysis is missing information about the BatPaC model that is vital to 
assess how the battery technology was modeled and costed.  Previously, the agencies 
released the ANL BatPaC model files that were used to develop the battery 
specifications and costs—for example, one file set is located at Draft TAR EPA 
Battery Analysis Workbooks: NMC-WR7.5, Docket No. EPA-HQ-OAR-2015-0827-
0678, https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-0678.  
This time around, however, the BatPaC model version and files used for the NPRM 
have not been posted to either of the agencies’ docket or otherwise been made 
available for review.  Notably, EPA raised this concern during the course of 
interagency review, without any apparent resolution:  “Overall, battery costs included 
in this analysis are higher than what EPA has obtained from the most recent version 
of the BatPaC model.  There is not enough detail provided for EPA to determine what 
is contributing to these higher costs, but two potential factors are notable.  First, the 
text refers to both ANL/ESD-15/28 and the BatPac model, so there are potentially 
inconsistencies in the application of assumptions from one of these sources to the 
other.  Second, the text frequently refers to the BatPaC model to lend authority to the 
battery cost estimates, without providing sufficient information on the much more 
significant issue of how battery sizing or other model inputs were determined, much 
less the battery sizings or cost estimates that resulted.”771 

• There is no transparency as to whether the cost of engine downsizing in the 
turbocharge engine pathways is reflected, or properly assessed.  This is because the 
turbocharging and downsizing costs are aggregated without notice as to the 
proportions of each component. 

c. These omissions would render adoption of the proposal unlawful. 

EPA and NHTSA have failed to provide information necessary for the public to meaningfully 
evaluate the proposal, violating their obligations under the law.772   

The Administrative Procedure Act and long-standing executive guidance require that an agency 
disclose relevant rulemaking materials to the public.773  These obligations extend to the studies 
and data relevant to the rulemaking.774   

 
771 EPA Comments on the Preliminary RIA (July 12, 2018), p. 347, available at 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453. 
772 Conn. Light Power Co. v. Nuclear Regulatory Comm’n, 673 F.2d 525, 530-31 (D.C. Cir. 1982) (“An 
agency commits serious procedural error when it fails to reveal portions of the technical basis for a 
proposed rule in time to allow for meaningful commentary.”).   
773 5 U.S.C. § 553(b); E.O. 12,866 § 6(a)(3)(E).  
774 Solite Corp. v. EPA, 952 F.2d 473, 484 (D.C. Cir. 1991) (“Among the information that must be 
revealed for public evaluation [under the APA] are the ‘technical studies and data’ upon which the agency 
relies.”); see also Chamber of Commerce v. SEC, 443 F.3d 890, 899 (D.C. Cir. 2006) (explaining 
requirement).   
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Clean Air Act Section 307(d)(3) requires that EPA provide notice in a proposed rule of “the 
factual data on which the proposed rule is based”; “the methodology used in obtaining the data 
and in analyzing the data”; and the “major . . . policy considerations underlying the proposed 
rule.”775  All these data and documents are to be included in the docket on the date of proposal.  
Section 307(d)(6) provides that a regulation “may not be based (in part or whole) on any 
information or data which has not been placed in the docket as of the date of promulgation.”776 

Absent such disclosure, the public’s ability to participate in the rulemaking process is 
undermined.  Public notice of, and comment regarding, technical analysis that informs a 
rulemaking are the “safety valves in the use of . . . sophisticated methodology.”777  Particularly in 
light of the deeply technical rulemaking at hand, and the weighty impacts at stake, EPA’s and 
NHTSA’s flouting of these foundational requirements is deeply damaging to the integrity of the 
current proceeding and prejudicial to stakeholders.   The public has been hampered and deprived 
of a full review of the technical materials and analysis that forms the foundation of this 
rulemaking—information that has been misused to justify a deeply harmful rollback of these 
win-win public protections.   These missing materials are properly part of the current record.778  
The public must have an opportunity to review and comment on these materials; accordingly, to 
comply with the law, the agencies must release these materials and reopen the comment period 
before proceeding further.  

2. The agencies have afforded a wholly inadequate public comment period. 

The SAFE Proposal is sweeping in coverage.  The proposal constitutes multiple major 
rulemakings in one: a proposal to roll back EPA emissions standards and hold standards flat for 
six years; a proposal to forgo any improvements in fuel economy over a six-year period 
(affecting years beyond the 5-year statutory limit for CAFE rulemakings); and a proposal to 
withdraw and nullify state authorities to implement a more protective vehicle emissions program.    

Furthermore, the proposal involves an extensive, wide-ranging array of deeply technical and 
complex analyses.  In many respects the proposals rely upon modeling that has not previously 
been available for public scrutiny or peer review.779  The modeling, for example, relies on an 
updated Volpe model that was not released to the public until the day of the proposal’s release 

 
775 42 U.S.C. § 7607(d)(3). 
776 Id. § 7607(d)(6). 
777 American Radio Relay League, Inc. v. FCC, 524 F.3d 227, 236 (D.C. Cir. 2008), quoting Sierra Club 
v. Costle, 657 F.2d 298, 334 (D.C. Cir. 1981); see also Chamber of Commerce, 443 F.3d at 900 (“By 
requiring the ‘most critical factual material’ used by the agency be subjected to informed comment, the 
[Administrative Procedure Act] provides a procedural device to ensure that agency regulations are tested 
through exposure to public comment, to afford affected parties an opportunity to present comment and 
evidence to support their positions, and thereby to enhance the quality of judicial review.”).   
778 See James Madison Ltd. by Hecht v. Ludwig, 82 F.3d 1085, 1095 (D.C. Cir. 1996) (allowing for 
supplementation of the record when “the agency deliberately or negligently excluded documents that may 
have been adverse to its decision”).  
779 See supra section VI(D). 
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(despite explicit requests to release it in advance780), as well as brand new sales, scrappage, 
dynamic fleet share, and per-mile fatality rate models that have never before been shared with 
the public or peer reviewed in any form.  Commenting on multiple rulemakings involving such 
complex, technical analysis is particularly time-consuming.  As just one example, CARB’s Sept. 
11 letter enumerates a tremendous range of materials the agency required to provide informed 
comments on the proposal.781  This list, moreover, is far from comprehensive—rather, the Sept. 
11 list only includes necessary information that has not been shared with the public.  Unpacking 
and understanding these materials takes time—let alone evaluating and providing informed 
critique.  

Accordingly, numerous stakeholders including states and municipalities, pollution control 
agencies, interstate organizations, industry groups whose concerns purportedly motivated the 
rulemaking,782 and public health and environmental groups requested extensions of the comment 
period of at least sixty days.  In all, the agencies received eighteen extension requests, signed by 
entities and organizations representing innumerable stakeholders.783  

 
780 Letter of EDF, NRDC, Safe Climate Campaign, and UCS to Deputy Administrator King, March 20, 
2018 (seeking the release of the most recent Volpe model and related materials as soon as practicable),; 
Letter of Deputy Administrator King to EDF, NRDC, Safe Climate Campaign, and UCS, April 2, 2018 
(denying said request until proposal is issued); Letter of EDF, NRDC, Safe Climate Campaign, and UCS 
to Deputy Administrator King, May 7, 2018 (noting that the April 2 letter serves as a denial of the 
organizations’ request), Docket ID No. NHTSA-2018-0067-5685, submitted to EPA docket, 
https://www.regulations.gov/document?D=NHTSA-2018-0067-5685 (see also Docket ID No. EPA-HQ-
OAR-2015-0827-11456, https://www.regulations.gov/document?D=EPA-HQ-OAR-2015-0827-11456).  
781 CARB Sept. 11 letter.  
782 See, e,g., 83 Fed. Reg. at 42,987 (highlighting presidential commitment to change the standards if 
necessary to protect the U.S. automotive industry); Alliance of Automobile Manufacturers, Letter to Scott 
Pruitt (Feb. 17, 2017), https://autoalliance.org/wp-content/uploads/2017/02/Letter-to-EPA-Admin.-Pruitt-
Feb.-21-2016-Signed.pdf. 
783 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger 
Cars and Light Trucks; Extension of Comment Period, 83 Fed. Reg. 48,578, 48,579-50 (Sept. 26, 2018) 
(noting that the parties that requested extensions of at least 60 days were: Northeast States for 
Coordinated Air Use Management (NESCAUM); Attorneys General of the States of California, 
Connecticut, Delaware, Iowa, Illinois, Maine, Maryland, Massachusetts, Minnesota, New Jersey, New 
York, North Carolina, Oregon, Pennsylvania, Rhode Island, Vermont, Washington, and the District of 
Columbia, and the Secretary of the Pennsylvania Department of Environmental Protection; National 
Coalition for Advanced Transportation (NCAT); Environmental Law and Policy Center; Center for 
Biological Diversity (CBD), Conservation Law Foundation, Earthjustice, Environmental Defense Fund 
(EDF), Natural Resources Defense Council (NRDC), Public Citizen, Sierra Club, and Union of 
Concerned Scientists (UCS); Minnesota Pollution Control Agency and Minnesota Department of 
Transportation; Consumer Federation of America; National Governors Association (NGA), 
Environmental Council of the States (ECOS), National Association of Clean Air Agencies (NACAA), 
Association of Air Pollution Control Agencies (AAPCA), National Association of State Energy Officials 
(NASEO); National Governors Association (NGA), Environmental Council of the States (ECOS), 
National Association of Clean Air Agencies  (NACAA), Association of Air Pollution Control Agencies 
(AAPCA), National Association of State Energy Officials (NASEO); Georgetown Climate Center; 
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In a decision signed on September 21, 2018, and published on September 26, the agencies denied 
all of these requests.784  The one-sentence explanation for the denial simply asserts that: 
“Automakers will need maximum lead time to respond to the final rule, and extending the 
comment period . . . [is] inconsistent with provision of maximum lead time.”785   

This meager justification fails in two obvious respects.  First, the minimal justification provided 
is unsubstantiated and in fact contradicted by automaker interests’ own requests for an extension.  
Second, it fails to provide any explanation why the “maximum lead time” interest outweighed 
the many other concerns raised by a wide range of additional stakeholders.  

a. The agencies’ justification is unsupported and contradicted by the record.  

The notice fails to explain how its justification for rejecting the comment period extension 
requests—that “[a]utomakers will need maximum lead time”—is rational, given that the only 
record input from automakers called for an extension of the comment period.786  

The Alliance of Automobile Manufacturers—a trade association representing twelve major auto 
manufacturers—requested that the comment period be extended to “not less than 120 days,” 
noting that:  

“As part of its formal comments on the NPRM for this important rulemaking, the 
Alliance will submit several detailed technical and economic analyses and reports.  Due 
to extensive changes to NHTSA’s model, developed by the Volpe National 
Transportation Systems Center, and the numerous supporting documents released by the 
Agencies, some of the Alliance’s analyses and reports cannot be completed within the 
current 60-day comment period.”787 

 
Alliance of Automobile Manufacturers (Alliance); City of Los Angeles; American Lung Association; 32 
U.S. Senators; New York Department of Environmental Conservation; South Coast Air Quality 
Management District (SCAQMD); Edison Electric Institute (EEI), National Rural Electric Cooperative 
Association (NRECA), National Association of Manufacturers (NAM), Electric Drive Transportation 
Association (EDTA), and American Public Power Association (APPA); New York University School of 
Law Institute for Policy Integrity; and Alliance to Save Energy). 
784 In denying the extension requests, the agencies did extend the rulemaking comment period by three 
days to comply with a Clean Air Act requirement that the docket be held open for thirty days after 
completion of any oral proceeding.  Id. at 48,581.  
785 Id.  
786 Comment submitted by Chris Nevers, Vice President, Energy and Environment, Alliance of 
Automobile Manufacturers, Sept. 6, 2018, Docket No. NHTSA-2018-0067-3619 & EPA-HQ-OAR-2018-
0283-0876 (noting that its members are BMW Group, FCA US LLC, Ford Motor Company, General 
Motors Company, Jaguar Land Rover, Mazda, Mercedes-Benz USA, Mitsubishi Motors, Porsche Cars 
North America, Toyota, Volkswagen Group of America and Volvo Car USA). 
787 Id. 
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Similarly, the National Coalition for Advanced Transportation, whose members include auto 
manufacturers Tesla and Workhorse, 788 requested a 60-day extension of the comment period, 
noting that: 

“It is critically important that NCAT and its members have the additional time requested 
in order to properly analyze and meaningfully comment on the wide range of complex 
technical and legal issues presented in the more than 500-page Proposed Rule 
accompanied by an over 1,600-page Preliminary Regulatory Impact Analysis.  The 
proposal incorporates new proposed CAFE standards for MY 2022-2022 [sic], major 
revisions to existing CAFE standards for MY 2021, major revisions to GHG standards for 
MY 2021-2025, new GHG standards for MY 2026, a first-ever proposal to rescind an 
existing waiver of preemption under Section 209(b) of the Clean Air Act, as well as a 
novel and highly consequential proposed interpretation of the preemption provisions of 
the Energy Policy and Conservation Act.  The modeling, technical and legal analysis 
underpinning the proposed rule departs significantly from prior analyses and presents 
extensive, highly complex, and novel information and analytical approaches.  Further, 
this rulemaking could have dramatic effects on the U.S. economy, NCAT members’ 
business interests, and federal-state relations. 

The agencies’ minimal justification for denying an extension cannot rationally be reconciled with 
these submissions.  The agencies provide no citation or substantiation for their claim that auto 
manufacturers’ need for “maximum lead time” demands a truncated comment period.  They 
nowhere attempt to reconcile their assertions regarding auto manufacturers’ need for maximum 
lead time with the only submissions on this point from auto manufacturers, which request an 
extension of 60 days or more and aver that without an extension, “reports and analysis cannot be 
completed” and the automakers will face challenges in “properly analyz[ing] and meaningfully 
comment[ing]” on the proposal.  Nor do the agencies explain how their concern for automaker 
lead time, above all other considerations, accords with NHTSA’s assertion that that there is no 
lead time requirement for amendments to the existing MY2021 standards that make the standards 
less stringent.789  This irrational, unsupported explanation cannot justify the agencies’ denial of 
requests for extension of the comment period. 

b. The agencies failed to explain why the need for lead-time superseded all 
other requests. 

Even further, the agencies did not respond at all to the many arguments incorporated in extension 
requests from other stakeholders.  The notice provided no explanation of why automakers’ 
purported need for “maximum lead time” outweighed these concerns.  For example: 

● A range of state and local agencies observed that “Title II of the Clean Air Act is built 
upon a central role for state and local governments” in requesting at least a 60-day 
extension of the comment period.  The signatories noted that “[t]he rule itself, coupled 
with its Regulatory Impact Analysis and Environmental Impact Statement, comprises 

 
788 Comment submitted by Robert A. Wyman, and Devin O’Connor, Latham & Watkins LLP, on behalf 
of National Coalition for Advanced Transportation, Aug. 29, 2018, NHTSA-2018-0067-2872; EPA-HQ-
OAR-2018-0283-0794. 
789 83 Fed. Reg. at 34,207; see also Section IV(B), supra. 
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over 3,000 pages of deeply technical content.  Agencies and decisionmakers in each of 
the 50 states and D.C., as well as the 116 local clean-air agencies, must have time to do a 
thorough technical review and coordinate internally and externally to assure that their 
comments are sufficiently informed to provide meaningful analysis and input.”790  
NHTSA and EPA’s denial notice included no specific response to these state and local 
agencies’ request.  

● A submission from eighteen state Attorneys General and two state agencies requested at 
least a 60-day extension, noting that “[e]ach of the three actions proposed here—EPA’s 
rollback, NHTSA’s rollback, and the waiver revocation—is tremendously significant and 
would call for a minimum 60-day comment period on their own.”791 The request 
underscored the challenge of reviewing the deeply technical material at issue, 
highlighting the “enormous volume of technical information to be reviewed, including 
models and data, some of which is not currently available”; NHTSA’s “numerous, 
significant changes to the CAFE model, identifying at least eleven ‘key changes,’ 
including multiple new ‘modules’ to the CAFE model as well as many substantial 
changes in the inputs, analysis, assumptions, and approaches taken in past rulemakings”; 
as well as the fact that “EPA itself had more than five months (from January to June 
2018) to review the changes NHTSA made to the CAFE model, yet still had enough 
questions and concerns to fill more than a hundred pages.”792  Moreover, the request 
underscored that “[t]hese proposed actions put our States and our people at risk, and the 
enormity of the consequences of these proposals alone warrants ensuring that States, and 
other members of the interested public, have sufficient time to conduct meaningful 
review and analysis of the available information and to respond fully and completely.”793 
NHTSA and EPA’s denial notice included no specific response to the state and local 
agencies’ request. 

● A request from the Edison Electric Institute (EEI), the National Rural Electric 
Cooperative Association (NRECA), the National Association of Manufacturers (NAM), 
the Electric Drive Transportation Association (EDTA), and the American Public Power 
Association (APPA) sought a 60-day extension of the comment period, highlighting the 
proceeding’s “numerous novel and complex technical and environmental impact 
analyses” to review and evaluate.794 

 
790 Letter of National Governors Association (NGA), Environmental Council of the States (ECOS), 
National Association of Clean Air Agencies (NACAA), Association of Air Pollution Control Agencies 
(AAPCA), National Association of State Energy Officials (NASEO), Sept. 5, 2018, Docket No. EPA-
HQ-OAR-2018-0283-0871. 
791 Letter of the States of California, Connecticut, Delaware, Iowa, Illinois, Maine, Maryland, 
Massachusetts, Minnesota, New Jersey, New York, North Carolina, Oregon, Pennsylvania, Rhode Island, 
Vermont, Washington, and the District of Columbia to Andrew K. Wheeler and Heidi King, Aug. 27, 
2018, Docket No. EPA-HQ-OAR-2018-0283-0792. 
792 Id. 
793 Id. 
794 Letter of Edison Electric Institute (EEI), the National Rural Electric Cooperative Association 
(NRECA), the National Association of Manufacturers (NAM), the Electric Drive Transportation 
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● Several requests made comparisons to other rulemakings, such as the proposal to repeal 
the Clean Power Plan, which had a 191-day comment period.  

These are just a selection of the numerous requests for additional time—which repeatedly 
highlighted the severe harm at stake, the numerous distinct rulemakings at issue, and the deeply 
complex technical materials to review and evaluate.   

NHTSA and EPA’s one-sentence justification for denying all these requests fails to provide any 
explanation for elevating an unsubstantiated need for lead-time over these repeated concerns 
from a wide range of stakeholders.  The agencies did not address—let alone refute—the 
commenters’ explanations of why more time was required.  NHTSA and EPA did not address 
concerns about commenters’ ability to review and analyze the novel modeling, or ability to 
access key information that would allow them meaningfully to review and comment upon the 
proposals.  

c. The agencies’ rejection of these requests impaired the public’s ability to 
comment meaningfully on the proposal.  

The agencies’ cursory denial of this chorus of demand from stakeholders impaired the public’s 
ability to comment meaningfully on the proposal.     

The inadequate comment period has impaired stakeholders’ ability to review and provide 
informed comment on the proposal. In particular, the truncated comment period has 
shortchanged stakeholders’ ability review and critique the agencies’ technical analyses.  
Examples of the challenges faced include:   

• In the supporting technical analyses, design constraints result in a model that has 
extremely limited freedom with regard to technology selection.  Instead, technology 
availability, as well as a substantial portion of technology selectability (the ability to 
adopt or not adopt an available technology), is determined a priori during the model 
design process by NHTSA.  The offline decision-making that goes into this design 
process is not well documented, and therefore is not easily critiqued.  It would take 
considerable effort and substantially more time than NHTSA and EPA have provided 
under the NPRM comment period to restructure model code to allow for the efficient 
evaluation of alternative technologies or alternative technology paths.  Examples of 
the specific impact of shortcomings in current model design are identified and 
discussed in more detail in separate technical comments.795 

• Inability to determine inputs into the ANL data base used to simulate performance 
(which in turn generates outputs for the Volpe model).  Much of the ANL data 

 
Association (EDTA), and the American Public Power Association (APPA) to Elaine L. Chao and Andrew 
Wheeler, Sept. 18, 2018, Docket No. EPA-HQ-OAR-2018-0283-0903, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0903.  
795 See comment submitted to these dockets: Rick Rykowski, Supporting Report for Environmental 
Defense Fund Comment, Review of the Agencies’ Technical Analysis Supporting the SAFE Vehicle 
NPRM (October 2018) 
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appears to be invalid across both vehicle classes and technology 
combinations.  Unfortunately, it is not possible to isolate the cause of the apparent 
discrepancies without considerably more detailed investigation than is possible in the 
timeframe available for NPRM review.796 

• Although it is clear that many of the technical algorithms to the Volpe model are 
flawed, there is inadequate time to reverse engineer these algorithms to determine the 
magnitude of the flaws and the full implications of these errors.  The lack of time 
together with lack of notice makes it next to impossible to quantify the net impact of 
the errors in the Volpe model.  To do so would require adequate time to modify 
algorithms and resolve cost data discrepancies.797 

3. The agencies inadequately provided for public hearings. 

In the signed proposal made public on August 3, 2018, the agencies initially announced that 
public hearings would be provided for in Washington, D.C., Detroit, and Los Angeles.  The 
Federal Register publication of the proposal similarly announced these three hearing locations.798  
Yet in a separate notice published on August 24, the agencies announced without explanation 
that public hearings would be held in different locations: Fresno, California; Pittsburgh, 
Pennsylvania; and Dearborn, Michigan.799 

In response, many stakeholders requested that the agencies hold additional hearings.800  In 
addition, Los Angeles and the Attorneys General letter asked that the originally scheduled Los 
Angeles hearing be held, and that EPA provide for a hearing especially devoted to allowing 
public comment upon the unprecedented waiver-revocation proposal.801  Organizations in 
Section 177 states similarly requested a hearing to hear directly from their citizens.802  

The agencies denied these requests.  No reasoning was offered other than the same claim that 
providing additional hearings would be inconsistent with the agencies’ unsubstantiated claim of 

 
796 See comment submitted to these dockets by of the International Council on Clean Transportation. 
797 See id.; comment submitted to these dockets: Meszler Engineering Services (October 2018), Technical 
Memorandum I: The NPRM CAFE Model’s Treatment of Technology Benefits and Costs, appended to 
comments filed by Natural Resources Defense Council. 
798 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger 
Cars and Light Trucks, Notice of Proposed Rulemaking, 83 Fed. Reg. 42,986, 42,986 (Aug. 24, 2018). 
799 The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger 
Cars and Light Trucks, Announcement of Public Hearings, 83 Fed. Reg. 42,817 (Aug. 24, 2018), 
https://www.govinfo.gov/content/pkg/FR-2018-08-24/pdf/2018-18418.pdf. 
800 83 Fed. Reg. at 48,580 (noting that Northeast States for Coordinated Air Use Management, the 
Attorneys General letter, Georgetown Climate Center, the City of Los Angeles, the Minnesota Pollution 
Control 
Agency and Minnesota Department of Transportation, the South Coast Air Quality Management District, 
and the Oregon congressional delegation requested additional hearings and/or workshops).  
801 Id. 
802 Id.; See also, e.g., Letter from Northeast States for Coordinated Air Use Management, Aug. 24, 2018, 
Docket No. EPA-HQ-OAR-2018-0283-0790, https://www.regulations.gov/document?D=EPA-HQ-OAR-
2018-0283-0790. 
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urgency to provide “maximum lead time” for auto manufacturers803—which again, ignored the 
fact that auto manufacturer representatives had themselves requested at least a 60-day extension 
of the comment period.  

The result was a set of hearings that was not reasonably calculated to provide the public with the 
ability to be heard.   The inadequacy was particularly noticeable as to California, where the 
agencies, after having announced that a hearing would be held in the State’s most populous city 
and region—Los Angeles—reversed course and held only a single hearing in a city removed 
from Los Angeles and the states’ other largest population centers.   EPA and NHTSA never 
provided any reasons for or even acknowledgement of reversing course, although the decision 
had the effect of depriving many members of the public the ability to present in-person testimony 
on the proposal.   

More generally, the agencies did not provide an adequate opportunity for the public to be heard 
on the whole suite of dramatically consequential actions in the proposal.   In particular, the 
agencies should have provided, as requested, a public hearing focused on the unprecedented 
proposed attacks on authority for state clean cars regulation.  As just one example, three minutes’ 
podium time at the Fresno hearing was manifestly inadequate for California voices to be heard 
on the proposed waiver revocation—a blanket decision that could cripple the State’s efforts to 
address GHG emissions from mobile sources to meet compelling and extraordinary conditions in 
the State—together with the proposed rollbacks of federal standards.   

The hearings provided here were inadequate, and the agencies offered no good reason for 
rejecting the requests for hearings in states particularly affected by the proposed withdrawal of 
the waiver and section 177 states’ ability to apply the California GHG and ZEV programs.  
Because the unlawful proposal must be withdrawn, the agencies should ensure that opportunities 
for public participation, including hearings, on any further proposals are reasonable and are not 
calculated to minimize public input.  Going forward, the opportunity for additional hearings 
should be appropriate to the scale and scope of this dramatic and deeply harmful proposal.   

  

 
803 83 Fed. Reg. at 48,581 (“[H]olding additional public hearings (which would also cause the comment 
period to be extended) [is] inconsistent with provision of maximum lead time.”). 
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F. EPA’s Revised Final Determination for the Mid-Term Evaluation is unlawful.  

In the Revised Final Determination,804 EPA violated the MTE regulations by failing to provide 
for public review the information on which EPA relied in assessing the existing regulations; 
failing to provide an opportunity for comment thereon as required by the governing regulations; 
withdrawing the lawful January 2017 Final Determination805 without a reasoned analysis or 
record basis for doing so; failing to make required detailed assessments of the factors set out in 
the regulations; and failing to provide a reasoned analysis of the record facts EPA found in its 
January 2017 Final Determination.  The Revised Final Determination made a highly 
consequential decision – that the emission standards on the books governing the 2022-25 period 
were not “appropriate” and need to be made less stringent – on a basis of reasoning, evidence, 
and procedures that do not measure up to the most basic requirements of reasoned decision-
making and public participation.  

The Revised Final Determination ignores and violates the requirements that EPA must comply 
with under its own mid-term evaluation regulations, 40 C.F.R. § 86.1818-12(h); its evidentiary 
basis was never made available for public review and comment.  Despite having before the 
agency an extensive, detailed record that had been subject to multiple rounds of public review 
and comment, in the Revised Final Determination, the EPA disregarded that record on the basis 
that new information arising since January 2017 that purportedly rendered it obsolete.  However, 
the purported new information was not itself made available for public review and comment (and 
in most instances is not presented in the Revised Final Determination itself).  This procedure was 
completely inconsistent with the MTE regulations, with their provisions for an agency-prepared 
Technical Assessment Report, and with notice-and-public- comment requirements.  

In response to petitions for review in the D.C. Circuit challenging the Revised Final 
Determination, EPA says that the April 2018 Revised Final Determination is not a final action, 
and therefore is not subject to judicial review.806  We disagree.  But assuming EPA were correct 
that the Revised Final Determination is not a reviewable final action and that review of EPA’s 
errors therein must await a final action on the current NPRM, we hereby note our objections to 
EPA’s Revised Final Determination, including EPA’s flagrant disregard of the governing 
regulations and failure to adhere to basic reasoned decisionmaking requirements in the Mid-
Term Evaluation.807  Those violations taint the integrity of the resulting rulemaking and would 
render any rule altering the MY 2022-25 standards as a result of this flawed process arbitrary and 
capricious and contrary to law. Moreover, to the extent the agencies’ proposed rule reflects 
conclusions and findings contrary to those in the 2017 Final Determination, the agency’s failure 
to adequately explain its change in position either in the Revised Final Determination or in the 

 
804 “Mid-Term Evaluation of Greenhouse Gas Emissions Standards for Model Year 2022-2025 Light-
Duty Vehicles,” 83 Fed. Reg. 16,077 (Apr. 13, 2018). 
805 Letter from Administrator Gina McCarthy to Stakeholders (Jan. 12, 2017), 
https://www.epa.gov/regulations-emissions-vehicles-and-engines/epa-administrators-signed-cover-letter-
final. 
806 Respondents’ Motion to Dismiss Petitions for Lack of Jurisdiction, State of California v. EPA, D.C. 
Cir. Nos. 18-1114, et al., ECF No. 1739996 at 7-18 (filed July 10, 2018). 
807 See 5 U.S.C. § 704. 
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resulting rulemaking would likewise make adoption of the proposed rollback of the standards 
arbitrary and capricious. 

1. Background. 

The 2012 final rule, 77 Fed. Reg. 62,624 (Oct. 15, 2012), bound EPA to undertake a Mid-Term 
Evaluation to decide whether to initiate any rulemaking to change the MY2022-2025 standards.  
40 C.F.R. § 86.1818-12(h) (“§12(h)”).  The Mid-Term Evaluation regulations balance 
automakers’ desire for a one-time systematic and exhaustive review of the MY2022-2025 
standards by a date certain (April 2018) with the interest of many other stakeholders in 
safeguarding the emission reductions projected to result from the standards established in 2012.  
EPA reconciled these interests by binding itself to make any decision – whether to retain the 
standards as “appropriate” or to start a rulemaking to change them after a finding that they were 
“not appropriate” – based on detailed findings on specific, enumerated factors and a 
“comprehensive and robust evaluation.”  § 12(h). 

Consequently, the 2012 rule established a special process to govern the evaluation.  EPA 
committed itself to prepare a draft Technical Assessment Report (TAR) addressing issues 
relevant to the MY2022-2025 standards, §12(h)(3); solicit public comment on the TAR and other 
relevant materials, §12(h)(2); and determine by April 2018 “whether the [existing MY2022-
2025] standards” remained “appropriate,” §12(h).  Further, that determination must be “based 
upon a record that includes” the TAR and public comments thereon, §12(h)(2)(ii)-(iii), and EPA 
must “set forth in detail the bases for [its] determination …, including [EPA’s] assessment of 
[enumerated] factors.” §12(h)(4); see also §12(h)(1). 

If EPA determined that the existing MY2022-2025 standards remained “appropriate,” those 
standards would remain in place.  But if it found the existing standards “not appropriate,” the 
regulations required that EPA “shall initiate a rulemaking to revise [them].”  § 12(h).  This 
regime reflected the consensus of the federal and state agencies, automakers, and other 
stakeholders that any decision to retain or change the standards would have to be made through 
what the preamble repeatedly called a “collaborative, robust and transparent process,” including 
opportunity for public review and comment on technical information and explicit, detailed 
agency findings, before EPA could propose any changes to the regulations. 

The Mid-Term Evaluation was to reflect close coordination between EPA, NHTSA, and the 
California Air Resources Board (“CARB”).  The “decision making required of the 
Administrator” in the Mid-Term Evaluation was “intended to be as robust and comprehensive as 
that in the original setting of the MY2017-2025 standards,” 77 Fed. Reg. 62,784 (emphasis 
added), with “analyses and projections” that would be “similar” in rigor to the 2012 rulemaking 
itself, including “appropriate peer review,” and modeling “available to the public to the extent 
consistent with law,” id. at 62,964.  

In July 2016, EPA published a 1,215-page draft Technical Assessment Report (“TAR”) jointly 
with NHTSA and CARB.  See EPA-HQ-OAR-2015-0827-0926.  Employing “a collaborative, 
data-driven, and transparent process,” the three agencies assembled updated data and analysis 
from a “wide range of sources,” including “research projects initiated by the agencies, input from 
stakeholders, and information from technical conferences, published literature, and studies 
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published by various organizations.”  TAR 2-2.  “[W]here possible, each agency . . . made the 
results of a variety of projects available to the public.”  TAR 2-2.  EPA contributed “a major 
research benchmarking program for advanced engine and transmission technologies,” and 
studies employing EPA’s vehicle emissions model, both of which generated multiple peer-
reviewed research papers and studies.  TAR 2-2 to 2-3.  NHTSA and CARB similarly conducted 
their own new research.  TAR 2-3 to 2-10.  The TAR also incorporated the results of a 2015 
National Academy of Sciences study “timed to inform the mid-term evaluation by considering 
technologies applicable in the 2020 to 2030 timeframe.”  TAR 2-4.  

Based on this thorough and public analytical process, the TAR found that “a wider range of 
technologies exist[s] for manufacturers to use to meet the MY2022-2025 standards, and at costs 
that are similar or lower than those projected” when those standards were promulgated.  TAR 
ES-2.  After considering 200,000 public comments on the TAR, EPA issued a Proposed 
Determination that the MY2022-2025 standards remained “appropriate.”  81 Fed. Reg. 87,927 
(Dec. 6, 2016).  This proposal was supported by an additional 718-page technical support 
document, drawn from the TAR and comments thereon.  See EPA-HQ-OAR-2015-0827-5941. 

On January 12, 2017, after considering more than 100,000 additional comments, EPA issued a 
Final Determination that the MY2022-2025 standards remained “appropriate under section 
202(a)(1) of the Clean Air Act.”  Final Determination on the Appropriateness of the Model 
Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards Under the Midterm 
Evaluation, EPA-420-R-17-01 (“Final Determination”).  EPA explained that: the auto industry 
was “thriving,” id. at 7, with seven uninterrupted years of growth including “record sales in 
2016,” id. at 15; technologies to reduce emissions had advanced more rapidly than anticipated 
in 2012, and at “reasonable cost – less than projected in the 2012 rulemaking” (id. at 13); 
“technology adoption rates and the pace of innovation have accelerated even beyond what EPA 
expected” in 2012 (id. at 23); the standards could be met “through a number of different 
technology pathways reflecting predominantly the application of technologies already in 
commercial production” (id. at 4); the standards had not impaired industry growth, and the 
standards would impose only reasonable consumer costs that would be more than offset by 
decreased fuel costs, id. 29-30.  “[T]he record clearly establishes,” EPA concluded, that “it will 
be practical and feasible for automakers to meet the MY2022-2025 standards at reasonable cost 
that will achieve the significant GHG emissions reduction goals of the program, while 
delivering . . . significant benefits to public health and welfare, and without having material 
adverse impact on the industry, safety, or consumers.”  Id. at 29.  The agency also responded to 
comments on the TAR and Proposed Determination, including responses to all technical 
concerns raised by manufacturers.  See, e.g., Proposed Determination on the Appropriateness of 
the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the 
Midterm Evaluation:  Technical Support Document EPA-420-R-16-021 (Nov. 2016) at App. A 
(response to comments of Alliance of Automobile Manufacturers’ Contractor Reports Titled 
“Final Report for Technology Effectiveness (Phase I and II)”). 

Following the presidential transition, EPA and NHTSA jointly announced in March 2017 that 
EPA planned to reconsider the 2017 Final Determination.  82 Fed. Reg. 14,671 (Mar. 22, 2017).  
In August 2017, the agencies explained that the reconsideration would be “conducted in 
accordance with the regulations EPA established for the Mid-Term Evaluation,” and sought 
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public comment.  82 Fed. Reg. 39,553.  But the notice stated that the TAR – the technical report 
supporting the 2017 Final Determination –was “not being reopened for comment.”  Id. 

On April 13, 2018, EPA Administrator Scott Pruitt published an 11-page decision that reversed 
and withdrew the 2017 Final Determination. 83 Fed. Reg. 16,077 (“Revised Final 
Determination”).  The Revised Final Determination came without any technical report or other 
supporting analysis. 

The Revised Final Determination represented a largely unexplained turnabout from the 2017 
Final Determination.  The Administrator pronounced that “many of the key assumptions EPA 
had relied upon” the previous year were “optimistic or have significantly changed and thus no 
longer represented realistic assumptions,” and that existing emissions standards for MY2022-
2025 “present[ed] challenges for auto manufacturers due to feasibility and practicability,” and 
raised “potential concerns” on safety and consumer costs.  83 Fed. Reg. at 16,078, 16,087.  EPA 
declared that unspecified and undisclosed new information – a “significant record … developed 
since the January 2017 Determination” – had undermined its prior decision.  Id. at 16,078. 

The Revised Final Determination did not explain the rationale for departing from the detailed 
data and technical analysis that formed the basis of the 2017 Final Determination.  See § 
12(h)(2).  For example, while the Revised Final Determination briefly asserts that gas prices 
were lower than had been anticipated in 2012, it nowhere acknowledges that the TAR and the 
2017 Final Determination had determined that the current MY2022-2025 standards would 
continue to be effective and cost-beneficial even under fuel-price scenarios substantially lower 
than those considered in the Revised Final Determination, see Final Determination 13, 23; TAR 
3-4 to 3-5, nor did it provide a reasoned basis for reaching a different conclusion.  

Similarly, the Revised Final Determination adverted to new information or possible doubts about 
other factors such as technology, costs, and safety, but provided virtually no explanation why the 
contrary conclusions in the 2017 Final Determination – which were far more extensive and were 
subjected to peer and public review – were flawed.  Nonetheless, the Revised Final 
Determination declared that “the current GHG program for MY2022-2025 vehicles presents 
difficult challenges for auto manufacturers and adverse impacts on consumers,” and that the 
“standards are not appropriate,” thereby “conclud[ing] EPA’s [Mid-Term Evaluation] under [§] 
12(h).”  83 Fed. Reg. at 16,087.808 

2. The MTE regulations were designed to provide a fair and transparent process 
for the entire public, not just “regulated parties.”  

In the D.C. Circuit litigation in which states, environmental groups, and industry participants 
challenge the Revised Final Determination, EPA has taken the position that the MTE process 
was a one-way affair, i.e., that EPA was obligated to comply with the MTE regulatory 
requirements if it decided to retain the standards adopted in 2012, but if EPA decided to weaken 

 
808 Referring to the just-issued Revised Final Determination on his official Twitter account, former 
Administrator Pruitt explained that EPA “plans to roll back Obama Admin fuel standards,” which were 
“not appropriate & needed to be revised” and were “too high.” 
https://web.archive.org/web/20180608153304/https:/twitter.com/epascottpruitt/status/9812398769715650
56; https://web.archive.org/web/20180404003625/https://twitter.com/EPAScottPruitt. 

http://www.westlaw.com/Link/Document/FullText?findType=L&pubNum=1000547&cite=40CFRS86.1818-12&originatingDoc=IB6007C203EE811E884BDCC2B303AD1E4&refType=RB&originationContext=document&vr=3.0&rs=cblt1.0&transitionType=DocumentItem&contextData=(sc.Search)#co_pp_f383000077b35
http://www.westlaw.com/Link/Document/FullText?findType=L&pubNum=1000547&cite=40CFRS86.1818-12&originatingDoc=IB6007C203EE811E884BDCC2B303AD1E4&refType=RB&originationContext=document&vr=3.0&rs=cblt1.0&transitionType=DocumentItem&contextData=(sc.Search)#co_pp_f383000077b35
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the standards, the agency could ignore the MTE regulations and need not answer to the public or 
a court.  Thus, EPA argues in its D.C. Circuit motion to dismiss that the MTE regulations were 
designed to benefit only directly “regulated parties.”  See EPA Reply in Support of Motion to 
Dismiss, California v. EPA, D.C. Cir. No. 18-1114, at 9-10, Doc. 1751968 (“EPA constructed 
the regulation governing the [Mid-Term] Evaluation so that regulated parties would have 
assurance that EPA would take at least one hard look at potentially revising the standards in view 
of unanticipated circumstances, and if EPA decided not to revise the standards, regulated parties 
would have the opportunity to challenge that decision.”).  EPA also claims to have exercised its 
authority to revisit existing regulations, appearing to claim that it is not bound by the 
requirements of the MTE regulations. 

But that position is irreconcilable with EPA’s behavior (in purporting to follow the MTE 
regulations) and the text of the regulations, which do not say they are intended only to benefit 
regulated industry or to limit the ability to enforce MTE requirements to particular parties or to 
advocates of weaker regulation.  The regulations set forth various mandatory requirements that 
on their face apply without regard to the identity of the parties advocating changing or retaining 
them – including requirements that EPA set forth the technical basis for its determination and 
provide a “detailed assessment” on the record of enumerated factors regardless of the nature of 
its determination.   

EPA should clarify whether it is relying upon the proposition asserted in its litigation filing that 
the MTE regulations protect only regulated entities.  Despite recent suggestions in litigation that 
it is exercising independent authority to change the regulations outside and independent of the 
MTE process, EPA has taken no action to rescind the MTE regulations.  Hence it is obligated to 
follow them.  See Nat’l Envtl. Dev. Ass’ns Clean Air Project v. EPA, 752 F.3d 999, 1009 (D.C. 
Cir. 2014) (“[A]n agency is not free to ignore or violate its regulations while they remain in 
effect.”) (citation omitted).  EPA should explain whether it regards the MTE regulations as 
impliedly rescinded by the present proposal, or whether the MTE regulations continue to be 
effective. 

3. EPA violated the regulatory requirements that the technical basis for the 
EPA’s Final Determination be made available for public review and comment.  

The MTE regulations contemplate that the technical information upon which the Administrator’s 
“appropriateness” determination is based must be set out for public review and comment:  “The 
Administrator shall make the determination required by this paragraph (h) based upon a record 
that includes . . . A draft Technical Assessment Report addressing issues relevant to the standard 
for the 2022 through 2025 model years” and “Public comment on the draft Technical Assessment 
Report.” 40 C.F.R. § 86.1818–12(h)(2).  Under those regulations, a draft TAR must be issued 
months before any final determination.  40 C.F.R. § 86.1818–12(h)(3)(ii) (“No later than 
November 15, 2017, the Administrator shall issue a draft Technical Assessment Report 
addressing issues relevant to the standards for the 2022 through 2025 model years.”). These 
requirements make clear that with respect to any “issues relevant to the standard for the 2022 
through 2025 model years,” 40 C.F.R. § 86.1818–12(h)(2)(ii), EPA must publish any technical 
findings in proposed form in a draft TAR, and allow for public input on them before relying 
upon them to support a Final Determination.  
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The 2017 Final Determination rested upon a detailed draft TAR that was made available for 
public review and comment, as well as a Proposed Determination that incorporated updates to 
the draft TAR, responded to public comments on the draft TAR, and was also subject to public 
review and comment.  This course of action properly followed the procedures in the MTE 
regulations, which recognize that updates to the analyses in the draft TAR might occur based on 
this comment process as well as comments on the appropriateness of the standards.  But at its 
core, the regulatory scheme starts with a draft TAR that contains all of the technical analyses and 
assessments that the Administrator intends to rely on in his or her final determination.        

In contrast, the April 2018 Revised Final Determination followed no presentation of supporting 
evidence and proposed findings for public review and comment.  No draft TAR preceded the 
2018 Revised Final Determination laying out the ostensibly new information that was not 
considered in the 2016 draft TAR.  The April 2018 determination thus refers to unspecified new 
information that supposedly warrants a 180-degree reversal of the 2017 determination, but that 
the public had no opportunity to comment on.  This reliance upon unspecified information that 
has not been identified or evaluated, and not made available for public comment, violates the 
MTE regulations.  

In the Revised Final Determination, EPA relied almost exclusively on the largely undocumented 
new information and analyses that had not been available in the TAR or in any other materials 
that were made available for public review and comment.   Rather, EPA simply asserted that this 
new information existed and warranted a “not appropriate” finding.  This procedure violated the 
MTE regulations and foreclosed the ability of the public and all stakeholders to review and 
comment on the basis of EPA’s proposed determination regarding the appropriateness of the 
existing regulations.  EPA converted what was supposed to be an open and transparent process 
into an opaque one in which EPA’s determination was based on undisclosed information and 
cherry-picked assertions in industry comments (and even then, ignored that the agency had 
already addressed many of those industry comments).   

In the process leading up to the Revised Final Determination, EPA flouted both the letter of these 
regulations and their broader purpose of giving stakeholders and the general public the 
opportunity to review and comment upon the technical information and analyses upon which 
EPA proposed to make its determination of the “appropriateness” of the standards.  In 2016, 
EPA prepared an extensive TAR for the MTE, solicited and received comment, and relied upon 
that TAR and the public comment in its January 2017 decision finding the existing standards 
appropriate.  In the 2017-2018 reconsideration of that finding, however, EPA did not issue any 
new or amended TAR.  Nor did EPA call for further comment on the existing TAR.  82 Fed. 
Reg. 39,553 (stating that TAR was “not being reopened for comment”).  Yet, EPA did not use 
this or any other TAR to support its Revised Final Determination--nor explain why it did not--
and instead relied extensively upon claimed new technical information about a broad variety of 
topics, including gasoline prices, the feasibility and cost of various automotive technologies, 
safety concerns, and others.  Without further elaboration, EPA summarily declared that new 
information – a “significant record … developed since the January 2017 Determination” – had 
undermined its prior decision.  Id. at 16,078.  

In the Revised Final Determination, EPA announced, again without evidence or analysis, that 
“many of the key assumptions EPA had relied upon” the previous year were “optimistic or have 
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significantly changed and thus no longer represented realistic assumptions,” and that existing 
emissions standards for MY 2022-2025 “present challenges for auto manufacturers due to 
feasibility and practicability,” raise “potential concerns” on safety, and increase consumer costs.  
Id. at 16,078.  Because the Revised Final Determination never attempts to refute the findings in 
the January 2017 Final Determination as inconsistent with the record, the claimed new 
information forms the entire basis for the Revised Final Determination and for rejecting and 
withdrawing the January 2017 decision.809  But none of this alluded-to information was 
incorporated into a technical assessment report, analyzed, compared to the existing TAR or made 
available for public review and comment.  EPA’s reliance on this information – and the Revised 
Final Determination itself – were accordingly unlawful. 

EPA’s failure to compile a TAR (or supplement the 2016 TAR) setting forth for public review 
and comment the ostensibly new information underlying the Revised Final Determination was a 
plain violation of the MTE regulations, to say nothing of the agency’s obligation to closely 
examine and address the existing factual record when revising agency action.810  EPA’s violation 
meant that EPA did not have the benefit of either a formal, public compilation of underlying 
technical information or comment thereon, and it rendered EPA’s Revised Final Determination 
unlawful.   

It also deprived stakeholders including supporters of the existing regulations of access to a 
resource – a TAR compiling the information assertedly favoring a weakening of the standards – 
to which they were entitled by law and that would allow them more effectively to comment on 
the current proposal. That legal error has not been cured by the proposal, which itself fails to 
engage with the TAR and supply the “detailed” agency findings required by the MTE regulations 
that commenters could use to enhance their participation in the ongoing rulemaking. Compare 42 
U.S.C. § 7607(d)(3) (disclosure requirements for proposed rule under the CAA), with 40 C.F.R. 
86.1818-12(h)(4) (disclosure requirements for MTE final determination). In contrast to the first 
MTE process, EPA also did not provide the public with a proposed final determination – a 
failure that compounded the agency’s unlawful failure to provide for a technical assessment 
report and public comment on EPA’s allegedly decisive new information that had come to light 

 
809 See, e.g., 83 Fed. Reg. at 16,079 (“The Administrator finds, based on the record, including new data 
and information provided since January 2017, that the January 2017 Determination was optimistic in its 
assumptions and projections with respect to the availability and effectiveness of technology and the 
feasibility and practicability of the standards.”); id. at 16,079 (relying on “EPA’s latest data” and “new 
reports and data submitted by stakeholders” relating to companies’ reliance on credits in MYs 2016 and 
2017); id. at 16,079  (citing alleged new information that “calls into question EPA assumptions for the 
2012 rulemaking and the January 2017 Determination” concerning EV sales); id. at 16,080 (citing alleged 
“information received since the January 2017 Determination” relating to technology); id. at 16,084 (citing 
claimed new information that fuel cost savings that “supports EPA’s determination that the current 
standards are inappropriate”); id. at 16,085 (“Based on the information provided above, the Administrator 
believes that there is strong basis for concern that the current emission standards from MY 2022—2025 
may not produce the same level of benefits that was projected in the January 2017 Determination”); id. at 
16,087 (“it is clear that many of the key assumptions EPA relied upon in its January 2017 Determination, 
including gas prices, and the consumer acceptance of advanced technology vehicles, were optimistic or 
have significantly changed”).   
810 See, e.g., infra section II(A). 
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since January 2017. 

The information EPA did rely on the Revised Final Determination consisted largely of materials 
submitted by auto manufacturers and other proponents of weakening the existing standards. 
While these parties had every right to participate in the rulemaking and submit any relevant 
information, the regulations required that other parties have an opportunity to review and 
comment on the basis for EPA’s determination. This procedure set out in the regulations serves 
to ensure that all stakeholders would have the opportunity to review and comment upon the 
informational basis for EPA’s proposed determination.  In the Revised Final Determination, EPA 
converted a process designed to provide a fair opportunity for all stakeholders to review and 
comment on the technical basis for MTE into a process designed to benefit only “regulated 
parties.”  This fundamental alteration of the process contemplated by the regulations was 
unlawful. 

Nor is it any excuse that EPA did prepare and invite comment on a TAR as part of the MTE that 
ended in January 2017.  EPA’s subsequent process thoroughly disregarded and directly overruled 
that process, “withdrawing” EPA’s prior conclusion, based upon information that had not been 
made part of any TAR or made available for public review and comment.  The procedure EPA 
followed in reconsidering the January 2017 Final Determination ignored the regulations and 
purported to reach the opposite result, but without allowing the public to review and comment on 
the new information that allegedly rendered the old determination incorrect. 

The April 2018 Revised Final Determination was unlawful.  The regulations require a multi-
stage, multi-agency process with several rounds of public comment; detailed technical analysis 
with peer review and public vetting of a formal agency technical report; and a “detailed” 
explanation by the Administrator of the basis for his ultimate determination as to “each of the 
factors” set forth in the regulation.  § 12(h).  This process was meant to ensure that any decision 
– whether to retain the 2012 standards, to weaken them, or to strengthen them – would be based 
upon that full, publicly-vetted technical record and formal, explicit findings.  That EPA is now 
conducting notice and comment on the proposed changes to the standards does not redress the 
unlawfulness of the Revised Final Determination.  The detailed process and assessment that the 
2012 MTE regulations require must occur before a revisory rulemaking can begin.  The Revised 
Final Determination itself violates EPA’s obligations timely to provide the public with that 
information, independent of further rulemaking proceedings.  See § 12(h)(4). 

Similarly, the Revised Final Determination flouted the APA’s notice and comment requirements.   
The APA’s notice and comment requirements, 5 U.S.C. § 553, apply to any CAA rulemaking 
that, like the MTE proceeding, is not among the specific categories of actions enumerated in 
section 307(d), 42 U.S.C. § 7607(d)(1).  Here EPA failed to present, analyze and take comment 
on alleged “game-changing” new information precluding comment on technical issues that the 
Administrator would later determine to warrant an “inappropriateness” finding.  This failure 
deprived the public of an opportunity to comment upon new information that EPA claimed to 
warrant reversing an agency judgment reached only a year before. 

The MTE regulations contemplate that the technical basis for EPA’s determination be made 
public and available for public review and comment before the Administrator makes a final 
determination on the “appropriateness” of standards.  This process was unlawfully ignored. 
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4. The withdrawal of the January 2017 Determination was unsupported and 
unlawful.  

In the April 2018 Revised Final Determination, EPA withdrew the January 2017 Final 
Determination.  But EPA not only failed to make the technical information assertedly supporting 
such withdrawal available for public review and comment as required by the regulations, but also 
failed to provide any reasoned explanation for such withdrawal.811  EPA failed to explain why 
the extensive findings in the January 2017 Final Determination were incorrect.812   

In withdrawing the January 2017 Final Determination, without a serious analysis of the findings 
therein, EPA has treated the MTE regulations as a one-way proposition in which record-building 
requirements and public review and reasonable explanation requirements are only there to 
benefit “regulated parties,” and may be ignored so long as the regulated parties are satisfied with 
EPA’s course of action.  EPA failed to provide the requisite reasoned, record-based explanation 
for withdrawing the January 2017 Final Determination.  Accordingly, EPA should reinstate its 
January 2017 determination and conduct any reconsideration of it in accordance with the MTE 
regulations and basic principles of administrative law. 

The Revised Final Determination violated basic principles of administrative law and failed to 
abide by the Mid-Term Evaluation regulations EPA purported to be following.  The EPA was 
free to reconsider the 2017 Final Determination, but in doing so was required to examine all of 
the relevant evidence, analyze the issues, respond to technical and other objections raised, and 
provide a reasoned justification for rejecting prior technical, scientific and policy judgments 
made by EPA.  Such reasoned decision-making is required as a matter of general administrative 
law, see, e.g., Motor Vehicles Manufacturers Ass’n v. State Farm Mut. Auto. Ins. 
Co., 463 U.S. 29 (1983), but it is additionally required under the regulations governing the 
Midterm Evaluation requiring that the agency provide a “detailed” assessment of each of the 
enumerated factors and base its decision upon a publicly vetted evidentiary record.  

The original Final Determination followed upon multiple rounds of public comment on EPA’s 
technical record and Proposed Determination, and was based on 1500 pages of agency technical 
analysis and carefully supported findings by the prior EPA. The Revised Final Determination 
makes no effort to engage with the massive technical record supporting the original Final 
Determination, contains no technical analysis and fails to provide any substantiated reasons or 
any evidence for its determination that the standards are not appropriate.  It is an unexplained 
about-face without any record support apart from unexamined references to industry comments, 
and is based upon an unfounded claim that ostensibly new information since January 2017 
obviates the need to explain the reversals of position.   

The April 2018 Revised Final Determination finds that the standards are “inappropriate,” in 
doing so rejecting the opposite finding in EPA’s January 2017 Final Determination.   In addition 
to reaching a different “bottom line” conclusion, the April 2018 Revised Final Determination 
concludes that the various factors required to be considered in the MTE regulations require an 

 
811 E.g., Motor Vehicle Mfrs. Ass’n. v. State Farm Mut. Auto. Ins. Co., 463 U.S. 29 (1983); FCC v. Fox 
Television Stations, Inc., 556 U.S. 502 (2009).   
812 See, e.g., Fox, 556 U.S. at 516 (agency changing course must provide reasoned explanation for 
“disregarding facts and circumstances that underlay or were engendered by the prior policy”). 

https://en.wikipedia.org/wiki/List_of_United_States_Supreme_Court_cases,_volume_463
https://en.wikipedia.org/wiki/United_States_Reports
https://supreme.justia.com/cases/federal/us/463/29/
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“inappropriateness” finding –  the opposite of EPA’s findings on these same issues in January 
2017. 

While reaching opposite conclusions, the April 2018 Revised Final Determination pays only 
minimal attention to the January 2017 determination and extensive factual record.  And the 
Revised Final Determination “withdraws” the January 2017 determination, but does not explain 
why either its “appropriateness” finding or its supporting determinations as to the specific 
enumerated factors, based on the extensive technical record, are wrong.   

The Administrator’s about-face on the precise same issues addressed just over a year before does 
not meet basic administrative law requirements for such agency reversals, which require a 
reasoned explanation for a change of position, including an explanation for why EPA is 
repudiating the detailed findings it made in the earlier Final Determination.813   

But the Revised Final Determination is all the more unlawful because it also violates the 
regulations that govern the MTE process.  The MTE Regulations require the Final Determination 
be based upon a factual record that has been subjected to public review and comment, rest on 
consideration of certain enumerated factors, and that the Administrator set forth “in detail the 
bases” for his determination as to whether the standards for Model Years 2022-25 are 
“appropriate,” “including the Administrator’s assessment of each of the factors listed in 
paragraph (h)(1) of this section.” 40 C.F.R. 86.1818-12(h).  

In the Revised Final Determination, EPA flouted these requirements.  The agency failed to make 
the required detailed assessments of the enumerated factors.  The fact that his Revised Final 
Determination rejects contrary findings that the agency made, based on extensive technical 
analysis, on the identical issues exacerbates the agency’s failure to make an adequate 
explanation.   

EPA’s unexplained reversals of determinations on the precise same issues addressed just over a 
year before are unlawful under general principles of administrative law and are equally clearly 
violative of the “detailed” assessment requirement in the MTE regulations.  Similarly, EPA’s 
threadbare explanations for its finding of “inappropriateness” and its assessment of the various 
factors – which often consist of little more than uncritical summaries of  industry comments or 
assertions of a need for further analysis – would not have met the regulatory requirement for a 
“detailed” and record-based assessment of the factors even if the agency had been writing on a 
blank slate, rather than rejecting express, elaborately explained and documented agency findings 
set out in January 2017 Final Determination. 

Rather than showing why the January 2017 determination was incorrect or unsupported, the 
Administrator primarily relied upon claims that new developments in the auto industry or 
broader economy have undermined the January 2017 Final Determination, revealing that the 

 
813 See Fox, 556 U.S. at 515 (When an agency’s “new policy rests upon factual findings that contradict 
those which underlay its prior policy,” the agency must “provide a more detailed justification than what 
would suffice for a new policy created on a blank slate.”).  An agency may not “disregard contrary or 
inconvenient factual determinations that it made in the past, any more than it can ignore inconvenient 
facts when it writes on a blank slate.”  Id. at 537 (Kennedy, J. concurring). 
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predicates for the standards “were optimistic or have significantly changed.”  83 Fed. Reg. at 
16,078; see also id. 16,079, 16,082, 16,084, 16,087. 

But while the Revised Final Determination relies on the claim that new information has rendered 
EPA’s 2017 Final Determination obsolete, it abjectly fails to demonstrate that this is so.  The 
Revised Final Determination fails to identify new evidence that warrants conclusions different 
from those in the January 2017 Final Determination – or new developments that are so radically 
different from the world that confronted EPA in January 2017 that they warrant simply ignoring 
the pre-January 2017 record and the original Final Determination’s reasoning.  The Revised 
Final Determination never reviews or refutes, and in many instances never even mentions, the 
detailed reasoning and evidence offered in the 2017 Final Determination and the extensive 
technical analyses on which it was based, and never explains why those considerations no longer 
obtain.   

The Revised Final Determination fails to deliver on its claim that changes in the year-plus since 
January 2017 warrant opposite determinations on each of the various relevant factors and on the 
overall conclusion regarding “appropriateness.”  It completely fails to demonstrate how the 
ostensibly new information warrants rejection of EPA’s prior determinations on the same points 
reached just 15 months earlier.   

The Revised Final Determination’s treatment of particular factors suffers in each instance from a 
failure to address EPA’s contrary findings from just a year before, and fails to provide the 
“detailed” assessments required under the regulations.  For example, the Revised Final 
Determination leads off with a claim that lower-than-expected gas prices undermine the 
standards as adopted, asserting that gas prices are lower than was anticipated when the standards 
were adopted in 2012.814   But it ignores the updated analysis provided in the January 2017 final 
determination and fails to explain why that analysis was wrong.   The Revised Final 
Determination overlooks that EPA in 2016-2017 exhaustively considered changes in gas prices 
in the Draft TAR, the Proposed Determination, and in the January 2017 Final Determination, 
concluding—based on analyzing the program’s feasibility given a wide range of gas price 
scenarios--that the program “is working even at low fuel prices” (Final Determination at 8); and 
that the program would continue to be effective and cost-beneficial under a wide variety of fuel 
price scenarios including prices substantially lower than have been observed.  See also Final 
Determination at 13, 23; TSD 3-4 to 3-5.  The Revised Final Determination does not even 
acknowledge these analyses, let alone explain why they are wrong. 

While the 2018 Revised Final Determination complains EPA did not take into account lower gas 
prices, in fact the gas prices EPA used in the 2017 Final Determination were lower than the gas 
prices used in the 2018 Revised Economic Impact Analysis (EIA 2018), at least prior to about 

 
814  83 Fed. Reg. at 16,078 (“Many of the key assumptions EPA relied upon in its January 2017 
Determination, including gas prices and the consumer acceptance of advanced technology vehicles, were 
optimistic or have significantly changed and thus no longer represent realistic assumptions. For example, 
fuel price estimates used by EPA in the original rulemaking are very different from recent EIA 
forecasts.”); id. at 16, 084 (“Thus, the projections for fuel cost savings in the 2012 rule may have been 
optimistic, which increases the challenge manufacturers face in making fuel-efficient vehicles attractive 
to consumers. This consideration supports EPA’s determination that the current standards are 
inappropriate and should be reconsidered in a new rulemaking.”). 
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2032.  83 Fed. Reg. at 16,085, Figure 3.815  The Revised Final Determination undertakes no 
analysis of how much gas prices differ from prior assumptions, why and how lower gas prices 
might affect the standards, or the extent of any such impact; gives no insight into its predictions 
of how gas prices will change in the future or of the effect of any such changes; does not 
consider how such impacts on the standards could be mitigated by other technology paths; and 
contains no estimate of a range of alternative future gas prices or of their likely effect.  

The Revised Final Determination’s treatment of other key factors follows a similar, arbitrary 
pattern.  EPA contends that “changes in trends of electrification since the January 2017 
Determination” undermine EPA’s prior conclusion that the standards remain appropriate.  Citing 
a figure included in industry comments, EPA states:  “The figure below shows that since a peak 
in 2013, electrified light-vehicle (LV) sales have decreased both as a total and as a percentage of 
all light-vehicle sales.  This calls into question EPA assumptions for the 2012 rulemaking and the 
January 2017 Determination that sales of electrified LVs will be sufficient to support compliance 
with the MY 2022–2025 standards.”  83 Fed. Reg. at 16,079.  But this assertion fails to address 
EPA’s prior finding in the January 2017 Finding (not an “assumption”) that very low levels of 
electrification would be required to comply with the standards, documenting in detail two 
compliance pathways to meeting the 2025 standards involving improved efficiency of internal 
combustion engines, rather than extensive electrification.  See Final Determination at 25 and 
sources cited; see also National Research Council of the National Academies of Science, Cost, 
Effectiveness and Deployment of Fuel Economy Technologies for Light Duty Vehicles (June 
2015) (reaching same conclusion).  Furthermore, the Revised Final Determination truncates the 
data on electrification, cutting off data since 2015, which was readily available before the 
Revised Final Determination was issued, which shows recovering electric vehicle sales.816  The 
Revised Final Determination provides no analysis of how much the supposed decrease differs 
from what EPA assumed before, no analysis of the effect of the assumed decrease, of coming 
trends or of alternative tech pathways under which the standards would still remain feasible, and 
no refutation of the agency’s prior conclusion. 

In several instances, the Revised Final Determination relies on the mere fact that industry 
commenters had submitted new information.817  But an unquestioning recitation of the 
submissions of commenters with no analysis or evaluation of the merits of the comments does 
not constitute a reasoned agency explanation of why EPA is rejecting its own prior 

 
815 Indeed gas prices have increased significantly since January 2017. 
816 See Bethany Davis Noll, et al., Institute for Policy Integrity, Analyzing EPA’s Vehicle Emissions 
Decisions:  Why Withdrawing the 2022-2025 Standards Is Economically Flawed at 3 (Inst. Policy 
Integrity May 2018) (later version of report from same industry group, issued prior to the Revised Final 
Determination, shows “that electrified vehicle sales have actually grown for the last two years, both in 
absolute terms and as a fraction of overall new vehicle sales ….”), 
https://policyintegrity.org/files/publications/Analyzing_EPAs_Fuel-
Efficiency_Decisions_Policy_Brief.pdf. 
817 See 83 Fed. Reg. at 16,081  (“New information from Global Automakers provided that ‘it is difficult to 
maintain confidence in the agency’s optimism about the wide consumer acceptance, supply availability, 
safety and learning for new, unproven technologies such as the broad application of naturally aspirated 
Atkinson cycle engines’”); 16,081 (“Both the Alliance and Global Automakers submitted detailed 
information regarding various aspects of EPA modeling, raising several technical issues, and submitted 
several new studies in support of their comments.”).   
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comprehensive and in-depth analyses on these issues, analyses which were supported by 
extensive, publicly vetted technical evidence in the MTE process.  The Revised Final 
Determination also ignores EPA’s prior response to many of these same comments.818   

Merely pointing to public comments does not constitute a reasoned explanation for an agency 
change of view, nor does it constitute EPA’s own “detailed assessment” as required under the 
MTE regulations.  Again, EPA has made a determination that the standards are not “appropriate” 
and need to be made less stringent – that final determination cannot reasonably be based upon 
unexamined commenter arguments that the standards are defective.   Had EPA, for example, 
grounded a decision to strengthen the standards upon mere argument in public comments, car 
manufacturers would have correctly observed that such a justification would be inconsistent with 
the MTE regulations’ requirements that EPA make its own expert judgments based upon the 
evidentiary record.  That concern is no less serious when the agency concludes that deregulation 
is warranted. 

The original Final Determination rested upon an exhaustive and detailed analysis of the 
standards’ technical feasibility in light of information that had developed since 2012.  EPA did 
not even invite renewed comment on that technical assessment, or set out any ostensibly new 
evidence for public review or comment or incorporation into a supplemental technical report.  
The Revised Final Determination provides no reason to depart from EPA’s findings in the 
January 2017 Final Determination that the standards remain technically sound.  

Similarly, the Revised Final determination contains cursory discussions of various other issues – 
including consumer acceptance, rebound, and safety – without pointing to any firm evidence, 
relying largely on industry comments, failing to engage with the evidence in the TAR, and 
utterly failing to show any basis for disturbing EPA’s earlier findings on these issues.  For 
example, on safety, EPA devoted an entire chapter of the draft TAR to an examination of 
whether vehicle emissions and fuel economy standards had an effect on vehicle safety, and 
further refined this analysis in the Proposed Final Determination.  EPA determined “that the 
Draft TAR analysis represents the most up-to-date safety analysis,” and found that effects on 
safety were marginal but “on net, the EPA analysis shows small net fatality decreases over the 
lifetimes of MY2021 through 2025 vehicles.”  Proposed Determination at 29.  In the Revised 
Final Determination, the Administrator cited a need to perform additional safety analysis as “an 
additional reason” to revise the standards.  83 Fed. Reg. 16,086.  There was no discussion of 
EPA’s prior detailed analysis, entire chapters of the draft TAR (on which EPA did not even 
request comment) or TSD – let alone any detailed assessment of any safety effects. Under the 
MTE regulations, any such “additional safety analysis” had to be performed, documented in a 
new TAR, and published for notice and comment, and those comments responded to, before 
safety could be cited as a factor allowing the MTE to be withdrawn. 

 
818 See, e.g., App. A to TSD; Final Determination Response to Comment Document pp. 20-24 and sources 
there cited. 
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5. EPA failed to provide the requisite detailed assessment of the factors 
enumerated in the MTE regulations.  

Under the MTE Regulations, the Administrator was required to provide the public with a 
“detailed” assessment of each of the enumerated factors as part of his final determination on the 
“appropriateness” of the existing standards.  § 12(h)(4).  EPA failed to provide that required 
assessment, instead providing a very cursory discussion of the factors, without providing factual 
support, and without addressing EPA’s recent findings in the January 2017 Final Determination.  
EPA indicated that it intended to review various of the factors further, but the regulations require 
a detailed assessment as a prelude to the agency’s determination of appropriateness.  EPA’s 
failure to provide the required detailed assessment deprived the public of vital information 
concerning the basis for EPA’s decision.  

On numerous points in the Revised Final Determination, the Administrator merely declares that 
more study is warranted, and cites this as the ground for finding that the current standards are 
inappropriate.819  The MTE regulations do not permit a finding of inappropriateness to be based 
on a mere purported desire for more information.  Instead, they contemplate that EPA would 
assemble, present, analyze, take comment upon, and carefully review a comprehensive factual 
record, and on the basis of that record and public input, “set forth in detail” the bases for the 
Administrator’s final determination, including assessment of each of the enumerated factors.   
Particularly given that the Administrator did not provide for public input on the ostensibly new 
information and did not explain his rejection of the Final Determination’s contrary 
determinations on each of these points, the numerous “punts” in the Revised Final Determination 
are further proof of its illegality.  

To avoid the MTE regulations’ requirements the Administrator would need to propose to rescind 
them, which he has not done.  If EPA wished to throw out the regulatory framework – a 
framework the auto manufacturers insisted EPA must comply with – the agency needed to 
propose, take comment on, and finalize a rescission of the MTE regulations. 

The MTE regulations establish a special, carefully structured process that was designed to 
provide all stakeholders an opportunity to review and comment on information relevant to 
whether to change the standards, and structured to accommodate the distinct considerations 
applicable to review of standards for which long lead time is required and which depend upon 
analysis of an extensive technical record.  EPA’s failure to include a detailed assessment of the 
enumerated factors explaining the basis for EPA’s finding that the existing standards are not 
“appropriate,” like its failure to provide the technical basis for public review and comment, 

 
819 83 Fed. Reg. at 16,084 (“EPA concludes that affordability concerns and their impact on new vehicle 
sales should be more thoroughly assessed, further supporting its determination to initiate a new 
rulemaking for the 2022–2025 standards.”); id. at 16,086 (“EPA finds that a more rigorous analysis of job 
gains and losses is needed to determine the net effects of alternate levels of the standards on employment 
and believes this is an important factor to consider in adopting appropriate standards.  EPA intends to 
include such an analysis as part of the basis for the new rule.”); id. (“EPA intends to further assess the 
scope of its safety analysis in the upcoming rulemaking to examine the possible impacts of fleet turnover 
on safety.  The Administrator finds that this safety analysis is an additional reason to undertake the 
forthcoming rulemaking.”). 
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deprived stakeholders supporting the existing standards of critical information, including 
information necessary to address EPA’s new position in this rulemaking.  Had EPA complied 
with the MTE regulations -- even if it had concluded that the existing standards are not 
appropriate -- stakeholders would have had the benefit of a technical basis for that determination, 
as well as the Administrator’s “detailed assessment” of the enumerated factors, as required by 
the regulations.  This vital information was critical to stakeholders’ evaluation of EPA’s basis for 
revising the regulations, particularly given EPA’s proposal to rely on novel technical analyses 
from NHTSA and its rejection of requests from stakeholders from states to NGOs to the auto 
industry for additional time to evaluate the proposal.   

EPA’s violations of the MTE regulations in the Revised Final Determination injured 
stakeholders and the public and harmed the integrity of the rulemaking process.  EPA must 
withdraw its Revised Final Determination, revisit the MTE record, disclose and provide an 
opportunity for comment on its technical analyses, and make the “detailed” findings required by 
agency regulations before making the determination as to appropriateness of the existing 
standards that is a prerequisite to undertaking any rulemaking to consider revising its 2022-25 
standards. Absent compliance with these requirements, this rulemaking proceeding is improper, 
and any resulting final rule purporting to revise the standards will be arbitrary and capricious, an 
abuse of discretion, and contrary to law. 

G. The Agencies’ proposal is inconsistent with Executive Order 12898. 

1. The proposal is inconsistent with the Agencies’ obligation to assess and 
address adverse impacts on minority and low-income populations. 

In the Proposal, EPA and NHTSA conclude that the proposed rollback will not have 
disproportionately high and adverse human health or environmental effects on minority 
populations and low-income populations. 83 Fed. Reg. at 43,474-75. The agencies have failed to 
provide an adequate justification for their position. As explained below, this conclusion is 
inconsistent with Executive Order 12,898, Federal Actions to Address Environmental Justice in 
Minority Populations and Low-Income Populations. 

Executive Order 12898 provides that “[t]o the greatest extent practicable and permitted by law 
… each Federal agency shall make achieving environmental justice part of its mission by 
identifying and addressing, as appropriate, disproportionately high and adverse human health or 
environmental effects of its programs, policies, and activities on minority populations and low-
income populations in the United States.” Exec. Order No. 12898, § 1-101. Under the Order, all 
federal agencies, including EPA and NHTSA, “shall collect, maintain, and analyze information 
assessing and comparing environmental and human health risks borne by populations identified 
by race, national origin, or income … [and] shall use this information to determine whether their 
programs, policies, and activities have disproportionately high and adverse human health or 
environmental effects on minority populations and low-income populations.”  Id. § 3-302(a).  

The language of §§ 1-101 and 3-302 indicates that the agencies are required to perform an 
analysis to identify and address adverse impacts on people of color and low-income populations 
from their proposed action, “to the greatest extent practicable and permitted by law.” Id. § 1-101. 
See Coal. for Advancement of Reg'l Transp. v. Fed. Highway Admin., 576 Fed.Appx. 477, 494 
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(6th Cir. 2014) (recognizing compliance with the “procedural and substantive requirements for 
evaluating environmental justice impacts in Executive Order 12898”); Mid States Coal. for 
Progress v. Surface Transp. Bd., 345 F.3d 520, 541 (8th Cir. 2003) (“[t]he purpose of an 
environmental justice analysis is to determine whether a project will have a disproportionately 
adverse effect on minority and low income populations.”). 

Incorporating environmental justice into rulemaking processes is one of EPA’s goals under its 
EJ2020 Action Agenda, which aims to institutionalize “rigorous assessments of environmental 
justice analyses in rules.”820  The Department of Transportation also has a policy that 
“promote[s] the principles of environmental justice (as embodied in the Executive Order) 
through the incorporation of those principles in all DOT programs, policies, and activities.”  
Order 5610.2(a), 77 Fed. Reg. 27,534 (May 10, 2012).   

In the Proposal, EPA and NHTSA have failed to meet their mandate to assess and address the 
environmental justice implications of their proposed rollback under EO 12898 and their own 
policies. EPA makes a cursory description of its conclusions on environmental justice in the 
preamble, and NHTSA provides its relevant analysis in the Draft Environmental Impact 
Statement.821 Both agencies also provide a brief discussion of environmental justice issues in the 
Preliminary Environmental Impact Analysis (“PRIA”).822 As we discuss below and in our Joint 
Comments on NHTSA’s DEIS, these conclusions are wrong and do not fulfil the analysis 
required under EO 12898. 

2. The agencies’ conclusion that the proposal will not have disproportionately 
adverse climate pollution impacts on environmental justice communities is 
incorrect. 

In the preamble, EPA concludes that, with respect to greenhouse gases, the proposal will not 
have disproportionate impacts on communities of color and low-income communities because 
the final rule will affect the level of environmental protection for all affected populations, 
without regard to specific populations. 83 Fed. Reg. at 43,474.  This statement contradicts EPA’s 
own conclusion in its Endangerment Finding that certain populations, including poor people, are 
most vulnerable to climate-related effects and, therefore, deserve special attention.  74 Fed. Reg. 
66,496, 66,526 (Dec. 15, 2009).  In addition, as we explain in other comments to the docket, the 
PRIA omits nearly any discussion of climate impacts,823 and the analysis has deeply discounted 

 
820 EPA, EJ2020 Action Agenda, The U.S. EPA’s Environmental Justice Strategic Plan for 2016-2020, at 
iii, available at https://www.epa.gov/sites/production/files/2016-
05/documents/052216_ej_2020_strategic_plan_final_0.pdf  
821 See Joint Comments on The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 
2021-2026 Passenger Cars and Light Trucks: Draft Environmental Impact Statement, submitted to this 
docket and docket No. NHTSA-2017-0069. 
822 See generally NHTSA and EPA, Preliminary Regulatory Impact Analysis: The Safer Affordable Fuel-
Efficient (SAFE) Vehicles Rule for Model Year 2021 – 2026 Passenger Cars and Light Trucks (July 
2018), https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/ld-cafe-co2-nhtsa-2127-al76-epa-pria-
180823.pdf 
823 PRIA, at Section 10.2 on Energy and Environmental Impacts, deferring any meaningful discussion of 
GHGs to the Draft EIS.  
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the forgone public health and environmental benefits by using faulty economics and junk 
science.824  

EPA also concludes that the potential increases in climate change impacts resulting from this 
proposal are so small that they cannot be considered “disproportionately high” and “adverse” on 
EJ communities. 83 Fed. Reg. at 43,474.825 In Massachusetts v. EPA, 549 U.S. 497, 523 (2007), 
the Supreme Court rejected this very same argument--that incremental greenhouse gas emission 
reductions make no difference. The Supreme Court had this to say about EPA’s claims:   

EPA ... maintains that its decision not to regulate greenhouse gas emissions from 
new motor vehicles contributes so insignificantly to petitioners’ injuries that the 
Agency cannot be haled into federal court to answer for them. For the same reason, 
EPA does not believe that any realistic possibility exists that the relief petitioners 
seek would mitigate global climate change and remedy their injuries. That is 
especially so because predicted increases in greenhouse gas emissions from 
developing nations, particularly China and India, are likely to offset any marginal 
domestic decrease. [¶] But EPA overstates its case. Its argument rests on the 
erroneous assumption that a small incremental step, because it is incremental, can 
never be attacked in a federal judicial forum. Yet accepting that premise would 
doom most challenges to regulatory action ... [¶¶] ... Nor is it dispositive that 
developing countries such as China and India are poised to increase greenhouse gas 
emissions substantially over the next century:  A reduction in domestic emissions 
would slow the pace of global emissions increases, no matter what happens 
elsewhere.  

In the DEIS, NHTSA acknowledges that people of color and low-income populations are 
disproportionately vulnerable to the effects of climate change.826 Yet, the agency claims that 
“[t]he increases in adverse health impacts [for low-income and minority populations] under the 
action alternatives compared to the No Action Alternative would range from 0.3 percent (under 
Alternative 8 in 2025) to 5.2 percent (under Alternative 1 in 2050). These increases would be 
incremental in magnitude and would not be characterized as high.”827 The 0.3% to 5.2% figure 
(which is a methodological error related to the flawed characterization of fuel use and miles 
traveled, as we explained above) cannot be considered in isolation; on the contrary, since low-
income and minority populations are more vulnerable to the effects of the adverse health 
impacts, the effects would indeed be disproportionately adverse and high.  

 
824 See Institute for Policy Integrity, Comments on Quantifying and Monetizing Greenhouse Gas 
Emissions in the Draft Environmental Impact Statement for the Safer Affordable Fuel-Efficient Vehicles 
Rule for Model Year 2022-2026 Passenger Cars and Light Trucks, submitted to this docket. 
825 In our joint comments on NHTSA’s Draft Environmental Impact Statement, we explain the agencies’ 
(in that case, NHTSA) proposal to freeze the standards from 2021 to 2026 increase greenhouse gases. 
NHTSA’s assessment of climate impacts as immaterial relates to the fact that the agency wrongly 
compares these emissions to total worldwide emissions by 2100.  
826 DEIS at 7-11. 
827 Id. at 7-12. 
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Among the groups that are particularly vulnerable to the health impacts of climate change are the 
elderly, children, the sick, the poor, the socially isolated, and people of color.828 The stresses 
associated with being part of these populations are exacerbated by climate change, affecting 
health outcomes, access to food and quality water, and exposure to extreme heat.829 Increases in 
extreme heat events in cities in conjunction with the increase in toxic air pollution to which low-
income and minority populations are disproportionately exposed are expected to be drivers of 
increased morbidity and mortality.830 Non-urban populations are adversely affected by climate 
change impacts as well. Coastal tribal communities are rapidly having to relocate due to sea-
level rise, erosion, and permafrost thaw, all of which are contributing to a loss of cultural 
heritage, negative health impacts, and further impoverishment.831 

3. The agencies’ conclusion that the proposal will not have disproportionately 
adverse conventional pollution impacts on environmental justice communities 
is incorrect. 

With respect to conventional air pollutants, EPA and NHTSA conclude that the proposal will not 
have adverse human or environmental effects on people of color and low-income communities. 
83 Fed. Reg. at 43,474.832 First, even though NHTSA acknowledges in the DEIS that the 
potential increase in fuel production and consumption as a result of the proposal would result in 
higher emissions of conventional and toxic air pollutants, the agency concludes that 
disproportionate impacts on these communities are not foreseeable because “a correlation 
between proximity to oil refineries and the prevalence of low-income and minority populations 
has not been established in the scientific literature.”833 NHTSA makes this incorrect conclusion, 
despite the fact that in the PRIA, the agencies acknowledge a correlation between proximity to 
oil refineries and roadways, and the prevalence of low-income and minority populations.834 
Second, NHTSA claims that the magnitude of the increase in upstream emissions from oil 
production and distribution from the proposal is “very minor” and cannot be characterized as 
disproportionate.835  Third, both agencies claim that downstream emissions under the proposal 
will decrease, and thus benefit communities of color and low-income communities.836  83 Fed. 
Reg. at 43,475. As we explain below, each of these claims is incorrect. 

 
828 Global Change Research Program, Climate Change Impacts in the US (2014), at 9; see also Harlan and 
Ruddell, Climate Change and Health in Cities: Impacts of Heat and Air Pollution and Potential Co-
Benefits from Mitigation and Adaptation (2011), at 128. 
829 Id. at 14; 36. 
830 Harlan and Ruddell, Climate Change and Health in Cities: Impacts of Heat and Air Pollution and 
Potential Co-Benefits from Mitigation and Adaptation (2011), at 131. 
831 Maldonado et al., The Impact of Climate Change on Tribal Communities in the US: Displacement, 
Relocation, and Human Rights (2013), at 601. 
832 DEIS, at 7-11 - 7-12. 
833 Id. at 7-11. 
834 PRIA at 1317-1318. 
835 Id. 
836 Id. 
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a. The correlation between proximity to oil refineries and the prevalence of 
low-income people and people of color is well established in the scientific 
literature.  

In the DEIS, NHTSA acknowledges that the expected increase in fuel production and 
consumption associated with the action alternatives could lead to an increase in the emissions of 
criteria and toxic air pollutants from several sources, including refineries. Nonetheless, the 
agency misrepresents several academic studies to support its claim that there is only “mixed” and 
“anecdotal” evidence to support a correlation between low-income and minority populations and 
proximity to refineries. 837 NHTSA itself undermines its conclusion when it acknowledges that 
low-income people and people of color are more exposed to environmental hazards from refinery 
and roadway pollution838 and are more vulnerable to the effects of climate change. 839   

i. Studies on the environmental justice implications of proximity to 
refineries.  

NHTSA cites scientific literature to conclude that “disproportionate impacts on minority and 
low-income populations due to proximity to refineries are not predicted.” 840 However, the 
agency misrepresents and cites these studies out of context. NHTSA relies on the United Church 
of Christ’s Toxic Wastes and Race at Twenty: 1987 – 2007841 and Fischbeck et al’s Using GIS to 
Explore Environmental Justice Issues: The Case of US Petroleum Refineries842 studies to 
conclude that the evidence is “mixed.” It also uses Kay and Katz’s Pollution, Poverty and People 
of Color: Living with Industry and O’Rourke and Connolly’s Just Oil? The Distribution of 
Environmental and Social Impacts of Oil Production and Consumption studies to conclude that 
the evidence is only “anecdotal.” 

The Toxic Wastes and Race at Twenty report provides concrete evidence that contradicts 
NHTSA’s interpretation of the study regarding the location of refineries and marginalized 
communities. According to the report, “[m]ore than nine million people (9,222,000) are 
estimated to live in circular host neighborhoods within 3 kilometers of the nation’s 413 
commercial hazardous waste facilities [which includes around 140 oil refineries].” 843 The report 
explains that 5.1 million of the roughly 9 million people living near hazardous waste facilities are 
people of color. 844 The report also notes that refineries have contaminated the local environment 
and increased the incidences of lung cancer and respiratory illnesses in tribal communities. 845 
Further, the report highlights several case studies of communities of color and low-income 
communities that were, and still are, disproportionately affected by the pollution from oil 

 
837 Id. at 7-10. 
838 PRIA, at 1317-1318, see also DEIS, at 7-10. 
839 DEIS, at 7-11. 
840 Id. at 7-10. 
841 Id. 
842 Id. 
843 United Church of Christ, Toxic Wastes and Race at Twenty: 1987 – 2007 (2007), at X. 
844 Id. 
845 Id. at 121. 
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refineries. 846  In Using GIS to Explore Environmental Justice Issues, the authors explain the 
limits of their study, which only evaluated a small fraction of the refineries in the U.S:   

“[B]oth the individual maps and the descriptive statistics suggest there are 
systematic differences for populations immediately adjacent to these industrial 
facilities and a control group in the surrounding area. Our conclusion is certainly 
that our results warrant further investigation into environmental justice around 
refineries and other industrial facilities,” (emphasis added).847  

Pollution, Poverty and People of Color evaluates the issue of environmental justice and 
refineries through a case study of Richmond, CA. In the DEIS, NHTSA claims that this article 
offers mere anecdotal evidence, but, in fact, it presents several quantitative data points that prove 
the environmental injustice occurring in Richmond. People of color constitute 82.9% of the 
population in Richmond. In North Richmond, people of color make up 97% of residents and, in 
2010, the median household income was $36,875 [compared to the median household income in 
California of $54,283]. Not only are the residents almost entirely people of color and low-income 
populations, but they also live close to 5 major oil refineries and dozens of other toxic waste sites 
and facilities. In Just Oil?, the authors combined data from the EPA’s Sector Facility Indexing 
Project and the Toxic Release Inventory. The study found that “56% of people living within 3 
miles of refineries in the United States are minorities--almost double the national average.” 848 
The authors noted that “[a]necdotal evidence from areas surrounding particularly polluting 
refineries seems to confirm [the quantitative data] that low-income and communities of color are 
disproportionately affected by these facilities,” 849 a statement that NHTSA cites out of context to 
support its “anecdotal” evidence claim.850 

Numerous studies (not cited in the DEIS or the PRIA) highlight the prevalence of people of color 
and low-income populations in proximity to refineries. The percentage of African Americans 
living in “refinery counties” is itself indicative of the adverse and disproportionate impact of 
refineries’ location and pollution on these communities. On average, the African American 
population in refinery counties makes up 17% of the total population--5% above the national 
African American population.851 In Tennessee, Louisiana, and Michigan--the states with the 
highest percentages of African Americans in refinery counties--the African American population 
in those counties is 54%, 40%, and 40%, respectively.852 Further, a study evaluating the 
distribution of health risks from the oil refining process found that the minority share of health 
risks is 51.3%, approximately twice the population percentage of minorities in the U.S.853 
Additionally, the low-income share of health risk from refining is 19%, which is 6 percentage 
points above the national low-income population percentage of 12.9%.854 African Americans, in 

 
846 Id. at 30; 36; 102-103; 119-121. 
847 Fishbeck et al., Using GIS to Explore Environmental Justice Issues (2006), at 17. 
848 O’Rourke and Connolly, Just Oil? The Distribution of Environmental and Social Impacts of Oil 
Production and Consumption (2003), at 606. 
849 Id. 
850 DEIS, at 7-10. 
851 Clean Air Task Force and NAACP, Fumes Across the Fence-Line (2017), at 22. 
852 Id. 
853 Pastor et al., Justice in the Air (2009), at 14. 
854 Id. at 15. 
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particular, share 27.9% of the health risks from refineries while only constituting 11.8% of the 
U.S. population.855 

ii. Studies on the environmental justice implications of proximity to 
roadways.  

Studies have amply documented the correlation between traffic-related air pollution exposure 
and the increased risk of respiratory and neurological illnesses and other adverse impacts in 
adults856 and children.857 They have also concluded that low-income populations and populations 
of color are disproportionately affected by this pollution.858  

In the PRIA, NHTSA and EPA describe that they conducted an evaluation of two national 
datasets--the U.S. Census Bureau’s American Housing Survey for calendar year 2009 and the 
U.S. Department of Education’s database of school locations.859  The agencies conclude that 
more people of color than white people live and go to school close to roadways. NHTSA also 
acknowledges this fact in the DEIS, but refrains from concluding that these facts will lead to an 
adverse and disproportionate impact on low-income people and people of color under the 
proposal. 

Rowangould’s A Census of the US Near-Roadway Population: Public Health and Environmental 
Justice Considerations, which NHTSA cites in the DEIS, used demographic data and Average 
Annual Daily Traffic (AADT) volume data for 2008 from the Highway Performance Monitoring 
system (HPMS) road network included in the DOT’s 2010 National Transportation Atlas 
Database to determine disparities in residential proximity to highways.860 The study found that 
people of color and low-income communities are more likely to live near roads with high 
volumes of traffic.861 For roads with the highest volumes of traffic, the non-white population 
living within 200-300m of the road averages 65.3%.862 

Not only do people of color and low-income populations live in close proximity to mobile 
sources of pollution, but children in these communities attend schools within close proximity of 
these sources, too. In major metropolitan areas, approximately 30% of public schools are located 
within 300m of a major roadway and have significantly higher populations of students of 
color.863 Students of color are therefore exposed to high levels of respiratory risks and other 

 
855 Id. 
856 Bowatte et al., Traffic-Related Air Pollution Exposure is Associated with Allergic Sensitization, 
Asthma, and Poor Lung Function in Middle Age (2016). 
857 Khreis et al., Exposure to Traffic-Related Air Pollution and Risk of Development of Childhood 
Asthma: A Systematic Review and Meta-Analysis (2017). 
858 Kweon et al., Proximity of Public Schools to Major Highways and Industrial Facilities, and Students’ 
School Performance and Health Hazards (2018). 
859 PRIA, at 1317. 
860 Rowangould, A Census of the US Near-Roadway Population: Public Health and Environmental 
Justice Considerations (2014), at 59-60. 
861 Id. at 61. 
862 Id. 
863 Kweon et al., Proximity of Public Schools to Major Highways and Industrial Facilities, and Students’ 
School Performance and Health Hazards (2018), at 314-315. 
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effects of frequent exposure to toxic air pollutants, including, but not limited to, neurobehavioral 
health problems, DNA damage, autism, and poor academic performance.864 A report of the 
United States Center for Disease Control (CDC) confirms these findings and adds that there is a 
causal relationship between exposure to traffic-related air pollution and morbidity and 
mortality.865 People of color and low-income populations share a disproportionate burden of 
exposure and risk from traffic related air pollution and the health risks from said exposure.866 

Using EPA’s environmental justice mapping tool, EJScreen, we pulled data highlighting the 
percentile rankings for the populations of people of color, low-income households, and PM2.5 
pollution within 3 miles of 10 major refineries in the U.S. Table 1 shows the vexing results of 
this data collection. Not only do the communities surrounding these refineries rank high in their 
respective states for population of people of color, but also are amongst the highest percentiles 
for people of color nationally. Further, particularly in the national context, the surrounding 
communities have high low-income populations. The surrounding communities are exposed to 
exorbitant amounts of toxic air pollution, several ranking as high as the 96th percentile 
nationally. In conjunction, these facts reveal clear trends in the disproportionate impact of 
refineries on people of color and low-income populations.  

  

 
864 Id. at 315-316; 326. 
865 Boehmer et al. Residential Proximity to Major Highways — United States CDC Report (2010), at 46. 
866 Id. 
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People of Color Population, Low-Income Population, and PM2.5 Pollution Percentiles 

Plant City State PoC 
Population 
Percentile in 
State 

Low-income 
Population 
Percentile in 
State 

Nat'l PoC 
Percentile 

Nat'l LI 
Percentile 

State 
PM 2.5 

Nat'l PM 
2.5 

Marathon Detroit MI 85th 86th 70th 86th 88th 79th 

Valero Houston TX 85th 76th 92nd 83rd 90th 84th 

Lyondell 
Basell 

Houston TX 83rd 74th 91st 81st 89th 82nd 

Pasadena Pasadena TX 78th 74th 88th 81st 86th 80th 

Valero Wilmington CA 81st 79th 91st 83rd 76th 96th 

Andeavor Wilmington CA 82nd 75th 91st 79th 76th 96th 

Valero Wilmington CA 84th 72nd 92nd 76th 76th 96th 

ConocoPhil
lips 

Carson CA 83rd 63rd 91st 67th 76th 96th 

BP Carson CA 83rd 67th 91st 70th 77th 96th 

Bayway Linden NJ 81st 81st 85th 68th 71st 50th 

 

In addition, using EJSCREEN we pulled demographic and pollution burden reports for the 
communities within 3 miles of two of the largest refineries in the US--the Valero refinery in 
Houston, Texas, and the Andeavor refinery in Wilmington, CA.  First, for the Valero refinery, 
the surrounding community is in the 92nd percentile nationally and in the 85th percentile of the 
state of Texas for the population of color. Additionally, the surrounding community is in the 
83rd percentile nationally and in the 76th percentile of the state of Texas for the population of 
low-income residents.  (See Figure 1.)  Particulate matter, which is a common pollutant emitted 
from oil refineries known to cause myriad health impacts, is prevalent in this area, too. The 
community is in the 84th percentile nationally and 90th percentile within Texas for PM2.5 
pollution.  (See Figure 2.)  There are two additional refineries within the same 3-mile radius that 
also contribute to the severe pollution in this area. 
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Figure 1: 
Demographic 
percentiles for the 
community within 3 
miles of the Valero 
oil refinery in 
Houston, TX. 
Generated using 
EJScreen. 

 

 

 

 

 

 

 

Figure 2: PM2.5 
pollution 
percentiles for the 
community within 3 
miles of the Valero 
oil refinery in 
Houston, TX. 
Generated using 
EJScreen.  

Affected 
population and 

pollution impacts within 3 miles of Andeavor’s refinery in Wilmington, CA are similar. The 
population of people of color in the surrounding community is in the 91st percentile nationally 
and in the 82nd percentile in California. The low-income population ranks in the 79th percentile 
nationally and in the 75th percentile in California (See Figure 3). As with the Valero refinery, the 
PM2.5 concentrations are alarming, particularly the national percentile ranking. The community 
surrounding the Andeavor refinery ranks in the 96th percentile nationally and in the 76th 
percentile in California (See Figure 4). There are 4 additional refineries within 3 miles of the 
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Andeavor facility, and the cumulative impact of the pollution from these refineries has resulted 
in troubling health issues in the community.867 

 

 

Figure 3: 
Demographic 
percentiles for the 
community within 3 
miles of the 
Andeavor oil 
refinery in 
Wilmington, CA. 
Generated using 
EJScreen. 

 

 

 

 

Figure 4: PM2.5 
pollution percentiles 
for the community 
within 3 miles of the 
Andeavor oil 
refinery in 
Wilmington, CA 
Generated using 
EJSCREEN. 

 

 

 

In addition, as explained in other comments submitted to this docket, NHTSA’s highly dubious 
modeling assumptions used to derive the proposal provide an incorrect evaluation of the 
environmental and health impacts of the agencies’ proposal. Those effects are likely to be much 

 
867 Morris, 'The Fear of Dying' Pervades Southern California’s Oil-Polluted Enclaves (2017), available at  
https://psmag.com/environment/southern-californias-oil-polluted-enclaves 



238 
 

worse than depicted in the proposal and the DEIS and are likely to affect communities of color 
and low-income communities to a greater degree.  

In sum, the agencies’ discussion of environmental justice impacts is based on incorrect data and 
incorrect interpretation of the relevant literature, and is missing a robust analysis pertinent to 
these issues. If they finalize the standards as they have proposed, the agencies will be in violation 
of Executive Order 12,898. 
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August 23, 2019 
 
 
VIA ELECTRONIC SUBMISSION  
 
Heidi King  
Deputy Administrator  
National Highway Traffic Safety Administration  
1200 New Jersey Avenue, SE  
Washington, DC 20590  
 
Andrew R. Wheeler  
Administrator  
Environmental Protection Agency  
1200 Pennsylvania Ave., NW  
Washington, DC 20460  
 
Attn: Docket No. NHTSA-2018-0067  
 Docket No. NHTSA-2017-0069 

Docket No. EPA-HQ-OAR-2018-0283  
 
Re:  Supplemental Comments of the Center for Biological Diversity, Environment 

America, Environmental Defense Fund, Environmental Law & Policy Center, 
Public Citizen, Inc., Sierra Club, and Union of Concerned Scientists on the 
Environmental Protection Agency’s and National Highway Traffic Safety 
Administration’s Proposed Rule: The Safer Affordable Fuel-Efficient (SAFE) 
Vehicles Rule for Model Years 2021–2026 Passenger Cars and Light Trucks, 83 Fed. 
Reg. 42,986 (Aug. 24, 2018)  

 
The Center for Biological Diversity, Environment America, Environmental Defense Fund, 
Environmental Law & Policy Center, Public Citizen, Inc., Sierra Club, and Union of Concerned 
Scientists (“Commenters”) respectfully submit this supplemental comment on the Environmental 
Protection Agency’s (“EPA”) and the National Highway Traffic Safety Administration’s 
(“NHTSA”) Proposed Rule: The Safer Affordable Fuel-Efficient (“SAFE”) Vehicles Rule for 
Model Years 2021-2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986 (Aug. 24, 2018) 
(“Proposed Rule” or “Proposal”).  As detailed in the attachment, NHTSA’s recent peer review of 
the “sales” and “scrappage” models used in Proposed Rule underscores that the analysis 
underlying the agencies’ proposal is fundamentally flawed and the proposed standards must be 
withdrawn.  The supplemental comment and attached materials must be considered as part of this 
ongoing rulemaking as they contain material that is “of central relevance to the rulemaking.”1   
 

                                                 
1 42 U.S.C. § 7607(d)(4)(B)(i); see also id. § 7607(d)(7)(A) (providing that such material forms part of the 
administrative record for judicial review); Proposed Rule, 83 Fed. Reg. 42,986, 43,471 (Aug. 24, 2018) (citing 49 
C.F.R. § 553.23 (committing that “[l]ate filed comments will be considered to the extent practicable”)).  
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Commenters respectfully submit the information contained herein into the SAFE rulemaking 
docket.  Please contact Martha Roberts at mroberts@edf.org or 202-572-3243 if you have any 
questions regarding this comment.  
 
      Respectfully submitted, 
  

Center for Biological Diversity  
Environment America  
Environmental Defense Fund  
Environmental Law & Policy Center  
Public Citizen  
Sierra Club  
Union of Concerned Scientists  
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Attachment to August 23, 2019, Supplemental Comment of 
the Center for Biological Diversity, et al.,  

regarding the Peer Review of the Sales and Scrappage Models 
 
Background  
 
In the analysis for the Proposed Rule, EPA and NHTSA (collectively, “the agencies”) relied 
upon two brand new models—the sales response model (“sales model”) and the scrappage 
model—which aimed to quantify the impacts of the proposed fuel economy and greenhouse gas 
(GHG) emissions standards on new vehicle sales and the scrappage of used vehicles.2  A wide 
variety of stakeholders and experts severely criticized these models in public comments on the 
Proposed Rule.  Among other issues, commenters noted fundamental flaws in the design of the 
models, the lack of connection between the two models even though they were allegedly 
modeling the interrelationship between sales and scrappage, and the resulting “implausible” 
model outputs.3  Commenters also pointed out that the models had never been peer reviewed, 
which is in violation of legal requirements.4   
 
These issues pose fundamental problems for the rulemaking given that the agencies relied on the 
outputs of these models to justify the rollback of the existing fuel economy and GHG standards.  
As noted by the Association of Global Automakers in its comments, the scrappage model, in 
particular, was responsible for “the overwhelming majority of the net benefits associated with 
each of the Alternatives [in the Proposed Rule].”5  In addition, the scrappage model was 

                                                 
2 The agencies also relied upon a new “safety model,” that estimated fleet fatality rates for use in calculating total 
fatalities per miles driven.  83 Fed. Reg. at 43,135-145.  As far as we know, this new model has never been peer-
reviewed, and, as discussed more below, commenters roundly criticized it, as well, including with respect to issues 
similar to those raised regarding the sales and scrappage models.  See, e.g., Comments of the Institute for Policy 
Integrity at New York University School of Law, NHTSA Docket #2018-0067-12213, Appendix (“Comments of 
Policy Integrity”) at 91-99; Comments of the California Air Resources Board, NHTSA Docket #2018-0067-11873, 
Analysis in Support of Comments (“Comments of CARB”) at 258-82; Comments of R.M. Van Auken, Dynamic 
Research, Inc., NHTSA Docket #2018-0067-11881; Comments of the Center for Biological Diversity, et al., 
NHTSA Docket #2018-0067-12000, as corrected NHTSA Docket #2018-0067-12368, Appendix A (“NGO Joint 
Legal Comments”) at 190-99 (noting that the agencies are legally required to have all three models, including the 
safety model, peer reviewed).  
3 See, e.g., Comments of CARB at 188-282; Comments of Policy Integrity at 13-98; Comments of Dr. James Stock, 
et al., EPA Docket #HQ-OAR-2018-0283-6220; Comments of Dr. David S. Bunch, EPA Docket #HQ-OAR-2018-
0283-5842; Comments of Dr. Kenneth Gillingham, EPA Docket #HQ-OAR-2018-0283-5842; Comments of Dr. 
Mark Jacobsen and Dr. Arthur van Benthem, NHTSA Docket #2018-0067-7788; Comments of Dr. Antonio Bento, 
NHTSA Docket #2018-0067-11598; NGO Joint Legal Comments at 171-86; Comments of the Association of 
Global Automakers, Inc., NHTSA Docket #2018-0067-12032, Appendix A (“Comments of the Association of 
Global Automakers”) at A-22 to A-31. 
4 NGO Joint Legal Comments at 190-99; Comments of CARB at 20, 92 n.34, 216, 226, 250; Comments of Policy 
Integrity at 86.  
5 Comments of the Association of Global Automakers at A-24.  Global Automakers also noted that its technical 
modeling indicated that the results of the scrappage model were “not consistent with reality,” and advised that the 
scrappage model should “therefore be removed from the Volpe [CAFE] model at this time for purposes of the final 
rule.” Id. at A-25.  See also, e.g., Comments of Dr. David S. Bunch, EPA Docket #HQ-OAR-2018-0283-5842, at 10 
(noting that “the Existing standards cost $14.3B less than the Rollback with the scrappage model turned off”) 
(emphasis original); NGO Joint Legal Comments at 184-86. 
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responsible for virtually all of the projections of avoided fatalities the agencies attributed to the 
rollback, which was also central to their justification.6 
 
Last month, NHTSA updated the CAFE Model7 Peer Review that it had previously conducted in 
July 2018, prior to the addition of the sales and scrappage models.  This update added the 
findings of a peer review NHTSA recently conducted of the sales and scrappage models.8  We 
highlight below several of the significant substantive findings from the peer review of the sales 
and scrappage models.  We have earlier noted the agencies’ wholesale failure to abide by 
procedural requirements requiring peer review,9 and we elsewhere further document the 
agencies’ continuing violations of peer review requirements.10  In particular, we underscore that 
our comments here do not in any way remediate these errors. 
 
The Peer Review Update Raises Major Substantive Concerns with the New Models  
 
Substantively, the peer review strongly reinforces the commenters’ criticisms of the major flaws 
with the scrappage and sales models, flaws which severely undermine the validity of their 
projections and reliance on those projections in this rulemaking.  As stated in the NHTSA 
summary of the peer review update, the reviewers’ analysis raises “fundamental issues” 
regarding the models’ “specification and implementation.”11  The reviewers make clear that the 
new model components are only helpful in better understanding the effects of the standards if 
their development is done correctly.  Otherwise, their results would be so untrustworthy as to be 
worse than not attempting to model the effects of scrappage and sales, which had been the 
agencies’ previous approach given the high degree of uncertainty in predicting the effects of 
standards on sales and scrappage and the lack of appropriate models.12  (This approach was 

                                                 
6 Comments of the Association of Global Automakers at A-24 (noting that when the scrappage model is disabled (or 
turned “off”), “the non-rebound fatality costs and non-fatal crash costs are higher in Preferred Alternative as 
compared to the augural standards,” demonstrating “the importance of the [scrappage] module on driving the results 
of the cost/benefit analysis”).  In addition, we note that it is highly unlikely that any of the projected fatalities that 
the agencies attribute to the current standards are statistically significant.  See, e.g., Comments of Environmental 
Defense Fund, NHTSA Docket #2018-0067-12137, at 2-3 (noting that the agencies conceded in the Proposed Rule 
that their fatality projections due to possible mass reduction of vehicles are not statistically significant and also that, 
leaving those non-statistically significant projected fatalities aside, the fleet fatality rate is lower under the current 
standards than under the rollback); Comments of Dr. David S. Bunch, EPA Docket #HQ-OAR-2018-0283-5842, at 
11 and 65-67 (finding that the uncertainty in the predicted values from the dynamic scrappage model is so large that 
the observed differences between the predicted scrap rates under the current standards and the rollback are not 
statistically meaningful – calling into question the statistical significance of all the costs and benefits that result from 
these differences).  
7 The CAFE Model (also called the Volpe model) is the overall model that NHTSA has used to evaluate the 
proposed changes to the fuel economy and GHG standards; the sales, scrappage, and safety models are all sub-
models included within the CAFE Model. 
8 NHTSA, CAFE Model Peer Review (July 2019 (Revised)), NHTSA Docket #2018-0067-0055 (“Revised CAFE 
Model Peer Review”).  
9 NGO Joint Legal Comments at 190-99.  
10 See forthcoming supplemental comment regarding on-going violations of applicable peer review requirements.  
11 Revised CAFE Model Peer Review at B-3 and B-9 (noting “analogous … issues” with the scrappage model). 
12 NGO Joint Legal Comments at 171-82.  
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particularly appropriate in light of the fact that other factors, such as the overall economy, are the 
predominant forces affecting sales and scrappage.13) 
 
At their core, the peer reviewers’ critiques highlighted below can be summarized as follows: 
 

1. The design and development of the models was severely flawed.  NHTSA did not use 
economic theory or best practices in designing the models.  Consequently, the models 
may mirror historical data, but they cannot reliably predict the future effects of fuel 
economy and GHG standards on sales and scrappage.  In addition, the type of model used 
was inappropriate for the question being investigated, and the models do not include a 
number of variables understood to influence sales and scrappage.  As such, NHTSA’s 
peer reviewers called the models “inherently problematic,” “potentially misleading,” and 
“not credible by modern academic standards.”14 

2. The predictions of the models were “implausible.”  The models predicted that when the 
price of both new and used vehicles went up, consumers would own more of them—even 
though in the sales and scrappage modeling, nothing else about the vehicles had changed.  
In addition, NHTSA assumed that the number of miles that vehicles are driven is entirely 
determined by the number of vehicles on the road—more vehicles, more driving—
without taking into account how much consumers need or want to drive.  These 
“implausible” model projections of more vehicles and more driving under the current 
standards led to more emissions and more traffic accidents.  Avoiding those accidents 
was the primary benefit cited to justify the rollback. 

3. Some of the models’ results indicated the models were not in fact doing what NHTSA 
described them as doing, which raised fundamental questions about their validity. 

4. In a number of instances, it was not possible to understand key elements of the design 
and testing of the models because NHTSA had not provided the necessary information. 

 
Each of these four categories of critiques is summarized in more detail below. 
   
1.  The design and development of the models was flawed. 
 
The reviewers explain in detail how the development of the sales and scrappage models failed to 
follow economic best practice and theory—shortcomings that undermine the models’ predictive 
abilities and necessitate major overhauls of the models if they are to be relied upon.  First, the 
models were not based on economic theory; rather, NHTSA inappropriately focused on taking 
historical data and developing a model that “fit” that data—i.e., that could predict that same 
historical data again—but failed to use economic theory and best practices to develop a model 
that could provide insight into causation, or how variables (like new vehicle prices) are affecting 

                                                 
13 Id.; see also EPA, NHTSA, and CARB, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty 
Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 
2022-2025, EPA-420-D-16-900 (July 2016) (“Draft TAR”) at 6-1 (“It is difficult, if not impossible, to separate the 
effects of the standards on vehicle sales and other characteristics from the impacts of macroeconomic or other forces 
on the auto market.”) 
14 Revised CAFE Model Peer Review at B-54, B-57, B-66. 
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other variables (like sales or scrappage volumes).15  As such, it is not clear that the models can 
predict what will happen to sales or scrappage in the future with any reliability, particularly when 
a new policy is introduced. 
 
Relatedly, a major red-flag that a model may not be properly assessing causation is when key 
variables (meaning variables that economic theory would suggest are important to the “response” 
being modeled) are not included, or if when they are included, they lead to illogical results.  This 
is precisely the case with NHTSA’s models.  As an example, one reviewer noted that, “fuel-
economy variables did not improve the explanatory power of the [sales] model,” and even 
though the agencies explored several variants of such variables, “it is concerning that none of 
these variables improved the time-series model statistically.”16  The model also omitted two 
other key variables—interest rates for car loans and used car prices—and the omission of the 
latter was “particularly concerning since the linkage between consumer demand for new versus 
used vehicles is a key theme of the PRIA [Preliminary Regulatory Impact Analysis] and the 
preamble's case for less stringent standards.”17 
 
Further, one reviewer found that “The econometric estimates used [in the sales model] are not 
credible by modern academic standards,”18 and also called NHTSA’s choice of model for 
scrappage “inherently problematic.”19  In addition, one peer reviewer described NHTSA’s 
approach in both the sales and the scrappage models as “literally the textbook example for 
simultaneity bias in nearly every econometrics textbook.”20  Simultaneity bias means that the 
model does not account for the possibility that the outcome being predicted by the model (for 
example, new vehicles sales) could itself affect one of the causal variables (for example, new 
vehicle prices), and therefore causation is running in both directions.  In other words, while new 
car prices would be assumed to impact new car sales, the reverse is also true—for example, if 
sales are low, car dealers might lower prices.  These changes happen simultaneously, and the 
failure to control for this “reverse causation” element means that the relationship between price 
increases and sales is likely misestimated.21  The reviewers doubted that this concern could be 

                                                 
15 See, e.g., Revised CAFE Model Peer Review at B-58 (James Sallee) (in assessing the model, NHTSA refers “only 
to its time series properties and goodness of fit... The goal of this regression [for the sales model], however, is to 
identify the causal effect of prices on sales, not to achieve forecast accuracy. … Perfect prediction in sample is not 
evidence of unbiased (consistent) causal identification.”). 
16 Id. at B-34 (John Graham) (noting further that, “This omission leaves the sales-response model vulnerable to the 
allegation that it overstates the adverse effect of fuel-economy regulation on new vehicle demand…”). 
17 Id. at B-33 (Graham).  
18 Id. at B-54 (Sallee).  
19 Id. at B-66 (Sallee).  See also, e.g., Bento, et al., Flawed analyses of U.S. auto fuel economy standards, at 1120, 
Science (Dec. 7, 2018), NHTSA Docket #2018-0067-12326 (the “newly developed [scrappage] model departs 
substantially from state-of-the-art vehicle scrappage models,” and “does not account for changes in used vehicle 
prices that result from interactions between new and used car markets”); Comments of Policy Integrity at 72-78 and 
87-91. 
20 Revised CAFE Model Peer Review at B-63 (Sallee) (regarding the scrappage model); see also id. at B-57 (Sallee) 
(with respect to the sales model, similarly notes that “This is literally the textbook example of simultaneity bias 
presented in most econometrics texts.”). 
21 Id. at B-35 (Graham); see also id. at B-19, B-20 and B-22 (Alicia Birky); B-54, B-57 and B-63 (Sallee).  See also, 
e.g., Comments of Dr. James Stock, et al., EPA Docket #HQ-OAR-2018-0283-6220, at 2 (NHTSA’s sales model “is 
inappropriate for estimating the demand for new vehicles due to the fact that supply and demand are simultaneously 
determined” and further noting that correcting this and other errors with the sales model “reduces the estimated 
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addressed within NHTSA’s current modeling framework.22  They also questioned whether 
current modeling techniques and economic research were even capable of addressing the 
complexities presented in reliably quantifying the effects of the standards on sales and 
scrappage.23  These issues and others relating to the design of the models are discussed in 
Section 1, below.   
 
2.  The projections made by the models are implausible.  
 
In addition to criticizing NHTSA’s design and development of the models, the reviewers noted 
the implausibility of the models’ outputs.  The reviewers found the models’ projection that 
consumers would choose to own more vehicles when vehicles are more expensive “unexpected 
and unlikely”24 and “at odds with economic theory.”25  The models’ prediction is especially 
strange because the sales model did not account for the one pathway by which sales could 
increase under stricter standards, whereby consumer demand for more efficient vehicles outpaces 
the cost of efficiency technology. 
 
The reviewers further criticized NHTSA’s decision to have fleet size determine total vehicle 
miles traveled (VMT), without any consideration of how much people actually want or need to 
drive.  This approach meant that the projected larger fleet under the current standards 
automatically led to a proportionally higher amount of VMT, which the reviewers found 
“unlikely,”26 and for which NHTSA gave no justification or rationale.  It is important to note that 
this additional VMT under the current standards significantly skewed the cost-benefit analysis 
presented in the Proposed Rule, because it resulted in greater fuel consumption and GHG and 
other air pollutant emissions under the current standards than would have otherwise been 
projected by the models.  It was also responsible for virtually all of the fatalities that the agencies 
attributed to the current standards, because the agencies assumed that traffic fatalities would 
increase proportionately with VMT.  These issues and others relating to the models’ outputs are 
discussed in Section 2, below. 
 
3.  In some instances the models’ results indicated that they were not doing what NHTSA said 
they were doing, which raised fundamental questions about their validity. 
 

                                                 
effect on light duty sales of a given price increase by approximately 87%, compared to the estimates in the 
NPRM/PRIA”).  
22 Revised CAFE Model Peer Review at B-19, B-20, and B-22 (Birky); B-35 (Graham); and B-54 (Sallee). 
23 Id. at B-22 (Birky) (“No national-level transportation demand models (that this reviewer is aware of) tackle the 
issue with this level of complexity.”) and B-54 (Sallee) (stating he was “not aware of any credible estimates of the 
causal effect of an aggregate (i.e., market wide) cost (or price) shock in the new vehicle market on new vehicle 
sales”). 
24 Revised CAFE Model Peer Review at B-49 (Howard Gruenspecht).  
25 Id. at B-60 (Sallee).  See also, e.g., Bento, et al., Flawed analyses of U.S. auto fuel economy standards, at 1120, 
Science (Dec. 7, 2018) (“…the 2018 proposal argues that the rollback in standards will shrink the overall fleet by 6 
million vehicles in the year 2029, compared with the current standards. This is inconsistent with basic economic 
principles.”); Comments of Policy Integrity at 62-71. 
26 Revised CAFE Model Peer Review at B-22 (Birky) and B-61 (Sallee) (both calling this outcome “unlikely” and 
explaining why, as discussed more below); see also id. at B-39 (Graham) (“…I might have predicted that any 
overall change to VMT would be effectively zero, since the regulatory alternatives don't have much obvious impact 
on the average household's demand for travel”).  See also, e.g., Comments by Institute for Policy Integrity at 79-86.  
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The reviewers identified places where the models produced results that were not consistent with 
NHTSA’s basic descriptions of how the models should operate—for example, where the sales 
model projected identical new vehicle sales with different new vehicle costs.  These issues are 
discussed in Section 3, below.   
 
4.  In a number of instances it was not possible to understand what was happening with the 
models because NHTSA had not provided the necessary information. 
 
The reviewers also pointed out several instances in which they were unable to understand exactly 
how NHTSA developed and validated the models, either due to lack of a description of those 
steps or missing results.  These issues are discussed in Section 4, below.  
 
These Flaws Require a New Proposed Rule and New Comment Period 
 
The peer review of the sales and scrappage models is, put bluntly, damning.  The reviewers’ 
findings make clear that fundamental changes are needed if the sales and scrappage models are 
to be included in the analysis and justification for the agencies’ final rulemaking.  To do 
otherwise would be patently arbitrary and capricious. 
 
As the results of the sales and scrappage models were central to the agencies’ justification for the 
Proposed Rule, any substantive change—either to revert to the previous modeling approach 
where sales and scrappage did not change with regulatory alternatives or to redesign the models 
from the ground up, based on economic theory and best econometric and modeling practice—
would undermine the entire analytical basis for the Proposed Rule and inevitably lead to a 
different proposal.  As a result, the agencies must withdraw the fatally flawed Proposed Rule and 
reinitiate the rulemaking process.  Moreover, if the agencies intend to rely upon quantified 
predictions from sales and scrappage models and attempt to fundamentally redesign those 
models to address the significant concerns that have been raised, they must: (1) provide a clear 
explanation of the changes made, as well as the specification and validation of any models the 
agencies use, including an explanation of how economic theory informed the choices made in 
model design and development; and (2) subject any new models to a subsequent peer review, as 
required by law,27 including public participation.  However, given the uncertainty surrounding 
the effects of the standards on sales and scrappage—uncertainty that both agencies cited just 
three years ago28—and given the peer reviewers’ comments regarding the limits of current 
modeling and economic research in attempting to quantify the complexities of this question, it is 
possible that the agencies may have to accept that it is currently impossible to develop point 
estimates of these effects sufficiently reliably and credibly to rely on them in a policy making 
context.   
 

                                                 
27 Memorandum for the Heads of Executive Departments and Agencies, from Russell T. Vought, Acting Director, 
Office of Management and Budget, regarding Improving Implementation of the Information Quality Act, April 24, 
2019, Implementation Update 1.4 (“When influential information that has been peer reviewed changes significantly 
(e.g., as a result of peer reviewer comments, additional agency analysis, or further consideration), the agency should 
conduct a second peer review.”). 
28 Draft TAR at 6-1 to 6-19.  
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Finally, regardless of whether the agencies choose to revert back to the previous modeling 
approach or to instead redesign the sales and scrappage models, they must propose a new rule 
based on the revised analysis and reopen the public comment period so that interested parties can 
review and comment upon any new models and the revised proposed rule.  In light of the central 
role of the sales and scrappage models in the justification for the Proposed Rule, these steps are 
essential before the agencies can issue a final rule.  
 
Specific Significant Issues Noted in the Peer Review Update  
 
1. The sales and scrappage models are not supported by economic theory, and the serious 

flaws in their design undermine their ability to do what the agencies rely on them to 
do—namely, to predict the effects of changes in the standards on sales and scrappage.  
The following are some of the more significant criticisms of the reviewers on these 
points, with summary descriptions followed by specific quotations and excerpts from 
the peer reviewers.  

 
a. There are major flaws in the design of the models because economic theory and best 

econometric practices did not inform the design and development choices, and 
because the complexity of the dynamics being modeled is not captured or accounted 
for by the models.  As a result, the ability of the models to reliably and credibly 
predict the effect of the standards on sales and scrappage is highly questionable.    

 
i. The sales and scrappage models are not based on economic theory.  NHTSA’s 

approach inappropriately focused on taking historical data and developing a 
model that “fit” that data—i.e., that could predict that same historical data again. 
But the proper goal is to identify causal effects so that the model can predict what 
will happen to sales and scrappage in the future, not the past, under different 
possible fuel economy or greenhouse gas standards.  There is clear danger of 
fundamental error in modeling to simply fit the model to the data and then find 
possible explanations for the relationships that are found (as NHTSA did); 
instead, the model must be based upon theory and then developed to try to 
understand the influence the explanatory (causal) variables have on the 
outcomes.29  Merely taking data and designing a model to fit the data does not tell 
you anything about causal relationships or what will happen outside that data set, 
so the model does not have any true predictive value.  For these reasons, it is also 
critically important to test a model using data outside of the data sample used to 
develop the model (which NHTSA did not do)—otherwise the model’s ability to 
predict has not been validated. 

 

                                                 
29 As an example, historically, the United States’ gross domestic product (GDP) has increased over time, and the 
number of mailboxes in the United States has also increased over time. So one could estimate the relationship 
between these numbers and might find that GDP growth can be explained by increases in the number of mailboxes, 
and argue that a “mailbox” model is accurate because it fits the historical data of the number of mailboxes and the 
GDP used to develop the model. But there is no theory that would support the idea that more mailboxes cause more 
GDP or that future policies that remove mailboxes would reduce GDP. 
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 “In assessing the model, the PRIA refers only to its time series properties and 
goodness of fit... The goal of this regression [for the sales model], however, is 
to identify the causal effect of prices on sales, not to achieve forecast 
accuracy.  The critical concern should be whether the coefficient is 
consistently estimated. Perfect prediction in sample is not evidence of 
unbiased (consistent) causal identification.” (Sallee, B-58)  Similarly, for the 
scrappage model, “nearly all specification decisions are described as driven 
entirely by goodness of fit statistics.” (Sallee, B-63). 

 “In many cases, the most important impact of new vehicle prices are [sic] in 
three year lags, and contemporaneous prices are often economically and 
statistically insignificant.  The PRIA argues that the largest effects at three 
years is logical given the prominence of three year leases.  This is plausible, 
but there are also lots of five year leases, and customers who buy their 
vehicles tend to put them back on the market later than three years on average.  
Thus, it begs the question of why all the specifications include only 3[-year] 
lags.  No information is given about what happens at higher lags.  In one or 
two places, it is asserted that 3[-year] lags is ‘optimal’ but what this means is 
not explained.” (Sallee, B-64) 

 
ii. Moreover, the flaws in the design of NHTSA’s models are apparent, as many 

variables that theory indicates should be important to predicting vehicle sales 
and/or scrappage (e.g., fuel efficiency, interest rates, and maintenance and repair 
costs) are omitted from the models; and when NHTSA perform tests that included 
some of these omitted variables, their inclusion led to illogical results. 
 
 “A paradox of the national time-series modeling is that inclusion of fuel-

economy variables did not improve the explanatory power of the model. … 
While it is encouraging that DOT/EPA analysts explored several variants of 
fuel-economy variables, it is concerning that none of these variables improved 
the time-series model statistically. … This omission leaves the sales-response 
model vulnerable to the allegation that it overstates the adverse effect of fuel-
economy regulation on new vehicle demand, since it incorporates only gross 
technology costs and ignores consumer interest in fuel economy.” (Graham, 
B-34) 

 “A weakness in the model is that it does not include important variables 
concerning consumer access to credit such as average interest rates on car 
loans. … It also does not address movements in used car prices, a surprising 
omission given that used cars are a prominent potential substitute for new 
cars.  Both of these variables (interest rates on car loans and used car prices) 
have been shown to be significant in recent national time-series modeling,” 
and “the sales-response model would be more credible if these two variables 
were included and if their estimated coefficients exhibited the theoretically 
expected behavior.  The omission of used vehicle prices is particularly 
concerning since the linkage between consumer demand for new versus used 
vehicles is a key theme of the PRIA and the preamble's case for less stringent 
standards.” (Graham, B-33) 
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iii. The design of the models does not sufficiently address the complexity of the 

questions they are trying to answer.  In particular, a number of the variables in the 
models influence each other, or two variables are both influenced by a third 
variable that is not in the model—X influences Y but Y also influences X; or Z 
influences both X and Y, and Z is not in the model.  When such relationships 
between variables are not controlled for, it can appear that a variable has a causal 
effect on the “response” being modeled (in this case, on vehicle sales or vehicle 
scrappage) that it does not actually have.  In economics terms, this failure to 
control for relationships between variables is called simultaneity bias.  For 
example, new car prices will affect the volume of new car sales, but the volume of 
new car sales will also affect car prices.  

 
 NHTSA’s approach in both the sales and the scrappage models was “literally 

the textbook example for simultaneity bias in nearly every econometrics 
textbook.  There is just no reason to believe that this regression delivers 
unbiased (consistent) estimates of the causal relationship.  New vehicle price 
variation in the time series [used by NHTSA] reflects lots of things-shifts in 
demand, changes in vehicle attributes, changing composition of vehicles 
across classes, etc.” (Sallee, B-63 and B-57) 

 “…I think the national time series model is vulnerable to the criticism that 
average vehicle transactions prices and average volumes of new vehicle sales 
are determined simultaneously in the market. … Transactions prices surely do 
have a negative causative effect on vehicles sales, but this causative 
relationship could be mis-estimated in the national time series model due to a 
failure to control for the reverse causation…  It is doubtful that [this] concern 
can be addressed convincingly within the national time-series modeling 
framework” that NHTSA used. (Graham, B-35) 

 “Regarding the simultaneity of average vehicle transaction price and sales: 
Sales prices of individual models or vehicle body styles and sales volumes are 
definitely jointly determined, with manufacturers and dealers adjusting price 
incentives as volumes fluctuate.  This does create difficulties that can only be 
accounted for with complex modeling approaches.” (Birky, B-20) 

 
iv. In addition, the models fail to account for the fact that the consumer choices being 

modeled are made by the same individual and those choices are interrelated.  For 
example, decisions about whether to purchase a new vehicle, which vehicle to 
purchase, and how much to drive that vehicle are joint decisions made by the 
same consumer, and they need to be modeled as such to produce reliable results.  
There are also decisions in these models made by different individuals—for 
example, the individuals buying new vehicles are likely not the same as those 
scrapping old vehicles—but the models are not designed to reflect the reality that 
the consumers making these different decisions are different, and will respond 
differently to the same variables (like the cost of a vehicle).  This also diminishes 
the reliability of the models’ results.  Moreover, it does not appear that current 
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modeling techniques are capable of addressing these complexities, which raises 
important questions about NHTSA’s ability to credibly quantify these effects. 
 
 “VMT demand, the decision to purchase a new vehicle, which vehicle to 

purchase, and whether to use the purchase to replace an existing vehicle, are 
joint consumer decisions made at the household level.  Therefore, the 
feedbacks of interest likely are better addressed in a household choice model 
that includes a market for used vehicles.  That said, the decision to scrap a 
vehicle (remove it from the national in-use fleet) and the decision to purchase 
a new vehicle often are not made by the same household.  No national-level 
transportation demand models (that this reviewer is aware of) tackle the issue 
with this level of complexity.” (Birky, B-22) 

 “…it seems that the analysts are tackling issues that are outside the original 
intent of the model and that current needs may be better met with alternative 
modeling methodologies and structures.  In particular, the PRIA clearly states 
that the goals of the model changes are to address manufacturer and consumer 
behavior, yet the model components and system are not choice models.” 
(Birky, B-19) 

 “The central parameter (how new vehicle sales will change when new vehicle 
prices are increased) is difficult to estimate reliably,” and the reviewer was 
“not aware of any credible estimates of the causal effect of an aggregate (i.e., 
market wide) cost (or price) shock in the new vehicle market on new vehicle 
sales.” (Sallee, B-54) 

 
v. The type of model used for the scrappage model—a “reduced form” model—was 

not an appropriate model choice for the question being examined.  NHTSA 
attempts to model the effect of a change in new vehicle prices on the rate of 
scrappage of used vehicles.  But in reality, used car prices—not new car prices—
would influence scrappage decisions, because the individual making a choice 
about scrapping a car and potentially replacing that car is looking at used car 
prices (as well as alternatives to owning a vehicle).  NHTSA uses the increase in 
new car prices as a rough proxy for an increase in used car prices.  But the effect 
of new car price increases on used car prices is a separate causal relationship that 
needs to be modeled—simply using new car prices, as NHTSA has done here, 
misses an important step in the process and significantly diminishes the reliability 
and accuracy of the model.   

 
 “My view is that a reduced form econometric exercise that relies solely on 

new vehicle prices to determine scrappage is inherently problematic.” (Sallee, 
B-66) 

 “What is important is that the [scrappage] model be derived from a consumer 
choice model that follows economic principles.  Such a model would 
recognize the mechanical relationship between new vehicle sales today and 
the supply of used vehicles tomorrow, as well as modeling new vehicles as 
substitutes for used vehicles.  Critical also is an explicit representation of the 
‘outside good’—that is, the choice to not own a car.  It is this margin that links 
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to the overall fleet size, which is the key outcome of the scrap model.” (Sallee, 
B-66) 

 
b. Because of the models’ fundamental structural problems, some of which are noted 

above, NHTSA’s attempt to understand and quantify the relationships between the 
different variables in the models faces additional problems and shortcomings.  
Specifically, NHTSA’s attempt to “estimate” the model—or derive coefficients that 
indicate the role of a given variable in the overall modeling equation—was flawed.  
In addition, post hoc adjustments—in layperson terms, artificial constraints placed on 
the model to prevent it from producing certain results—were needed to make the 
results fit reasonable bounds.  

 
 “The econometric estimates used are not credible by modern academic 

standards.” (Sallee, B-54)  
 Based on certain of the coefficients NHTSA developed and used, “it appears there 

may be an issue with the specification of the [sales] model. ... This calls into 
question the results of the other coefficients and indicates possible 
misspecification.” (Birky, B-20) 

 “The model produces such implausible survival rates in future cohorts that the 
modelers chose to add an ad hoc adjustment (the exponential function patch for 
survival after age 20) to force all vehicles into a (subjectively defined) reasonable 
scrap pattern.  If such an adjustment is required to the regression coefficient 
outputs, it begs the question of whether the coefficients should be put used [sic] in 
lieu of a reasonable approximation in the first place.” (Sallee, B-64) 

 
2. The results of the sales and scrappage models are “implausible” and “at odds with 

economic theory.”  The following are some of the more significant criticisms of the 
reviewers on this point.  

 
a. Reviewers strongly criticized the lack of connection or integration between the sales 

and scrappage models.  The problems caused by this lack of connectivity are most 
starkly revealed by the fact that the number of new vehicles added to the fleet (in the 
sales model) has no effect on the number of vehicles scrapped and removed from the 
fleet (in the scrappage model).  The first30 and strongest effect of standards for new 
vehicles on the scrappage of existing vehicles is through any effect of the standards 
on the sale of new vehicles; if there are fewer new vehicles entering the vehicle fleet 
(due to lower demand caused by higher new vehicle prices), the total supply of 
vehicles is effectively reduced, which means there would, all else being equal, be 
more demand for used vehicles, some of which might then stay in the fleet instead of 
being scrapped.  Because existing vehicles and new vehicles are substitutes for one 
another, the volume of new vehicle sales is a very important variable to understanding 
any effect of standards on scrappage rates for existing vehicles.  The failure to 
integrate the sales model with the scrappage model undermines the entire exercise.  
Specifically, the reviewers recommend switching to a “structural” model that can 

                                                 
30 A change in fuel economy or emission standards will also eventually affect the used vehicle market (and 
scrappage) by changing the fuel economy of new vehicles that become existing vehicles.   
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capture this connection, and, likewise, can capture the impact of used vehicle prices 
on new vehicle sales. 
 
Reviewers found the lack of connectivity between the sales and scrappage models 
particularly problematic given the “unexpected” and “unlikely” impact of the 
scrappage model on total fleet size.  In particular, reviewers did not believe there was 
any sound basis for the model’s prediction that an increase in new car prices (and 
also, consequently, used car prices) would lead to a situation in which consumers 
wanted to own more cars than in the rollback scenario, where new (and used) car 
prices are lower.  This implausible prediction occurred because the models are not 
integrated, so that total fleet size has no relationship to demand for vehicles and 
driving.  As noted above, under the model, the number of new vehicles added to the 
fleet has no effect on the number of vehicles scrapped and removed from the fleet. 
 
 “…the model produces outcomes that seem to be at odds with economic theory.” 

(Sallee, B-62) 
 The “significant shrinkage in the overall fleet associated with lower new car 

prices” seems “implausible.” (Gruenspecht, B-51) 
 “…the consideration of sales responses and scrappage responses as independent 

processes is problematic, because it fails to use important information regarding 
the total demand to operate POVs [personally owned vehicles], which has 
implications for projections of the fleet size.” (Gruenspecht, B-48) 

 “While some reduction in new LDV [light-duty vehicle] sales under increasingly 
stringent standards could be reflected in decisions to entirely forego the use of 
POVs, it [is] difficult to envision that higher new vehicle prices associated with 
more stringent standards would induce consumers to hold a larger total fleet of 
POVs.  Despite this, the CAFE_ss model run31 results report a ‘many for one’ 
replacement. By 2030, the fleet is nearly 5.9 million vehicles (1.9%) larger in the 
baseline (B) case with the augural standards than in the preferred alternative (P) 
case where new care [sic] fuel economy standards and new car prices are lower, a 
difference that grows to 7.1 million vehicles (2.2%) by 2037.  This outcome 
occurs notwithstanding important costs, including registration fees and required 
insurance for each vehicle held as discussed in the documents, as well as time-
consuming and costly safety and emissions inspection requirements in many 
jurisdictions that make it extremely awkward and costly to substitute several 
existing vehicles for a new purchase that is foregone.  This unexpected and 
unlikely result seems directly tied to the use of empirical sales and scrappage 
models that are independently derived rather than jointly developed within the 
context of a transportation mode choice model.” (Gruenspecht, B-48 to B-49) 

 “While substitution between new and existing vehicles in providing services is 
well established in the literature, the notion that one new LDV would be replaced 

                                                 
31 The model results that NHTSA used in the rulemaking are from the “CAFE_ss” model runs, which take into 
account statutory constraints that preclude consideration of some possible real-world compliance strategies. NHTSA 
also conducts unconstrained model runs (“CAFE” runs), which do not limit real-world compliance strategies.  See 
Revised CAFE Model Peer Review at B-43 to B-44; see also, e.g., 83 Fed. Reg. at 43160-61. 
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with multiple existing ones, as suggested by comparison of the B and P case fleet 
sizes, seems implausible…” (Gruenspecht, B-52) 

 Not integrating the new and used car markets (and instead modeling new vehicle 
sales and existing vehicle scrappage separately), “is potentially problematic 
because any errors in the two analyses could compound, rather than counteract 
each other, yielding net impacts on the size of the fleet that are at odds with 
economic theory.  This appears to have happened in the PRIA, where less 
expensive new vehicles are projected to shrink the car market, implying that 
consumers, faced with cheaper cars, choose to substitute away from cars towards 
other forms of transportation.” (Sallee, B-60) 

 “The impact of the change in vehicle stock (both total number and average age) 
on total VMT should be vetted against expected trends in VMT demand.” (Birky, 
B-26) 

 “…it is important that the new and used markets interact within the CAFE model.  
If the CAFE model wishes to fully incorporate fleet size effects into the cost-
benefit analysis, it needs to do so in a way that is internally consistent with 
economic theory.  This will require some theoretical equilibrium bridge between 
the markets, rather than two parallel reduced form econometric exercises.” 
(Sallee, B-61) 

 “The PRIA documents final model results that imply that more expensive new 
vehicles lead to a larger total vehicle fleet.  This is problematic.” (Sallee, B-65) 

 “What seems most critical is that the new vehicle sales and scrap results be forced 
into a relationship in a theoretical model…” (Sallee, B-66) 

 
b. Reviewers objected to NHTSA’s use of VMT schedules that assumed that total VMT 

would increase or decrease proportionally with fleet size, which was implausible; 
reviewers stated that total VMT should track demand for travel, not fleet size.   

 
i. One reviewer noted that he would have expected any change in VMT due to a 

change in fuel economy or emission standards to be effectively zero, as the 
regulatory alternatives did not have an obvious impact on an average household's 
demand for travel.  

 
 “…I might have predicted that any overall change to VMT would be 

effectively zero, since the regulatory alternatives don't have much obvious 
impact on the average household's demand for travel. … Leakage in GHG 
control (or gasoline consumption) that is attributable to shifting the shares of 
VMT by vehicle ages strikes me as more plausible than leakage in GHG 
control (or gasoline consumption) that is generated by changes in overall 
VMT in the country.” (Graham, B-39)  

 
ii. Others noted that, at most, there might be a slight increase in VMT where fleet 

size is larger (which most likely would occur under the rollback, where new 
vehicle prices were estimated to be lower), but nothing on the scale NHTSA’s 
modeling asserted.  
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 “…the vehicle-focused method used to calculate total VMT—using 
historically derived, vintage specific, per-vehicle VMT—neglects important 
determinants of demand that are central to the issues this update is attempting 
to address.”  Further, “…it is unlikely that the total household VMT would 
increase by the total annual VMT of a new vehicle,” as NHTSA's model 
assumes. (Birky, B-22). 

 “Imagine a household with multiple drivers but one car.  Suppose they add a 
second car.  It is intuitive to expect that total driving in the household 
(including both cars) will rise.  But, it seems very unlikely that VMT would 
double.  Similarly, as the fleet continues to rise faster than the population (as 
noted in the PRIA), one would not expect the total VMT to rise at the same 
proportional rate as the number of registered vehicles, but instead to rise more 
slowly.” (Sallee, B-68) 

 
iii. They also noted that much of the favorable cost-benefit analysis of the rollback 

(in particular, the lower number of car accidents and fatalities projected under the 
rollback and the fact that the rollback does not lead to the magnitude of increased 
fuel consumption and increased emissions relative to the Obama standards as 
would have been seen under prior analytical approaches) is attributable to the 
implausible projection that total fleet VMT will shrink as a result of the predicted 
decrease in fleet size .  

 
 “Much of the final cost-benefit analysis depends on the total VMT in the fleet. 

… The current model assumes that the fleet VMT schedule is independent of 
fleet size.  This is unlikely.” (Sallee, B-61) 

  “This exaggeration could very well be substantial.  Thus my concern about 
this issue rivals the central concern about how the new vehicle sales and scrap 
responses are implemented separately.” (Sallee, B-68) 

 “This model feature [using set VMT schedules for individual vehicles] causes 
a significant disconnect in the relationship between the overall fleet size 
change and aggregate VMT traveled across the B and P cases.” (Gruenspecht, 
B-49).  

 
3. In some instances, the models’ projections indicate that the models do not even perform 

consistently with NHTSA’s descriptions of how they operate, further calling into 
question their validity.  

 
a. For example, according to NHTSA, the sales model is supposed to show the effect of 

changes in new vehicle prices on new vehicle sales, and the scrappage model is 
supposed to show the effect of changes in new vehicle prices on the rates of 
scrappage of existing vehicles.  New car price differences started in MY2017, but the 
sales model did not show changes in sales until MY2022—which is difficult to 
understand given that the sales model is supposed to show the effect of changes in 
new vehicle prices on new vehicles sales.  In addition, the scrappage model—which 
is using the same new vehicle price changes (starting in MY2017), showed changes in 
the rate of the scrappage of vehicles in MY2018.  It is difficult to understand how the 



 

17 

standards could have an effect on scrappage of existing vehicles before they had an 
effect on new vehicle sales.  This reinforces the scale of the fundamental flaw of 
failing to connect the sales model to the scrappage model.  

 
 “Differences in sales between the P and B cases do not begin until MY2022 even 

though the reported price differences start in MY 2017.  Unless I have misread the 
output files, it would be useful to explain why differences in price levels do not 
affect sales prior to MY2022 or, if the model code is faulty, to update it to address 
this problem.” (Gruenspecht, B-44)   

 “While differences in new LDV prices between the B and P cases do not cause 
the affect [sic] new LDV sales until 2022, scrappage starts to be affected by new 
vehicle price differences starting in 2018.  As a result, with no change in new 
vehicle sales, the in-use fleet reported is already 1.18 million vehicles larger in the 
B case than in the P case. (Gruenspecht, B-52) 

 
b. In addition, under two different runs of the model with different new car prices, the 

model predicted identical vehicle sales.  This outcome calls into question the basic 
functionality of the sales model, which is designed to predict changes in sales based 
on changes in new vehicle prices. 

 
 “Another concern arises from comparisons between the CAFE and CAFE_ss32 

versions of the model runs.  Although there are differences between the price 
paths between these two runs, representing different interpretations of limitations 
on manufacturers’ CAFE compliance strategies, the reported sales differences 
between the B and P cases for MY2022 through MY2032 are identical in the 
CAFE and CAFE_ss output reports for total LDVs, passenger cars (PCs), and 
light trucks (LTs) in each year.  This outcome suggests that something other than 
the difference in new LDV prices is driving sales differences across cases 
representing the B and P policy alternatives.  Unless I have misread the model 
results, it would be useful to understand why the difference in prices between 
these two cases does not lead to corresponding differences in LDV sales results.” 
(Gruenspecht, B-44) 

 
4. Reviewers noted several instances in which “essential” information about the models 

was missing, which made it “impossible” to fully evaluate the models, including 
information on how NHTSA developed and validated the models.  Because this 
information is not available, it is not possible for either the peer reviewers or the public 
to fully assess the models and to understand what other flaws might be present or what 
effects such flaws are having on the model’s results and the analysis underlying the 
proposed rules. 

 
 With respect to evaluating the approach NHTSA used for the sales model: “Some 

essential information is not displayed, which means that it is impossible to fully assess 
the model.  In particular, the dependent variable is not defined.  Is this regression 

                                                 
32 See supra note 32. 
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estimated in first differences?  The right hand side regressors are also not labeled clearly.  
Are the sales lags differenced as well, or are they in levels?  Basically none of the 
regressors are labeled clearly enough to be sure of how the regression was run based on 
the PRIA.” (Sallee, B-58)  

 With respect to evaluating the approach NHTSA used for the scrappage model, one 
reviewer noted that “There were some modeling choices that I simply could not evaluate 
with the given information.” (Sallee, B-64) 

o “As a minor (but important) point, the main estimating equation does not specify 
the unit of observation, nor does any table list the number of observations or unit 
of observation.  Tables also do not present standard errors, which makes it 
difficult to assess many coefficient estimates.  Standard errors need to be adjusted 
for serial correlation, and perhaps two-way clustered to allow correlation in the 
errors by age.” (Sallee, B-64) 

o “More significantly, nearly all of the relationships of interest are polynomials.  
There are no summary statistics reported, so it is nearly impossible for the reader 
to judge the economic magnitude of the effects given what is reported (i.e., to 
assess marginal effects at the mean of the sample.)” (Sallee, B-64) 

o “There are very few alternative specifications shown, with the major difference 
being the polynomial shape of the age variable.  It is simply impossible from the 
given set of results to judge how robust these estimates are.” (Sallee, B-64) 

o “In contrast to the new vehicle sales regression reported in the PRIA’s section 8.6, 
the discussion of the scrappage regressions does not include any discussion of the 
time series properties of the estimators.  It is important to test for non-stationarity, 
for example.” (Sallee, B-64) 

 “The model documentation indicates that other vehicle attributes are included in the 
scrappage model values worksheet but it was not clear (given the scope of this review) 
how they figure into the model.” (Birky, B-24) 

 “The independent sales and scrappage functions determine ownership rates, but this result 
is not reported nor compared to historical trends, so it is not possible to assess how 
consistent the model is with these trends or with trends in VMT per household or per 
capita.” (Birky, B-22) 

 “To fully comment on the model implementation, it would be necessary to see the results 
of sensitivity analyses over a larger variation in inputs.” (Birky, B-26) 

 
Additional Concerns Raised by the Updated Peer Review 
 
Should the agencies move forward and attempt to develop a reasoned, economically sound 
approach to modeling sales and scrappage effects, the reviewers flagged several additional issues 
that will need to be addressed.  First, the fuel economy improvements in the vehicles under the 
current standards must be incorporated in some way in the sales model, such as by including in 
the sales modeling only the net price increase of new vehicles—i.e., the relevant technology 
costs less consumers’ valuation of the fuel savings that will result.33  Further, the reviewers’ 

                                                 
33 See, e.g., Revised CAFE Model Peer Review at B-34 (Graham), B-55 to B-56 (Sallee), and B-63 (Sallee) (“The 
PRIA uses estimates of price that do not account for changes in vehicle quality, including fuel economy. This seems 
to me deeply problematic, as the right conceptual idea is to ask how a change in the desirability of vehicles, taking 
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comments make clear that simply increasing elasticity of demand for new cars to secure similar 
scrappage results while eliminating the current model’s implausible effects of changes in new 
vehicle prices on scrappage rates of existing vehicles would not be an acceptable approach.  
Graham notes that a new car sales elasticity of -1 “does not have a solid grounding in economic 
evidence,”34 and based on the relevant literature it is likely “well below” that level.35  In addition, 
the reviewers noted that NHTSA’s assumption that 100% of the technology costs attributable to 
the standards will be passed through to consumers (in the form of higher new vehicle prices) is 
unfounded.  The reviewers note that the relevant economic literature “tends to find incomplete 
pass-through.”36  They note that, “It is likely that some of the burden of additional technology 
deployment will be borne by producers in the form of lost profits,” and that this is especially true 
for fixed costs, such as research and development, as “[e]conomic theory would predict that only 
true marginal costs (i.e., costs that scale directly with each new unit sold) would impact strategic 
pricing.”37  Given this, it is likely that the new sales model “overstates the size of any effects on 
the new car market.”38 
 
In addition, we note that in the Proposed Rule, the agencies also employed a new safety model 
that relied upon future fatality rates (developed by NHTSA) for the fleet.  In the public 
comments on the Proposed Rule, commenters identified several of the same types of problems in 
that modeling effort that the peer reviewers and public commenters noted with respect to the 
sales and scrappage models.39  In particular, the public commenters thought NHTSA’s choice of 
model was inappropriate and also that NHTSA ignored calendar-year effects—both of which 
significantly skewed the fatalities results in the Proposed Rule.  The agencies must also conduct 
a peer review for the new safety model, especially given the accuracy of the public commenters 
in identifying the significant issues with the sales and scrappage models and the analogous flaws 
that those same commenters have noted with the new safety model.40   
 

* * * 
 
In sum, the peer reviewers’ comments, like the public comments, leave the agencies with only 
two potential options—(1) revert to the previous modeling approach where sales and scrappage 
do not change depending on regulatory alternatives, or (2) redesign the sales and scrappage 
models from the ground up, based on economic theory and best econometric and modeling 
practice.   
 
The same is true of the new safety model that the agencies relied upon, especially the estimation 
of future fatality rates for vehicles—a model the agencies still have not had peer reviewed.   

                                                 
price and attributes into consideration, changes ownership. The PRIA argues that the ideal specification ignores 
quality changes, but I do not understand or agree with the arguments made.”).  
34 Id. at B-33 (Graham). 
35 Id. at B-35 (Graham).  
36 Id. at B-55 (Sallee).  
37 Id. 
38 Id. 
39 Comments of Policy Integrity at 91-99; Comments of CARB 258-82; Comments of R.M. Van Auken, Dynamic 
Research, Inc., NHTSA Docket #2018-0067-11881. 
40 NGO Joint Legal Comments at 190-99 (noting that the agencies are legally required to have the safety model peer 
reviewed). 
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If the agencies choose to redesign the models, then given the significant changes that would be 
needed and the central role of the models in the Proposed Rule and the cost-benefit analysis, a 
subsequent peer review of the revised models and their projections, including public 
participation, would be required.  However, even if the agencies attempt to address the problems 
that have been identified, they may have to accept that—given the state of the economic 
literature and available modeling approaches—it is currently impossible to develop point 
estimates of these effects with any reasonable certainty.  This is what the agencies concluded in 
the previous fuel economy and GHG emissions rulemakings for light-duty vehicles, and it is very 
likely that there are simply insufficient grounds to justify a change in that position.    
 
In either event (whether the agencies revert to the previous modeling approach or fundamentally 
redesign the new models), given the significant changes that would be needed and the central 
role of the models in the Proposed Rule and the cost-benefit analysis, the core justification for 
the Proposed Rule would be undermined, and the revisions would inevitably lead to a different 
proposal.  As a result, the agencies must withdraw the fatally flawed Proposed Rule and reinitiate 
the rulemaking process.  Any new proposed rule, based on the revised analysis, will require a 
new public comment period so that interested parties can review and comment upon any new 
models and the revised proposed rule.  In light of the central role of the sales, scrappage, and 
safety models in the justification for the Proposed Rule, these steps are essential before the 
agencies can issue a final rule.  
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October 26, 2018 

VIA ELECTRONIC SUBMISSION 

Attn:  Christopher Lieske, Office of Transportation and Air Quality, Assessment and Standards 
Division, Environmental Protection Agency (EPA) 

Re: The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks, EPA–HQ–OAR–2018–0283; FRL–9981–74–OAR; 
RIN 2127–AL76; RIN 2060–AU09 

The Institute for Policy Integrity (“Policy Integrity”) at New York University School of Law1 
submits the following comments on The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule 
for Model Years 2021–2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42986 (Aug. 24, 
2018) (“Proposed Rule”). 

In the Proposed Rule, the Environmental Protection Agency (“EPA”) proposes to reverse course 
on its final greenhouse gas emissions standards for 2021-2025 (“GHG Standards”) and the 
National Highway Traffic Safety Administration (“NHTSA”) proposes to reverse course on the 
Corporate Average Fuel Economy standards for 2021 as well as the augural standards for 2022-
2025 (“CAFE standards”) (collectively the “baseline standards”).2  

Policy Integrity is a non-partisan think tank dedicated to improving the quality of government 
decisionmaking through advocacy and scholarship in the fields of administrative law, economics, 
and public policy. We write to make the following comments, as more fully described herein:  

1. The agencies’ approach to weighing their statutory factors is unreasonable. 

                                                 
1 This document does not purport to present New York University School of Law’s views, if any. 

2 In 2012, EPA set standards for cars and light trucks sold in model years 2017 to 2025. 2017 and Later Model Year 
Light-Duty vehicle Greenhouse Gas Emissions and Corporate Average Fuel Economy Standards 77 Fed. Reg. 
62,624 (Oct. 12, 2012) [hereafter “baseline standards”]. NHTSA set final fuel economy standards for model years 
2017 to 2021 and non-final “augural” standards for model years 2022 to 2025, meaning that those standards 
represented the agencies’ “best estimate” of the appropriate level of stringency for those model years, based on the 
information available in 2012. Id. at 62,627. 
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2. The agencies have arbitrarily inflated the costs of the baseline standards through several 
unreasonable assumptions about compliance costs and the extent to which manufacturers 
pass those costs through to consumers. 

3. The agencies have arbitrarily ignored consumer valuation of fuel savings and the welfare 
benefits of the baseline standards. 

4. The agencies’ analysis is riddled with econometric errors. 
5. The agencies’ assumptions about the impact of the baseline standards on fleet 

composition, vehicle travel, and safety arbitrarily disregard basic economic theory. 
6. The agencies’ choice of rebound estimate is arbitrary and capricious. 
7. Potential changes in the mass of vehicles caused by the baseline standards do not support 

the Proposed Rule. 
8. The agencies’ employment analysis is incomplete. 
9. The agencies’ emissions analysis is inaccurate and incomplete.  
10. The agencies’ have arbitrarily failed to provide missing information necessary for 

meaningful public review of the Proposed Rule. 

In addition, Policy Integrity is submitting the following three sets of comments under separate 
cover, which are incorporated herein:3  

1. Comments explaining that EPA cannot legally withdraw the Clean Air Act preemption 
waiver granted to California in 2013 for the greenhouse gas and zero emission vehicle 
requirements of its Advanced Clean Cars program. 

2. Comments, submitted together with several other organizations, explaining how the 
agencies’ analysis of the social cost of carbon in the Proposed Rule is inconsistent with 
best available science, best practices for economic analysis, and legal standards for 
rational decisionmaking. 

3. Comments, submitted together with several other organizations, explaining how 
NHTSA’s analysis of the social cost of carbon in the Draft Environmental Impact 
Statement for the Safer Affordable Fuel-Efficient Vehicles Rule for Model Year 2022-
2026 Passenger Cars and Light Trucks is inconsistent with best available science, best 
practices for economic analysis, and legal standards for rational decisionmaking. 

The references cited herein are provided in a bibliography at the end of these comments.  

  

                                                 
3 All three sets of comments are available here: https://policyintegrity.org/what-we-do/update/3190. 
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In their justification for the Proposed Rule,4 the National Highway Traffic Safety Administration 
(“NHTSA”) and the Environmental Protection Agency (“EPA”) (collectively the “agencies”) 
rely heavily on the argument that the baseline standards will substantially increase costs which, 
in turn, will translate into higher prices faced by new car purchasers. NHTSA estimates that 
vehicle prices will be approximately $2,700 higher by 2029 under the baseline standards.5 EPA 
similarly estimates that vehicle prices will be $2,800 higher in 2030, including maintenance and 
other costs.6 Discouraged by the price surge, so the agencies argue, used car scrappage will 
decrease as consumers increasingly rely on used cars for their transportation needs and retain and 
drive those cars more. This analysis is the core of the agencies’ decision to roll back the baseline 
standards.  

In our comments, we show that the agencies’ analysis produced biased and irrational results at 
each of the steps in that causal chain, leading to a Proposed Rule that vastly overstates the 
benefits of the rollback and understates the benefits society foregoes with the rollback. The 
agencies should not finalize the Proposed Rule. 

I. THE AGENCIES’ APPROACH TO WEIGHING THEIR STATUTORY FACTORS IS 
UNREASONABLE 

In attempting to carry out their statutory mandates to conserve energy7 and protect public 
welfare,8 the agencies have unreasonably interpreted their statutory factors, arbitrarily 
overlooked important parts of the problem, and fixated on a subset of issues in ways that 
Congress did not intend. They have misidentified the market failures and problems that their 
proposed rollback intends to address, and have relied on a biased and manipulated cost-benefit 
analysis to justify their proposal. A full and balanced analysis of all the costs and benefits that 
the agencies are charged with considering would reveal—as the midterm review recently 
confirmed—that the baseline standards will deliver massive net social benefits, and the proposed 
rollback is unjustified. 

                                                 
4  The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 Passenger Cars and 
Light Trucks, 83 Fed. Reg. 42986 (Aug. 24, 2018) [hereafter “Proposed Rule”]. 

5  83 Fed. Reg. at 42,994; see also id. at 43,263-64, Table VII-4 (see last two rows for MY2025). 

6  Id. at 43,229 (explaining that these costs “could be passed on to consumers”). 

7  83 Fed. Reg. at 42,995, 43,015, 43,205 (conceding that EPCA ultimately requires NHTSA to set standards to 
conserve energy). 

8  42 U.S.C. § 7521(a)(1). 
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A. Standards of rationality for regulatory decisionmaking 

Agencies are constrained by the standards of rationality both in interpreting statutory factors9 and 
in exercising their regulatory decisionmaking.10 Agencies may not rely on factors that Congress 
did not intend for them to consider, fail entirely to consider an important aspect of the problem, 
or offer an explanation for their decision that runs counter to the evidence before them. 
Additionally, when agencies propose to reverse course from a prior reasoned decisionmaking—
as the agencies propose to do here—they must provide a “reasoned explanation” for dismissing 
the “facts and circumstances that underlay” the original rule.11 Finally, agencies’ regulatory 
decisions must stay within the overarching bounds of their statutory mandate.12 

B. NHTSA’s approach to its statutory factors is unreasonable 

The Energy Policy and Conservation Act (EPCA) requires NHTSA to set the maximum feasible 
fuel economy standards after considering technological feasibility, economic practicability, the 
effect of other motor vehicle standards of the Government on fuel economy, and the need of the 
United States to conserve energy.13 NHTSA admits that the overarching mandate under EPCA is 
to conserve energy.14 

Need to Conserve Energy: NHTSA has unreasonably defined the “need . . . to conserve energy” 
factor and has unreasonably ignored aspects of this issue. 

To start, the agencies falsely and inconsistently argue that the need to conserve energy has 
diminished because U.S. reliance on foreign oil has decreased.15 At the most extreme, the 
agencies claim that the rollback will result in zero monopsony costs and zero national security 
costs because the United States is so close to self-sufficiency in its petroleum supply that it is 

                                                 
9  Chevron U.S.A. Inc. v. NRDC, 467 U.S. 837 (1984). 

10  Motor Vehicle Mfrs. Ass’n v. State Farm Mut. Ins. Co., 463 U.S. 29, 43, 48 (1983).  

11  F.C.C. v. Fox Television Stations, 556 U.S. 502, 515-16 (2009). 

12  See, e.g., Center for Biological Diversity v. NHTSA, 538 F.3d 1172, 1195 (9th Cir. 2008) (noting that NHTSA’s 
balancing of statutory factors cannot undermine the “fundamental purpose” of the EPCA); Clean Air Council v. 
Pruitt, 862 F.3d 1, 9 (D.C. Cir. 2017) (“It is ‘axiomatic’ that ‘administrative agencies may act only pursuant to 
authority delegated to them by Congress.’”) (quoting Verizon v. FCC, 740 F.3d623, 632 (D.C. Cir. 2014)). 

13  49 U.S.C. § 32902(f). 

14  83 Fed. Reg. at 42,995, 43,015, 43,205 (conceding that EPCA ultimately requires NHTSA to set standards to 
conserve energy). 

15  83 Fed. Reg. at 43,214-15. 
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“unlikely” that imports would increase as a consequence of the proposed rollback.16 That 
assumption is wrong for several reasons, and is inconsistent with other parts of the analysis: 

 The latest Annual Energy Outlook from the Energy Information Administration projects that 
the United States will continue to import crude oil through 2050 and “remains a net importer 
of petroleum and other liquids on an energy basis.”17 

 But even assuming that the United States will soon become a net exporter of petroleum, there 
are still foreign suppliers in the meantime, and there would continue to be foreign suppliers 
even after the United States achieves net-export status.18 Petroleum prices are set in a global 
market. And because oil is a global market, how much we produce is irrelevant to U.S. 
exposure to price shocks; the United States will remain vulnerable.19  

 Moreover, the assumption that the increased petroleum consumption caused by the proposed 
rollback will be met through 0% imports20 is also wildly inconsistent with the assumptions 
made elsewhere in the analysis. For the purposes of calculating the energy price shock effect, 
the agencies assume that—through the year 2050—75% of the increase in fuel consumption 
resulting from lower CAFE and CO2 emissions standards will be reflected in increased U.S. 
imports.”21 For calculating upstream emissions effects, the agencies assume that—through 
the year 2050—50% of increased gasoline consumption would be supplied by increased 
domestic refining and that 90% of this additional refining would use imported crude 
petroleum.”22 In total, the upstream emission calculations assume that 95%23 of increased 
consumption will either be from foreign refining or from foreign crude imports. The agencies 
inconsistently and opportunistically assume 0% imports when it serves their purposes, but 

                                                 
16  NHTSA & EPA, Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021-2026 Passenger 
Cars and Light Trucks Preliminary Regulatory Impact Analysis 1068, 1077 (Aug. 23, 2018) [hereafter “PRIA”]. 

17  EIA (2018a), at 24 (showing projections for the reference case); cf. id. at 53-54 (showing that the United States 
is a “modest net export of petroleum on a volume basis from 2029 to 20245,” as compared to on an energy basis; 
and showing that under certain oil price scenarios, the United States remains a net importer even on a volume basis; 
and showing that in the reference case, “the United States returns to being a net petroleum importer in 2045 on a 
volume basis”). Notably, the AEO2018 assumes that all “current laws and regulations . . . are unchanged throughout 
the projection period,” id. at 8, meaning it assumes that the current standards under the 2012 rule will stay in force. 
Under the proposed rollback, as U.S. demand for petroleum increases, projections for imports could change. See 
EIA (2018b), at 26 (“CAFE standards are increased . . . to meet augural CAFE standards for model year 2022 to 
2025,” after which “CAFE standards are held constant” at MY2025 levels “through the end of the projection.”). 

18  EIA (2018a), at 24 (2018) (explaining that even if the United States becomes a net energy exporter, “both 
imports and exports continue through the projection period”). 

19  See Letter to the Agencies from Jason Bordoff (Oct. 22, 208), https://www.regulations.gov/document?D=EPA-
HQ-OAR-2018-0283-3906 

20  PRIA at 1068, 1077 

21  PRIA at 1073. 

22  PRIA at 1291. 

23  50% + (50% * 90%) = 95%. 
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elsewhere in the Proposed Rule, when a different estimate suits them, they instead assume 
95% imports. This is patently arbitrary. 

 The agencies wrongly conclude that national security costs are zero based on the fact that the 
“size” of the Strategic Petroleum Reserve (SPR) has not historically varied in response to the 
level of U.S. petroleum consumption or imports.24 However, “the budgetary costs for 
maintaining [the size of] the SPR” is only one possible effect of changes in the level of 
petroleum consumption or imports. Regardless of whether the United States actually changes 
the size of the SPR in real time to respond to changing levels of U.S. petroleum consumption, 
the protective value that the SPR offers given its size does automatically change as total U.S. 
petroleum consumption changes.25 The agencies have failed to assess how much the relative 
protective value of the SPR will change as total U.S. consumption rises following the 
proposed rollback, and therefore have failed entirely to consider one important element of the 
national need to conserve energy.  

The agencies also wrongly argue that assessing how environmental considerations create a need 
to conserve energy is “complicated,”26 that the 2012 standards may not “sufficiently address 
climate change to merit their costs,”27 and that increasing the standards is not “necessary to avoid 
destructive or wasteful use of energy.”28 The agencies attempt to belittle the standards’ effect on 
climate as “small” by focusing on temperature degree effects rather than on economic impacts.29 
In fact—as detailed in separate comments that Policy Integrity submitted jointly with other 
organizations—assessing the climate effects of the proposed rollback versus the 2012 standards 
is not “complicated”; it is quite easily accomplished by monetizing climate damages using the 
social cost of greenhouse gas metrics. Once climate damages are more fully monetized (as the 
agencies are required to do30), it will become apparent that the proposed rollback will cause 
billions of dollars in climate damages. Billions of dollars lost to avoidable climate damages is not 
a small effect, and it very clearly is a “destructive and wasteful” effect. This approach in no way 

                                                 
24  PRIA at 1077. 

25  Dept. of Energy, Long-Term Strategic Review of the U.S. Strategic Petroleum Reserve: Report to Congress 64 
(2016), https://www.energy.gov/sites/prod/files/2016/09/f33/Long-
Term%20Strategic%20Review%20of%20the%20U.%20S.%20Strategic%20Petroleum%20Reserve%20Report%20t
o%20Congress_0.pdf (“The value of the SPR over the coming decades will be affected by the evolution of future 
world crude oil markets in terms of future oil price levels and quantities of oil produced and consumed globally.”). 

26  83 Fed. Reg. at 43,215. 

27  Id. 

28  Id. 

29  Id. at 43,216. 

30  See our separate Joint Comments on the Social Cost of Greenhouse Gases, available at 
https://policyintegrity.org/what-we-do/update/3190 (explaining how the agencies have improperly manipulated and 
undervalued the climate damage calculations). 
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places “an outsized emphasis”31 on this consideration; to the contrary, it simply uses 
monetization to translate effects into the same metric of dollars that the agencies use to value all 
other costs and benefits in the proposed rollback. As the agencies explained in the 2012 rule, 
monetization is an “appropriate[ ]” tool to put climate benefits “in context in the rule.”32 An 
apples-to-apples comparison of more fully monetized costs and benefits would show—just as the 
agencies concluded in the 2012 rule—that the climate benefits of the 2012 standards alone offset 
a significant portion of the technology costs, and together with the other significant private and 
social benefits, the benefits well justify the costs of the 2012 standards.33 In addition, if anything, 
the need to conserve energy to prevent climate and other environmental externalities is only 
more urgent now than it was during the 2012 rulemaking.34 

NHTSA’s discussion of the “need to conserve” factor also gives short shrift to non-climate 
environmental externalities, only briefly mentioning the possible effects on other emissions 
without detailing any of the myriad non-climate public health and welfare consequences from 
pollution associated with petroleum production and combustion for motor vehicles.35 

The agencies also wrongly concludes that consumers’ need to save money is now “less urgent” 
and no longer supports a strong overall need to conserve energy.36 The agencies assert that past 

                                                 
31  83 Fed. Reg. at 43,216. 

32  77 Fed. Reg. at 62,898. Far from giving monetized climate benefits outsized weight in the 2012 rule, the 
agencies did not select more stringent standards that would have had even larger net benefit figures. If anything, the 
agencies gave “outsized” weight in the 2012 rule to economic practicability in selecting a standard that did not 
maximize net benefits. Id. at 63,055 (“We recognize that higher standards would help the need of the nation to 
conserve more energy . . . [but] [w]e conclude that the correct balancing recognizes economic practicability 
concerns . . . and sets standards at the [less stringent] levels that the agency is promulgating.”). 

33  NHTSA, Final Regulatory Impact Analysis: Corporate Average Fuel Economy for MY 2017-MY 2025 
Passenger Cars and Light Trucks at 51 (2012) [hereafter “NHTSA 2012 FRIA”] (showing cost and benefit 
estimates at a 7% discount). Note that even these monetizations of climate damages are almost certainly a severe 
underestimate. Consideration of unquantified benefits further justifies the 2012 standards. See 77 Fed. Reg. at 
63,079-80 (“Similarly, the agency’s estimate of the value of reduced climate-related economic damages from lower 
emissions of GHGs excludes many sources of potential benefits from reducing the pace and extent of global climate 
change. For example, none of the three models used to value climate-related economic damages includes those 
resulting from ocean acidification or loss of species and wildlife. The models also may not adequately capture 
certain other impacts, including potentially abrupt changes in climate associated with thresholds that govern climate 
system responses, interregional interactions such as global security impacts of extreme warming, or limited near-
term substitutability between damage to natural systems and increased consumption. Including monetized estimates 
of benefits from reducing the extent of climate change and these associated impacts would increase the agency’s 
estimates of benefits from adopting higher CAFE standards.”). 

34  See Intergovernmental Panel on Climate Change, Global Warming of 1.5oC: Summary for Policymakers at 
SPM-4, SPM-11 (2018), http://report.ipcc.ch/sr15/pdf/sr15_spm_final.pdf (reporting with high confidence that 
warming could likely reach 1.5 degrees by 2030, and detailing the associated risks to health, livelihoods, food 
security, water supply, human security, and economic growth). 

35 83 Fed. Reg. at 43,211. 

36 83 Fed. Reg. at 43,216. 
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rulemakings were overly and paternalistically focused on “myopia.”37 This statement ignores all 
the other pathways through which the 2012 standards benefit consumers’ need to save money, 
including by correcting informational asymmetries, attention costs, and other informational 
failures; positional externalities; and various other supply-side and demand-side explanations for 
consumers’ inability to achieve in an unregulated market the level of fuel economy that they 
desire. These components of the national need to conserve energy are discussed at length 
throughout these comments, and were specifically considered by the agencies in the 2012 rule.38 

Indeed, more broadly, NHTSA has failed to adequately explain its shift since 2012 in its 
interpretation and application of the need to conserve energy factor. In the 2012 Clean Car 
Standards, NHTSA noted that the fuel savings of the rule allowed it to comply with the purposes 
of the statute, estimating that the rule’s “fuel economy increases would lead to fuel savings 
totaling a range from 180 billion to 184 billion gallons.”39 Actual fuel savings, and the associated 
benefits to consumers, the environment, and society, were at the heart of NHTSA’s analysis of 
the need to conserve energy factor back in 2012.40 Now the agency ignores those conclusions 
from 2012 and relies on mistaken and inconsistent interpretations of petroleum import 
projections and the urgency of climate change to justify ignoring this statutory factor and giving 
primacy instead to economic practicability and safety effects. The failure to explain this shift in 
approach is arbitrary. 

Economic Practicability: NHTSA discusses consumer valuation, price effects, sales effects, and 
job impacts in the context of its economic practicability factor. These comments discuss at length 
how NHTSA has inappropriately analyzed many of these elements of the economic practicability 
test. 

NHTSA additionally claims that economic practicability also encompasses “harm to the nation’s 
economy caused by highway fatalities,”41 even as the agency also counts safety as its own 
separate factor.42 First, NHTSA has miscalculated the safety impacts, as discussed throughout 
these comments. But second, it is arbitrary to fully include the alleged “harm to the nation’s 
economy caused by highway fatalities” as part of economic practicability even while the agency 
ignores and undercounts various harms to the nation’s economy caused by climate- and 
pollution-related fatalities, illnesses, and other welfare impacts. Neither under the need to 

                                                 
37 Id. 

38 77 Fed. Reg. at 62,914. 

39 77 Fed. Reg. at 63,059.  

40  E.g., 77 Fed. Reg. 63,077 (stating that the rule’s fuel economy savings offset any rebound-related costs of the 
rule, producing “significant benefits to society.”). 

41  83 Fed. Reg. at 43,209. 

42 83 Fed. Reg. at 43,226. 
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conserve energy factor, as noted above, nor under the economic practicability factor does 
NHTSA fully weigh the monetized damages associated with such climate impacts43 as:  

 property lost or damaged by sea-level rise, coastal storms, flooding, and other extreme 
weather events, as well as the cost of protecting vulnerable property and the cost of 
resettlement following property losses; 

 changes in energy demand, from temperature-related changes to the demand for cooling 
and heating; 

 lost productivity and other impacts to agriculture, forestry, and fisheries, due to 
alterations in temperature, precipitation, CO2 fertilization, and other climate effects; 

 human health impacts, including cardiovascular and respiratory mortality from heat-
related illnesses, changing disease vectors like malaria and dengue fever, increased 
diarrhea, and changes in associated pollution; 

 changes in fresh water availability; 
 ecosystem service impacts; 
 impacts to outdoor recreation and other non-market amenities; and 
 catastrophic impacts, including potentially rapid sea-level rise, damages at very high 

temperatures, or unknown events. 

It is arbitrary for NHTSA to count alleged safety costs as support for its propose rollback both 
under the economic practicability factor and as its own separate “bolster[ing]” factor,44 and yet 
never fully monetize climate- and pollution-related deaths and other welfare impacts under either 
the need to conserve energy factor nor under the economic practicability factor.45 

                                                 
43  These impacts are all included to some degree in the three integrated assessment models (IAMs) used by the 
IWG (namely, the DICE, FUND, and PAGE models), though some impacts are modeled incompletely, and many 
other important damage categories are currently omitted from these IAMs. Compare Interagency Working Group on 
the Social Cost of Carbon (2010), at 6-8, 29-33; with Howard (2014). For other lists of actual climate effects, 
including air quality mortality, extreme temperature mortality, lost labor productivity, harmful algal blooms, spread 
of west nile virus, damage to roads and other infrastructure, effects on urban drainage, damage to coastal property, 
electricity demand and supply effects, water supply and quality effects, inland flooding, lost winter recreation, 
effects on agriculture and fish, lost ecosystem services from coral reefs, and wildfires, see EPA, Multi-Model 
Framework for Quantitative Sectoral Impacts Analysis: A Technical Report for the Fourth National Climate 
Assessment (2017); U.S. Global Change Research Program, Climate Science Special Report: Fourth National 
Climate Assessment (2017); EPA, Climate Change in the United States: Benefits of Global Action (2015); Union of 
Concerned Scientists, Underwater: Rising Seas, Chronic Floods, and the Implications for U.S. Coastal Real Estate 
(2018). 

44  83 Fed. Reg. at 43,226. 

45  See our separate comments on NHTSA’s failure to fully monetize the social cost of greenhouse gases. 
https://policyintegrity.org/what-we-do/update/3190. 
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C. EPA’s approach to its statutory factors is unreasonable 

EPA acknowledges that it must consider public health and welfare under Section 202 of the 
Clean Air Act,46 and yet claims authority to give “particular consideration” to costs and safety.47 
EPA never explains why it may give outsized consideration to costs and safety, even as it 
devalues important climate and pollution effects. After all, the “primary goal” of the entire Clean 
Air Act is to advance “pollution prevention.”48 It is therefore arbitrary and inconsistent with the 
statute for EPA to instead give primacy to cost and safety factors in justifying the proposed 
rollback, to fixate on alleged traffic deaths avoided without also clearly reporting the climate- 
and pollution-related deaths, illnesses, and welfare losses that the proposed rollbacks will cause. 
In its discussion of its statutory factors, EPA specifically highlights the alleged avoided highway 
fatalities,49 and yet only reports volume estimates for greenhouse gas changes, without detailing 
any of the real-world impacts from the increase in greenhouse gas emissions, criteria pollutant 
emissions, and toxic pollutant emissions, which will include: climate-related deaths and illnesses 
from excessive heat, excessive cold, extreme weather events, diarrhea, vector-borne diseases, 
food- and water-borne diseases, cardiovascular and respiratory effects, food scarcity, water 
scarcity, and conflict;50 as well as mortalities and morbidities from increases in particulate matter 
and other pollutants, including premature adult and infant mortality, acute bronchitis, respiratory 
emergency room visits, non-fatal heart attacks, asthma exacerbations, strokes, reproductive and 
developmental effects, cancer and genotoxicity effects, and work-loss days.51 EPA never 
sufficiently discusses these important aspects of the regulatory problem, and does not explain 
their connection to its statutory factors. EPA certainly may consider a range of effects, including 

                                                 
46 83 Fed. Reg. at 43,228. 

47 83 Fed. Reg. at 43,231. 

48  42 U.S.C. § 7401(c) (defining the goal for “this chapter,” which includes § 7521 in subchapter II); Air Alliance 
Houston v. EPA, No. 17-1155 (D.C. Cir., Aug. 17, 2018), 2018 WL 4000490 (citing § 7401(c) as describing 
congressional intent in enacting the Clean Air Act). “Pollution prevention” is often distinguished from strictly 
technologically-based end-of-pipe pollution controls, to include process changes that reduce the amount of pollution 
generated in the first place. S. Rep. No. 101-228, pt. 2, at 168 (1989), 1990 U.S.C.C.A.N. 3385, 3553 (“The 
technologies, practices or strategies which are to be considered . . . go beyond the traditional end-of-the-stack 
treatment or abatement system. The Administrator is to give priority to technologies or strategies which reduce the 
amount of pollution generated through process changes or the substitution of materials less hazardous. Pollution 
prevention is to be the preferred strategy wherever possible.”). Increasing fuel economy of vehicles is precisely the 
kind of pollution prevention strategy that Congress had in mind. 

49 83 Fed. Reg. at 43,231. 

50  Carleton et al. (2018); Howard (2014); NHTSA, Draft Environmental Impact Statement at S-21 (2018) 
[hereafter “SAFE Rule Draft EIS”]. 

51  SAFE Rule Draft EIS at S-9, 2-27, 4-24 (listing the human health and welfare impacts from the increased 
particulate matter emissions under the proposed rollbacks). 
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safety, energy security, and national security, but there is no statutory basis for giving safety 
more attention than other important effects such as public “health” and “welfare.”52 

In the 2012 rulemaking, EPA focused on its charge to protect public health and welfare, and 
spoke at length about the standards’ effects on “atmospheric concentrations of CO2, global 
climate warming, ocean acidification, and sea level rise.”53 The agency also devoted in 2012 a 
long discussion to the health and air-quality effects of non-GHG pollutants.54 The Proposed Rule 
meanwhile, notably lacks any meaningful reference to ocean acidification or sea level rise.55 
EPA now fails to explain its lack of attention to important parts of the problem that the agency 
previously assessed under its statutory mandate back in 2012. 

D. The agencies define the market failure too narrowly 

The regulatory impact analysis far too narrowly defines the market failures that fuel economy 
and greenhouse gas emission standards are intended to address. The regulatory impact analysis 
claims that, “in the case of the CAFE standards,” the market failure is limited to protecting 
consumers who do not “voluntarily purchase enough fuel economy” to protect themselves “if 
gasoline prices suddenly rise significantly.”56 With the CO2 standards, the market failure is to 
protect “the planet from the risks of unchecked climate change.”57 

Under both the statutory mandate from EPCA and best practices for economic analysis,58 the 
problems that NHTSA is charged with addressing are not so restricted to only protecting 
consumers from gas price spikes. As explained above in this section as well as throughout these 
comments, NHTSA is more broadly charged to address: externalities relating to energy security, 
national security, positional goods, global climate change, and air and water pollution associated 
with fuel production and consumption; asymmetric information, attention costs, and other 

                                                 
52  42 U.S.C.A. § 7521(a)(1) (“The Administrator shall by regulation prescribe . . . standards applicable to the 
emission of any air pollutant from any class or classes of new motor vehicles or new motor vehicle engines, which 
in his judgment cause, or contribute to, air pollution which may reasonably be anticipated to endanger public health 
or welfare.”); Massachusetts v. E.P.A., 549 U.S. 497, 528-29 (2007). 

53 77 Fed. Reg. at 62,895. 

54  See 77 Fed. Reg. at 62,899, 62,910-12. 

55  The lone exceptions occur in footnote 477, where the agencies note that the 2012 rule measured sea level rise, 
but does not mention any sea level effects from this proposed rollback, 83 Fed. Reg. at 43,230; and at page 43,248, 
discussing California’s reasons for a waiver. EPA also mentions that it has estimated sea-level rise under the 
Executive Order on environmental justice, id. at 43,474, but fails to connect such climate impacts to its statutory 
mandate. 

56  PRIA at 110. 

57  Id. 

58  See Office of Mgmt. & Budget, Circular A-4 (2003) [hereafter “OMB Circular A-4”] (defining various market 
failures, including environmental externalities and informational failures). 
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information failures; internalities, including myopia; and various supply-side market failures, 
including first-mover disadvantage. 

Similarly, while EPA’s primary focus when regulating greenhouse gas emissions should remain 
the need to protect the planet from unchecked climate change, EPA must not ignore other related 
market failures that cause harm to public health and welfare, including the issues and market 
failures listed in the previous paragraph. 

In defining the market failures too narrowly, the agencies not only violate the instructions of 
Executive Order 12,866,59 but also evince their fundamental misunderstanding of the purposes of 
the original 2012 standards. The proposed rollback fails to consider important aspects of the 
problem set before the agencies by Congress, and also fails to consider discussions of these 
market failures from the 2012 rulemaking, and so the proposed rollback is arbitrary and 
capricious. 

E. The agencies should balance their statutory factors using a full and balanced cost-
benefit analysis, not a biased and manipulated cost-benefit analysis 

In the past, the agencies have relied on cost-benefit analysis to inform their balancing of their 
statutory factors. And the agencies should do the same here, after conducting a full, balanced 
cost-benefit analysis. As we have explained throughout these comments, such as analysis would 
not support the Proposed Rule. 

Past Reliance on Cost-Benefit Analysis: Both agencies have relied on cost-benefit analysis in 
previous rulemakings to provide an explanation and context for their chosen standards. For 
example, in the 2012 rule, both NHTSA and EPA cited the costs and benefits in discussing the 
statutory balancing process. EPA stated that “given the technical feasibility of the standard, the 
cost per vehicle in light of the savings in fuel costs over the lifetime of the vehicle, the very 
significant reductions in emissions and in oil usage, and the significantly greater quantified 
benefits compared to quantified costs, EPA is confident that the standards are an appropriate and 
reasonable balance of the factors to consider under section 202(a).”60 NHTSA similarly used a 
marginal cost-benefit analysis to set the 2012 CAFE standards. The agency explained that while 
the agency is not required to conduct a cost-benefit analysis, “[r]egardless of what type of 
analysis is or is not used, considerations relating to costs and benefits remain an important part of 
CAFE standard setting.”61 Similarly, in setting the CAFE standards for MY 2008-2011, NHTSA 
used a marginal cost-benefit analysis to determine the maximum feasible standards.62 The U.S. 

                                                 
59 Exec. Order 12,866 § 1(b)(1) (1993). 

60 77 Fed. Reg. at 62,777 (emphasis added).  

61 77 Fed. Reg. at 62,623, 63,020.  

62 Center for Biological Diversity, 538 F.3d at 1186. 
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Court of Appeals for the Ninth Circuit affirmed the agency’s use of cost-benefit analysis to 
balance the statutory factors of EPCA, explaining that the balancing was appropriate so long as 
the agency does not balance the factors in such a way that conflicts with the statute’s energy 
conservation mandate, and so long as the agency does not “put a thumb on the scale” by 
undervaluing or overvaluing particular effects.63 

In the current rule, the agencies turned their back on these principles and their prior practice 
without providing a reasoned explanation. Instead, the agencies have balanced the factors in a 
way that conflicts with their controlling statutes and weighed the statutory factors without regard 
for the accuracy of the accompanying cost-benefit analysis.  

Errors and Oversights in Balancing the Factors: The agencies acknowledges that the proposed 
rollback will increase fuel usage by about 500,000 barrels per day by the early 2030s.64 The 
agencies nonetheless claim that the increased consumption and emissions are justified by the cost 
savings and safety concerns (in rebound, fleet composition, and mass).65 But that analysis is 
severely flawed.66 First, the increased emissions that will result from the proposed action need to 
be properly incorporated into the cost-benefit analysis. There are significant health and safety 
issues associated with the increased greenhouse gas emissions which the agencies are ignoring. 
See Sections I and IX of these comments, and our separate comments on the social cost of 
greenhouse gases, for a discussion of the treatment of emissions in the agencies’ cost-benefit 
analysis. Second, the safety considerations have been incorrectly calculated in the cost-benefit 
analysis. See sections V-VII of these comments for an in-depth discussion of the treatment of 
scrappage, rebound, and mass effects. The agencies cannot duck their requirements to conserve 
energy and protect public health and safety by citing automobile safety without an adequate 
discussion of the health and safety impacts of the Proposed Rule’s increased emissions or 
without an accurate estimate of the actual safety impact of the rollback versus the 2012 
standards.  

NHTSA claims that it is allowed to use feasibility concerns to deviate from the regulatory 
standards that would maximize net benefits.67 Yet if a standard truly were not feasible, then its 
costs would be prohibitively high, and a full and fair cost-benefit analysis would reflect that. 
After correcting their currently inaccurate estimations of costs and benefits, in the ways we have 
laid out in these comments, the agencies should rely on a full and balanced cost-benefit analysis. 
Such a full and fair analysis will reveal that the proposed rollback is not justified, that the 2012 

                                                 
63 Id. at 1197. 

64 83 Fed. Reg. at 42,995, 43,254. 

65 83 Fed. Reg. 42,995-96, 43,067, 43,230. 

66 National Ass’n of Home Builders v. EPA, 682 F.3d 1032, 1040 (D.C. Cir. 2012). 

67 83 Fed. Reg. at 43,209. 
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standards remain massively benefit-cost justified, and that, if anything, an increase in stringency 
is warranted. 

Misleading Fatalities Statistics: The agencies’ reliance on fatality statistics that include alleged 
rebound-related traffic fatalities to justify its proposed rollback is arbitrary because the agency’s 
own cost-benefit analysis finds that the rebound effect will have no net welfare impact.68 The 
agencies repeatedly cite as justification for the proposed rollback that it will allegedly “reduce 
highway fatalities by 12,700 lives.”69 Half of this figure comes from fatalities allegedly 
attributed to the rebound effect.70 Yet the agencies acknowledge that the increase in driving is 
“freely chosen” and not “imposed by” the standards,71 and their analysis reflects this fact by 
showing that the private welfare gained by consumers from driving more due to the rebound 
effect will offset any fatalities allegedly caused by the rebound effect. As a result, the agencies 
are misrepresenting the effects of the proposed rollback by claiming 12,700 lives saved. 
Compounding this error, the accident related costs associated with the increase in driving that 
results from the scrappage and dynamic fleet share models—which is also “freely chosen”—are 
inexplicably and unjustifiably not offset by countervailing mobility benefits in the benefit cost 
analysis—and the agencies inappropriately claim that these traffic fatalities—which comprise the 
other half of the 12,700 projection72—also justify the roll back. Indeed, the agencies entire 
“safety” justification for the roll back rests solely on their prediction that by rolling back the 
standards, people will drive less and this will reduce traffic fatalities. The agencies discussion of 
the “safety” effects of the standards is thus deeply misleading. Furthermore, the projected traffic 
fatalities figure is never offset by the significant increase in climate- and pollution-related 
fatalities from the proposed rollback’s increase in greenhouse gas emissions and other pollution. 
Consequently, the agencies’ justification for the proposed rollback runs counter to the evidence 
before the agencies. 

Inconsistent Claims on Net External Costs versus Net External Benefits: In Tables II-25 
through II-28, the agencies list positive sums for “net external benefits.”73 Yet, immediately 
following those tables, the agencies instead report that the proposed rollback will generate net 
external costs: “less stringent . . . standards will produce net external economic costs, as the 
increase in environmental and energy security externalities outweighs external benefits from 

                                                 
68 83 Fed. Reg. at 43, 212, 43, 231; Id. at 43,105 (discussion of mobility benefits accompanying the rebound effect). 

69 83 Fed. Reg. at 42,986, 42,995, 43,152; see also id. at 43,231-43,232 (where EPA inconsistently refers instead to 
either 15,680 fatalities or 12,903 fatalities). 

70 See id. at 43,153, tbl. II-74. 

71 Id. at 43,148. 

72 Leaving aside the small number of mass reduction related fatalities, which the agencies concede are not 
statistically significant. NPRM at 43,111 

73 E.g., 83 Fed. Reg. at 43,065. 
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reduced driving and higher fuel tax revenue (line 19).”74 Adding to the inconsistency, the 
regulatory impact analysis reports on the exact same figures from line 19 but instead writes “the 
reduction in external costs imposed by vehicle use combines with higher fuel tax revenue to 
more than offset the increase in environmental and energy security externalities (line 19).”75 The 
summaries from the Proposed Rule and the PRIA are mirror opposites. Given the wording, this 
discrepancy cannot have resulted from a mere typographical error. Rather, it seems more likely 
that, at some point in the agencies’ analysis of the proposed rollback, the agencies had calculated 
that the rollback would result in a net external economic cost, but then different numbers were 
used for the tables. Tellingly, EPA’s June 18, 2018 review of the proposed rollback, as shared 
with OIRA, found that the proposed rollback would cause $83 billion in net social costs.76 If the 
agencies do calculate a net external cost for the proposed rollback, then the agencies have not 
explained why the proposed rollback is justified; if the agencies do not calculate a net external 
cost despite the statement in the Proposed Rule, the agencies have failed to explain what changed 
in their analysis to completely switch the sign and magnitude of the calculation of net external 
effects, from a significant cost to an alleged benefit. Either way, as presented currently, the 
Proposed Rule and its justification are arbitrary. 

II. THE AGENCIES HAVE ARBITRARILY INFLATED THE COSTS OF THE 
BASELINE STANDARDS  

The agencies’ estimates of the relative effects on vehicle buyers of the Proposed Rule versus the 
baseline standards is riddled with errors. First, the agencies have overestimated compliance costs 
by failing to appropriately model how manufacturers will efficiently deploy flexible compliance 
options and make fuel economy improvements to reduce their costs. Second, the agencies have 
overstated the share of vehicle prices that will be passed on to consumers—in particular, to 
consumers of lower-price vehicles. And third, the agencies have arbitrarily relied on “relatively 
low” fuel prices to justify the need for the Proposed Rule. 

The premise of the Proposed Rule is that, under the baseline standards, vehicle prices will 
otherwise increase enough to cause a substantial drop in sales, thus allegedly affecting the ability 
of manufacturers to comply with the standards as well as the relative safety of the cars driven by 
consumers.77 That price analysis rests on the assumption that manufactures will pass all of their 

                                                 
74 83 Fed. Reg. at 43,067 (emphasis added). 

75 PRIA at 1085. 

76 EPA, Further Review of CAFE Model & Inputs at 2 (June 18, 2018), 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (see Email 5, page 11 of PDF). 

77 83 Fed. Reg. at 42,993-994 



14 

compliance costs on to buyers, a feature known as full “pass-through.”78 Thanks to this pass-
through assumption, NHTSA estimates that vehicles will be approximately $2,700 higher by 
2029 under the baseline standards.79 EPA similarly estimates that vehicle prices will be higher by 
$2,260 in 2030.80 Additional costs from maintenance, financing, insurance, taxes, and other fees 
brings the agencies’ estimates to a total of $2,810.81 But those price estimates are inflated, 
because the agencies incompletely model the use of cost-saving flexibilities, wrongly model the 
decisions about fuel economy improvements and unreasonably assume a full pass-through of 
costs to consumers, among other reasons. Additionally, those estimates are offset by the lifetime 
fuel savings of the baseline standards, which the agencies have underestimated. 

Correcting these mistakes, together with other errors in calculating the Proposed Rule’s costs and 
benefits, will show that the baseline standards continue to be benefit-cost justified, and that the 
Proposed Rule is not justified.  

A. The agencies fail to model efficient deployment of all compliance options, including 
flexibilities, and thus overestimate the baseline standards’ costs 

The baseline standards incorporate a number of cost-minimizing flexible compliance options. 
Manufacturers can reduce their costs of compliance by averaging the efficiency levels of 
vehicles within a fleet, by generating excess compliance credits in one year and banking them for 
future use, by promising to over-comply in future years and borrowing those credits to make up 
for an existing deficit, by transferring credits between fleets, by trading credits with other 
manufacturers, by generating offset credits (or “adjustments” as NHTSA calls them) through off-
cycle technologies and other opportunities, and by efficiently relying on penalties as an upper-
bound safety valve on compliance costs, among other things. 

Studies show that for both fuel economy standards and EPA’s history with averaging, banking, 
and trading (ABT) programs, the expected cost savings from employing these kinds of market-
based flexible compliance options relative to uniform standards can be as high as 50%.82 These 
compliance flexibilities are especially beneficial given how heterogeneous the car manufacturers 

                                                 
78 Id. at 43,071; see also id. at 43,135 (“CAFE standards force manufacturers to apply fuel saving technologies to 
offered vehicles and then pass along the cost of those technologies (to the extent possible) to buyers of new 
vehicles.”). 

79 83 Fed. Reg. at 42,994; see also id. at 43,263-64, Table VII-4 (see last two rows for MY2025). 

80 Id. at 43,229  

81 Id. at 43,229. 

82 See Rubin et al. (2009), at 315–328 (2009) (showing the huge potential of cost savings associated with credit 
trading between firms for the CAFE program); Newell & Stavins (2003), at 56 (estimating the potential cost savings 
associated with market-based policies); Carlson et al. (2000) (showing gains from trade in transferable sulfur 
dioxide emission allowances among electric utilities). 
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are and how diverse individual manufacturers’ product lines are.83 And indeed, with companies 
as different in their fuel efficiency profiles as Tesla and Porsche, one can expect substantial cost 
savings from credit trading and other flexible compliance options.84 The agencies are well aware 
of the cost-minimizing potentially of these flexibilities.85 In the proposal, the agencies explain 
that, “well-functioning banking and trading provisions increase market efficiency and reduce the 
overall costs of compliance with regulatory objectives.”86 Moreover, as the agencies 
acknowledge, the introduction of trading has changed the decisions made by manufacturers: 
“Since NHTSA introduced trading and transferring, manufacturers have largely traded or 
transferred credits in lieu of paying civil penalties.”87 The agencies also acknowledge “that 
buying and selling credits is a more cost-effective strategy for manufacturers than paying civil 
penalties” and quote the decrease in civil penalties paid annually.88 

By failing to model the most efficient deployment of all these cost-minimizing compliance 
flexibilities, both NHTSA and EPA have overestimated the costs of complying with the baseline 
standards. 

1. Manufacturers would not automatically apply all technologies defined by the 
agencies as “cost-effective”  

Figure 9 below, copied from NHTSA’s Draft CAFE Model Documentation, illustrates how the 
agencies simulate the manufacturer’s compliance decisions in every model year.89 As shown in 
Figure 9, the agencies assume that manufacturers apply all technologies considered “cost-
effective” in the first step, regardless of how much compliance is needed or how many credits 

                                                 
83  More formally, the more the marginal costs of compliance differ between the producers, the more costs are 
saved when trade is introduced. See Administrative Conference of the United States, Recommendations 2017-4 on 
Marketable Permits 3 (2017), available at 82 Fed. Reg. 61,728, 61,730 (Dec. 29, 2017) (reporting that marketable 
permit programs are more beneficial when “Regulated parties have sufficiently differing compliance costs, such that 
the savings from trading are likely to be greater than transaction costs.”). 

84  See, e.g., Stranlund (2017); 74 Fed. Reg. 14,196, 14206 (Mar. 30, 2009) (“Under Part 536, credit holders . . . 
will have credit accounts with NHTSA, and will be able to hold credits, apply them to compliance with CAFE 
standards, transfer them to another ‘compliance category’ for application to compliance there, or trade them.”); id. at 
14,218 (“In the event that a manufacturer does not comply with a CAFE standard, even after the consideration of 
credits, EPCA provides for the assessing of civil penalties.”); 81 Fed. Reg. at 95,489 (“[S]ince the introduction of 
credit trading and transfers for MY 2011 and after, many manufacturers have taken advantage of those flexibilities 
rather than paying civil penalties for non-compliance.”). 

85  83 Fed. Reg. at 43,231. 

86  Id. at 42,999. 

87  Id. at 43,451. 

88  Id. at 43,451. 

89  Draft CAFE Model Documentation, July 2018, Figure 9, at 69, available at ftp://ftp.nhtsa.dot.gov/CAFE/2021-
2026_CAFE_NPRM/CAFE_Model/CAFE_Model/CAFE_Model_Documentation_NPRM_2018.pdf (last accessed 
10/19/2018) [hereafter “CAFE Model Documentation”]; see also 83 Fed. Reg. at 43,161, 43,174. 
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they have available. The problem with this assumption lies in the definition of “cost-effective 
technologies.” According to the agencies, cost-effective technologies are the technologies that 
cost less than the sum of compliance costs that the technology avoids90 plus the value of 2.5 
years of fuel savings achieved by the technology.91 Given those numbers, some manufacturers 
could be predicted to over-comply in every year on a technological basis, even as available 
credits are left to expire. 

If consumers are demanding these cost-effective technologies such that manufacturers can earn a 
profit by including them, that assumption may make some sense. However, the assumption 
clashes directly with the contradictory assumption that the agencies rely on in the model’s sales 
module, where they implicitly assume that customers entirely disregard fuel efficiency in their 
purchasing decisions.92 In that model, the failure to include any estimate for consumer valuation 
leads the agencies to overestimate how the baseline standard’s alleged price increases will 
depress sales of new vehicles (The problematic assumptions of the sales module, and the 
inconsistency with the agencies’ other assumptions on consumer valuation of fuel economy, are 
discussed in Section III.)  

At the same time, the agencies’ schematic of manufacturers’ compliance decisions in Figure 9 
assumes that manufacturers think that consumers value fuel economy enough that they will 
demand every technological option with a 2.5-year payback period, even if it causes the 
manufacturer to over-comply with the standards year after year.  

Those positions are inconsistent. The agencies cannot have it both ways. Like under Figure 9’s 
2.5-year payback assumptions, the agencies’ sales module should also assume that consumers do 
value fuel savings, as explained in Section III, thus changing the estimates of new vehicle sales 
under the baseline standards.  

  

                                                 
90 In the case of the CAFE program, this value represents the change in CAFE civil penalties (or fines). 

91 See CAFE Model Documentation at 72-75 (explaining cost-effective technologies); 83 Fed. Reg. at 43,179, 
43,225. 

92 The assumption that customers do not value fuel efficiency is irrational. See Section III. 
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Figure 9. Compliance Simulation Algorithm 

 

Furthermore, it is unreasonable to assume, that manufacturers will only use their expiring credits 
or other compliance flexibilities after they have applied all cost-effective technologies, as seen in 
Figure 9. A manufacturer would not let a credit expire while using costly fuel efficiency 
technologies. They would be even less likely to do that if customers did not value the 
technology, as the agencies assume in the sales model. These unreasonable assumptions lead to 
an overestimation of fuel economy costs and thus bias the findings. 
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Perhaps a manufacturer would apply cost-effective technologies before using all available credits 
if the manufacturer is able to transfer or trade any credits about to expire. Yet, as explained more 
below, the agencies have not fully modeled the trading of excess credits, even when permitted to 
by statute. This failure further leads to a biased overestimate of total compliance costs for the 
entire industry. 

2. Many of the agencies’ failures to consider efficient deployment of banking, 
borrowing, trading, and offsets are not mandated by the statute 

The proposed rollback explains that the agencies’ model reflects banking as well as transfers 
between car and truck fleets, but not borrowing or trading.93 Yet banking and transferring are not 
accurately modeled. While NHTSA has some limits on what flexibilities it can consider when 
setting standards, many of the omissions of compliance flexibilities from the model are not 
dictated by limits in NHTSA’s statutory authority; moreover, EPA does not even face such 
limits. 

Banking: The model’s default assumption is that manufacturers will hold on to banked credits 
“for as long as possible,” applying credits only after all technological options have been 
exhausted, and even applying expiring credits only after all “cost-effective” technological 
options have been exhausted.94 The model also does not fully capture that manufacturers may 
strategically over-comply in some years to bank more credits. These assumptions are incorrect 
and will lead to an overestimation of costs. In reality, manufacturers will take a long-range view 
to planning their compliance and will identify the most cost-efficient times to generate credits, 
bank credits, and use credits. Sometimes a manufacturer will be able to save money by over-
complying in early years when standards are less stringent, banking those credits, and then 
applying those credits in later years before installing costlier technologies. The model ignores 
these potential cost savings. 

The model also only incompletely counts credits banked in years before the Proposed Rule 
would take effect. NHTSA claims that its statutory instructions prohibit it from considering 
credit availability in setting standards, and so only models credits that are already banked or will 
be banked and used through “the last year for which new standards are not being considered 
(MY 2019 in this analysis).”95 First of all, because the Proposed Rule starts in MY 2021, that 
means MY 2020—not MY 2019—is the last year for which new standards are not being 
considered. This difference matters, especially because ignoring a full year of early banked 
credits will make it seem like manufacturers are further behind in meeting their compliance than 
they really are, which will affect the agencies’ assumptions about the compliance costs 

                                                 
93 83 Fed. Reg. at 43,181. 

94 Id. at 43,181. 

95 Id. at 43,183. 
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manufacturers will face from MY 2021 and on. Second, it is not clear that the statutory 
prohibition on considering credit availability was intended to apply to banked credits. The 
statutory limit on considering “trading, transferring, or availability of credits,” 42 U.S.C. § 
32902(h)(3), was added in 2007 as a “conforming amendment” to the Energy Independence and 
Security Act, which was the statute that gave NHTSA authority to allow credit trading and 
transferring;96 meanwhile, banking and borrowing have been part of NHTSA’s authority since 
the original Energy Policy and Conservation Act of 1975.97 In 1989, for example, NHTSA 
explicitly relied on the availability of “credit banks” to justify maintaining the MY 1990 standard 
at 27.5 mpg instead of lowering its stringency.98 NHTSA has not explained why it now believes 
it may not more fully consider banking. Third, whatever statutory limit may apply to NHTSA 
does not apply to EPA under the Clean Air Act. And yet, not only has EPA not separately 
modeled the cost-saving potential of banking more thoroughly, but the model does not even fully 
reflect the availability of already-banked CO2 credits, because the “CAFE model was not 
modified to allow exceptions to the [assumed five-year] life-span of compliance credits” even 
though EPA credits for MY 2009-2011 may be used through MY 2021.99 

All of these errors and unnecessary omissions result in the agencies overestimating total 
compliance costs, by failing to capture the full cost-saving potentials of banking. The agencies 
have made similar errors and omissions for all the other flexible compliance options: borrowing, 
transferring, trading, offsets, and penalties. 

Borrowing: The agencies acknowledge that manufacturers have, in the past, sometimes made 
use of the cost-savings afforded by borrowing, but they chose not to include borrowing in the 
model because they assume manufacturers would not want to accept the “risk” of this flexible 
compliance strategy.100 The agencies do not explain why they believe manufacturers would be 
particularly risk averse to the use of this compliance flexibility. The fact that manufacturers have, 
in fact, used borrowing in the past to help save on compliance costs indicates that the agencies 
should not be so quick to omit borrowing from the model. The result of that omission is likely an 
overestimation of compliance costs. 

Transferring: Just as the model does not fully capture how manufacturers will strategically over-
comply in order to bank credits, the model also does not fully capture how manufacturers may 

                                                 
96 Pub. L. 110-140 § 104, 121 Stat. 1503 (Dec. 19, 2007). 

97 Pub. L. 94-163 § 301 (amending the Motor Vehicle Information and Cost Savings Act §§ 503(a)(1) (on 
averaging) and § 508 (on banking)). 

98 54 Fed Reg. 21,985, 21,994 (May 22, 1989) (“given their credit banks, both GM and Ford can easily comply with 
the MY 1990 standard of 27.5 mpg by use of carryforward credits, i.e., ones that have already been earned”). 

99 83 Fed. Reg. at 43,183. 

100 Id. 
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save on total costs by over-complying in one fleet to transfer credits to another fleet.101 
Furthermore, “[t]he model prefers to hold on to earned compliance credits within a given fleet,” 
because that is the behavior the agencies have observed from the manufacturers going back to 
2009.102 Yet historical compliance behavior under less stringent standards is not necessarily a 
useful template for how manufacturers would respond in the future under more stringent 
standards. As the agencies acknowledge, under the CO2 standards, given the availability of more 
early compliance credits, manufacturers have been more strategic about transferring credits 
between fleets to minimize their costs.103 The agencies’ failure to more realistically model the 
efficient use of transferring results in an overestimation of total compliance costs. 

Trading: The agencies say they have “not attempted” to model trading.104 Though NHTSA may 
have some statutory limits on its ability to consider the cost-saving potentials of credit trading, 
EPA does not face any such statutory limits under the Clean Air Act. The agencies do include a 
sensitivity analysis that, by pretending all cars and trucks were manufactured by a single 
company, imperfectly approximates the conditions of trading.105 Even this imperfect exercise 
suggests the cost savings afforded by trading could be substantial: by the agencies’ own 
estimates, costs drop by over 12%.106 Yet in relegating this consideration to a single scenario in 
the sensitivity analysis, EPA has failed to consider how a model of the cost-savings of trading—
combined with other necessary corrections to misestimates of costs and benefits and with other 
plausible assumptions also buried in sensitivity analysis—could further confirm what the 
agencies already know from the 2016 midterm evaluation: that compliance with the baseline 
standards is feasible and affordable, especially compared to the baseline standard’s massive 
benefits. Instead, by relegating any consideration of trading to an imperfect sensitivity analysis, 
EPA has overestimated compliance costs. 

Air-Conditioning and Off-Cycle Credits/Adjustments: The model “does not attempt to project 
how future off-cycle and A/C efficiency technology use will evolve . . . . Rather, this analysis 
uses the off-cycle credits submitted by each manufacturer for MY 2017 compliance and carries 
these forward to future years with a few exceptions.”107 For some manufacturers, that means the 
agencies assume zero or low108 use of off-cycle adjustments in perpetuity, just because of their 

                                                 
101 Id.  

102 Id. at 43,185. 

103 Id.  

104 Id. at 43,181. 

105 Id. at 43,367. 

106 Id. 

107 Id. at 43,159. 

108 Id. at 43,160, tbl. II-79. 
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compliance choices for MY 2017. That is an illogical and arbitrary assumption. Rather, the 
agencies should assume that manufacturers will efficiently deploy all cost-saving offset 
opportunities, especially in the face of increasingly stringent standards. 

EPA Is Not Constrained by EPCA: To whatever extent EPCA may limit NHTSA’s ability to 
consider credit trading and transferring, such limits do not extend to EPA. EPA is not statutorily 
prohibited from taking credit trading and transferring into account in setting its standards, and it 
thus has no excuse not to consider them in analyzing the costs of the standards. To the contrary, 
EPA is required to “giv[e] appropriate consideration to the cost of compliance,”109 and by failing 
to consider the availability of a cost-minimizing compliance strategy, the agency fails to consider 
an important element of its statutory factors. 

If EPA fully models the rational use of credits while NHTSA does not, it is possible that the two 
agencies would reach somewhat different conclusions about what level of standards are justified. 
EPA might be tempted to ignore such analytical results and, instead of adopting the standards 
shown to be cost-benefit justified, just continue to match NHTSA’s standards. Yet EPA is not 
allowed to set lower standards just for the sake of harmonization; to the contrary, full 
harmonization may be inconsistent with EPA’s statutory responsibilities. Harmonization would 
have very real costs in terms of forgone emissions reductions and consumer savings and would 
go against EPA’s statutory mandate. In addition, EPA would have to assess those costs and 
explain why the alleged benefits of harmonization would justify those very real costs. The 
Proposed Rule fails to satisfy this standard. 

How the Agencies Considered Compliance Flexibilities in 2012: In prior rules, the agencies 
discussed and analyzed the impact of various compliance flexibilities when assessing whether 
new standards were feasible.110 For example, in 2012, EPA embraced credit trading as a 
mechanism that allows manufacturers to comply with the standards in the most cost-effective 
way and took compliance flexibilities such as trading into account.111 And despite NHTSA’s 
statutory restriction, NHTSA acknowledged in 2012 that credit trading would reduce the cost of 
complying with the standards to a meaningful extent.”112 In fact, in 2012 NHTSA provided an 
estimate of the impact that those flexibilities have on the costs and found that compliance 
flexibilities would reduce the cost of additional technology needed for compliance by $20 
billion, or about 15% of the total estimate.113  

                                                 
109 42 U.S.C. § 7521(a)(2). 

110 77 Fed. Reg. at 62,776. 

111 Id. at 62,649, 62,776. 

112 Id. at 63,082-83. 

113 Id. at 63,084. 



22 

Importantly, the 2012 analysis found the standards were beneficial even without these savings. 
Currently, since the agencies now assert that the costs of the original standards exceed their 
benefits, accounting for credit trading might change the outcome of the analysis and show that 
the proposed rollback is not justified.  

In order to satisfy the requirement to provide a reasoned explanation, this issue must be 
addressed. When an agency reverses course through a repeal, it must provide a “reasoned 
explanation” for dismissing the “facts and circumstances that underlay” the original rule.114 EPA 
has given no reason for not taking these flexibilities into account now in deciding to roll back its 
standards. And both NHTSA and EPA have failed to provide a reasoned explanation for ignoring 
the impact of credits and trading on compliance costs. At minimum, EPA needs to fully 
incorporate credit trading into its model for the years 2016-2030. 

Risk Aversion: As a justification for disregarding credit trading, the agencies claim that “long-
term planning is an important consideration for automakers,” and that “firms may be reluctant to 
base their future product strategy on an uncertain future credit availability.”115 But the industry 
has a well-known track record of using trading and it is unlikely that the market would dry up. 
The manufacturers face uncertainty that will affect any compliance strategy: uncertainty from 
steel tariffs and technological innovation and so forth. There is no reason to think that vehicle 
manufacturers would be particularly risk averse to these particular types of compliance 
flexibilities. Averaging, banking, and borrowing have been part of the CAFE program since 
1975.116 While trading and transferring were added to the CAFE program later, vehicle 
manufacturers have been familiar with trading since EPA finalized rules for heavy-duty truck 
emissions in 1990.117 Vehicle manufacturers have been comfortable with these compliance 
flexibilities for decades, and activity in the credit trading markets has increased in recent 
years.118 The assumption that industry would be reluctant to use a proven tool that could save it 
money is arbitrary. 

Additionally, there are a variety of ways to structure a credit market, through futures and liability 
schemes and banking, which can minimize many potential uncertainties.119 Not only have 
manufacturers not been calling for such tools, suggesting perhaps a lack of particularized risk 
here, but also the agencies have failed to explore such tools if they do indeed perceive a risk. In 

                                                 
114 Fox Television Stations, 556 U.S. at 515-16. 

115 83 Fed. Reg. at 43,231. 

116 Energy Policy and Conservation Act of 1975, Pub. L. 94-163 § 301 (amending the Motor Vehicle Information 
and Cost Savings Act §§ 503(a)(1) (on averaging) and 508 (on banking)). 

117 55 Fed. Reg. 30,584 (July 26, 1990). 

118 Leard & McConnell (2017). 

119 Schwartz (2017). 
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any event, uncertainty applies to almost all businesses and there is no reason to believe that the 
vehicle industry is particularly risk averse. For instance, the supply of many “rare earth 
elements,” rare minerals or elements needed to build products in the high tech industry, is 
legitimately uncertain.120 But many high tech companies nonetheless operate under on the 
assumption that those materials will be available in developing their technologies.121 The 
availability of trading here is much more certain than the availability of rare earths, and 
manufacturers are very likely to assume that trading will continue to be available. 

3. NHTSA’s assumption about which manufacturers are willing to pay penalties 
leads to an overestimate of compliance costs  

The CAFE penalties work like safety valves because they allow car manufacturers to either 
comply with the standards or pay the penalty if compliance costs are too high.122 Consequently, 
when the marginal cost of compliance is lower than the penalty, companies comply with the 
standards. But when the marginal costs of compliance with the standards exceed the penalty, 
companies tend to choose to pay penalties.  

In assessing the costs of the baseline standards, NHTSA assumes that manufacturers consider 
paying penalties as a form of compliance only when all cost-effective technologies have already 
been deployed, and even then assumes that any manufacturer without historic evidence of 
willingness to pay penalties will instead opt for any non-cost-effective technologies before using 
any available credits. Ultimately, NHTSA assumes that most manufacturers are not willing to 
pay penalties beginning in 2020.123 This effectively inflates the aggregate compliance costs. 
Combined with NHTSA’s disregard for usage of credits after 2020, this assumption implies that 
each fleet needs to reach at least the fuel efficiency level prescribed by the standards in the given 
year through technology alone. Such modeling is equivalent to modeling a command-and-control 
regulation without any flexibilities and, by definition, will result in overstated compliance costs.  

                                                 
120 See for instance http://www.airforcemag.com/MagazineArchive/Pages/2018/February%202018/Rare-Earth-
Uncertainty.aspx; https://www.wsj.com/articles/SB10001424052748704049904575553792429346772 

121 https://www.osa-
opn.org/home/articles/volume_22/issue_7/features/rare_earth_elements_high_demand,_uncertain_supply 

122 NHTSA, CAFE Pub. Info. Ctr., Civil Penalties, https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Fines_LIVE.html 
(“Manufacturers that do not meet the applicable standards in a given model year can pay a civil penalty.”); NHTSA, 
CAFE Overview, https://one.nhtsa.gov/cafe_pic/CAFE_PIC_home.htm (describing the penalties as one option 
among several “compliance flexibilities”); See also Stranlund (2017), at 238 (describing the economics of 
compliance); Jacoby & Ellerman (2004) (describing the use of the safety valve principle to limit the cost of 
emissions restrictions); Roberts & Spence (1976) (describing the benefits of a penalty system enhancing the 
emission licensing when the abatement costs are unknown; Pizer, (2002) (describing the welfare benefits of 
enhancing quantity controls by using price controls like penalties when the compliance costs are unknown to the 
regulator).  

123 The assumptions regarding manufacturer behavior with respect to civil penalties is presented in Table–II–86, 83 
Fed. Reg. at 43,180. 
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The assumptions NHTSA makes about which manufacturers are unwilling to pay penalties are 
arbitrary. NTHSA claims to base them on the historic data, but that data comes from a time when 
regulation stringency was much lower as compared to future standards.124 Under such 
circumstances, there is no reason to assume—and NHTSA has not explained—that past 
compliance behavior provides enough relevant information to reliably predict manufacturers’ 
future compliance strategies. With an increased penalty and more stringent fuel economy 
standard, historic compliance levels are likely to change going forward.125  

Historical observations cannot explain all of the assumptions made by the agencies. The 
arbitrariness of NHTSA’s penalty assumption is visible in its treatment of FCA (Fiat Chrysler 
Automobiles), for which NHTSA assumes willingness to pay penalties until year 2025 but never 
afterwards. NHTSA provides no justification for that arbitrary assumption.126 

NHTSA assumes that most manufacturers will be unwilling to pay penalties based in part on the 
fact that most manufacturers have not paid penalties in recent years. The Proposed Rule cites the 
statutory prohibition on NHTSA considering credit trading as a reason to assume manufacturers 
without a history of paying penalties will comply through technology alone, whatever the cost.127 
But this is an arbitrary assumption and is in no way dictated by the statute. NHTSA knows as 
much, since elsewhere in the proposed rollback, the agency explains “EPCA is very clear as to 
which flexibilities are not to be considered” and NHTSA is allowed to consider off-cycle 
adjustments because they are not specifically mentioned.128 But considering penalties are not 
mentioned as off-limits for NHTSA in setting the standards either. Instead, the prohibition 
focuses on credit trading and transferring. The penalty safety valve has existed in EPCA for 
decades, and Congress clearly would have known how to add penalties to the list of trading and 
transferring. The fact that Congress did not bar NHTSA from considering penalties as a safety 
valve means that NHTSA must consider manufacturer’s efficient use of penalties as a cost-
minimizing compliance option. Besides, NHTSA does consider penalties for some of the 
manufacturers making its statutory justification even less rational. 

The agencies also explain that, since the Clean Air Act does not contain a specific civil penalty 
provision, the model does not assume that manufacturers will choose non-compliance with the 
CO2 standards. To the extent it may be true that few manufacturers have a history of failing to 
comply with EPA’s CO2 standards, it is only because of the existence of useful compliance 

                                                 
124 See Union of Concerned Scientists, Response to Automaker Comments Regarding Raising CAFE Fines at 5 
(Dec. 21, 2017), https://www.regulations.gov/document?D=NHTSA-2017-0059-0019. 

125 See id. 

126 “The notable exception to this is FCA, who we expect will still satisfy the requirements of the program through a 
combination of credit application and civil penalties through MY 2025 before eventually complying exclusively 
through fuel economy improvements in MY 2026.” 83 Fed. Reg. at 43,181. 

127 Id. at 43,181. 

128 Id. at 43,212. 
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flexibilities like trading and borrowing. And yet the model does not capture trading and 
borrowing for CO2 credits, nor does it accurately model other compliance flexibilities. The lack 
of a civil penalty provision in the Clean Air Act only highlights the need for EPA to fully model 
all available compliance flexibilities. Otherwise, EPA will overestimate compliance costs, as it 
has done in the proposed rollback.  

4. Credit use does not show that the baseline standards are unaffordable 

The agencies’ justification for the Proposed Rule also misrepresents how manufacturers make 
their compliance credit decisions. According to the agencies, further proof that consumers do not 
sufficiently value fuel efficient vehicles lies in the fact that manufacturers have begun using 
credits to comply with the baseline standards.129 This conclusion, however, gets the logic of 
credit use wrong.  

Though automakers have indeed used banked credits to meet some of their compliance 
obligations under the baseline standards in the last couple of years,130 there are at least two other 
reasons to explain that use, which are more likely than the argument that manufactures think they 
will not be able to comply with the standards in the future.  

First, automakers have an incentive to use their banked credits if they are about to expire.131 
Credits earned in a given year can be banked for only a limited number of years,132 and it would 
be a waste of money on the part of automakers to fail to use banked credits (or sell for usage) 
before they expire.  

Second, automakers have an incentive to use banked credits when they expect that the future 
standards will be easier to achieve—not when they expect future standards to be more costly, as 
EPA asserts. A bank of credits is similar to a “rainy day fund.” With a rainy day fund, if a person 
expects to need the fund in the near future, it would be foolish to use it today. If that person were 
to use the funds in such a case, the funds would be unavailable when they are really needed in 
the future. Similarly, if automakers expected compliance to be even more costly in the future, it 
would not make sense for them to use up their bank of credits right now.  

                                                 
129 Id. at 43,217; id. at 16,079. 

130 EPA, Manufacturer Performance Report for the 2016 Model Year iv (2018) [hereafter “EPA (2018) 
Manufacturer Performance Report”], available at https://www.epa.gov/regulations-emissions-vehicles-and-
engines/greenhouse-gas-ghg-emission-standards-light-duty-vehicles#2016MY; see also 83 Fed. Reg. at 16,079. 

131 Credits can be banked and carried forward for up to five years. NHTSA, CAFE 2017-2015 Fact Sheet at 8, 
https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/CAFE_2017-25_Fact_Sheet.pdf. 

132 Credits are usually available for five years, but some credits are available for different periods of time. See 40 
CFR § 86.1865-12(k)(6)(ii). 
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Given this logic, the use of credits over the last couple of years (starting before the election of 
President Donald Trump, and so starting before promises began to be made about a rollback),133 
indicates that automakers may believe compliance will be less costly in the future than now. 
Given that the standards are scheduled to go up from 2022 through 2025, why might automakers 
expect compliance to be easier in the future? Three factors likely explain this belief.  

First, rising consumer demand for fuel efficient vehicles caused by increasing fuel prices, as 
discussed in Section II.C. below, will make compliance easier. Second, increasing availability—
and the lower cost—of low-emission vehicle technology will also make compliance less costly. 
An industry group released a recent analysis of electrified vehicle sales,134 showing that sales of 
electrified vehicles have grown for the last two years, both in absolute terms and as a fraction of 
overall new vehicle sales.135 This continues a long-running trend of growth in electrified vehicle 
sales that began when mass-market hybrid vehicles were released in the late 1990s. 

Focusing in particular on sales of fully electric cars and trucks, sales growth is even stronger: 
2017 was a record year for sales of fully electric vehicles. There were 199,826 fully electric 
vehicles sold in 2017, an increase of 25% relative to 2016, substantially outpacing growth in 
sales of vehicles overall.136 In 2017, fully electric vehicles constituted just over 1% of all new 
vehicles sold in the United States.137 In 2016, EPA found that the 2022–2025 standards would be 
achievable if even 2% of new vehicle sales are electric by 2025.138 If sales continue to grow at 
their current rate, then fully electric vehicle sales will be at least double this amount by 2025. 
Current projections from the EIA show that fully electric vehicles are predicted to be 5.5% of 
new car sales by 2025.139  

                                                 
133 See EPA (2018) Manufacturer Performance Report at iv (reporting that “[u]nlike the previous four years, in 
which generating credits was the norm, most large manufacturers (with sales greater than 150,000 vehicles) 
generated deficits in the 2016 model year” and reported sufficient credits available from prior model years to be able 
to offset that deficit). 

134 This figure appeared as early as December 2017 in a Center for Automotive Research presentation. Chen (2017), 
at 18. 

135 Bailo et al. (2018), at 9.  

136 Jonathan M. Gitlin, 2017 was the best year ever for electric vehicle sales in the US, ARSTECHNICA (Jan. 4, 
2018), https://arstechnica.com/cars/2018/01/2017-was-the-best-year-ever-for-electric-vehicle-sales-in-the-us/. 

137 Id. 

138 EPA, NHTSA, & California Air Resources Board (“CARB”), Draft Technical Assessment Report: Midterm 
Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy 
Standards for Model Years 2022-2025 at 12-22 (2016), at 
https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/Draft-TAR-Final.pdf [hereafter “Draft TAR”]. 

139 EIA, Light-Duty Vehicle Sales by Technology Type (thousands), United States, 
https://www.eia.gov/opendata/qb.php?category=2642004 (last visited Apr. 26, 2018) (data found at “Light-Duty 
Vehicle Sales: Alternative-Fuel Cars: 100 Mile Electric Vehicle,” “Light-Duty Vehicle Sales: Alternative-Fuel Cars: 
200 Mile Electric Vehicle,” and “Light-Duty Vehicle Sales: Alternative-Fuel Cars: 300 Mile Electric Vehicle”). 



27 

Third, the generous electric vehicle credits available under the baseline standards may explain 
why automakers have expected compliance to be less costly. Since 2017, electric vehicles have 
allowed automakers to earn credits that can be used to meet compliance shortfalls due to sales of 
less-efficient vehicles. The credits earned by electric vehicles are especially valuable, because 
they also earn a “multiplier incentive” from EPA. Any credit earned for sale of an electric 
vehicle in 2017 through 2019 is doubled. Credits earned in 2020 are worth 1.75 traditional 
credits, and in 2021, they will be worth 1.5 traditional credits.140 In addition to using these credits 
to meet their own compliance obligations, automakers can also sell these credits to other 
automakers or bank them (for up to five years) for use in the future.141 The electric-vehicle 
credits give automakers substantial flexibility when meeting the standards. Given the significant 
benefits that electric-vehicle sales provide to manufacturers seeking to comply with the 
standards, the recent high projections of sales of electric vehicles indicate that automakers will 
have an easier time meeting the standards than EPA could have expected in 2012 or even when 
analyzing the Final Determination in 2016 and 2017. 

B. The agencies’ assumption that manufacturers will pass all compliance costs through 
to consumers is unreasonable  

The agencies’ full pass-through assumption142 is unreasonable for two further reasons having to 
do with the structure of the vehicle markets.  

1. Market power 

First, the existing level of market power in the vehicle industry means that firms may not pass on 
all of their costs to consumers. When an industry is perfectly competitive, manufacturers cannot 
charge consumers more than their marginal cost of production, because competitors are ready 
and waiting to lure away their customers. Thus, with perfect competition, prices equal the 
marginal costs of production. In such a case, if production costs increase, the prices rise 
correspondingly. But the vehicle industry is still characterized by some degree of market 
power,143 which means that manufacturers are less constrained in what they chose to pass on to 
consumers. In other words, firms in a market that is not perfectly competitive likely have a profit 
margin that is bigger than their marginal cost of production, and they can choose not to pass the 

                                                 
140 Draft TAR at 11-6. The multiplier for fully electric vehicles ends in 2021, but the credits earned until that point 
will be available for use for five years after the year in which they were earned. 

141 Id. at 11-4. 

142 83 Fed. Reg. at 43,071. 

143 The market has become increasingly competitive. But strong product differentiation and huge fixed costs of entry 
have shielded the industry from becoming fully competitive. As a result, only four firms hold 58.1% of the market. 
Calculations of CR4 based on data from https://www.statista.com/statistics/249375/us-market-share-of-selected-
automobile-manufacturers/. Because of this consolidation, the sector has some monopolistic competition, if not an 
oligopolistic structure. 
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full cost increases on to consumers through price increases, because they have the ability to 
absorb costs into their profit margin.144 The agencies acknowledge that manufacturers have some 
ability to absorb costs into their profit margin,145 thus supporting the assumption that 
manufacturers may choose to do so. 

2. Mix shifting 

Second, in their pursuit of profits, manufacturers can be expected to use any available means of 
reducing compliance costs.146 And as the agencies acknowledge in the proposal, when deciding 
how to meet the standards, vehicle manufacturers can and do take into account consumers’ 
demand for individual vehicle models and their attributes.147 Using that information, 
manufacturers adjust prices across their fleet to optimally attract customers toward more fuel-
efficient vehicles—a practice called mix-shifting.148 As the agencies admit, this practice allows 
manufacturers to cross-subsidize the prices of entry-level vehicles to keep monthly payments low 
and attract new and young consumers to their brand.149 It also allows manufacturers to shift the 
cost of fuel efficiency and emissions control improvements to categories of vehicles where 
consumers are less price-sensitive, such as luxury vehicles. This approach minimizes the total 
compliance cost, and in particular minimizes the pass through of costs to consumers of lower-
price vehicles. As a result, economic studies tend to point to less than 100% pass though.150 

While the agencies acknowledge cross-subsidization in the Proposed Rule,151 in their price 
analysis, the agencies claim that “it is reasonable to assume that all incremental technology costs 

                                                 
144 See Hourcade et al. (2007). 

145 83 Fed. Reg. at 43,085. 

146 See Anne C. Mulkern, Economists see errors in government claims on pricing, E&E NEWS (August 6, 2018), 
https://www.eenews.net/climatewire/2018/08/06/stories/1060092785 (quoting economist Mark Jacobsen, associate 
professor of economics at the University of California, San Diego as saying that “‘Automakers don’t always raise 
the price of cars relative to the costs of meeting fuel economy standards” but that instead automakers have “price 
points they’re trying to meet for specific markets.”). 

147 83 Fed. Reg. at 43,186. 

148 See Luk et al. (2016), at 154–171; see also Goldberg (1998); Austin & Dinan (2005). 

149 83 Fed. Reg. at 43,224; see also id. at 43,083 (acknowledging that technology costs could, among other options, 
be paid for by manufacturers or dealers rather than be passed onto consumers in their entirety). 

150 Gron & Swenson, (2000), at 316 (rejecting the hypothesis of full cost pass-through and constant markup). 

151 “All of this is paid for through cross subsidization by increasing prices of other vehicles not just in California and 
other States that have adopted California’s ZEV mandate, but throughout the country.” 83 Fed. Reg. at 42,999. In 
addition: “If the body-style level average price change is used, then the assumption is manufacturers do not cross-
subsidize across body styles, whereas if the average price change is used then the assumption is they would 
proportion costs equally for each vehicle. These are implementation questions to be worked out once NHTSA has a 
historical data source separating price series by body styles, but these do not matter in the current model which only 
considers the average price of all light-duty vehicles. 83 Fed. Reg. at 43,095. 
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can be captured by the average price of a new vehicle.”152 This approach completely overlooks 
vehicle and customer heterogeneity and ignores the profit-maximization idea behind mix-
shifting.153  

In 2012, the agencies acknowledged mix-shifting and pointed to its importance going forward.154 
However, because mix-shifting can only decrease costs compared to baseline standards and the 
agencies had already found the rule to be beneficial, there was no need for mix-shifting modeling 
in 2012. But now, the agencies claim that the benefits of the baseline standards no longer 
outweigh the costs.155 Yet the agencies cannot possibly reach such a conclusion before they have 
considered the impact of mix-shifting. Given that the agencies currently find the baseline 
standards to be detracting from welfare, they should ensure that their results are not driven by 
biased methodology that inflates the costs of the regulation. 

Moreover, evidence of the industry’s recent performance, cited in the Proposed Rule, shows that 
manufacturers have been able to comply with the standards over the past ten years without 
detriment to their fleets.156 For example, the agencies explain that manufactures have been able 
to reduce fleet-wide CO2 emissions while continuing to produce a diverse fleet.157 This was 
likely helped in part by the ability to shift any increase in costs due to the standards to models, 
such as luxury vehicles, where consumers are less likely to react to the price difference and thus 
continue to keep prices at a competitive level. The agencies now argue that the Proposed Rule is 
justified on the ground that something different “may” happen with compliance levels than was 
assumed in the baseline standards.158 But that conjecture is insufficient to show that “there are 
good reasons for the new policy.”159  

                                                 
152 83 Fed. Reg. at 43,186. 

153 See Anne C. Mulkern, Economists see errors in government claims on pricing, E&E NEWS (August 6, 2018), 
https://www.eenews.net/climatewire/2018/08/06/stories/1060092785 (quoting economist Christopher R. Knittel, 
professor of economics at MIT as saying in the context of mix-shifting that “They [the agencies] add up what those 
technologies would cost, and then that is the change in prices of the vehicles. The EPA and NHTSA analysis, I 
think, is missing a major part of how the markets operate in the presence of fuel economy standards,"). 

154 77 Fed. Reg. at 63,068 (“We recognize, however, that many manufacturers do in fact cross-subsidize to some 
extent, and take losses on some vehicles while continuing to make profits from others. NHTSA has no evidence to 
indicate that manufacturers will inevitably shift production plans in response to these final standards, but 
nevertheless believes that this issue is worth monitoring in the market going forward.”). 

155 As these comments explain, the agencies’ analysis is fundamentally flawed.  

156 83 Fed. Reg. at 43,231. 

157 Id. at 43,230. 

158 Id. at 43,231. 

159 Fox Television Stations, Inc., 556 U.S. at 515; see also NetCoalition v. SEC, 615 F.3d 525, 539 (D.C. Cir. 2013) 
(holding that the court would not “defer to the agency’s conclusory or unsupported suppositions” (internal quotation 
marks omitted)). 
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3. The agencies provide no evidence for their claim of past price increases due to 
the baseline standards 

The agencies’ suggestions that evidence of full pass-through lies in recent vehicle price increases 
are also incorrect.  

According to the agencies, there have been “tremendous increases” in vehicle prices over the last 
decade, making vehicles “increasingly unaffordable.”160 But historical prices do not support the 
agencies’ conclusions. As independent surveys show, over the last ten years, the price of lower-
cost vehicles has remained constant despite recent increases in the stringency of standards. A 
study by Synapse Economics shows that the range of prices of new vehicles has increased, but 
those increases occurred because the price of high-end vehicles has gone up as more features 
have been added.161 The price of more affordable vehicles, on the other hand, has not changed in 
real terms.  

Moreover, the agencies’ narrative about the average vehicle becoming unaffordable for the 
median household is ill-conceived and misleading.162 By definition, the median household does 
not buy an average vehicle, but rather a median vehicle. To illustrate why that matters, assume 
that the price of only the most expensive makes (e.g., only Mclaren vehicles) increases. For the 
median household, this will have no implications: as the median household never buys the most 
expensive makes, the price of the vehicles it buys has not changed. However, the average price 
would increase, so using the agencies’ logic, we would deduce that the increase of Mclaren car 
price would make the cars less affordable for the median household. That is obviously 
unreasonable.  

In addition, in its discussion of affordability, the agencies also disregard the fact that the recent 
changes in average vehicle price can be, and in fact are, demand-driven and thus reflect the shift 
in consumer preferences, and not a financial burden for customers. For example, the agencies 
claim that “new vehicles become increasingly unaffordable—with the average new vehicle 
transaction price recently exceeding $36,000—up by more than $3,000 since 2014 alone.”163 

                                                 
160 83 Fed. Reg. at 42,993-94 (citing Average New-Car Prices Rise Nearly 4 Percent for January 2018 On Shifting 
Sales Mix, According To Kelley Blue Book, https://mediaroom.kbb.com/2018-02-01-Average-New-Car-Prices-
Rise-Nearly-4-Percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book (last accessed 
Jun. 15, 2018). 

161 Tyler Comings & Avi Allison, Synapse Energy Economics, Inc., More Mileage for Your Money: Fuel Economy 
Increases While Vehicle Prices Remain Stable 5 (2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. 

162 (“In fact, a recent independent study indicated that the average new car price is unaffordable to median-income 
families in every metropolitan region in the United States except one: Washington, DC. Figure I-2 with the average 
new vehicle transaction price recently exceeding $36,000—up by more than $3,000 since 2014 alone. 83 Fed. Reg. 
42,993-42,994. 

163 Id. at 42,993. 
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However, as the quoted article explains: “shifting sales mix to trucks and SUVs has been 
particularly extreme lately, and as volume shifts away from cars, the average vehicle price ticks 
up.”164 Clearly, in that context, the agencies’ concern about decreasing affordability is 
misplaced—it is the consumers that have been choosing, on average, the more expensive types of 
cars.  

C. The agencies’ reliance on “relatively low” fuel prices is arbitrary and capricious  

The agencies’ conclusions about the need for the Proposed Repeal also rest on the claim that fuel 
prices are “relatively low” when compared to fuel prices in 2012.165 According to the agencies, 
because of these lower prices, consumers have chosen to buy vehicles that do not improve 
manufacturers’ compliance positions.166 For example, according to the agencies, because of the 
new fuel prices, consumers are not interested in hybrids.167 And according to the agencies, 
because of these “new facts and circumstances,” the agencies are justified in rejecting the 2012 
facts and analyses.168  

But the agencies have arbitrarily ignored EPA’s analysis in 2016 and the 2017 Final 
Determination, which show that the baseline standards were still achievable and justified even 
though fuel prices had dropped since 2012. For the 2017 Final Determination, EPA’s central 
analysis used the EIA Annual Energy Outlook 2016 (“2016 AEO”) forecast of gasoline prices, 
and analyzed scenarios that included a low estimate of $1.97, up to a high estimate of $4.94. 
After analyzing those scenarios, EPA found that even with the lowest prices projected in AEO 
2016 of close to $2, the “lifetime fuel savings significantly outweigh the increased lifetime 
costs” of the GHG Standards.169 In ignoring the 2017 analysis, the Proposed Rule has failed to 
provide a “reasoned explanation” for dismissing the “facts and circumstances that underlay” the 
original rule rendering its analysis arbitrary and capricious.170  

                                                 
164 Average New-Car Prices Rise Nearly 4 Percent for January 2018 On Shifting Sales Mix, According To Kelley 
Blue Book, Kelley Blue Book https://mediaroom.kbb.com/2018-02-01-Average-New-Car-Prices-Rise-Nearly-4-
Percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book. 

165 83 Fed. Reg. at 42,993; id. at 43,069 (explaining that both the high and low fuel prices from 2017 are lower than 
they were in 2011); id. at 42,993 (“Things have changed significantly since 2012, with fuel prices significantly 
lower than anticipated, and projected to remain low through 2050.”). 

166 Id. at 43,217. 

167 Id. at 43,222. 

168 Id. at 43,226. 

169 EPA, Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse 
Gas Emissions Standards under the Midterm Evaluation at 8 (2017, 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ91.pdf [hereafter “Final Determination”]. 

170 Fox Television Stations, 556 U.S. at 515-16. 
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Moreover, even if fuel prices are slightly lower than in 2012, for the last several years, fuel 
prices have been rising again. Fuel prices have been rising steadily since 2016, and as of October 
6, 2018, are at $2.866.171 In the last year, fuel prices have risen by more than 10%.172 With oil 
prices reaching currently around $83 per barrel of Brent crude, some analysts and commodity 
traders predict that 2019 might see prices above $100 per barrel.173  

If fuel prices rise in line with these forecasts, those rising fuel prices will give consumers an 
increased incentive to buy fuel-efficient cars, raising demand for fuel efficient vehicles and 
making it easier for automakers to comply with the standards.174 Indeed, even if fuel prices do 
not actually rise, a 2013 study shows that consumers believe future prices will be the same as 
current prices (stated more formally, average consumer beliefs are typically indistinguishable 
from a no-change forecast).175 So the fact that prices are currently rising will motivate consumers 
to buy more fuel-efficient vehicles. In other words, even if consumers just expect fuel prices to 
rise (whether or not they actually rise), consumers will have the incentive to buy fuel-efficient 
cars.  

In any event, fuel prices change very quickly and the accuracy of the forecast tends to be very 
low. As such, the agencies should recognize that the value of fuel efficiency provides an 
insurance value against future and unpredictable developments in gasoline markets. The agencies 
should not relegate any consideration of different, realistic gas prices to the sensitivity analysis, 
but instead should more systematically incorporate various gasoline price scenarios into their 
main analysis.  

III. THE AGENCIES HAVE ARBITRARILY IGNORED CONSUMER VALUATION OF 
FUEL SAVINGS AND THE WELFARE BENEFITS OF THE BASELINE 
STANDARDS  

The agencies’ incomplete and inaccurate estimations of the fuel savings and time savings from 
increasing vehicle efficiency render its cost-benefit analysis arbitrary. Moreover, much of the 
proposed rollback’s justification undercuts even those partial estimations, alleging that the 
private benefits of fuel economy standards must be illusory and will be offset by lost welfare 
from other vehicle attributes. Elsewhere, the agencies’ model and the proposed rule’s 
justification depend on inconsistent assumptions that either consumers do not value fuel 
economy at all, or else that consumers very strongly value fuel economy. The agencies have 

                                                 
171 Current gas prices from EIA are available here: https://www.eia.gov/petroleum/gasdiesel/ 

172 Id.  

173 See https://oilprice.com/Energy/Oil-Prices/100-Oil-Is-A-Distinct-Possibility.html, 
https://www.aljazeera.com/news/2018/09/oil-prices-hit-year-high-81-looming-iran-sanctions-
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174 EIA (2018A), at 113 (2018) (showing that sales of cars and other high-efficiency automobiles are expected to 
increase relative to sales of other vehicles starting in 2020 as gas prices motivate consumers to adopt more fuel-
efficient vehicles). 

175 Anderson et al. (2013). 
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failed to consider important economic theories and evidence—both from new literature and from 
the agencies’ own past rulemakings—that explain why fuel economy standards can deliver 
significant net private welfare gains. One such important concept is that many vehicle attributes, 
like horsepower and size, are positional goods, and so regulation of fuel economy can help 
correct the positional externality. The agencies also fail to consider the distributional aspect of 
consumer valuation of fuel economy and the health effects associated with refueling. 

A. The myriad problems with the scrappage, rebound, and sales modules cause the 
agencies to underestimate the net forgone private savings from fuel economy 

In their various tables summarizing the costs and benefits of the proposed rollback, the agencies 
present the forgone private savings from the proposed rollback as a net calculation. For example, 
the estimate of “higher fuel costs from lower fuel economy” includes “lost fuel savings from 
lowered fuel economy of MY’s 2017-2029 and gained fuel savings from more quickly replacing 
MY’s 1997 to 2029 with newer vehicles.”176 All the myriad problems with the agencies’ 
scrappage, rebound, and sales modules (detailed throughout these comments) have therefore 
once again infected their calculation of costs and benefits. In this case, by overestimating the 
effect of the proposed rollback on the replacement of older vehicles with newer vehicles, the 
agencies have overestimated “gained fuel savings” that will allegedly offset lost fuel savings 
under the proposed rollback. If the agencies correct the problems with their scrappage, rebound, 
and sales modules, the estimates of net forgone private savings will increase, showing that the 
proposed rollback will be more detrimental to the personal welfare of vehicle owners than the 
agencies currently calculate. 

B. The agencies’ position on consumer valuation of fuel economy is internally 
inconsistent and provides false support for the rollback 

Much of the Proposed Rule’s justification and models depend on the incorrect and unsupported 
assumption that consumers do not value fuel economy. Nowhere is that wrong assumption more 
apparent or more problematic than in the agencies’ sales module.  

When purchasing a vehicle, an individual pays the upfront cost of the vehicle, and the consumer 
will also need to pay for fuel for the vehicle over time. The degree to which consumers value 
fuel economy relative to the objective, present discounted value of fuel savings, generally 
expressed as a ratio or a percentage of full valuation, is a key parameter for assessing how 
vehicle sales will react to fuel efficiency standards. If consumers have a valuation of less than 
100%, that suggests that consumers undervalue fuel efficiency, implying that increases in fuel 
efficiency will not lead to as large of an increase in automobile demand as a standard economic 
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model would suggest.177 An undervaluation likely reflects a market failure, such as an 
informational failure, myopia, supply side failures, positional externalities, or so forth—as 
discussed below, and as discussed by the agencies at length in the 2012 rulemaking. Fuel 
economy regulations, therefore, can correct the market failure and so deliver net private welfare 
gains.178 If consumers instead have greater than 100% valuation of fuel economy, then emissions 
standards will increase demand for more fuel-efficient vehicles by more than a standard 
economic model would predict.179  

Despite the centrality of this parameter to accurate estimation of the demand response to the 
proposed rollback, the agencies arbitrarily omit the parameter from their sales module, thus 
implicitly assuming that consumers have a 0% valuation of fuel economy. To derive estimates 
for how the baseline standards would affect sales (which ultimately leads to the agencies’ 
inflated fatality numbers), the agencies use a model that connects claimed price changes 
(attributed to the baseline standards) with sales.180 That sales module ignores consumer valuation 
of fuel economy and so effectively treats consumers as having zero valuation of fuel economy.181 
Ignoring the amount that consumers value fuel economy in the sales module allows the agency to 
significantly boost the sales drop that it attributes to the baseline standards.182 This drop in sales 
then drives the agencies’ inflated estimates about the effect of the baseline standards on fleet size 
and fatalities.  

Similarly, at various points throughout the proposed rule, the agencies assume that consumers’ 
low valuation of fuel economy creates compliance “challenges for achieving increased fuel 
economy levels and lower CO2 emission rates” and offer these challenges as a justification for 
the proposed rollback.183 Thus, an assumed very low or zero valuation of fuel economy is central 
to the proposed rollback’s justification.  

But neither the literature the agencies cite nor any of the literature they ignore supports such an 
extreme and arbitrary assumption as a very low or zero valuation. The agencies’ failure to 
estimate consumer valuation of fuel economy in their sales module results in their gross 

                                                 
177 Steven Berry et al. (1995). 

178 E.g., Alcott & Sunstein (2015) (explaining that CAFE standards can correct internalities). 

179 See, e.g. Busse et al. (2013). 

180 See 83 Fed. Reg. at 43,074. 

181 Id. at 43,075. The agencies claim that their model operates at “too high a level of aggregation to capture” 
consumer preference for fuel efficiency. Id. 

182 The agencies conclude that, because of their assumptions, including their implicit assumption that consumers do 
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183 E.g., id. at 42,993; see also id. at 43,217 (blaming “consumers not being interested in better fuel economy” for 
manufacturers’ alleged need to “manag[e] their CAFE compliance obligations through use of credits”). 
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overestimation of the alleged safety benefits of this proposed rollback, as explained throughout 
our comments. In fact, because EPA’s 2017 Final Determination confirmed that “[e]ven with the 
lowest fuel prices projected by AEO 2016 . . . the lifetime fuel savings significantly outweigh the 
increased lifetime costs,”184 there is good reason to believe that the original standards would 
raise consumer demand and hasten adoption of new vehicles, while the proposed rollback will 
have the opposite effect. 

Moreover, the 0% valuation conflicts with agencies’ own analysis. The agencies conclude—after 
reviewing only a very narrow set of literature (see next subsection critiquing the agencies’ 
literature review)—that consumers instead value “at least half—and perhaps all—of the savings 
in future fuel costs.”185 The agencies’ rebound module also implicitly assumes that consumers 
will have an extremely strong reaction to changes in fuel economy, indicating a strong valuation 
of fuel economy, and the scrappage module incorporates a cost-per-mile factor that assumes 
consumers value both absolute and relative fuel economy.186 Elsewhere, the agencies rely on a 
payback assumption that consumers are willing to pay for fuel economy technology that returns 
the investment within 30 months.187  

The agencies’ inconsistent positions on consumer valuation of fuel economy are arbitrary and 
capricious. On the one hand, the agencies argue that consumers value fuel economy so fully that 
there can be no private welfare benefits to increasing fuel economy by regulation.188 And on the 
other hand, the agencies argue the exact opposite, that consumers have so little regard for fuel 
economy that manufacturers cannot sell efficient vehicles.189 In fact, neither extreme position is 
supported either by the literature that the agencies cite nor by the important additional literature 
that the agencies ignore. 

C. The agencies fail to consider important theoretical and empirical literature 

The Agencies’ Three Preferred Studies: The proposed rollback’s discussion of consumer 
valuation of fuel economy relies almost entirely on three sources: Sallee et al. (2016), Busse et 
al. (2013), and Allcott & Wozny (2014).190 Before critiquing the agencies’ reason for focusing 
only on these studies and the agencies’ failure to look at other important literature, it is worth 

                                                 
184 Final Determination at 7. 

185 83 Fed. Reg. at 43,073; see also id. at 43,075. 

186 See the sections of our comments on new vehicle sales, scrappage, and rebound for more details on all these 
inconsistent assumptions. 

187 Id. at 43,217. 

188 See, e.g., id. at 43,072, 43,075. 
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noting that these three sources in no way support either the proposition that consumers do not 
value fuel economy at all (as the agencies implicitly assume in their sales model), nor the 
position that consumers already so perfectly value fuel economy that there is no possible benefit 
to efficiency standards (as the agencies imply in their literature review). The best read of even 
just these three studies is that consumers do value fuel economy but are not reliably willing to 
pay exactly $1 today for a net present expected savings in future fuel costs of just over $1, as 
classic economic theory would predict. Instead, there is a gap, and that gap creates the potential 
for a well-designed regulation to deliver net private benefits. Allcott & Wozny estimate that 
consumers are probably incorporating about 55% of future fuel costs into their vehicle purchase 
decisions;191 Busse et al. estimate a very wide range (between 54% and 117%);192 Sallee et al. 
find that consumers may “incorporate slightly more than 100% of changes in future fuel costs” 
into their decisions,193 but also find “modest undervaluation” of “70 to 86%” among large-scale 
fleet operators.194 None of these studies estimates a 0% valuation, as the agencies’ sales module 
implicitly does. 

The agencies justify their decision to focus almost exclusively on these three studies by 
highlighting problems with cross-sectional and discrete choice studies, and by citing those 
problems as a reason to prefer studies based on panel data.195 While cross-sectional and discrete 
choice studies may have limitations, the studies the agencies focus on also have limitations. Most 
notably, as the agencies acknowledge, only one study they rely on, Busse et al., includes any 
direct examination of new vehicle sales, and even that estimate “is based on more limited 
information”;196 the other two studies, Sallee et al. and Allcott & Wozny, both focus exclusively 
on used vehicles.197 And each of the three studies has various other limitations and idiosyncrasies 
with its choice of data and methodology. Sallee et al., for example, excludes data on hybrid 
vehicles.198 Just as these various limitations would not necessarily be grounds to completely 
ignore these three studies, neither should all other literature be ignored outright. 

Ignoring All Other Empirical Literature: Even as they admit the limitations of the three studies 
that they rely on, the agencies assume that the limitations of all other studies are fatal flaws and 
so essentially ignore all other literature, including literature that helps explain the energy 
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efficiency paradox. Such an extreme reaction is not warranted. When a study raises useful and 
relevant points, it should not be ignored simply because the agencies prefer a different 
methodological structure, or even just because the study has not been published in a peer-
reviewed journal. The agencies should assess the study’s quality and relevance, and particularly 
should have a good reason to ignore studies that the agencies previously relied upon. 

For example, the agencies identify in footnote 223 that Kilian & Sims (2006) also used a 
longitudinal approach to examine consumer valuation, similar to the methodology of the 
agencies’ three preferred studies; yet the agencies exclude the results of this study because it is 
“unpublished” and so its “empirical results are subject to change.”199 It is true that the quality 
and finality of unpublished studies should be carefully examined before relying on them, and if 
they are of insufficient quality or relevance, they will not deserve equal consideration with 
literature published in peer-reviewed journals. Yet neither should unpublished studies, if 
otherwise relevant and of sufficient quality, be automatically ignored just because they are 
unpublished.200 In this case, for example, the Kilian & Sims paper raises a relevant result and 
theory worthy of further consideration: specifically, that consumers react more strongly to a 
potential loss of fuel savings than to a potential gain in fuel savings.201 Given that the agencies 
have relied on Killian & Sims in the past,202 and given the relevance of their finding to the 
proposed decrease in fuel economy standards, the agencies should review the study’s quality to 
determine its relevance, rather than dismiss it out of hand. The agencies should also more 
thoroughly search the literature for analysis of whether consumers will react differently to a 
rollback of fuel economy standards than to an increase in standards, and the agencies should 
generally review the literature that they had previously examined and relied on during the 2012 
rulemaking.203 
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and/or editors being more likely to publish studies that demonstrate statistically significant results, or results that are 
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201 Kilian & Sims (2006), at 3 (“[T]he responses of automobile prices to positive changes in the real price of 
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or no effect on prices.”). 

202 EPA (2010b), at 39 (explaining that Kilian & Sims suggests that consumers may be willing to pay more to avoid 
a decrease in fuel economy than to gain an increase in fuel economy). This literature review was commissioned in 
support of NHTSA and EPA’s earlier rulemakings. 
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The agencies should also review the most up-to-date literature. For example, the agencies should 
consider David Greene et al.’s recently published meta-analysis of marginal willingness-to-pay 
estimates for fuel economy. These authors find a mean estimate for willingness to pay of $853 
for a $0.01/mile reduction in fuel costs.204 The agencies have failed to do a thorough search of 
the literature and to base their decision on all of the reliable information available to them. 

Ignoring Other Explanations for the Efficiency Paradox: The agencies claim that previous 
rulemakings relied heavily on the belief that consumers’ undervaluation of fuel economy was 
due to “myopia,”205 and falsely assert that the prior rules could only be justified by assuming that 
consumers value less than one-third of fuel savings.206 In the past, the agencies did raise the idea 
of consumer myopia and various “internalities” among the many reasons why consumers may 
fail to achieve their welfare-maximizing level of fuel economy in the marketplace without the 
assistance of regulation. But, the agencies also previously explored many other reasons for the 
energy efficiency paradox which supported the decision to adopt the baseline standards—reasons 
which the agencies now ignore. For example, in the 2012 rule, the agencies explained that what 
seems like an undervaluation of fuel economy could result from consumers “lack[ing] the 
information necessary to estimate the value of future fuel savings, or not hav[ing] a full 
understanding of this information even when it is presented,” or that “[i]n the face of such a 
complicated choice, consumers may use simplified decision rules,” and may focus on “visible 
attributes that convey status.”207 Yet, with no analysis of the relevant literature, the agencies now 
assume that consumers must be perfectly informed about fuel economy208 and so conclude that 
“it is reasonable to believe that U.S. consumers value future fuel savings accurately.”209  

In fact, important literature explains why, even with the assistance of somewhat improved—
though surely not yet optimized—labels that provide consumers with information on fuel 
savings, consumers may still face challenges to fully incorporating that information into their 
decisionmaking. James Sallee, for example, has explained that: 

[A]ccurate valuation of lifetime present discounted fuel costs is challenging, both 
because the calculation is cognitively difficult and because the information required 
is hard to obtain. Government labels aid in this task, but they do not resolve all 
uncertainty because the labels are incomplete and inaccurate and because 

                                                 
204 Greene et al. (2018) at 270-71 (finding a range from a mean estimate of $693 in market sales and revealed 
preference studies, to $1225 in stated-preference studies; meanwhile, NHTSA data would suggest that a $0.01/mile 
reduction should deliver about $1150 in lifetime fuel savings). 

205 83 Fed. Reg. at 43,216. 

206 Id. at 43,073. 

207 77 Fed. Reg. 62,624, 62,914 (Oct. 15, 2012). 

208 83 Fed. Reg. at 42,993. 

209 Id. at 43,216. 
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heterogeneity in usage patterns implies that labels can resolve only a modest portion 
of the relevant uncertainty.210 

Because the variation in fuel costs across automobiles—though “substantial”—is also “dwarfed 
by variation in prices,” and given the costs of obtaining and processing more information about 
fuel economy, consumers tend to be “inattentive” to fuel economy. The financial loss in future 
fuel savings to any individual from making a “mistake” in their choice of fuel economy may be 
less than the costs of the effort to obtain and process more information on fuel economy before 
the decision—yet, “in the aggregate,” the result could be billions of dollars in lost fuel savings 
across the entire U.S. car market.211 Because “firms will bring to market only those innovations 
that garner attention,” firms may underprovide important but “shrouded” innovations in fuel 
economy that may rationally escape consumers’ attention.212 Yet because increased attention 
“involves real costs” for consumers, policy fixes focused on increasing information and attention 
may not improve welfare; instead, energy efficiency standards become the optimal policy 
solution.213 The agencies have failed to consider the ongoing challenges to information 
processing that consumers face and so fail to consider how regulation can help consumers 
overcome these challenges and maximize private welfare. 

Similarly, the agencies now ignore explanations of supply-side market failures that helped justify 
past rulemakings. In the 2012 rule’s impact analysis, the agencies explained that imperfect 
competition in the vehicle market could “reduce[ ] producers’ profit incentive to supply the level 
of fuel economy that buyers are willing to pay for.”214 Asymmetric information between 
manufacturers and consumers could also cause fuel economy to “remain persistently lower than 
that demanded by potential buyers.”215 Manufacturers may “deliberately limit the range of fuel 
economy levels they offer” if manufacturers “mistakenly believe” that consumers are unwilling 
to pay for improved fuel economy.216  

Other important literature further explores these supply-side market failures. Manufacturers may 
face a first-mover disadvantage for developing new fuel-efficiency technologies, and regulation 
can help overcome that perceived disadvantage as well as bring down costs through economies 
of scale and learning, and thus may “lead to a more optimal provision of fuel economy in the 

                                                 
210 Sallee (2014), at 782. Note also that NHTSA has not fulfilled its statutory obligation to develop a consumer 
education program on fuel economy and greenhouse gas emissions. 49 U.S.C. § 32908(g). 

211 Id. at 783. 

212 Id. at 784. 

213 Id. at 785. Note that Sallee et al. (2016), which the agencies rely on, cite Sallee (2014) as an important “caveat” 
to some of the conclusions drawn in Sallee et al. (2016). See Sallee et al. (2016), at n. 5. 

214 NHTSA 2012 FRIA at 987-88. 
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marketplace.”217 As manufacturers offer more fuel-efficiency technology and the technology 
becomes more widespread in the market, consumer attitudes toward that technology will 
change.218 Manufacturers also shape consumer preferences through advertising. Yet now, the 
agencies assume that it is consumer preferences alone that shape and constrain manufacturers’ 
compliance options,219 without considering manufacturers’ role in shaping the options available 
in the marketplace and consumers’ attitudes toward those options. A review of the broader set of 
literature, on both supply-side and demand-side obstacles to the efficient provision of fuel 
economy, demonstrates that the justification for the proposed rollback runs counter to the 
available evidence. 

In Tables II-25 to II-28, the agencies’ presentation of costs and benefits seem to count the 
forgone private savings from the increased fuel economy that the original 2012 standards would 
provide. Implicit in the calculations in those tables is some theory for why consumers will value 
fuel savings once a regulatory standard helps deliver increased fuel economy, even though 
consumers are unable to achieve those fuel savings on their own in an unregulated marketplace. 
Viable theories supported by the literature include some combination of informational failure, 
attention costs, myopia, positional externalities, or supply-side failures. Much of the agencies’ 
discussion in the Federal Register notice and preliminary regulatory impact analysis either 
ignores or seems skeptical of these theories, and as already noted, much of their modeling relies 
on inconsistent assumptions that consumers instead do not value fuel economy. As the agencies 
redo their analysis in response to these and other public comments, they should preserve the 
calculation of private savings from fuel economy reported in these tables (corrected so that the 
mistakes with the scrappage, rebound, and sales modules do not cause an undervaluation of net 
private savings). By more fully valuing the private fuel savings from the 2012 standards, together 
with other corrections to the analysis, it will be apparent that the proposed rollback is not 
justified. 

D. Surveys on consumer satisfaction 

The proposed rollback insists that consumers value fuel savings accurately,220 that consumers 
“generally tend not to be interested in better fuel economy above other attributes,”221 and that 
consumers are “unlikely” to “suddenly become more interested in fuel economy over other 

                                                 
217 NAS (2015), at 319. 

218 Id. 

219 E.g., 83 Fed. Reg. at 43,217 (blaming “consumers not being interested in better fuel economy” for 
manufacturers’ alleged need to “manag[e] their CAFE compliance obligations through use of credits”). 

220 Id. at 43,216. 

221 Id. at 43,217 (citing manufacturer comments and an NAS study; but see infra on contradictory evidence from the 
same NAS study). 
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attributes” in the “foreseeable future.”222 The agencies rely on these statements to claim there are 
compliance challenges with the 2012 standards, and so justify the proposed rollback. Yet these 
conclusions are not supported by extensive data from consumer satisfaction surveys. 

National Academy: As reported by a 2015 review of fuel economy standard by the National 
Academy of Sciences, “the public’s perception of the CAFE standards and support for raising the 
standards has been highly positive for the past 25 years.”223 In one survey, for example, 77% of 
respondents supported higher fuel economy standards even after being told that it would increase 
the costs of buying or leasing; in another survey, 82% of respondents supported standards of 56 
miles per gallon by 2025.224 The proposed rollback’s various pronouncements on consumer 
valuation are inconsistent with these findings. 

ACSI and J.D. Power Surveys: Two long-running surveys of consumer satisfaction with their 
motor vehicles provide a good deal of publicly available data: the American Customer 
Satisfaction Index, and J.D. Power’s APEAL survey. The data from these two surveys strongly 
suggests that consumers at least partly value fuel economy, that they value it even when fuel 
prices are dropping, that they sometimes value it more than other attributes, that they want more 
of it and are not satisfied by the levels currently provided, and that fuel economy is among the 
attributes with the most room for improvement and most potential to contribute to greater 
customer satisfaction with their vehicles. 

This section of our comments will look first at recent evidence from these surveys specifically on 
fuel economy, before taking a more historical and graphical look at data going back to 1994. 

Since 1994, the American Customer Satisfaction Index (ACSI) has conducted annual surveys on 
consumers’ satisfaction with “recent purchases and driving experiences” in both mass-market 
and luxury cars and trucks.225 Since 2016, ACSI has included details and scores for individual 
attributes, including gas mileage. In the 2016, 2017, and 2018 surveys, gas mileage has 
consistently been the lowest-ranked attribute for consumer satisfaction, in both mass market and 
luxury vehicles.226 The results of the 2017 survey confirmed that “[r]egardless of category, 

                                                 
222 Id. see also id. at 42,993 (assuming that only “a relatively small percentage of buyers” value fuel economy, and 
citing only a single news report). 

223 NAS (2015), at 317. 

224 Id. at 318. 

225 For example, in 2018, they conducted 4,649 interviews about “recent purchases and driving experiences. See 
ACSI, Automobile Report 2018, https://www.theacsi.org/news-and-resources/customer-satisfaction-
reports/reports-2018/acsi-automobile-report-2018/acsi-automobile-report-2018-download [hereafter “2018 ACSI 
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226 ACSI, Automobile Report 2016, https://www.theacsi.org/images/stories/images/reports/16aug_auto-report.pdf 
[hereafter “2016 ACSI Report”]; ACSI, Automobile Report 2017, 
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everybody wants better gas mileage,” and that of all the attributes, gas mileage “shows the most 
room for improvement.”227 The 2018 report made identical comments, adding that “gas mileage 
continues to be the low point” among all vehicle attributes.228 

J.D. Power has conducted the U.S. Automotive Performance, Execution and Layout (APEAL) 
Study for twenty-three years. Its most recent survey, for example, interviewed nearly 68,000 
purchasers and lessees of new Model Year 2018 vehicles within ninety-days of ownership.229 At 
various times, the APEAL study has included details and comments on fuel economy 
specifically, and in more recent years, individual attributes including fuel economy have been 
scored and ranked separately. In 2007, J.D. Power observed that over half of that year’s total 
drop in overall customer satisfaction with new vehicle performance could be attributed to “a 
significant decrease in owner delight with fuel economy,” noting that “manufacturers that deliver 
more fuel-efficient vehicles . . . stand a better chance of delighting their customers.”230 In 2008, 
J.D. Power reported that “fuel economy and practicality are increasingly important in vehicle 
selection process” and attributed yet another overall dip in consumer satisfaction “primarily due 
to decline in satisfaction in fuel economy.”231 In 2009, an uptick in overall consumer satisfaction 
was “driven primarily by increased owner satisfaction with fuel economy,” which J.D. Power 
attributed not just to fuel prices, but also to the fact that more manufacturers were designing--and 
more consumers were buying--fuel-efficient vehicles.232 In 2010, the vehicles that scored the best 
included those with “unexpected fuel economy.”233 In 2011, newly launched vehicle models 
scored higher than redesigned models, partly due to higher scores for fuel economy.234 In 2012, 
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231 Jeff Youngs, J.D. Power, 2008 APEAL Study Results (Dec. 31, 2007), 
https://www.jdpower.com/Cars/Ratings/Performance-and-Design/2008/2008-apeal-study-results. 

232 Jeff Youngs, J.D. Power, 2009 APEAL Study Results, Dec. 31, 2008, 
https://www.jdpower.com/Cars/Ratings/Performance-and-Design/2009/2009-apeal-study-results.  

233 Paul A. Eisenstein, U.S. Automakers Gain APEAL—and Appeal, NBC NEWS (July 22, 2010), 
http://www.nbcnews.com/id/38346050/ns/business-the_driver_seat/t/us-automakers-gain-apeal-appeal/ (reporting 
on APEAL scores). 

234 J.D. Power, Automakers Face Up to Tough Market Conditions by Offering the Most Appealing Lineup of New 
Vehicles in History, July 27, 2011, 
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owners shifted toward smaller and more fuel-efficient vehicles, and satisfaction with fuel 
economy showed the greatest overall increase, helping to drive the total APEAL score up. That 
year, J.D. power reported that “47 percent of owners say gas mileage was one of the most 
important factors in choosing their new vehicle, up from 40 percent in 2011.”235 In 2014, fuel 
economy was the only attribute with a year-over-year improvement in owner satisfaction, driven 
not just by fuel prices but by vehicle efficiency itself. Nevertheless, “fuel economy is still a 
problem area for automakers . . . [and] continues to be the lowest-scoring category in the study 
by a wide margin.”236 In other words, consumers have not been satisfied with the fuel economy 
provided by manufacturers, and it drags down their overall satisfaction with their new vehicles. 
In 2016, an improvement in fuel economy had the largest impact on overall increase in 
satisfaction; increased satisfaction with the related attribute of driving range was the second-
most-important attribute in driving overall gains in consumer happiness.237 And in 2018, 
satisfaction with fuel economy rose again slightly (though remained relatively quite low 
compared to all other attributes), with J.D. Power reporting that “customers are more satisfied 
with their fuel economy despite increases in fuel prices.”238 Driving range rounded out the “top 
10 vehicle attributes with the greatest positive effect year over year on overall score.”239 Looking 
back over J.D. Power’s survey results from the last decade, consumers have consistently 
expressed dissatisfaction with current levels of fuel economy and a desire for greater fuel 
economy than the market was providing, even during periods when gas prices were falling. 

These robust surveys undercut many of the agencies’ justifications and conclusions. The upshot 
from the ACSI and J.D. Power survey is that consumers are not satisfied with the currently 
available levels of fuel economy, they want greater fuel economy improvements even when 
gasoline prices fall, and they are unable to obtain in the marketplace the amount of fuel economy 
they would prefer. Additionally, as the graph in the next subsection suggests, fuel economy 
could have a relationship to overall customer satisfaction with their vehicles that other attributes, 
like horsepower and size, in fact might lack. 
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Graphing Attributes Against Fuel Economy: Data from these long-running, robust consumer 
satisfaction surveys can be plotted against relative changes in attributes like average horsepower, 
size, acceleration, and fuel economy. The resulting graph, Figure 1 below, is not a full economic 
analysis, but even a coarse look at the data is revealing. 

These are the data sources for the graph that appears below: 

 Horsepower: graphed in red below, data on the percent change in average light-duty vehicle 
horsepower since a baseline of 1994 is drawn from EPA’s 2018 report on Light-Duty 
Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends.240  

 Weight: graphed in yellow below, data on the percent change in average light-duty vehicle 
weight since a baseline of 1994 is also drawn from that 2018 EPA report. 

 Acceleration: graphed in orange below, numerical data on acceleration is not provided 
directly by the 2018 EPA report; however, numerical estimates of relative changes in average 
vehicle acceleration since 1994 were backed out from EPA’s own chart on acceleration.241 

 Fuel economy: graphed in green below, data on the percent change in average adjusted fuel 
economy since 1994 is also drawn from EPA’s 2018 report.242 

 Consumer Satisfaction: graphed in various shades of blue below, there are three sets of data 
on consumer satisfaction. 
o The American Customer Satisfaction Index (ACSI) has conducted annual surveys since 

1994 about consumers’ satisfaction with “recent purchases and driving experiences” in 
both mass-market and luxury cars and trucks.243 Their survey captures opinions about gas 
mileage, driving performance, dependability, safety, comfort, and other “critical elements 
of the automobile experience.”244 Scores out of a possible 100 are given for each 
manufacturer and as an industry-wide average going back to the baseline year of 1994.245 
The industry-wide average is used here. 

o J.D. Power has conducted the U.S. Automotive Performance, Execution and Layout 
(APEAL) Study for twenty-three years. Its most recent survey interviewed nearly 68,000 
purchasers and lessees of new Model Year 2018 vehicles within ninety-days of 
ownership.246 The survey covers 90 attributes in 10 categories: fuel economy, exterior, 
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243 For example, in 2018, ACSI conducted 4,649 interviews about “recent purchases and driving experiences. See 
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seats, interior, driving dynamics, storage and space, engine and transmission, visibility 
and safety, HVAC, and audio/communication/entertainment/navigation.247 Historical 
APEAL scores are not compiled in a single database online, but many can be pieced 
together from press releases and old media coverage. We have compiled industry-wide 
APEAL scores going back to 2001 (except for the year 2002, which was not available 
online).248 

o From personal communications with J.D. Power employees, as well as from observations 
on how more recent press releases discussed historical scores, we learned that the scale 
for the scoring was changed between 2005 and 2006.249 Therefore, there are two separate 
sets of data from the APEAL survey: 2001 to 2005, with year 2001 results as the 
baseline; and post 2006, with year 2006 results as the baseline. 

There may be some slight time lag between the year when a survey was conducted and the model 
year of the vehicles covered, though note that, for example, the APEAL survey conducted in the 
summer of 2018 focused on Model Year 2018 vehicles. The ACSI survey results also cover more 
than just customer experiences with new vehicles, and also includes all recent vehicle purchases. 
Yet despite such limitations, the raw data is still revealing. 
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Figure 1. Changes in Vehicle Attributes versus Changes in Consumer Satisfaction with 
Vehicles

 

Overall, consumer satisfaction with their recent vehicle purchases has been mostly flat since 
1994, with some possible slight upticks in recent years. The huge increase in vehicle horsepower 
from 1994 through 2011—a relative increase of over 50%—does not appear to have had any 
obvious effect on consumer satisfaction. Vehicle weight and acceleration also rose from the late 
1990s through about 2011, but have remained relatively flat since, and there again is no obvious 
relationship between their early rise and consumer satisfaction. 

Meanwhile, horsepower has continued to grow, and to a lesser extent acceleration has continued 
to increase, even as fuel economy has shot up significantly over the last decade. This period of 
both significant growth in fuel economy and moderate increases in horsepower and acceleration, 
does appear to correlate with a slight uptick in consumer satisfaction in recent years. 

Though further study would be required, from this graphical presentation of the data there 
appears no obvious reason to believe that a rise in fuel economy will cause a decrease in vehicle 
performance or consumer satisfaction—to the contrary, a rise in fuel economy at least appears 
correlated with similar upticks in horsepower and consumer satisfaction. Furthermore, this 
graphical presentation of the data shows large increases in vehicle performance attributes in the 
late 1990s and early 2000s that do not appear to be obviously correlated with any 
contemporaneous increases in consumer satisfaction. One reason why horsepower could increase 
by 50% without consumers becoming much happier about their vehicle purchases is because 
motor vehicles in general, and especially their performance attributes like horsepower, 
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acceleration, and size, are positional goods. The theory and evidence of vehicles as positional 
goods is explored further in the next section. 

E. Vehicles’ positional attributes create externalities and impede consumers from 
achieving efficient levels of fuel economy absent a cooperative regulatory solution 

In the regulatory impact analysis, the agencies assert that because requiring manufacturers to 
focus on fuel economy will necessarily entail lost consumer welfare as the manufacturers 
sacrifice other improvements to horsepower, weight, and volume, consumers will be 
“substantially better off under the agencies’ proposed action than if the baseline standards 
remained in force.”250 In fact, the exact opposite may be true: because horsepower, weight, and 
volume are all positional attributes, the consumption of increasing levels of those attributes may 
deliver little if any increased consumer welfare. 

The value of a “positional good” depends on how it compares with similar goods possessed by 
others.251 The owner of a positional good derives more welfare from that good than expected 
when considering only its functional qualities. The prominent explanation for this phenomenon 
is that highly visible consumption becomes a signal for status,252 and people value status because 
they anticipate it will translate into more favorable treatment in economic and social 
interactions.253 For example, jewelry, silk ties, and expensive champagne all have very little 
functional value, but their consumption is conspicuous and conveys status to others. 

Other goods, like cars, have both functional and positional value. Consumers may partially value 
vehicle size and horsepower for their functional utility like hauling capacity and speed, but a 
growing body of research indicates that many consumers do not necessarily want the biggest and 
fastest vehicle, so long as their vehicle is bigger and faster than their friends’ and neighbors’ 
vehicles. According to a recent U.S. survey on the visibility of 31 expenditure categories (from 
food to mobile phones), new or used motor vehicle purchases were the second most visible 
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expenditure; related expenditures on gasoline/diesel, vehicle maintenance, and insurance were all 
substantially less visible.254 Surveys also consistently confirm that cars are highly positional 
goods, that people prefer a relative increase in a car’s value to an absolute increase,255 and that 
the more visible features of cars are more positional.256 Financial savings, in contrast, are 
typically considered non-positional.257 

The more observable prestige features of vehicles include newness, brand, size, design, and 
power. While many of these traits have functional value (such as capacity, safety, and 
performance),258 they also all have relative value: consumers value power not just for speed but 
for the status signal and for the ability to out-accelerate others at a traffic light; consumers do not 
necessarily want a big car, but they do want a bigger car.259 As Bob Lutz, the former Vice 
Chairman of General Motors, has stated, “aspirational aspects overwhelm the functional 
differences” when customers choose cars.260 Similarly, as J.D. Power has reported, “[w]e strive 
to own vehicles of which our neighbors will approve.”261 Meanwhile, given the low visibility of 

                                                 
254 Heffetz (2011), at 1106 (vehicle purchase had a visibility index of 0.73, second only to tobacco products (0.76); 
gasoline/diesel had a visibility index of 0.39, car repairs were at 0.42, and car insurance fell near the bottom at 0.23). 

255 Specifically, a majority of people surveyed would trade a decrease in their car’s absolute value for an increase in 
its relative value compared to other people’s cars: in other words, they are happy to have their car lose value so long 
as everyone else loses more value on average. See, e.g., Carlsson et al. (2007), at 588, 593 (reporting results of a 
Swedish survey); Alpizar et al. (2005), at 412 (reporting results of Costa Rican survey). Though some such surveys 
were conducted in other countries, if anything positionality for cars could be stronger in the United States, given the 
American affinity for cars and the income distribution. See Heffner et al. (2005), at 2 (“In the words of automobile 
psychologist G. Clotaire Rapaille, Americans are in ‘a permanent search of an identity’ and ‘cars are very key . . . 
[they are] maybe the best way for Americans to express themselves.’”); Hopkins & Kornienko (2004) (noting that 
positional effects increase as society’s income increases, because the portion of income spent on conspicuous 
consumption increases). On the other hand, cars may be more a necessity and less a luxury for some U.S. consumers 
compared to some consumers in other countries. See Grinblatt et al. (2004).  

256 Carlsson et al. (2007), at 588, 593 (finding support for hypothesis that “visible goods and their characteristics, 
such as the value of cars, are more positional than less visible goods and their characteristics, such as car safety.”). 

257 See, e.g., Moav & Neeman (2009). 

258 Carlsson et al. (2007), at 595, could not provide a clear answer to the question of whether cars are completely 
positional. On average cars are highly positional, but that reflects a good deal of heterogeneity: cars may be 
completely positional for some people, but are possibly completely non-positional for others. Id. at 596. 

259 Verhoef & van Wee (2000), at 4 (“However, most cars in most Western countries have engines with much more 
power than needed, given the characteristics of infrastructure, speed limits, and travel distances.”). See also Hoen & 
Geurs (2011). 

260 George Will, Americans and Their Cars, TOWNHALL DAILY, Apr. 18, 2002, available at 
http://townhall.com/columnists/GeorgeWill/2002/04/18/americans_and_their_cars. 

261 Jeff Youngs, J.D. Power, 2007 APEAL Study Results, Dec. 32, 2006, 
https://web.archive.org/web/20160514230140/http://www.jdpower.com/cars/articles/jd-power-studies/2007-apeal-
study-results 
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gasoline expenditures and of financial savings, fuel efficiency itself is currently a relatively non-
positional good.262 

A vehicle’s size and weight are also positional for safety reasons, in addition to status 
motivations. To the extent smaller cars may at times fare worse in crashes with bigger cars, 
consumers may value bigger cars not because of any intrinsic safety value, but because of the 
average fleet size. 

The trouble with positional goods is they impose externalities. This is obvious in the safety 
context: if Joan upgrades from her compact car to a large pick-up truck, she may feel somewhat 
safer, but her purchase marginally increases the perceived risk to all other drivers. It also applies 
in the status context. Again, if Joan buys a big, fast, flashy vehicle to move up the status 
hierarchy, John’s big, fast, flashy car is no longer as rare. John feels relatively worse off and so 
will have to invest in an even bigger, faster, flashier car just to restore his previous status 
position. Joan’s purchase made John feel worse off (a positional externality), and then John’s 
subsequent purchase made Joan feel worse off (another positional externality), and at the end 
they wind up with the same relative status that they started with. As a result, both consumers 
spend resources without actually improving their relative status. 

Because vehicle purchase decisions are made non-cooperatively but in fact alter the spending 
behavior and perceived safety of others, consumers get stuck on a “positional treadmill” that 
does not increase welfare.263 Yet if any individual unilaterally tries to opt out of this “expenditure 
arms race,” it would only move that consumer backwards on the status or safety hierarchy, which 
for most consumers is unacceptable.264 And given limited resources and limited market options, 
the over-consumption of positional goods results in under-consumption of non-positional goods 
(such as fuel efficiency). If consumers could maintain their relative economic position, they 
might be more willing to pay for non-positional goods.265 

Fuel economy regulation, therefore, is a cooperative solution that allows consumers to achieve 
what they could not in the non-cooperative open market: namely, an increase in fuel economy 

                                                 
262 See Hoen & Geurs (2011). 

263 Frank (2005), at 137. 

264 Frank (2005), at 105-06. 

265 Frank & Sunstein (2001), at 326 (“If people could maintain their relative economic position, they would be 
willing to pay more, and possibly a great deal more, to purchase many of the goods that regulation attempts to 
deliver. . . .[W]hen an individual buys additional safety in isolation, he experiences not only an absolute decline in 
the amounts of other goods and services he can buy, but also a decline in his relative living standards. In contrast, 
when a regulation requires all workers to purchase additional safety, each worker gives up the same amount of other 
goods, so no worker experiences a decline in relative living standards. If relative living standards matter, then an 
individual will value an across-the-board increase in safety more highly than an increase in safety that he alone 
purchases.”). 
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without losing position in the status hierarchy.266 Regulations similarly help consumers select 
fuel economy without falling behind in the safety/size perceived rankings, since with time the 
average size of vehicles in the fleet will shift. Regulations will also help correct a supply-side 
problem, since theory predicts that manufacturers will devote their research and development 
budget to status goods,267 thus causing an oversupply of positional attributes at the expense of 
fuel economy. 

Positional goods theory explains that: the agencies are incorrect that if manufacturers could 
redirect their research and development budgets from fuel economy to performance attributes 
that consumers would inherently become “substantially better off under”; the agencies are 
incorrect that consumers are able to demand in the market their desired levels of fuel economy; 
and the agencies are overlooking an important benefit of the regulation, which is correcting the 
market failures caused by positional externalities. 

The Agencies’ Proposed Alternative Approaches to Consumer Valuation Ignore Positionality 
and Other Explanations for the Energy Efficiency Paradox: The agencies suggest two alternative 
approaches to consumer valuation for the future. They propose either that in the future the 
agencies should assume that consumers fully (or near fully) value fuel savings in both the 
baseline scenario and under efficiency standards, or else assume that consumers partly value fuel 
savings to the same degree in both the baseline scenario and under efficiency standards.268 The 
upshot of both alternatives would be similar: the private fuel saving benefits generated by 
increased efficiency standards would be devalued, and the assumed valuations under the baseline 
would partly or fully cancel out the private fuel saving benefits under the standards. Either 
approach would likely send agencies in search of alleged welfare losses attributed to increased 
fuel efficiency to explain why, if consumers fully value fuel savings, they do not already demand 
them in the marketplace.  

Both of these proposed alternative approaches would be a mistake. There is no evidence that 
there are substantial private welfare losses associated with increasing fuel economy.269 To the 
contrary, the graph presented above depicts neither a loss of consumer satisfaction associated 

                                                 
266 Correcting for negative externalities and collective action problems is a classic case for regulation. “Analytically, 
positional externalities are no different from ordinary environmental pollutants.” Id. at 364. Such regulation is not 
about taking public action just because one consumer’s increased consumption makes another consumer unhappy or 
envious; rather, regulation is justified to address a market failure. Id. at 365. Even if not everyone wants to solve this 
particular collective action problem, “we do not require unanimity as a precondition for unquestionably legitimate 
collective action in other spheres.” Id. at 366. See also Verhoef & van Wee (2000), at 13-14. (“On the free market, 
consumers would inefficiently strongly stimulate each other to purchase more luxurious variants. Corrective taxes 
[or a CAFE standard with tradable permits] may protect consumers against such treadmills.”). 

267 Cooper et al. (2001). 

268 83 Fed. Reg. at 43,074. 

269 See, e.g., Huang et al. (2018), at 194 (finding that “automakers have typically been able to implement fuel-saving 
technologies without harm to vehicle operational characteristics” like “acceleration, handling, ride comfort, noise, 
braking feel, and vibration”). 
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with increasing fuel economy, nor a gain in consumer satisfaction associated with increasing 
performance attributes. Moreover, there are several other explanations supported by theory and 
literature that explain why consumers would fully value private fuel savings achieved under an 
efficiency standard and yet are unable to demand that the market increase fuel economy under 
the baseline in the absence of regulatory interventions. Positional goods theory is one important 
explanation that the agencies have failed to consider, together with explanations about 
information processing, myopia and internalities, supply-side market failures, and other evidence 
considered by the agencies in past rulemakings that the agencies now inexplicably ignore. The 
agencies should continue to value forgone private savings from fuel economy as they have in 
Tables II-25 to II-28 (once those calculations are corrected for mistakes from the scrappage, 
rebound, and sales modules). 

F. Problems with the agencies’ valuation of the refueling surplus 

Multiple problems with the agencies’ calculation of refueling surplus (the time savings and other 
benefits from having to refuel less) result in a significant underestimation of the proposed 
rollback’s forgone benefits and show that the agencies have arbitrarily failed to consider 
important aspects of the issue and have ignored important evidence. 

Rebound: First, because the agencies have miscalculated the rebound effect (as described in 
Section VI), they are overestimating the number of refueling trips that the purchasers of new, 
more-efficient vehicles would make, and so are underestimating the forgone benefits from the 
lost refueling surplus. 

Outdated Data: Second, the valuation of lost refueling surplus is based on outdated data. Though 
the agencies’ link to the Value of Travel Time Savings Memo appearing in footnote 258 of the 
proposed rollback is a broken link,270 it seems very likely that the agencies are using an outdated 
version of NHTSA’s own Value of Travel Time Savings Memo. The current version was updated 
last in 2016.271 The version of the memorandum included in the regulatory docket is the 2011 
version.272 Meanwhile, the values that the proposed rollback uses for the percentages of personal 
and business travel in urban areas (94.4% versus 5.6%) and in intercity travel (87% versus 13%) 
match neither the 2016 nor the 2011 versions (both of which list instead, for example, 78.6% 

                                                 
270 83 Fed. Reg. at 43,085 n.258. 

271 Dept. of Transp., The Value of Travel Time Savings: Departmental Guidance for Conducting Economic 
Evaluations (2016), 
https://www.transportation.gov/sites/dot.gov/files/docs/2016%20Revised%20Value%20of%20Travel%20Time%20
Guidance.pdf. 

272 https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0679. 
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personal travel in intercity); instead, these numbers seem to come from the 2003 version of the 
memorandum.273 

Not only are the percentages of personal versus business travel outdated in a way that leads to 
underestimating the total hourly valuation for intercity travel, but the base wage rate is outdated 
as well. The agencies inexplicably start with Bureau of Labor Statistics data for “total hourly 
employer compensation costs for 2010,” and present the data in uninflated 2010$.274 Using the 
same data source and same methodology but updating to current, year 2017 wages would 
increase the base wage in the agencies’ calculations from $29.68 to $35.52.275 The urban versus 
rural percentages of the total miles driven figures should also be updated from the 2011 data used 
in the proposed rollback,276 to the current FHWA data available for year 2017.277 

Using these data updates but otherwise keeping the rest of the methodology the same,278 the total 
weighted value of travel time per hour used in this regulatory analysis should be at least $21.41, 
not $17.73. The agencies may have underestimated the value of travel time by 20% just through 
use of old data.279 

Excluding Children: The next step in the methodology is to multiply that per individual per hour 
value of travel time by the average vehicle occupancy during refueling trips. Here, the proposed 
rollback uses figures of 1.21 people per trip in passenger cars, and 1.23 people per trip in light 
trucks.280 The proposed rule cites to the 2011 Tire Pressure Monitoring System study as the 

                                                 
273 See NHTSA 2012 FRIA at 874 (table viii-6, showing identical numbers as the current proposed rollback’s table 
ii-39); id. at 873 n.448 (citing the 1997 and 2003 guidelines). 

274 83 Fed. Reg. at 43.085 & n.259. At 83 Fed. Reg. 43,088, the proposed rollback does discuss “updating time 
values to current dollars,” but that line follows a reference to having “updated the final rule to reflect peer reviewer 
suggestions,” and includes a citation to a 2012 regulatory docket. It seems likely that this text was cut and pasted 
from a previous rulemaking (as was much of the analysis and discussions in this section), making it impossible for 
the reader to tell from the Federal Register notice or from the regulatory impact analysis whether the 2010$ figures 
that appear so prominently in the tables in this section were in fact inflated to current dollars for purposes of tallying 
forgone benefits. 

275 See BLS, Employer Costs for Employee Compensation Historical Listing, tbl 1. (data for 2017), 
https://www.bls.gov/web/ecec/ececqrtn.pdf. 

276 83 Fed. Reg. at 43,087 n.261. 

277 Available at https://www.fhwa.dot.gov/policyinformation/travel_monitoring/17dectvt/17dectvt.pdf. This update 
would slightly change the weights to about 70% urban, 30% rural, which would slightly decrease the value of time 
calculation compared to the weights used in the proposed rollback (67.1% urban and 32.9% rural), but would be 
more up-to-date. 

278 These comments do not necessarily endorse the rest of the methodology. For example, there are questions about 
discounting personal travel time saved versus business travel time saved. 

279 If the agencies did inflate from 2010$ to more current dollars, the underestimation would still likely exist, though 
it may not be quite as large. 

280 83 Fed. Reg. at 43,087. 
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source of these figures, but the source is unclear because the only document on the Tire Pressure 
Monitoring System provided in the regulatory docket is the  

User’s Coding Manual.281 The agencies’ failure to make available the full data and methodology 
used to calculate these average occupancy figures frustrates any meaningful public review. 
Nevertheless, the agencies do disclose that their estimated occupancy figures specifically exclude 
children under 16 years of age,282 because “it is assumed that the opportunity cost of children’s 
time is zero.”283 

This is the third major problem with the refueling valuation: the exclusion of children’s value of 
time. The choice not to count children violates both NHTSA’s own guidelines and best practices 
for cost-benefit analysis. In the 2016 Value of Travel Time Savings memorandum, NHTSA 
considers whether the value of travel time is different for parents versus children, but ultimately 
concludes that “it must be assumed that all travelers’ VTTS are independent and additive,” and 
later expands that “Although riders may be a family with a joint VTTS or passengers in a car 
pool or transit vehicle with independent values, these circumstances can seldom be distinguished. 
Therefore, all individuals are assumed to have independent values. Except for specific 
distinctions [such as personal versus business travel], we consider it inappropriate to use 
different income levels or sources for different categories of traveler.”284  

Turning to other cost-benefit guidelines, OMB’s Circular A-4 instructs agencies to estimate 
“gains or losses of time in work, leisure and/or commuting/travel settings,” but nowhere 
distinguishes between children’s and adult’s valuations, except to note that, for health effects, 
“the monetary values for children should be at least as large as the values for adults . . . unless 
there is specific and compelling evidence to suggest otherwise.”285 Writing on the concept of 
“standing in cost-benefit analysis,” Dale Whittington and Duncan MacRae conclude that “there 
is a clear consensus that children should be counted” in cost-benefit analysis.286 The agencies fail 
to provide any compelling argument why they should break from this clear consensus and treat 
all children’s time as worthless. 

In 1965, when Congress first directed the control of motor vehicle air pollution to protect “the 
health or welfare of any person” after taking into “appropriate consideration . . . economic 

                                                 
281 https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0681. 

282 83 Fed. Reg. at 43,087 n.262. 

283 Id. at 43,086. 

284 2016 VTTS Memo, at 5, 12. 

285 OMB Circular A-4 at 31, 37. 

286 Whittington & MacRae. (1986), at 666. 
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costs,”287 Congress clearly had in mind not just the welfare and costs of adults, but of “any 
person.” And when Congress mandated the “maximum feasible average fuel economy” after 
considering “economic practicability . . . and the need of the United States to conserve 
energy,”288 it spoke not just of the needs of adults, but of the entire U.S. population. By 
excluding all children under the age of sixteen, the agencies arbitrarily undercount the proposed 
rollback’s forgone refueling benefits. 

Erasing 40%: A fourth major problem with the agencies’ refueling valuation is the decision to 
erase 40% of the total value due to the assumption (drawn from the Tire Pressure Monitoring 
System study) that “40% of refueling trips are for reasons other than a low reading on the gas 
gauge” and that “owners who refuel on a fixed schedule will continue to do so.”289 But if 
vehicles become more efficient such that the gasoline tank is less empty after driving a given 
number of miles, either drivers will make fewer refueling trips or, minimally, those who continue 
to refuel on a fixed schedule will spend less time at the pump on each refueling trip, because 
their gasoline tanks will not have been as depleted over a given period of time. The agencies’ 
own calculations indicate that time spent filling and paying at the pump makes up nearly two-
thirds of the total time spent on average refueling trips for both cars and trucks.290 Even for 
drivers who continue to refuel on a fixed schedule, they will save time at the pump, because their 
tanks will be less empty at the start of refueling. The agencies cannot completely discount those 
time savings.  

Additionally, not every refueling trip that is “for reasons other than a low reading on the gas 
gauge” is automatically an example of someone who “refuel[s] on a fixed schedule.” The User’s 
Coding Manual for the Tire Pressure Monitoring System study included multiple possible 
responses for the primary reason for the stop besides either low gas tank or a routine schedule, 
including refueling trips motivated because it was “convenient at this time,” “to get/do 
something else (e.g., food, rest stop),” to take advantage of “price,” to “top off for specific reason 
(e.g., before long trip),” or for some “other” reason.291 The refueling portions of stops based on 
all these reasons may become shorter or may not occur at all if vehicles become more efficient 
and need less frequent refueling. The agencies cannot throw out the refueling time savings 
associated with all these other reasons for typical refueling stops. 

                                                 
287 Pub. L. 89-272, 79 Stat. 992 (Oct. 20, 1965) (emphasis added); compare 42 U.S.C. § 7521(a) (controlling 
pollution that “endanger[s] public health or welfare,” after giving “appropriate consideration to the cost of 
compliance”). 

288 49 U.S.C. § 32902(f). 

289 83 Fed. Reg. at 43,088. 

290 Id. at 43,087, tbl. II-41. 

291 NHTSA (2017) at 236. 
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Moreover, the relevance of the agencies’ data is questionable. The User’s Coding Manual for the 
Tire Pressure Monitoring System study on which the agencies so heavily rely suggest that data 
was collecting on “vehicles entering the gas station to refuel during five 15-minute data 
collection time periods (08:00 – 08:15 a.m., 1000 – 10:15 a.m., 12:00 – 12:15 p.m., 2:00 – 2:15 
p.m., and 4:00 – 4:15 p.m.). These time periods were to last the full 15 minutes, unless a 
weather-related reason or cooperation issues resulted in the need to prematurely suspend data 
collection at that site.”292 The study seems not to have captured those who refuel outside the 
hours of 8am-4pm, nor to have captured refueling behavior during inclement weather. There is 
no reason to believe based on the study that drivers who refuel outside of those specific 
conditions would continue to operate on a rigidly fixed refueling schedule regardless of how full 
the tank of their more fuel-efficient vehicles may be. 

Altogether, the agencies have thrown out 40% of the refueling time savings benefits without a 
reasonable justification for ignoring those potential benefits—on top of the underestimations of 
time savings due to the rebound miscalculation, the use of outdated data, and the complete 
exclusion of all children under the age of 16. 

Fuel Cost and Emission Savings: Finally, the agencies also may be excluding the cost savings 
and emissions savings from not having to combust fuel to drive to refueling stations as often. 
The agencies acknowledge that while these savings “may seem like a small amount” per 
individual and per year, they are “much more significant at the macro level.”293 Yet even though 
the agencies explained how “direct estimation . . . of this benefit” would be possible, instead the 
agencies insisted that “this benefit is implicitly captured in the separate measure of overall 
valuation of fuel savings.”294 The agencies do not clearly explain how these additional cost 
savings and emissions reductions are actually accounted for in their methodology, and given all 
the myriad problems with the agencies’ calculations of vehicle miles travel (as detailed 
throughout these comments), it is quite possible that these additional refueling benefits are, in 
fact, not “implicitly accounted for elsewhere” in either the fuel savings or emissions reductions 
calculations. If not, then that is an additional undercounting of the forgone refueling benefits of 
the proposed rollback. 

The agencies also ignore the health and welfare consequences of the emissions associated with 
refueling and refueling stations.295 Residential proximity to gasoline stations, for example, may 
have “a significant association” with childhood leukemia, due to benzene emissions from 

                                                 
292 NHTSA (2017) at 31. See also id. at 210 (suggesting that no interviews with refueling drivers were conducted 
after 6pm). 

293 83 Fed. Reg. at 43,088. 

294 Id. at 43,088 (also insisting that emissions benefits are also “implicitly accounted for elsewhere”). 

295 Compare 83 Fed. Reg. at 43,344 (where the agencies consider the “exposure and health effects associated with 
traffic,” but not those associated with refueling). 
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gasoline.296 Regular exposure to refueling stations, from employment or otherwise, may also 
have genotoxic and other serious health effects.297 It is not clear that the agencies’ consideration 
of upstream emissions from the fuel distribution system fully capture the health effects from 
exposure during refueling and from proximity to or working at refueling stations. If not, then the 
agencies have ignored yet another important aspect of the regulatory issue before them. 

G. Distributional impacts 

The agencies assert that the alleged reduction in vehicle purchase price will particularly “make 
the difference” for “some low-income purchasers.”298 First, the agencies’ assumptions about the 
likely change in purchase price are problematic. Not only have the agencies overestimated the 
average change in purchase price because of multiple mistakes in their analysis—for example, as 
discussed in these comments, the agencies’ failure to accurately model how manufacturers will 
efficiently use all available compliance flexibilities, including penalties—but the agencies ignore 
evidence specifically on the price of lower-cost vehicles.299 For example, a study by Synapse 
Energy Economics shows that over the last ten years, the price of lower-cost vehicles has 
remained constant even as fuel economy has risen with the standards.300 The study shows that 
while the range of prices of new vehicles has increased, those increases occurred because the 
price of high-end vehicles went up as more features were added; the price of more affordable 
vehicles, on the other hand, has not changed.301 Similar findings were also reported in EPA’s 
own analysis leading up to the 2017 Final Determination. In that analysis, EPA found that car 
sales recovered to pre-recession sales levels by 2015 under increasing fuel-efficiency standards 
and have continued to rise since then.302 Ultimately, EPA found in the 2017 Final Determination 
that “prices in recent years, adjusted for quality and inflation, have been flat, not increasing.”303 

Second, the agencies have failed to consider the other side of the coin for impacts to low-income 
consumers: the loss of fuel savings. Low-income consumers spend a relatively larger fraction of 

                                                 
296 Infante (2017); Steinmaus & Smith (2017). 

297 E.g., Rekhadevi (2010). 

298 83 Fed. Reg. at 43,223. 

299 See Section II. 

300 Tyler Comings & Avi Allison, Synapse Energy Economics Inc., More Mileage for Your Money: Fuel Economy 
Increases While Vehicle Prices Remain Stable 5 (2017), https://consumersunion.org/wp-
content/uploads/2017/03/Synapse-CU-Affordability-Report-3-15-corrected-1.pdf. 
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302 Draft TAR at 6-2 (2016). 

303 EPA, Final Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse 
Gas Emissions Standards under the Midterm Evaluation—Response to Comments 136 (2017) [hereafter “Final 
Determination RTC”]. 
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their income on fuel than on the up-front price of their vehicles compared to high-income 
households. As a result, fuel-efficiency increases are more beneficial to low-income consumers 
than they are to high-income consumers.304 In other words, the proposed rollback will not help 
low-income consumers as the agencies claim. Instead, reducing the standards will likely harm 
these consumers the most. As Greene & Welch note, “[The 2022-2025] fuel economy 
improvements will benefit all income groups and . . . the impacts will be progressive. The 
highest income quintile is projected to average a savings of 0.5% of their income annually, 
increasing uniformly to 2.2% of income saved annually for the lowest income quintile.”305 The 
evidence on the impact of the existing standards on low-income consumers does not support the 
proposed rollback. 

IV. GENERAL PROBLEMS WITH THE AGENCIES’ DATA ANALYSIS  

The agencies’ proposed conclusions regarding sales, fleet size, and VMT are fatally flawed 
because the agencies made grave mistakes in their econometric analysis, leading to results that 
should not be used to inform policymaking. These mistakes include:  

 Failing to account for endogeneity – endogeneity occurs when findings about an 
explanatory variable—for example, about the impact of new vehicle price on sales—cannot 
be given a causal interpretation for one of the following reasons:306  

o Omitted variable bias – omitted variable bias occurs when the agencies fail to 
control for important variables that have an influence on a feature (like scrappage) but 
are correlated with one of the variables used to calculate that feature (like new vehicle 
prices); when this error is present a regression can show incorrect predictions about 
the relationship between the variables;307 

o Simultaneity – simultaneity arises when one or more of the explanatory variables is 
jointly determined with the dependent variable;308 of particular concern is reverse 
causation where the variable of interest (like car sales) affects the explanatory 
variable (like new car price);  

 Unreliable data – unreliable data limit the extent to which the agencies can learn about the 
historical relationships and thus predict future circumstances; 

 Overfitting – overfitting occurs when an analyst includes individual variables and 
interactions of variables merely to improve the extent to which the model predicts past 
behavior, instead of basing the specific formulation of the model on a strong theoretical 
foundation.  
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306 Cameron (2005), at 92. 

307 Wooldridge (2009), at 89-90 (for background on the bias introduced by omitted variables). 
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All of these problems permeate the agencies’ analysis. To evaluate the effects of a policy change, 
the agencies must understand the true relationships underlying the various elements they 
investigate. Once those relationships are uncovered and quantified, inferences can be drawn to 
inform new policies. Those inferences need to be based on causal relationships and not just 
correlations. Correlations can only show that two elements tend to move together, but when two 
elements move together that does not necessarily mean that the change in one variable is the 
cause of the change in the values of the other variable.  

For instance, a researcher could look at income data and asthma data and conclude that there is a 
relationship between low income and high asthma incidence. However, this is not a causal 
relationship but rather a correlation. It is not the low income in itself that causes asthma but 
rather environmental factors that tend to be associated with income. For instance, lower income 
households tend to live closer to highways and freeways as the car noise and pollution make the 
housing there more affordable. At the same time, major road proximity has been found to elevate 
risk of asthma.309 Consider a policy that subsidizes sports facilities in wooded areas for people 
with low income. Based on historical data, a researcher could infer that there is a relatively low 
value in building such facilities, given that the low-income population tends to suffer heavily 
from asthma and thus will spend little time using the facility. But such a conclusion would 
overlook the fact that with the low-income population spending considerably more time in areas 
with clean air, the prevalence of asthma in that group could drop. A new sports facility could 
break the correlational link between the income and asthma, thus demonstrating that any 
conclusions that had been based on the historical correlations were wrong.  

The need to uncover the causal, structural relationships between elements of interest for 
policymaking was pointed out for the first time by Robert E. Lucas in his seminal article, 
describing what has been knowns as the “Lucas critique.”310 In the article, Lucas argued that it is 
a mistaken approach to try to predict the effects of a change in economic policy solely on the 
basis of relationships observed in historical data, especially highly aggregated historical data. 
Lucas argued that “[g]iven that the structure of an econometric model consists of optimal 
decision rules of economic agents, and that optimal decision rules vary systematically with 
changes in the structure of series relevant to the decision maker, it follows that any change in 
policy will systematically alter the structure of econometric models.” In other words, a policy 
change might affect or even completely break the correlated relationships. Lucas also adds that 
reliance on correlations for setting policy is invalid because any attempt to compare different 
alternatives would be meaningless without any knowledge of the actual causal relationships.311 

                                                 
309 For discussions about road proximity and asthma incidence, see Li, et al. (2011), at 34. 

310 Lucas (1976), at 19–46. The article has been quoted in over 1,000 economic papers (according to the scientific 
database scienwebofknowledge.com) and multiple textbooks. It has also spurred the shift macroeconomics towards 
using micro-foundations. See Sargent (1987), at 397–98. 

311 Lucas (1976), at 41. 
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Given that the agencies have set out to predict how the baseline standards and alternatives affect 
elements such as new car sales, scrappage rates, miles driven, and fatalities in the Proposed Rule, 
the agencies should examine and uncover the causal relationships between those elements based 
on good data and economic modeling. But rather than follow the economic literature and 
principles of good econometric analysis, the agencies have focused only on a series of 
correlations not causal relationships. Endogeneity problems that manifested themselves as 
omitted variable bias and simultaneity bias are rampant in the agencies’ analysis. 

Throughout the agencies’ analysis, they ignore signs of these problems. For example, the 
agencies exclude several critical variables from the scrappage analysis based on incorrect 
coefficient signs and/or statistical significance, despite the importance of those variables to 
theory and past analyses312; the value of a vehicle as scrap metal or as parts due to statistical 
insignificance; and the interest rate due to unexpected sign and worsening overall fit of the 
regressions.313 Other times, the agencies merely try to explain away the problem without 
addressing the counterintuitive results, like in the case of the incorrect sign on fuel efficiency for 
new SUVs and vans in the scrappage model.314 Instead of ignoring these problems, the agencies 
should consider the inconsistent results as evidence of serious econometric problems and attempt 
to address the underlying issues. 

V. THE AGENCIES’ ANALYSIS OF HOW FUEL ECONOMY AND EMISSION 
STANDARDS CHANGE FLEET COMPOSITION, VEHICLE TRAVEL, AND 
SAFETY IS FUNDAMENTALLY FLAWED  

The agencies assert that higher new vehicle prices315 under the baseline standards will cause 
consumers to reduce their purchases of new vehicles, and retain or buy used vehicles.316 The 
agencies analyze these changes using newly developed models of the new vehicle and used 
vehicle fleets and find huge increases in the total fleet size and vehicle miles traveled (VMT). 
The agencies then find that the baseline standards will cause a number of negative effects 
including, most importantly, increased fatalities.317 Specifically, the agencies claim that the 
change in composition of the vehicle fleet will result in 6,180 to 7,880 additional fatalities for 

                                                 
312 PRIA at 1012, 1030, 1032. 

313 Id. at 1030. 

314 Id. at 1024. 

315 Whenever we refer to an “increase in new vehicle price” or “higher new vehicle price,” this refers to a shift from 
the Proposed Rule to the baseline standards. 

316 The agencies refer to this effect as slower “turnover.” 83 Fed. Reg. at 42,993. The two models, when combined, 
can be used to analyze the change in the distribution of vehicles by model year caused by a change in fuel economy 
and emission standards. However, because the models are disconnected, it is impossible to determine which new 
vehicles replace which used vehicles. It is therefore impossible to estimate the actual change in turnover of vehicles 
due to the baseline standards using the models the agencies have developed. 

317 83 Fed. Reg. at 42,993.  
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model years 1977 to 2029, “as operated throughout those vehicles useful lives,” or 
approximately 50 percent of the total fatalities attributed to the baseline standards.318  

The agencies’ assertion that the baseline standards will cause vehicle prices to go up in such a 
way that consumers alter their purchasing decisions is flawed. We address that issue in Section 
II. But even if the agencies are correct that the baseline standards will cause new vehicle prices 
to increase, their analysis of the implications of those price increases—and, in particular, their 
estimates of additional fatalities associated with those increases—is fundamentally flawed for 
two critical reasons.  

First, the agencies’ estimates and modeling of the impact of price increases on total fleet size and 
vehicle miles traveled (VMT) violate economic theory. Correcting the agencies’ errors in this 
area will significantly reduce (or even reverse) the purported effect of the baseline standards on 
safety.  

Second, even if the agencies are right that increased new vehicle prices lead to an increase in the 
number and proportion of older vehicles in the market, the safety impact of those vehicles is 
overstated. The data supporting the agencies’ conclusions are improperly inflated in ways that 
contradict the agencies’ prior analyses and the available evidence.  

A. The agencies’ assumption that fleet size and VMT will increase under the baseline 
standards is arbitrary and capricious 

The result of the agencies’ analysis of the baseline greenhouse gas standards and fuel economy 
standards—and the effect of rolling back those standards—is strongly dependent on new 
modeling that attempts to estimate how changes in new vehicle prices and fuel economy affect 
the number of vehicles by model year and body style (car, SUV, pickup) (the “composition” of 
the fleet). The agencies use separate models to estimate the composition of the vehicle fleet: (1) a 
“dynamic sales model,” which estimates the change in new vehicle sales for different levels of 
fuel efficiency and greenhouse gas emission standards;319 and (2) a “dynamic scrappage model,” 
which estimates the change in the composition of the used vehicle fleet for different levels of 
fuel efficiency and greenhouse gas emission standards.  

The dynamic sales model is based on the theory that increasing fuel efficiency will increase new 
vehicle prices and reduce consumer demand for new vehicles.320 The dynamic scrappage model 

                                                 
318 Id. at 43,152-53 (estimating total fatalities attributed to the baseline CAFE standards, which includes a 
combination of the effects from the sales model, scrappage model, and dynamic fleet share model); id. at 43,157 
(estimating the same for a rollback of the GHG emission standards); id. at 43,254 (explaining that the fatality 
impacts are calculated for “model years through 2029 as operated throughout those vehicles’ useful lives”).  

319 This is supplemented by a “dynamic fleet share model,” which estimates the change in the distribution of new 
vehicle sales between cars, SUVs, and trucks.  

320 Id. at 43,075. 
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is based on a theory that increases in the cost of buying new vehicles will reduce demand for new 
vehicles and increase demand for relatively new used vehicles. The increase in demand for used 
vehicles causes an increase in the price of relatively new used vehicles and, therefore, longer 
retention of older used vehicles.321 This effect cascades throughout the used vehicle fleet, 
eventually resulting in an increase in the price of very old vehicles that might otherwise have 
been sold for parts and raw materials (“scrapped”).322 The increase in the value of these cars can 
reduce the rate at which they are scrapped rather than held or resold.323  

But while those theories may be relatively uncontroversial, the agencies then make a totally 
unsupported leap to assert that “[b]ecause higher used vehicle prices will lower the number of 
vehicles whose cost of maintenance is higher than their value, it is expected that . . . some 
vehicles that would have been scrapped without replacement under lower new vehicle prices will 
now remain on the road because their value will have increased,” referred to as “non-
replacement scrappage” by the agencies.324 According to the agencies, that non-replacement 
scrappage leads to a significant increase in the number of total vehicles on the road, which is 
attributable to the baseline standards.325  

The agencies’ analysis then assumes that vehicles at each age, including those that, but-for the 
baseline standards would have been scrapped, are driven the number of miles established in a set 
of VMT schedules. That is, the agencies assume that existing VMT schedules should be applied 
to those additional vehicles and thus uses those schedules to calculate the number of fatalities 
that are attributable to scrappage.326 Because those schedules assume each vehicle of a certain 
age and type in the fleet drives a set amount of miles without any adjustment for the increase in 
total fleet size or vehicle quality (i.e., wear and tear and durability), the finding that the standards 
cause the fleet size to increase results in a significant increase in total VMT. This increase in 
VMT in turn drives fatalities.327  

There are two severe flaws in this analysis, which render the rule arbitrary and capricious and 
which we discuss in turn below:  

 First, the agencies have provided no explanation to support the assumption that higher 
prices (even if they were real), would lead to non-replacement scrappage and an increase 

                                                 
321 The agencies’ analysis uses a combination of the increased price of new vehicles and the decrease in cost per 
mile (CPM) of operating new vehicles as proxies for how the standards will increase the prices of used vehicles. 
PRIA at 1004. 

322 83 Fed. Reg. at 43,092. 

323 See PRIA at 998. 

324 Id. at 1004; 83 Fed. Reg. at 43,095. 

325 PRIA at 1004, 1058. 

326 83 Fed. Reg. at 43,099. 

327 Id. at 43,188; PRIA at 998. 
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in the total fleet size. Indeed, the academic literature and standard economic theory 
demonstrate that the assumption is unreasonable. 

 Second, even if there were additional vehicles on the road, the agencies have not 
provided a reasonable explanation to support the assumption that total vehicle miles 
traveled should increase. Again, the academic literature and standard economic theory 
demonstrate that the assumption is unreasonable.  

Any sales and scrappage modeling should take this established economic research into account. 
In addition, as we also explain in detail below, the agencies’ analysis is riddled with serious 
econometric errors. Should the agencies still seek to estimate scrappage effects, we summarize 
our advice on a “path forward” below. Ignoring the fundamental principles that we outline here 
would be arbitrary and capricious.  

1. The agencies’ assumption that an increase in vehicle price will substantially 
increase the size of the used vehicle fleet is fundamentally flawed 

The agencies use a reduced form scrappage model to estimate scrappage rates.  

The model ignores the simultaneous interactions and the impact that the variables in the model 
have on each other and fails to take basic economic theory into account.  

The model produces a substantial increase in the size of the used vehicle fleet. The increase is so 
large that it substantially exceeds the decrease in aggregate new vehicle sales that is predicted by 
the dynamic sales model. The results of these two models lead to a large increase in total 
aggregate fleet size attributable to the baseline standards. These conclusions are flawed for a 
number of reasons discussed at length below: 

 They are inconsistent with basic economic theory;  

 They are inconsistent with the academic literature, including the work of Howard 
Gruenspecht, the economist whom the agencies rely on for their theory; and, 

 They produce results that are inconsistent with even the agencies’ explanation of the 
relationship between fuel economy and scrappage. 

a.) Standard economic theory supports an assumption that fleet size will either 
stay the same or decrease with an increase in vehicle prices 

i.) Fleet size will either stay the same or decrease with an increase in 
vehicle prices 

Economic theory supports the possibility that new vehicle price increases may change the 
distribution of new and used vehicles and, ultimately, could slow scrappage of used vehicles that 
would have been replaced by other vehicles. If the price of new vehicles increases with more 
stringent standards, some portion of households that would have purchased a new vehicle may 
instead keep their current vehicle or purchase a used vehicle. This shift out of the aggregate 
demand curve for used vehicles may ultimately increase the number of used vehicles on the road.  
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But economic theory provides no support for the idea that a shift to used vehicles will cause an 
increase in the total number of vehicles on the road.328  

First, price changes cause only relatively modest changes in scrappage rates in the first place 
because prices are not the most important factor in scrappage decisions. Most scrappage is due to 
age-related factors that are unrelated to increases in price.329 As a result, the elasticity of 
scrappage with respect to used vehicle price is low (between -0.4 to -0.7),330 meaning that the 
shift to used vehicles for a given price increase is low.331 As such, even if there is a shift to used 
vehicles, the effect of price on scrappage should be small, and certainly not so large that it 
overwhelms the reduction in new vehicle sales.  

Second, when price increases on both used and new vehicles, the value of the services provided 
by those vehicles does not change. As a result, in equilibrium, when price increases and the value 
of the services is unchanged, the amount of the good purchased decreases. In other words, a 
potentially scrapped vehicle is diverted from the scrap heap only if there is used vehicle demand 
that the owner can meet by choosing to sell rather than scrap. But the additional used vehicle 
demand is directly related to a reduction in new vehicle demand. There is no reason to believe 
that it will increase the number of total vehicles on the road. Any shift towards used vehicles is 
connected to the decrease in new vehicles. New and used cars are substitutes,332 and as such we 
should expect that the quantity and prices in the new vehicles sales market will affect quantity 
and prices in the used vehicles sales market and vice versa.333  

                                                 
328 As explained further below, just as new vehicle price affects scrappage rates only by changing used vehicle 
demand (and therefore price), changes in new vehicle fuel efficiency (holding price constant) also only affect 
scrappage rates by changing used vehicle demand (and therefore price). Therefore, fuel efficiency increases should 
affect only fleet composition and not fleet size. New vehicle fuel efficiency (holding price constant) would have the 
opposite effect on fleet composition that increased new vehicle price has. As a positive attribute, higher new vehicle 
fuel efficiency will increase demand for new vehicles, thereby reducing demand for (and price of) used vehicles.  

329 Bento et al. (2018), at 178 (stating that “the inelasticity of this parameter suggests that accurately modeling 
vehicle lifetime is of first order importance, as most scrappage will occur due to age-related, exogenous scrappage 
rather than policy induced, endogenous scrappage”). 

330 Bento et al. (2018), at 159; Jacobsen & van Benthem (2015), at 1325. 

331 Jacobsen & van Benthem (2015), at 1333 (Table 6). 

332 PRIA at 930, 1053. 

333 For example, in his dissertation, Howard Gruenspecht, includes the scrappage rate, new car price, and new car 
sales in his regression for used car price. Gruenspecht (1982a), at 81, 99-101. In his structural scrappage regression, 
Gruenspecht includes new cars sales. Id. at 106-107. In his corresponding reduced form regression, he includes 
vehicle miles traveled per capita to address overall demand for driving, in addition to the vehicle stock in the 
previous period. Id. at 86, 109-113. Finally, Gruenspecht demonstrates that the quantity of new vehicle demand is a 
function of vehicle miles traveled per capita and vehicle stock in the previous period, in addition to new vehicle 
price. Gruenspecht (1982a), at 87; see also Goulder et al. (2012), at 192 (using a model that solves for supply-
demand equilibrium in the new and used car markets”). 
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Ignoring these facts, the agencies assert that higher new vehicle prices will reduce scrappage 
rates more than they reduce new vehicle purchase rates, so that over time, more used vehicles are 
retained than needed to replace forgone new vehicle purchases.334 The enormous discrepancy 
between the change in new vehicle purchases and the increased fleet size is due in part to the 
agencies’ irrational decision not to connect the results of the new vehicle sales model and the 
scrappage model so that they influence each other.335 Moreover, many of the variables—
including used car prices, used car scrapping rates, and new car sales—are functions of each 
other and therefore using one to predict the other can be circular (that is, they suffer from the 
simultaneity bias). For example, changes in the price of new vehicles changes the scrappage rate 
of used vehicles. But changing the supply of used vehicles (via scrappage) also affects the price 
of new vehicles.336 Lowering the number of used vehicles on the market may increase used 
vehicle prices, which may reduce the price disparity between relatively new used vehicles and 
brand new vehicles, thereby increasing demand for new vehicles and, therefore, the price of new 
vehicles.  

The agencies argue that it is not necessary to connect the new vehicle purchase decision and used 
vehicle scrappage because different households are making the decision to buy a new car and 
scrapping a used car.337 But while different households might be making those decisions, the 
decisions are connected through the market, as new vehicle sales, new vehicle price, used vehicle 
price, and scrappage rates are jointly determined in the marketplace. The agencies should 
connect the results from the new sales model and the scrappage model.  

Third, instead of an increase, it is actually more likely that price increases would cause a small 
decrease in the total fleet size. Most households that would have purchased a new vehicle but 
that instead purchase a used vehicle will likely purchase a close substitute (i.e., a low 
age/mileage used vehicle). This effect moves down through the fleet before it affects scrappage. 
As explained above, as the new vehicle price increase raises the prices for used vehicles, a 
portion of buyers that would have bought young used vehicles will buy vehicles that are slightly 
older; and vehicles owners who would have bought the older used vehicles will buy even older 
vehicles; and so on down the chain. Some of the last buyers at the bottom of that chain will be 
supplied by vehicles that, without the standards, would have been scrapped. But a portion of used 
vehicle purchasers that would have purchased a used vehicle before used vehicle prices went up 

                                                 
334 83 Fed. Reg. at 43,099 (“Our models indicate that the ratio of the magnitude of the scrappage effect to the sales 
effect is greater than one so that the fleet grows under more stringent scenarios”). 

335 Id. (explaining that “while both models are informed by new vehicle prices, the model of vehicle sales does not 
respond to the size and age profile of the on-road fleet, and the model of vehicle scrappage rates does not respond to 
the quantity of new vehicles sold”).  

336 See Gruenspecht (1982a), at 82. 

337 83 Fed. Reg. at 43,099. 
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will instead choose to forgo a vehicle purchase. This happens as some who may have been 
planning to replace their old used car may now decide that, facing higher prices, they are better 
off opting out of the market into alternative forms of transportation. These consumers may 
instead make the same number of car trips using fewer vehicles. For example, some families may 
be unable to afford a used car for their teen, or will sell their sedan to buy a used minivan instead 
of being able to keep both. Others may reduce their need for a vehicle (or second vehicle) and 
travel by alternative means such as walking, biking, ride sharing service, or public transit.338 The 
magnitude of this decline in fleet size is dependent on the price elasticity of used vehicle supply 
and the elasticity of substitution between used vehicles and alternative forms of transportation. If 
demand is very elastic, for example because teenage drivers can get rides with friends or mass 
transportation is readily available in that location, there will be more of a shift than if demand is 
inelastic. Either way, this force will likely reduce the total number of used vehicles on the road.  

ii.) The agencies’ explanations for their fleet size results are 
unavailing 

The agencies offer a few explanations to address the fact that their description and results are 
inconsistent with basic economic theory, but those arguments are unavailing.  

First, the agencies assert that the number of vehicles not scrapped will be higher than the 
decrease in new vehicles sales339 because the used vehicle fleet is so much larger than the new 
vehicle fleet.340 But the total number of vehicles (new and used) and total VMT is determined in 
general equilibrium where supply meets demand. These market clearing conditions are 
influenced by underlying supply and demand curves, which are related to the elasticity of 
demand and the elasticity of scrapping, not magnitudes of the relative markets. 

Second, the agencies argue that households require more than one used vehicle to replace the full 
lifetime of a new vehicle and that this increases the fleet size.341 But as fleet size is measured on a 
per annual basis, more cars with a shorter-life span does not lead to a larger annual fleet size. 
Moreover, this reasoning is predicated on VMT schedules remaining constant (which they should 
not, as discussed below). In addition, households purchase “close substitute[s] for new models”342 
and those substitutes are unlikely to be multiple used vehicles. Instead, previous purchasers of new 

                                                 
338 See, e.g., Gruenspecht (1982a), at 120; Letter from Dr. Mark Jacobsen and Dr. Arthur van Benthem at 2, Docket 
No. EPA-HQ-OAR-2018-0283 and Docket No. NHTSA-2018-0067 (Oct. 8, 2018), 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-2650 [hereafter “Jacobsen & van Benthem 
Docket Letter”]. 

339 PRIA at 1057. 

340 Id. at 1057.  

341 Responses to Interagency Comments on NPRM Round 8 Received 7-11-2018, at 2-3, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (12th Attachment, pdf page 3). 

342 PRIA at 930. 
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vehicles will purchase a relatively new used vehicle, an effect that moves down the chain, as 
explained above. 

Third, the agencies concede that their results may not be “intuitive for reviewers” because 
normally increased prices would not lead to a bigger fleet, rather “reduced prices of new vehicles 
and increased sales,” as promised under the Proposed Rule, “should lead to a larger on-road 
fleet.”343 The agencies nonetheless argue that “the increased sales” that one might expect from 
reducing prices under the Proposed Rule are “more than offset” by the accelerated scrappage 
shown in the agencies’ modeling. But this reasoning does not help the agencies because it is the 
results of the model that violate economic theory. The agencies cannot support the theoretical 
validity of their model by pointing to the results of their model. The fact that a model shows a 
counterintuitive result is a reason to fix the model, not a reason to dismiss intuition and theory.  

For all these reasons, EPA was correct to note in comments on the Proposed Rule prior to its 
publication that “[t]he total number of registered vehicles would not change significantly as a 
result of consumer decisions to retain used vehicles longer instead of purchasing new 
vehicles.”344 As EPA recognized, it is inconsistent with basic economic principles to expect that 
fleet size would decrease with the Proposed Rule, relative to the baseline.345  

b.) The agencies’ scrappage assumptions are inconsistent with the academic 
literature  

In an effort to support the assumption that increased prices lead to a larger fleet, the agencies cite 
heavily to several academic papers. But those papers do not support the conclusions the agencies 
reach. Namely, while the academic literature supports a connection between new vehicle prices 
and slower replacement scrappage, the literature does not support the assumption that fleet size 
would increase due to non-replacement scrappage. Instead, they show that vehicle price increases 
and fuel efficiency increases are likely to, if anything, decrease fleet size as explained above.  

                                                 
343 83 Fed. Reg. at 43,098 (“While it might be natural to assume that reduced prices of new vehicles and increased 
sales should lead to a larger on-road fleet, in our modelling, the increased sales are more than offset by the 
somewhat accelerated scrappage that accompanies the estimated decrease in new vehicle prices.”). 

344 EPA review of CAFE model with “GHG” settings, Slide 8 (08-Mar ver.), attached to Email from William 
Charmley to Chandana Achanta regarding Material for today’s Light-duty GHG NPRM discussion, June 18, 2018, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (5th attachment). 

345 See id.; Responses to Interagency Comments on NPRM Round 8 Received 7-11-2018, at 2-3, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (12th Attachment, pdf page 3). 
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i.) The cited literature does not support the assumption that price 
increases will lead to a slower non-replacement rate of scrapped 
vehicles and fleet size increases 

The agencies’ scrappage assumptions are based primarily on a paper and dissertation by Howard 
Gruenspecht, which studied the impact of fuel efficiency regulations on pollution reductions.346 
In those papers, Gruenspecht found that pollution reductions may be partially offset if a policy-
induced fuel efficiency increase causes some potential new-vehicle purchasers to switch from 
lower-emitting new vehicles to higher-emitting used vehicles, and from lower-emitting used 
vehicles to higher-emitting older used vehicles.347 Under Gruenspecht’s theory, this effect 
culminates in a slower rate of vehicle scrappage.  

The agencies repeatedly cite to Gruenspecht to support the assumption that higher vehicle prices 
will lead to both replacement and non-replacement scrappage, which the agencies largely do not 
distinguish and call collectively the “Gruenspecht effect.”348 But the agencies misunderstand the 
papers. Gruenspecht’s research was concerned with the effect of increases in new vehicle price 
on the scrappage of used vehicles that would have been replaced by new vehicles or newer used 
vehicles—what the agencies refer to as slower “replacement scrappage,” not with non-
replacement scrappage.349 In fact, as Gruenspecht explained in his dissertation, which formed the 
basis for the 1982 paper, “the desired number of vehicles in the stock is insensitive to variation in 
the price of new cars” and “the primary effect of a change in new car prices is to alter the 
composition of the vehicle stock via its effect on scrapping decisions” not to change fleet size.350 
Indeed, because of this, Gruenspecht held the “aggregate vehicles miles travelled (VMT) and the 
total number of vehicles” constant in his analysis, a fact that the agencies ignore in the Proposed 
Rule.351  

The other cited authors that have actually studied the phenomenon addressed in the Gruenspecht 
paper also all address only replacement scrappage, and do not address at all the idea of non-
replacement scrappage. For example, the agencies point to an analysis conducted by the 
California Air Resources Board as support for “including some estimate of the Gruenspecht 
effect,” but the agencies themselves acknowledge that CARB did not analyze non-replacement 

                                                 
346 83 Fed. Reg. at 43,093. 

347 Gruenspecht (1982a), at 129-135; Gruenspecht (1982b), at 330. 

348 83 Fed. Reg. at 43,093, 43,094, 43,095, 43,096; PRIA at 932, 999, 1002, 1013, 1014. 

349 83 Fed. Reg. at 43,095 (“Aggregate measure of the Gruenspecht effect will include changes to scrappage rates 
both from slower replacement rates, and slower non-replacement scrappage rate”); PRIA at 1004. Other academic 
papers refer to this effect as “used car leakage.” See Jacobsen & van Benthem (2015), at 1331. 

350 Gruenspecht (1982a), at 120 (emphasis added). 

351 Gruenspecht (1982b), at 328-29. 



68 

scrappage.352 As such the CARB analysis has no bearing at all on the question of whether the 
agencies should assume that slower non-replacement scrappage is “expected.”353 

Another paper that the agencies cite in support of their scrappage model is an empirical analysis 
of the relationship between fuel price increases and scrappage rates among used vehicles 
conducted by Mark Jacobson and Arthur van Benthem.354 Unlike the Gruenspecht and CARB 
analyses, Jacobsen & van Benthem did not hold fleet size constant.355 But after finding that an 
increase in the price of used vehicles gives owners an incentive to postpone the decision to 
scrap,356 Jacobson & van Benthem found a decline in the fleet size when estimating the 
Gruenspecht effect, not an increase, as the agencies find.357 The paper did not set out to estimate 
the magnitude of any effect on the total fleet size and cannot be read as support for any 
magnitude estimate. But because the paper shows a decline in fleet size, it cannot be used to 
support any conclusion that fleet size should go up with reduced scrappage. As the authors have 
explained in a letter to the agencies regarding the Proposed Rule, under standard economic 
theory, if the baseline standards increase vehicle prices, the total fleet size would likely decrease 
over time.358 Similarly, an earlier paper by Goulder, Jacobson & van Benthem suggested that 
tighter emission standards would lead to an overall decrease in fleet size, even after accounting 
for an increase in used car sales.359  

In addition to these papers, the agencies assert that Greenspan & Cohen’s paper offered 
“additional foundations from which to think about vehicle stock and scrappage.”360 But that 
paper does not address non-replacement scrappage. And by the agencies’ own admission, 
Greenspan & Cohen hypothesized a pathway through which “engineering scrappage seems to 
increase,” rather than decrease, with increasing emissions standards because emissions controls 

                                                 
352 83 Fed. Reg. at 43,094. 

353 PRIA at 1004 (“Because higher used vehicle prices will lower the number of vehicles whose cost of maintenance 
is higher than their value, it is expected that not only will replacements of used vehicles slow, but also, that some 
vehicles that would have been scrapped without replacement under lower new vehicle prices will now remain on the 
road because their value will have increased. Aggregate measures of the Gruenspecht effect in this analysis will 
include changes to scrappage rates both from slower replacement rates, and slower nonreplacement scrappage 
rates”) (emphasis added). 

354 83 Fed. Reg. at 43, 093, 43,094, 43,097 (citing Jacobsen & van Benthem (2015)). 

355 Jacobsen & van Benthem (2015), at 1329-1330. 

356 Id., at 1313. 

357  Jacobsen & van Benthem (2015) found a decline in the fleet size when estimating the Gruenspecht Effect. If 
NHTSA has not already done so, NHTSA will see this result after running the Jacobsen & van Benthem (2015) 
code. See Jacobsen and Benthem Data, https://www.aeaweb.org/aer/data/10503/20130935_data.zip.  

358 Jacobsen & van Benthem Docket Letter at 1. 

359 Goulder et al. (2012), at 200 (Table 6.3). 

360 PRIA at 1000-1001. 
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may make vehicles more complicated to maintain.361 As such, that paper does not support the 
agencies’ argument in the Proposed Rule that higher emissions standards cause reduced 
scrappage. 

The agencies cite to a number of other academic papers as support for their scrappage model.362 
But the cited literature does not support the agencies’ analysis.  

For example, the papers by Walker, Parks, & Bento et al. estimated the effect of the elasticity of 
scrappage with respect to new or used vehicle price.363 The agencies do not use these elasticity 
estimates in their modeling and do not analyze whether the implied elasticities of scrappage 
derived from their scrappage model are consistent with this literature. Were the agencies to use 
those estimates, it is likely that the scrappage effect would decrease substantially because, as 
Bento et al. found, these elasticities show that most scrappage is due to age-related factors that 
are unrelated to increases in price.364 

Greene & Chen (1981) and Feeney & Cardebring (1988) analyzed the life expectancy of 
different types of vehicles and did not look at the impact of a fuel efficiency program or vehicle 
price changes on those rates.  

Hamilton & Macauley (1999) also looked at vehicle longevity and found that it was likely 
related to factors such as the driving environment. The paper did not address the impact of 
vehicle price or fuel efficiency on scrappage.  

Busse et al. (2013), Sallee et al. (2016), and Alcott & Wonzy (2014) all focused on whether and 
how much consumers value fuel efficiency, using data on used vehicles. The former two papers 
did not calculate a scrappage rate as a function of vehicle price of fuel efficiency. Of these 
papers, only Alcott & Wonzy (2014, p. 784) estimated a simple scrappage model (i.e., vehicle 
survival probability as a function of vehicle age, model year, and fuel economy), though this 
estimate did not analyze the price effect on scrappage.  

Li et al. (2009) focused on the effect of gasoline price on fleet fuel economy, not the effect of 
vehicle prices on scrappage. While Li et al. (2009) controlled for the effect of fuel efficiency on 
used vehicle scrappage, the paper did not address the key issue underlying the agencies’ theory 
that an increase in existing vehicle prices will reduce the scrappage rate of those vehicles. 

                                                 
361 See 83 Fed. Reg. at 43,093; PRIA at 1000. Greenspan and Cohen’s results show that any impact on the durability 
of vehicles doesn’t meet the standard 95% significance level with a t-statistic of -1.3. Greenspan & Cohen (1999), at 
374-375.  

362 See 83 Fed. Reg. at 43,094 (citing to Walker (1968), Parks (1977), Greene and Chen (1981), Feeney and 
Cardebring (1988); Greenspan and Cohen (1999); Hamilton and Macauley (1999); and Bento et al. (2018)). 

363 Walker (1968); Parks (1977); Greenspan and Cohen (1999); and Bento et al. (2018). 

364 Bento, et al. (2018), at 178 (stating that “the inelasticity of this parameter suggests that accurately modeling 
vehicle lifetime is of first order importance, as most scrappage will occur due to age-related, exogenous scrappage 
rather than policy induced, endogenous scrappage”); Goldberg (1998), at 31 (explaining that “the substitution effects 
towards used cars were estimated to be small” and that “policies oriented towards shifting the composition of the 
new car fleet towards more fuel efficient vehicles seem promising”). 
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Thus, none of these papers is relevant to the Gruenspecht effect. In sum, contrary to the 
agencies’ assertions, the economic literature provides no support for the agencies’ underlying 
assumption that higher vehicle prices lead to slower non-replacement scrappage.  

ii.) The empirical findings of the rebound literature show that 
increased fuel efficiency should not increase fleet size either 
directly or through higher new vehicle prices 

The empirical literature on the rebound effect also supports the assumption that an increase in 
new vehicle price or fuel efficiency will not change the overall fleet size and that, if anything, it 
should reduce total vehicles on the road:  

 In a study of the relationship between gasoline prices and travel demand, Paul Schimek 
hypothesized that an increase in vehicle price decreases vehicle stock.365 Using U.S. time 
series data primarily from the Federal Highway Administration, Schimek separately 
estimated the effect of gas prices on vehicle stock, vehicle fuel efficiency, and vehicle miles 
traveled.366 His results confirm the hypothesis that real vehicle price has a negative, 
statistically significant impact on vehicle stock.367  

 In their 2007 study estimating the rebound effect caused by changes in fuel efficiency, 
Kenneth Small and Kurt Van Dender derived estimates of the relationship between vehicle 
price and fleet size. By simultaneously estimating a system of equations for VMT per 
capita, fleet size, and fuel efficiency for the United States from 1966 to 2001, Small and 
Van Dender also found that an increase in new vehicle price has a negative, statistically 
significant effect on total vehicle stock.368 They also found that changes in fuel cost per 
mile had a statistically insignificant effect on fleet size, with the sign of the effect varying 
by the method of regression.369  

 Phillippe Barla and coauthors applied the methodology developed by Small and Van 
Dender to panel data at the provincial level in Canada from 1990 to 2004.370 They found 
that new vehicle price, vehicle km traveled per adult, and fuel cost per km all have a 
negative but statistically insignificant effect on the per-adult stock of vehicles.371  

 In a 2010 paper, Kent Hymel, Kenneth Small, and Kurt Van Dender extended the 
methodology developed by Small and van Dender (2007) by including an additional 

                                                 
365 Schimek (1996), at 84. 

366 Schimek (1996), at 85 (applying OLS after rejecting simultaneity). 

367 Id., at 86 (Table 2). 

368 Small and Van Dender (2007), at 39 (Table 3). 

369 Id. (showing coefficient of vehicle price, pv, with a negative statistically significant value). 

370 Barla et al. (2009), at 390. 

371 Id. at 398. 
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simultaneous equation for congestion.372 They found that the price of new vehicles has a 
statistically insignificant effect on vehicle stock.373 A 2015 paper by Hymel and Small also 
found a statistically insignificant impact.374 

Overall, these results are consistent with the assumptions utilized by Gruenspecht and the 
findings of Jacobsen and van Benthem: if an increase in vehicle price has any effect on vehicle 
stock, it is likely negative. The agencies’ contrary analysis is fatally flawed.  

c.) Charts showing simplified impact of a change in new vehicle price 

Figure 2 below demonstrates in simplified form, the changes in supply and demand that might 
lead from a change in the price of new vehicles. For purposes of simplicity, in these charts we 
abstract from simultaneity in the vehicle market. For example, we do not show the demand and 
supply for vehicle miles traveled and safety, which are simultaneously determined with the 
number of new and used vehicles. For comparability, we also assume that consumer valuation of 
the fuel efficiency increase is less than ∆K, as the agencies assume in the sales module, though 
the opposite could be true shifting households from used to new vehicles.  

In the first chart, when prices go up, sales decrease from N1 to N2 and prices of new vehicles 
increase from P1 to P2. In other words, new vehicle demand shifts out and new vehicle supply 
shifts in. 

The second chart shows changes in the used vehicle market. As increases in new vehicle price 
shift out used vehicle demand, demand for used vehicles (on net) shifts out and causes increasing 
sales from U1 to U2 and price from C1 to C2. The change in prices on the used car market feeds 
back into the demand curve for new cars. The total effect of the interactions between the two 
markets is the increased share of used vehicles. The change in vehicle stock is ∆U ∆N. This 
would does not lead to an overall increase in fleet size (i.e., ∆U ∆N 0). 

In the third chart, as the price of used vehicles increases, because of the shift in demand for 
public transportation, the number of mass transit trips increase from T1 to T2. Similarly, some 
households who forgo buying a new vehicle will instead carpool or find other sharing vehicle 
sharing arrangements within and between households; this will increase the number of 
passengers per vehicle. 

  

                                                 
372 Hymel (2010), at 1221. 

373 Id. at 1231 (Table 3 showing a lack of significant of coefficient corresponding to pv). 

374 Hymel and Small (2015), at Table B2. 
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Figure 2. Theory Underlying Gruenspecht Effect (from Proposed Rule to Baseline 
Standards) 

d.) Further econometric and analytical errors 

i.) Omitted variables 

In the scrappage model, the agencies have, without explanation, omitted a number of other 
variables that are critical to understanding the scrappage effect including:375  

 Turnover rate and/or other connections between new and used vehicle markets and VMT 
(e.g., new vehicle sales, VMT per capita, and vehicle stock);376 

 The price of scrapped metal and other variables critical to the scrappage theory laid out in 
the literature by Walk, Parks, Gruenspecht, and Bento377 

                                                 
375 PRIA at 1012 

376 In his structural scrappage regression, Gruenspecht (1982a) at 106-107, includes new cars sales. In his 
corresponding reduced form regression, Gruenspecht, 1982a), at 86, 109-113, includes vehicle miles traveled per 
capita to address overall demand for driving, in addition to the vehicle stock in the previous period. Bento et al. 
(2018), at page 171, (Table 3)include turnover rate in their structural scrappage regression.  

377 As noted by Gruenspecht (1982b) at 328, a vehicle is scrapped when the price of a vehicle less its scrappage cost 
is less than its scrappage value. According to the literature cited by NHTSA, maintenance and repair costs (Walker 
(1968); Parks (1977) at 1104; Gruenspecht (1982a), at 105-114; Greenspan and Cohen (1999); Bento et al., (2018)) 
and scrappage value (Parks (1977) at 1104; Gruenspecht (2011), at 105-114; Bento et al., (2018)), are almost always 
included in scrappage regressions. In the exception to the rule, Jacobsen & van Benthem (2015) include various 
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 Environmental causes of scrappage, including improvements in crash avoidance 
technology and national migration to fair weather areas; and378  

 Percent of imported vehicles.379  

In addition, using new vehicle price to determine scrappage rates fails to control for several 
variables that affect used vehicles and are independent of new vehicles. For example, odometer 
readings affect used vehicle price because more driving implies more wear and tear, and lower 
remaining vehicle value, holding age constant.380 Vehicle brand can affect used vehicle price 
because it is a proxy for vehicle durability, which is correlated with used vehicle price and 
scrappage.381 Some vehicle brands are associated with durability and a robust used vehicle price. 
Brand (along with model year) can control for the “repair incidence distribution.”382 

For the sales model, in addition to fuel efficiency, the agencies fail to control for several other 
important confounding variables.383 Some key variables that the agencies should control for are: 
vehicle attributes; vehicle quality or durability; vehicle search costs; socio-economic and 
demographic variables; and geographic variables.384 Vehicle miles traveled per capita, vehicle 
stock and other connections to the used vehicle market, and aggregate VMT are also omitted.385  

Failure to address the omission of variables critical to the theory underlying the agencies’ 
modeling conclusions raises serious questions about the agencies’ ability to appropriately 
estimate the effect of new vehicle prices on fleet turnover. Indeed, if variables used in the 
academic literature unexpectedly have an incorrect sign or are insignificant, the agencies should 
consider the possibility that the model is missspecified or that factors in the model are 
endogenous.386 

                                                 
fixed effects to address potential omitted variable bias. Consistent with the theory, new vehicle price and all other 
variables that affect scrappage via used vehicle price should be divided (i.e., indexed) by the maintenance and repair 
costs. Gruenspecht (1982b), at 328; Parks (1977), at 1105; Greenspan and Cohen (1999), at 375. This is also true for 
scrappage value or scrappage price (i.e., the value of scrap metal). Gruenspecht (1982b); Parks (1977) at 1104. 

378 Hamilton and Macauley, (1999). 

379 Bento et al., (2018), at 174. 

380 Greenspan and Cohen, (1999) at 375 to 376. 

381 Chen and Lin (2006) at 749 (Table 2); Parks (1977); Jacobsen and Benthem (2015); Li et al. (2009). 

382 Gruenspecht (1982a), at 97, 109-113. 

383 PRIA at 949 

384 Li et al. (2009); McCarthy (1996) at 454. 

385 Gruenspecht (1982a), at 87 (explaining that the quantity of new vehicle demand is a function of vehicle miles 
traveled per capita and vehicle stock in the previous period, in additional to new vehicle price). 

386 For example, fleet turnover and its common proxy variable – new vehicle sales - are potentially endogenous. 
Bento et al. (2018) at 163. Due to the aggregate nature of the data (Li et al., (2009) at 125), many other variables 
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ii.) The impact of fuel efficiency on scrappage in the agencies’ results 
is evidence of a grave error  

According to standard economic theory, when price is held constant, fuel efficiency should 
increase the value of a vehicle and cause demand for the vehicle to go up, leading to higher 
scrappage rates. In other words, when fuel efficiency improves, that increases demand for new 
vehicles, which reduces demand for used vehicles, reduces the price of used vehicles, and 
ultimately, increases (replacement) scrappage.387 Fuel efficiency would not cause the fleet size to 
increase. Like new vehicle price, changes in fuel efficiency should not lead to a change in total 
fleet size, but only a relative change in the proportion of new and used vehicles, as explained 
above.  

The agencies agree that increasing fuel efficiency without changing vehicle prices should 
increase scrappage.388 But when the agencies control for price in the scrappage model, the model 
provides the opposite result: an increase in fuel efficiency leads to both decreased scrappage and 
an increased fleet size. This is evidence of a grave error.  

The error is evident in a sensitivity that the agencies provide. The agencies include cost per mile 
(CPM) of new vehicles in the scrappage model in order to take into account the effect that fuel 
efficiency will have on used vehicle demand and scrappage.389 In the PRIA, the agencies then 
present results of a sensitivity analysis where they disable the new vehicle sales model and 
dynamic fleet share model, and rebound,390 and assume that the baseline standards will cause a 
$0 price increase in new vehicles.391 Notably, this sensitivity case does not disable the entire 

                                                 
may suffer from endogeneity problems; the most critical of which is maintenance and repair costs. PRIA, 1011-
1012.386 Indeed, NHTSA recognizes the potential endogeneity of maintenance and repair costs. PRIA, 1011-1012. 

387 See Jacobsen & van Benthem, (2015), at 1318; Gruenspecht (1982a); Gruenspecht (1982b).  

388 83 Fed. Reg. at 43,093 (“Where [consumers’] additional value of fuel savings associated with a technology is 
greater than any loss of value from trade-offs with other attributes, the demand for new vehicles will also shift 
upwards.”); PRIA at 1027 (“As expected, the cost of travel for new vehicles is inversely related to the scrappage of 
cars and pickups—as new vehicles are more efficient there is an increase in the demand for new vehicles, and a 
decrease in the demand for used vehicles, holding new vehicle price constant”). 

389 PRIA at 1027. Note, however, that this is only relevant if consumers value fuel efficiency. If consumers do not 
value fuel efficiency, the CPM on new vehicles would not affect vehicle purchasing decisions and so would not need 
to be included in the scrappage model. Put another way, only non-quality improvements are arbitraged into used 
vehicle price. Hamilton and Macauley (1999), at 257 (another way to address this problem would be to subtract the 
portion of fuel efficiency increases that consumers value from the new vehicle price increase to create a quality 
adjusted price variable).  

390 This is because the only elements of the agencies’ analysis that change VMT are the number of vehicles by 
Model Year (as determined by the sales and scrappage models) and the rebound analysis, and the only elements of 
the agencies’ analysis that change fatalities are the VMT by model year. 

391 PRIA at 1531 (describing the “Scrappage and Fleet Share Disabled” as an analysis of the baseline and proposed 
standards when the new vehicle sales remain at levels specified for MY 2016 and new vehicle prices are kept at MY 
2016 levels for the purpose of estimating scrappage).  
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scrappage module. Rather under this case, the fuel efficiency improvements of the baseline 
standards (expressed as changes in CPM) continue to affect scrappage decisions, and therefore 
the distribution of vehicle model years within the used vehicle fleet and the total vehicle fleet 
size.392  

As such, any difference in fleet size between the baseline standards and the Proposed Rule in this 
sensitivity case is fully attributable to the fuel efficiency effect on scrappage.393 In addition, 
because the agencies present each sensitivity case with the rebound effect disabled, any change 
in VMT or fatalities between the baseline standards and the Proposed Rule in this sensitivity case 
is fully attributable to the fuel efficiency effect. 

But while holding new vehicle price constant should mean that scrappage goes up, the agencies’ 
sensitivity analysis shows the opposite. As shown in Table 1, the agencies’ analysis shows that 
holding new vehicle price and rebound constant leads to a theoretically nonsensical decrease in 
scrappage and, as a result, an increase in fleet size (by 59 million vehicles), VMT (by 280 billion 
miles), and fatalities (by 2640 deaths). In fact, these nonsensical results are the cause of 40% of 
the fleet size increase and fatalities—as well as the related portion of the CO2 increases, 
congestion, and fuel consumption—that the agencies attribute to the baseline standards. This 
points to deep flaws in the agencies’ scrappage model. 

Table 1. Cumulative Changes in Fleet Size, Travel (VMT) and Fatalities Through MY 2029 
Under Baseline CAFE and CO2 Standards (Without Rebound) 

(adapted from Tables 13-5 and 13-6 of the PRIA394) 

Sensitivity Case Fleet Size 
(millions) 

VMT  
(billion miles) 

Fatalities 

Reference Case 190 690 6340 

Scrappage and Fleet Share 
Disabled 

59 280 2640 

The error appears to be driven by the fuel efficiency estimates for new SUVs and vans. The 
agencies’ scrappage model is separated into different regressions for three styles of vehicle: cars, 
Vans/SUVs, and Pickups.395 In the regression for each style, the agencies include variables for 
new vehicle price and new vehicle CPM as the explanatory variables for determining scrappage 

                                                 
392 Id. at 1050-1051 (describing the scrappage model as using the same variables but with new vehicle price 
effectively set to its MY 2016 value, and showing that variables related to CPM have not been set to zero). 

393 This is because the only elements of the agencies’ analysis that change fleet size are the new vehicle sales, 
scrappage, and dynamic fleet share model.  

394 PRIA at 1540, 1542. 

395 Id.at 1006. 
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rates. In addition, the agencies include a number of control variables related to vehicle age, 
model year, used vehicle CPM, and GDP.396  

The coefficients of the new vehicle CPM variables for each body style represent the extent to 
which the model expects new vehicle fuel efficiency (represented as new vehicle CPM) to 
change scrappage rates for that body style. Negative values for the new vehicle CPM variables 
represent a prediction that as new vehicle fuel efficiency increases (i.e., the costs of driving a 
new car decrease), scrappage rates will increase. Positive values for new vehicle CPM represent 
the prediction that as new vehicle fuel efficiency increases (i.e., the costs of driving a new car 
decrease), scrappage rates will decrease. Economic theory would, therefore, predict only 
negative values for the new vehicle CPM variable: to the extent new vehicles of different body 
styles cause different changes to used vehicle demand for a given fuel efficiency change, the 
only difference in the model should be the magnitude of the change.  

But in running the model, the results show that the relationship between scrappage rates and the 
fuel efficiency of one of those categories of vehicles (SUVs and vans) is positive and of such a 
high magnitude that it is throwing off the rest of the agencies’ results, as shown in Table 2. 
Specifically, the magnitude of new SUVs and vans is 6.6 times larger than the magnitude of the 
new car CPM value, and over 13.9 times larger than the new pickups CPM value. The high 
relative magnitude of the value for SUVs is causing the scrappage model to generate lower 
scrappage, a larger fleet, additional VMT, and more fatalities due to improvements in fuel 
efficiency, holding new vehicle price constant.397 And this effect increases over time because the 
agencies’ dynamic fleet share model increases the proportion of new vehicles that are SUVs (and 
pickup trucks) as compared to cars.398  

  

                                                 
396 See Id. at 1044. The agency also includes lagged versions of these variables (e.g., the new vehicle price in the 
prior year), interactions between the variable and itself (e.g. age2 and age3), and interactions between variables (e.g., 
the interaction between age and model year). The inclusion of interaction variables make it very difficult to evaluate 
the results of the regression for an individual variable of interest. However, because new and used vehicle CPM are 
included without any interactions, the results for these variables can be interpreted as the effect of CPM changes on 
scrappage rates. This is done simply by adding up (new or used) CPM with the lagged variable for (new or used) 
CPM. Id. at 1027 (“By summing the current and lagged period new vehicle cost per mile coefficients, the overall 
level effect of the cost of travel can be computed by body style”). 

397 Because the agencies do not present the effect of changes in CPM on scrappage for the three body styles 
combined, it is not possible to determine the exact combined effect. 

398 Id. at 953, 1046 (“Rather than apply the shares based on the regulatory class distinction [taken from the EIA’s 
NEMS model], the CAFE model applies the shares to body-style. This is done to account for the large-scale shift in 
recent years to crossover utility vehicles that have model variants in both the passenger car and light truck regulatory 
fleets.”). 
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Table 2. Aggregated New Vehicle CPM Coefficient Values399 from Scrappage Model 

(adapted from Tables 8-20 and 8-21 of the PRIA400) 

Sensitivity Case Cars Vans/SUVs Pickups 

Reference -0.02087 0.137725 -0.00994 

Scrappage Price Disabled -0.02087 0.137725 -0.00994 

There is no possible reason for CPM to have an impact on Vans/SUVs that is up to 14 times 
larger than for new cars and trucks. Despite the importance of the issue, the agencies try to 
explain away the inconsistency in one short sentence in the PRIA: “It may be either that cost per 
mile is negatively correlated with van/SUV attributes consumers value more than fuel economy 
and/or that increases in the cost of travel result in a shift away from pickups and towards 
vans/SUVs which may be slightly more fuel efficient.”401  

But that explanation is insufficient. The agencies provide no specific support for the idea that 
consumers would value other attributes over fuel efficiency so much more than for new pickups. 
And if consumers are shifting “from pickups and towards vans/SUVs which may be slightly 
more fuel efficient,” that should have the opposite effect because it would show higher valuation 
of fuel efficiency.402 Moreover, the agencies do not explain why this effect would be so much 
more significant for SUVs than for cars or pickups. If the agencies’ theory was true, then the 
CPM coefficients would have opposite and offsetting effects between Vans/SUVs and pickups. 
Yet the SUV coefficients are substantially larger than those for pickups. 

The sheer magnitude of interrelated econometric errors in the scrappage model (as explained 
throughout these comments) makes it difficult to pinpoint the specific problem that led to results 
such as a CPM variable for Vans/SUVs that is the wrong sign and of such high a magnitude that 
it overpowers the results of other variables, but it is possible that econometric errors led to this 
problem.  

New vehicle CPM is endogenous with many other variables. Scrappage, new vehicle sales, and 
fuel efficiency are all determined simultaneously and the agencies’ did not take this into 
account.403 In addition, the agencies have explicitly excluded several theoretically important 

                                                 
399 Aggregated CPM is the sum of New CPM and Lag New CPM, as described by the agency. Id. at 1027. 

400 Id. at 1044, 1051 

401 Id. at 1027. 

402 Id. 

403 Small and Van Dender (2007), at 31 (explaining the potential endogeneity of the fuel cost per mile); Li et al. 
(2009), at 125 (explaining that due to the aggregate nature of the data many other variables may suffer from 
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explanatory variables (e.g., the cost of maintenance and repair), which are potentially correlated 
with fuel efficiency.404  

Notably, the agencies’ methodology is inconsistent with almost all of the scrappage studies that 
the agencies cite as support for their approach.405 A paper by Shanjun Li et al., provides a useful 
example of how the agencies could include fuel efficiency in their regression without raising the 
econometric concerns that may be leading to their nonsensical results. Li et al. include fuel price 
and vehicle fuel efficiency (gallons per mile) of used vehicles as well as a variable that captures 
the interaction of fuel efficiency of used vehicles and fuel price in their regression as explanatory 
variables.406 Unlike the agencies’ model, the regression analysis used in the Li et al. paper found 
results that are consistent with economic theory: a decrease in overall demand for vehicles and 
an increase in demand for more fuel-efficient cars.407  

Another possible error is that the agencies’ scrappage regression is overfit. For example, the 
agencies’ regression for Vans/SUVs is different than the regression for cars and trucks. For 
Vans/SUVs, the agencies include age and age squared, whereas for cars they also included age 
cubed.408 The agencies are overfitting their model to predict past behavior by including variables 
that have no clear relationship with scrappage rates or new car price (such as age cubed), rather 
than taking the more economically appropriate process of theorizing a model and the variables 
that should be included in it. Out-of-sample testing would help NHTSA highlight this potential 
overfit problem. If the agencies cannot address this error, they have two options. They can select 
an atomistic dataset that has sufficient detail to capture the key features of the scrappage market. 
Alternatively, they can choose to zero out the incorrect coefficient. As the model currently 
stands, this incorrect sign leads to fundamentally flawed results. 

Moreover, the CPM results in the scrappage model are inconsistent with the agencies’ sale 
model. In the sales module, the agencies have chosen to ignore consumer demand for fuel 

                                                 
endogeneity problems, such as maintenance and repair costs); See also Gruenspecht (1982a), at 82; PRIA at 1015-
1016. 

404 Id.at 1000 (indirectly making this point with respect to fuel efficiency and maintenance and repair costs when 
emphasizing that “Greenspan & Cohen also note that engineering scrappage seems to increase where EPA emission 
standards also increase; as more costs goes towards compliance technologies, it becomes more expensive to 
maintain and repair more complicated parts, and scrappage increases”). In other words, maintenance and repair costs 
are correlated with respect to fuel efficiency and scrappage rates. 

405 Walker (1968); Parks (1977); Gruenspecht (1982a); Greenspan and Cohen (1999); Bento et al. (2018). Note that 
Jacobsen & van Benthem (2015) include a variable related to used vehicle fuel efficiency for the same reason the 
agencies include used vehicle CPM. Jacobson and van Betham (2015), at 1318. However this is different than the 
inclusion of new vehicle CPM at issue here.  

406 Li et al. (2009), at 127. 

407 Gruenspecht (1982a), at 81. 

408 PRIA at 1025. 
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economy and significantly boosted the price impact of the baseline standards as a result.409 But in 
the scrappage model, the agencies have incongruously allowed consumer valuation of fuel 
economy to drive a significant portion of the estimated fatalities. This inconsistency is arbitrary 
and capricious.  

2. The agencies’ assumption that VMT will go up is flawed  

Even if the agencies are correct that the total fleet size would go up with an increase in prices 
(and they are not), the agencies’ conclusion that the increase in the total fleet size would 
automatically lead to an increase in total VMT is illogical.  

The agencies’ analysis shows an overall increase of over 2 trillion additional vehicle miles 
traveled attributable to the baseline standards through 2050.410 This increase comes from two 
sources: (1) the rebound effect and (2) an increase in fleet size due to non-replacement scrappage 
combined with an assumption that each vehicle of the same age and body type drives a fixed 
average number of miles per year. We address the first effect, rebound, in Section VI. The 
second effect is the result of a critical error.  

Specifically, because the agencies assume that each additional car is driven a number of miles 
equivalent to the average VMT rate of a car of its age without adjusting per-vehicle VMT based 
on fleet size increases, the total VMT predicted by the model becomes inflated. And because the 
agencies’ estimates of fatalities attributable to the baseline standards are primarily a function of 
fleet VMT, the inflated VMT results in substantially inflated fatality estimates and quantified 
economic costs.411  

The agencies provide no theoretical explanation for the increase beyond conclusory claims that 
“if more used vehicles are supplied, there likely is some small resulting increase in VMT” and a 
“small increase in VMT is consistent with a larger fleet size.”412 But in fact, economic theory, 
the academic literature, and the agencies prior analyses413 all show that an increase in the price of 
new vehicles would not lead to an increase in overall VMT. Instead, aggregate VMT, like 
vehicle stock, would remain constant or decline. The fact that changes in VMT go in the opposite 
direction (positive rather than negative) from what theory and the literature would support 
demonstrates that the agencies’ modeling approach is critically flawed.  

                                                 
409 See III. 

410 PRIA at 1412. 

411 Id. at 1412. 

412 83 Fed. Reg. at 43,099; see also id. at 43,098 (“The overall size of the on-road fleet determines the total amount 
of VMT.”); PRIA at 1055, 1058 (“[I]t is reasonable to assume that changing the distribution of vehicle age and the 
fleet size across regulatory alternatives will result in non-constant VMT across those alternatives.”). 

413 77 Fed. Reg. at 62,716 (explaining the agencies’ prior approach, which uses static vehicle turnover model and 
non-rebound VMT schedules that do not vary based on the stringency of the standards); see also Draft TAR at 10-6. 
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a.) The increase in VMT that the scrappage model produces is inconsistent with 
economic theory and the academic literature  

Economic theory does not support the agencies’ conclusion that an increase in new vehicle price 
would lead to an increase in aggregate VMT. Vehicles are durable goods that are purchased not 
for immediate consumption, but for the consumption of a stream of services over time (in this 
case VMT). Economic theory makes clear that households select their vehicle and VMT to 
maximize utility subject to their budget constraints.414 The number of miles a consumer decides 
to drive is determined by the relative cost of driving (i.e., its price), subject to a budget 
constraint.415 For example, because a consumer’s budget constraint is affected by the fixed cost 
of the vehicle, a policy that increases the price of used vehicles reduces the amount consumers 
choose to use their vehicle. 

In other words, vehicle ownership decisions are influenced by the relationship between fixed 
costs of owning a vehicle and the value (consumer surplus) that consumers derive from that 
vehicle ownership.416 In sum, VMT is influenced by vehicle choice and vehicle choice is 
influenced by VMT.417 And a “unified model of vehicle choice and usage” is necessary.418 In a 
paper on the distributional effects of fuel efficiency standards, Sarah West summarizes this point: 

The joint nature of the demand for vehicles and miles complicates estimation of 
these demands. The choice of vehicle and VMT are related because characteristics 
that influence a household to purchase a certain vehicle may also influence that 
household’s choice of miles . . . . Since the demand for VMT depends on the price 
per mile, and thus fuel efficiency, the household’s choice of vehicle affects their 
demand for miles, and vice versa. To reliability estimate the demand for miles, one 
must construct a model of the joint choice of vehicles and miles.419 

The papers that have analyzed the impact of price changes on VMT in this way have found that 
increased price decreases total VMT, rather than increases VMT as the agencies found. For 
example, a 2008 paper by Lucas Davis used household (i.e., microeconomic) data to show that 
demand for durable goods (such as vehicles) is a function of the marginal cost of using the good 

                                                 
414 Gillingham (2011), at 3; Davis (2008), at 531-32; Durbin and McFadden (1984) (discussing simultaneous 
decisionmaking of purchase and usage for durable goods); West (2004), at 737; Goldberg (1998), at 4-5; Small and 
Van Dender (2007), at 26. 

415 West (2004), at 739-740; Davis (2008), at 532-33. 

416 Gruenspecht (1982a), at 120. 

417 Goldberg (1998), at 4-5, 8; West (2004), at 737; Davis (2008), at 532-33. 

418 Goldberg (1998), at 4-5. 

419 West (2004), at 737. 
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and of net income (conditional on household characteristics).420 Davis’ results are consistent with 
a reduction in VMT as new vehicle price increases. The marginal cost of driving component that 
determines VMT is not a function of purchase price, but is instead a function of the price of 
driving and the opportunity cost of driving (i.e., the value of time spent driving as measured by 
wages) (conditional on the good’s characteristics). However, the net income component that 
determines VMT is a function of the good’s price. Because an increase in prices reduces relative 
income, it would also reduce VMT. 421  

Small and van Dander also estimated rebound using a methodology that relies on 
macroeconomic data. Their analyses also showed that VMT goes down when new vehicle price 
goes up.422  

Thus, even if, as the agencies hypothesize, some households end up purchasing multiple used 
vehicles (or retaining a used vehicle and purchasing an additional used vehicle) to achieve the 
same level of transportation services as they would have had with a new vehicle,423 there is no 
reason to think that they will end up consuming substantially more transportation services 
(through additional VMT).424  

To be sure, changes in new and used vehicle prices could have some effect on VMT. Households 
that were planning to purchase a vehicle without the standards will face one of three choices if 
standards increase the price of new and used vehicles: 

 For consumers that purchase older vehicles, they may choose to drive fewer miles per year 
than they would have without the standards for reasons beyond effects on the direct cost-
per-mile of driving (which should be captured in estimates of rebound). Older vehicles may 
be less enjoyable to drive than newer vehicles and older vehicles may be less reliable, 
leading consumers to forgo some trips that they would have taken with a newer vehicle.425  

 For those households that choose to spend more money on a vehicle when vehicle prices 
rise, remaining household income will decline and so consumption of other goods 
(including driving) may decline.  

                                                 
420 David (2008), at 533. 

421 See also West (2004), at 737; Goldberg (1998), at 4-5. To the extent that any shift to used cars increases any 
consumer’s income, that effect would be small because the shift is not big, as explained above. 

422 Small and Van Dender (2007), at 38-39. 

423 PRIA at 1058 (“used vehicles only have a portion of their original life left, so that it will take more than one used 
vehicle to replace the full lifetime of a new vehicle, at least in the long-run”). 

424 Fleet size increases could have some small increase in VMT because vehicles that are more available will be 
driven more. 

425 83 Fed. Reg. at 43,104 (discussing the findings of West et al. (2015), who found that “[b]ecause these 
replacements offered lower-quality transportation service, their buyers did not drive them more than the vehicles 
they replaced”). 
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 As discussed above, some households may choose to forgo purchasing a vehicle at all, 
which could lead the overall fleet size to decrease. These households would obtain 
transportation services through alternative means (public transportation, bicycle, ride 
sharing). This would cause an overall, though likely small, decrease in fleet VMT.  

Because of these possibilities, to the extent the standards cause a shift from new vehicles to used 
vehicles, and towards older rather than newer used vehicles, the amount of total driving done by 
used vehicles, and in particular older used vehicles, relative to new vehicles, may increase. But 
without significant changes to the demand for VMT, any non-rebound related increases will be a 
transfer of VMT from new vehicles (that are not sold) to newer used vehicles. None of the 
scenarios described suggest that economic theory would expect an increase in aggregate VMT. 

Gruenspecht recognized the theory behind this principle in his 1982 dissertation426 and 
acknowledged that total VMT should not change as a result of the shift from new cars to used 
cars.427 As a result, when running the EPA Mobile Source Emissions Model to assess the impact 
of fuel efficiency regulations on pollution reduction, he imposed an equality constraint on total 
U.S. VMT. In explaining his decision to control against a decrease he explained: 

“If the relationship between annual per vehicle VMT and vehicle age is held 
constant despite the shift in the composition of the vehicle stock, aggregate VMT 
would decrease due to the greater use of low annual VMT (i.e., older) vehicles 
when standards applied to new cars are made more efficient. To offset this effect, 
which would be unlikely to accompany real world shifts in composition, annual per 
VMT is adjusted upwards proportionately by an amount sufficient to restore the 
baseline level of aggregate VMT.”428 

Gruenspecht’s underlying theoretical insight that VMT should not change demonstrates that the 
agencies’ approach is incorrect.  

In comments to NHTSA prior to the publication of the Proposed Rule, EPA also took the 
position that economic theory provides no support for the agencies’ conclusion that increases in 
fuel efficiency and greenhouse-gas emission standards will result in an increase in aggregate 
VMT, other than through the rebound effect. EPA staff highlighted for NHTSA that with or 
without the standards, demand for VMT is unchanged, other than through potential changes in 
the marginal cost of driving, which should already be addressed by the rebound effect.429 EPA 

                                                 
426 The dissertation is dated 1982. The agencies mistakenly cite it as his 1981 dissertation. 

427 Gruenspecht (1982a), at 126. 

428 Id. 

429 EPA Further Review of CAFE Model & Inputs, June 18, 2018 at 5, attached to Email from William Charmley 
(June 18, 2018) (“A change in the overall fleet size due to the Augural standards might not in and of itself be 
problematic, as long as the VMT schedules are adjusted to account for overall travel activity that is distributed over 
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staff correctly explained: “With no rebound, we would not expect to see any change in total 
VMT, since by definition rebound is measured as the change in VMT for a given change in fuel 
cost per mile.”430 NHTSA never provided an adequate explanation for dismissing EPA’s 
comments and publishing the Proposed Rule.  

In sum, the agencies’ decision to employ a methodological approach that results in a significant 
increase in VMT, even though such an increase is inconsistent with economic theory, the 
academic literature, and agency staff analysis, is arbitrary and capricious. The agencies’ reliance 
on the fatalities and costs that arise from the increase in VMT to justify the rollback is also 
arbitrary and capricious. 

b.) Any VMT changes caused by the baseline standards should already be 
captured by the rebound estimates 

Moreover, to the extent that VMT changes at all when price or fuel efficiency changes, that 
VMT change should already be accounted for in the agencies’ rebound estimates. (We separately 
critique the agencies’ rebound estimates in Section IV.) 

As we explained above, VMT does not go up with changes in scrappage. But VMT can go up 
with rebound. As explained more at length in Section IV, rebound is comprised of three separate 
effects. Two of those effects cause increased driving because of consumers’ increased income: 
(1) a reduction in the relative cost of driving compared to other forms of transportation—the 
“substitution effect;” (2) an increase in consumers’ overall income (since they have to spend less 
on gasoline) that results in consuming more of many things (including driving)—the “income 
effect.” The third effect depresses driving: (3) a reduction in consumers overall income (since 
consumers have to spend more for a more expensive but fuel efficient car) that results in 
consuming less of many things (including driving)— “the capital cost income effect.”  

Several of the rebound papers that the agencies assess in their rebound estimate calculate the 
rebound effect of increased fuel efficiency by looking both at the effect that fuel efficiency has 
on lowering the cost of driving, as well as on total driving and fleet size (partially through 
changes in vehicle prices).431 For example, Small and van Dender (2007) define the rebound 

effect as , , ,

, ,
 where ,  is the elasticity of VMT to the fuel cost per mile, ,  is 

the elasticity of VMT to fleet size, ,  is the elasticity of fleet size to the fuel cost per mile, 

and ,  is the elasticity of fleet size to VMT. In this way, these papers effectively already 

                                                 
a larger number of vehicles.”), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (5th 
attachment). 

430 Id. at 9. 

431 Scimek (1996), at 84; Small and Van Dender (2007), at 31; Barla et al. (2009), at 389-391; Hymel et al. (2010), 
at 1223-1224; Hymel and Small (2015), at 31. 
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account for any possible fleet size changes.432 These papers demonstrate that, to the extent fleet 
size is changing at all, that change is best captured through the rebound effect, and not through 
the scrappage estimates in the Proposed Rule. 

c.) Vehicles scrapped under the proposed policy and not the baseline policy are 
marginal by definition, and the average VMT does not apply 

Even if the agencies are correct about the impact of non-replacement scrappage (and they are 
not, as discussed above), the agencies’ use of average VMT schedules in the calculations also led 
to a significant inflation in the agencies’ estimates of aggregate VMT increases. Some of the 
most critical variables for analyzing VMT schedules are: fleet size and composition, accident and 
repair rates of vehicles of a particular age and class (i.e., controls for quality), vehicle brand (i.e., 
a control for durability), number of households owning vehicles, and average number of vehicles 
per household. In the VMT calculations, the agencies applied VMT schedules that were 
calculated using the number of miles traveled by the average vehicle for a given age and style 
(car, SUV, pickup truck, van, medium-duty pickup/van) to vehicles that would have been 
scrapped if not for the baseline standards.433  

But the agencies ignored confounding variables that could make those vehicles only “marginal” 
vehicles, with characteristics that would have made them candidates for earlier scrappage 
relative to the average vehicles of that particular body style and vintage without the baseline 
standards. These characteristics might include more wear and tear (i.e., higher odometer readings 
and more accidents) and lower durability (i.e., of a brand with higher scrappage rates). 
Conditional on age, vehicles with higher odometer readings are both more likely to be scrapped 
and more likely to be driven fewer miles annually.434 There is reason to believe that these 
marginal vehicles are also driven less than average vehicles of the same style and vintage. Data 
from Sweden indicate that some portion of scrapped vehicles are not driven prior to scrappage 
even though they are registered and could be driven.435 As such, it is inappropriate to assume that 
the vehicles that would be scrapped under the Proposed Rule but would not have been scrapped 

                                                 
432 See also Joshua Linn, Resources for the Future, Missing Fuel Cost Savings: Some Clues Emerge (Oct. 9, 2018), 
http://www.rff.org/blog/2018/missing-fuel-cost-savings-some-clues-emerge (analyzing the agencies’ VMT 
conclusions with respect to both scrappage and rebound and concluding that they are double counted). 

433 83 Fed. Reg. at 43,090 (“the CAFE model tabulates ‘mileage accumulation’ schedules, which relate average 
annual miles driven to vehicle age, based on vehicles’ body style”). 

434 The current VMT schedules indicate that households drive vehicles less as the vehicles depreciate. While the 
agencies’ VMT schedules vary VMT by vehicle age, odometer readings are a better indicator of depreciation than 
age. Busse, et al. (2013), at 233; Salee, et al. (2016), at 63-65. Because “conditional on age, vehicles with higher 
odometer readings have less remaining life,” and have lower economic value (higher depreciation). Salle et al. 
(2016), at 66 (Figure 1); see also Jacobsen & van Benthem (2015), at 1330. At the same time, high mileage vehicles 
are likely driven less because less reliable vehicles (i.e., vehicles that are more likely to break down) impose a 
higher marginal costs of driving.  

435 Feeney and Cardebring (1988), at 455. 
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under the baseline standards would be driven the same as an average vehicle of their age and 
style.  

Given the divergent characteristics of the non-scrapped vehicles and average vehicles, it is also 
likely that buyers of these almost scrapped vehicles are different than the vehicle owner of the 
average vehicle of that particular age and style. For example, the drivers may be younger, have 
lower incomes, live in places where driving every day is not necessary, etc. The owners of 
marginal vehicles likely make different driving decisions than would the average owners of the 
average vehicles of the corresponding age and style. Those owners may drive their vehicles less 
for any number of reasons. 

By assuming all vehicles in the fleet are driven the amount that an average vehicle of that age 
and style are driven even after a vast increase in the fleet size, the agencies have failed to control 
for omitted variables and inflated the estimates of aggregate VMT increases.  

An additional concern with the aggregate VMT analysis is the datasets the agencies use to 
construct the VMT schedules. For vehicles older than fifteen years, that dataset includes data from 
the 2008 recession.436 But as the agencies themselves acknowledge, that year is unrepresentative 
and so should not be used. Given that a significant number of affected vehicles in the model are 
fifteen years or older,437 a significant portion of VMT may come from vehicles whose schedules 
were calculated using this skewed data. This likely has serious consequences for the aggregate 
VMT estimates.  

d.) The agencies’ analysis is inconsistent with their rebound welfare analysis 

The agencies’ VMT analysis is also inconsistent with the agencies’ rebound analysis, which 
finds that all fatalities stemming from those additional vehicle miles are offset by the private 
welfare benefits of increased driving.438 It is arbitrary and capricious to include these offsetting 
benefits for rebound but ignore them for scrappage. Specifically, according to the agencies, 
drivers would gain expected utility from driving that must exceed their private cost from 
increased fatality risk (i.e., in this case from having a vehicle in the baseline policy that they do 
not have under the preferred policy). If an owner does not want to drive his or her used car more 
(i.e., does not want to take the relative risk to enjoy driving a used car more), that owner can sell 
the used car to someone else who would want to drive it (otherwise, it would be scrapped). In 
that case, the marginal private benefits of driving are equal to the marginal costs of driving. 
Therefore, the private benefit of driving must be greater than the private fatality cost, since we 
know that the private costs of driving include more than just fatality risk (i.e., time and gas 

                                                 
436 PRIA at 973. 

437 83 Fed. Reg. at 43,097. 

438 Id. at 43,105 (showing that the costs of rebound are offset by the welfare benefits). 
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prices). Given that the agencies have included this welfare benefit in the rebound analysis, they 
should include it in the scrappage context.  

3. Path forward 

a.) The agencies must conduct more study and have their models peer reviewed 

As explained above, the agencies’ brand new scrappage model goes against basic economic 
theory.439 In light of this, as well as the model’s novel application, the agencies must have the 
model peer-reviewed.440 The agencies should also conduct more inter-model comparisons. As 
discussed earlier, Bento et al. (2018) estimated that scrappage elasticity is -0.4 and Jacobsen and 
van Benthem (2015) estimated that it is -0.7.441 The agencies’ results are not consistent with 
these elasticity estimates. The agencies must provide an explanation for the divergence.  

Out-of-sample testing is also necessary for the agencies’ scrappage and sales models—as is true 
of any model. The nonsense results found by NHTSA indicate that NHTSA’s scrappage model 
performs poorly out-of-sample.442 The need for these kinds of checks is also consistent with the 
agencies’ past consideration of the challenges of modeling scrappage. In its 2016 Proposed 
Determination, EPA rejected the use of a scrappage model based on the fact that the analysis 
requires additional scrutiny.443 Specifically, EPA called for out-of-sample testing and inter-
model comparison.444 Such analyses would be consistent with similar out-of-sample analyses 
conducted in the scrappage literature.445 The agencies have not identified anything in the 
literature or their approach that explains the change in EPA’s conclusion on this point now.  

                                                 
439 PRIA at 1049 (“In summary, this analysis includes the effect of differentiated fuel economy regulations that only 
affect new and not used vehicles—and to our knowledge is the first dynamic vehicle scrappage model implemented 
in a larger framework.”). 

440 See 77 Fed. Reg. 62,624 (summarizing the many studies that supported the Clean Car Standards and describing 
the peer-review that the agencies used to analyze that information). 

441 Jacobsen & van Benthem (2015), at 1333 (Table 6); see also Walker (1968), at 505; Gruenspecht (1982b), at 330; 
Bento et al. (2018), at 159. Though less relevant due to age, older papers estimate that the elasticity of scrappage 
with respect to new vehicle price is between -0.7 to -1.0. Walker (1968), at 505; Gruenspecht (1982b), at 330. 

442 Jacobsen & van Benthem Docket Letter. Their concern is unsurprising, as the agencies likely overfitted the data 
as the agencies selected models to maximize their explanation of in sample variation; this is true even as the 
agencies apply Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC) in addition to root 
mean squared error (RMSE). See PRIA at 1015.  

443 EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle 
Greenhouse Gas Emissions Standards under the Midterm Evaluation at A-43 (2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3DO.pdf [hereinafter “Proposed Determination]. 

444 Id. 

445 Parks (1977), at 1111-1114; Greenstone and Cohen (1999), at 367-380. 
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b.) In order to study the impact of new vehicle sales on scrappage and VMT, 
the agencies should link new vehicle sales and changes in used vehicle 
retention 

A fundamental flaw of the agencies’ analysis is that the agencies have developed separate and 
unconnected models to estimate the size and composition of the fleet, and the number of miles 
traveled by various vehicles within that fleet. Consumer decisions regarding when to buy or not 
buy a new vehicle; decisions about buying, holding, selling, or scrapping a used vehicle; and 
decisions about how many miles to drive each vehicle that is owned; are all related to each other. 
The agencies’ failure to connect these models is a large part of what is leading to unjustified 
results. The agencies should abandon their clearly incorrect approach and retain the approach the 
agencies have used for past fuel efficiency and GHG emission standards. 

However, if the agencies insist on evaluating the dynamic changes in fleet composition that 
would be caused by the baseline standards, they must modify their approach in order to take into 
account these interconnections. There are a number of options for doing this, including: 

 Developing an interconnected vehicle choice model;  

 Using more sophisticated econometric techniques to connect the existing separate models; 

 Controlling for all omitted variables;  

 Applying fleet size and VMT constraints on the existing scrappage model while correcting 
for some of the econometric errors in the agencies’ current approach. 

In any of these cases, the agencies should control for omitted variables446 and abide by the 
fundamental principles that we have laid out in these comments.  

i.) Retaining the peer-reviewed approach from the Clean Car 
Standards 

Without a robust methodology to account for the interconnections between the different fleet 
composition models, the only economically valid path forward would be to adopt the approach 
that the agencies used in their regulation promulgating the Clean Car Standards: assume a 

                                                 
446 If it is not possible to control for the omitted variables, the agencies should consider included fixed effects for the 
following variables: brand fixed effects, vehicle type (segment or class) fixed effects; time scale fixed effects; 
geographic fixed effects; age and model year fixed effects, including dummies for the interactions between them. 
See Li et al. (2009) (dummies can control for omitted vehicle attributes and explaining that geographic fixed effects 
can capture unobserved demographics and other unobserved geographic variables that affect vehicle demand); 
Hamilton and Macauley, (1999), at 254; Li et al., (2009); PRIA, 948, 1012 (finding strong evidence of time trend in 
their new vehicles sales analysis and noting that scrap metal quantity decreases over time indicating the potential 
need for time-period fixed effect); Parks (1977), at 1104, at 1110; Gruenspecht, (1982a), at 97; Hamilton and 
Macauley, (1999); Jacobsen and Benthem (2015), at 1321. The agencies currently use polynomial variables for age 
and model year, however fixed effects are flexible and commonly applied in the literature. To “avoid imposing 
restrictions on the pattern of scrapping responses to new car price development across age groups,” Gruenspecht 
(1982a) at 115) interacts new vehicle price with age dummies. Given the high statistical significance of these 
parameters, the agencies should consider this alternative instead of time trends. 
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constant, not dynamic, fleet.447 Use of the new scrappage model in its current form without fleet 
size constraints is not a valid option.  

In order to address any effects caused by the aging of the vehicle fleet,448 the agencies could 
develop a simpler logistic scrappage model like those that solely capture the effect of vehicle age 
on scrappage, but those would not generally show an increase in overall VMT or fleet size.449  

ii.) Vehicle choice model 

An approach that models consumer decisionmaking using a vehicle choice model could, in 
theory, be a coherent and integrated approach to estimating the effect of the baseline standards 
on fleet composition. This is the approach taken by Jacobsen and van Benthem in a paper that the 
agencies repeatedly cite.450 However, before making this change, the agencies would have to 
address the significant shortcomings of vehicle choice models that they identify in the Proposed 
Rule and ensure that those problems are addressed.451 

iii.) Simultaneous equations 

The agencies could investigate the use of simultaneous equations to estimate new vehicle sales, 
scrappage, and vehicle-miles traveled simultaneously.  

Specifying structural models of the various components, rather than the reduced form, 
disconnected models, used in the Proposed Rule would aid in both ensuring consistency with the 
literature, as well as in identifying sources of endogeneity and candidate instrumental variables.  

The agencies could build on the estimation strategies begun in Small and Van Dender (2007).452 
However, the agencies would need to separate total fleet size into new and used components.453 

                                                 
447 77 Fed. Reg. at 62,716 (explaining the agencies’ prior approach, which uses static vehicle turnover model and 
non-rebound VMT schedules that do not vary based on the stringency of the standards); see also Draft TAR at 10-6. 

448 Bento et al. (2018), at 178. 

449 Walker (1968), at 503; Green and Chen (1981), at 383; Feeney and Cardebring (1988), at 460; Hamilton and 
Macauley (1999), at 253; Bento et al. (2018), at 161.  

450 Jacobson and van Benthem (2015), at 1328-1329 (the authors refer to their model as a simulation model that 
captures leakage from scrappage and vehicle choice); Proposed Determination at A-43 (“We note that it relies on an 
estimated model of consumer vehicle choices that, as with most other models, has not been tested for out-of-sample 
validity or comparability with other models.”). 

451 83 Fed. Reg. at 43,076-43,078. EPA has previously argued that vehicle choice models are insufficient for policy 
making. Proposed Determination at A-44, A-47, A-48. EPA concluded that vehicle choice models are poor 
predictors of future shares, id. at A-45, often are out-performed by constant share models and have not been tested 
for their forecast ability. Id. at A-44). 

452 See generally Small and Van Dender (2007), at 30-33 (discussing methods). 

453 Id. 
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In addition, in order to properly control for variables at the vehicle and household level, the 
agencies should estimate VMT schedules of marginally scrapped vehicles.  

iv.) Fleetsize and VMT constraints 

If the agency does not adopt one of the above approaches, the only economically valid approach 
would be to apply “constraints” on aggregate fleet size and VMT in the VOLPE simulation so 
that aggregate fleet size and VMT does not change across the proposed and baseline rules. This 
approach would not be a panacea and would not address all of the flaws outlined above. But it 
would at least constrain the errors driving the increases in fleet size and VMT.  

In interagency comments to NHTSA, EPA staff proposed a similar solution. EPA recommended 
that the agencies impose constraints on fleet size and VMT so that the agencies can isolate the 
Gruenspecht effect (or shift to used vehicles).454 The methodology proposed by EPA staff would 
also allow fleet size to grow over time (in line with historical observation) and to just capture the 
scrappage factor: the aging of the fleet.455 

In response to EPA’s suggestions, NHTSA asserted that it could not use the adjustment factors 
proposed by EPA because they would be internally inconsistent.456 But the agencies’ scrappage 
results are inconsistent with basic economic logic and the academic literature and that is why 
these constraints are necessary. In fact, Gruenspecht himself recognized the need to impose fleet 
size and VMT constraints after modeling the connections between new car market, the used car 
market, and households’ VMT decisions (as acknowledged by the agencies).457 Gruenspecht 
explained that the disadvantage of the reduced form model he used (i.e., where scrappage is 
modeled as a function of new vehicle price and not the theoretically correct used vehicle price) is 

                                                 
454 Summary points from EPA review of CAFE model (NPRM version)–Effect of EPA code revisions. Meeting with 
Office of Management and Budget/OIRA 6/18/2018, slides 2-3, https://www.regulations.gov/document?D=EPA-
HQ-OAR-2018-0283-0453 (5th Attachment, pdf pages 4-5); EPA Further Review of CAFE Model & Inputs at 6-7 
(June 18, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (5th Attachment, pdf 
pages 15-16). 

455 See Bento et al., (2018) at 178. Specifically, EPA found that the scrappage rate curves so that overall fleet size is 
unaffected by the policy (though it grows over time) and that VMT increases only with the rebound effect (and not 
scrappage). Summary points from EPA review of CAFE model (NPRM version)–Effect of EPA code revisions, 
Meeting with Office of Management and Budget/OIRA 6/18/2018, slides 2-3, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (5th Attachment, pdf pages 4-5); EPA 
Further Review of CAFE Model & Inputs at 6-7 (June 18, 2018), https://www.regulations.gov/document?D=EPA-
HQ-OAR-2018-0283-0453 (5th Attachment, pdf pages 15-16). 

456 NHTSA, Responses to Interagency Comments on NPRM Round 8 Received 7-11-2018, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (12th Attachment, pdf page 4). 

457 Gruenspecht (1982a), at 120, 126; Gruenspecht (1982b), at 329. 
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that it may produce inaccurate results and that constraints were thus necessary.458 Specifically, he 
states:  

The primary argument in favor of the structural approach is based on the 
observation that new car markets are cleared primarily through quantity variation, 
while used car markets are cleared mostly though price adjustments. Therefore, 
used car prices and new car prices need not move in tandem. According to the 
framework developed in Section 4 and 5, there is no direct link between rational 
scrapping decisions and new car prices. Therefore a direct regression of scrapping 
rates on new car prices may fail to yield coefficients that approximate those 
obtained by solving a structural scrapping model that explicitly models the link 
between new car prices and used car prices.459 

In other words, there is no direct link between new vehicle prices and used car scrappage. 
Instead, any link between scrapping decisions and new car prices is only indirect through the 
price of used cars. Because of this indirect connection, it is possible that a model will produce 
strange and theoretically inconsistent results without constraints, as the agencies’ model indeed 
produced in the Proposed Rule. 

An additional argument that NHTSA cited is that fleet size and VMT constraints may reverse the 
aging trend of the fleet observed over the last few decades.460 But as the methodology could 
allow average historical fleet size growth as a modeling input, this concern is invalid. In fact, 
EPA provided an alternative approach to NHSTA during the period before the agencies 
published the Proposed Rule and modified the code to allow “the user to select a fleet growth 
rate.”461 The agencies provide no evidence that the problem could not be overcome in that way 
now. 

Even if fleet size and VMT constraints are imposed on the model, other changes are still 
necessary to ensure that the agencies’ approach will yield valid results. In particular, the agencies 
will need to carefully consider the connections between the simultaneously determined variables 
among the various disparate new vehicle sales, scrappage, and VMT models. In doing so, the 
agencies should carefully consider how the variables are connected based on theory. For 

                                                 
458 Gruenspecht (1982a), at 93. 

459 Gruenspecht (1982a), at 93. 

460 NHTSA, Response to Interagency Comments on NPRM Round 8 Received 7-11-2018, at 3-4, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (12th Attachment, pdf pages 3-4). 

461 Summary points from EPA review of CAFE model (NPRM version)–Effect of EPA code revisions, Meeting with 
Office of Management and Budget/OIRA 6/18/2018, slides 2-3, https://www.regulations.gov/document?D=EPA-
HQ-OAR-2018-0283-0453 (5th Attachment, pdf pages 4-5); EPA Further Review of CAFE Model & Inputs at 6-7 
(June 18, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (5th Attachment, pdf 
pages 15-16). 
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example, Gruenspecht (1981): included the scrappage rate, new vehicle price, and new vehicle 
sales in his regression for used vehicle price;462 in his structural scrappage regression, 
Gruenspecht (1982) included new vehicle sales;463 in his corresponding reduced form regression, 
Gruenspecht (1982) included vehicle miles traveled per capita in order to address overall demand 
for driving, in addition to the vehicle stock in the previous period.464 Gruenspecht (1982) also 
demonstrated that the quantity of new vehicle demand is a function of vehicle miles traveled per 
capita and vehicle stock in the previous period, in addition to new vehicle price.465 The agencies 
should include the variables that Gruenspecht and others have traditionally included in their 
scrappage analysis, including price of vehicles indexed by maintenance and repair costs, the 
price of scrap metal, and interest rates.466 

One shortcoming of this methodology is that it cannot capture the possibility of fleet size and 
VMT declining as new and used vehicle prices increase. Specifically, holding VMT and fleet 
size constant ignores the possibility that people will switch from used vehicles to shared forms of 
transit (e.g., mass transportation, existing household vehicles) as these prices increase. These 
features could cause a decline in fleet size and VMT should the new vehicle price change be 
large and should be assessed.467 The agencies should model that as well 

B. Safety consequences of changes in fleet composition  

Even if the agencies are right that higher new vehicle prices will lead to an increase in the fleet 
size and total VMT (and they are not), their safety estimates are inflated.  

1. Demand for vehicle safety should lower the impact of scrappage estimates 

To make their fleet composition calculations, the agencies calculated the change in “distribution 
of both ages and model years present in the on-road fleet.”468 Then the agencies combined that 
information with data showing the fatality rates of vehicles by model year.469  

But in calculating the impact that the price increases have on fatalities through slower turnover, 
the agencies have failed to consider the impact that a consumer preference for safety would have 

                                                 
462 Gruenspecht (1982a), at 81, 99-101. 

463 Id. at 106-107. 

464 Id. at 86, 109-113. 

465 Id. at 87. 

466 Id. at 70. Gruenspecht (1982a), at 103, 109-113, 117 (including interest rates). 

467 Jacobsen & van Benthem Docket Letter at 2. (referring to a switch from the baseline policy to the Proposed Rule 
and stating that the extent to which the fleet will decrease “depends on the magnitude of the price changes and the 
aggregate elasticity to the outside good”). 

468 83 Fed. Reg. at 43,135. 

469 Id. at 43,135-37. 



92 

on that slower turnover.470 For some time, the literature has demonstrated that consumers prefer 
safer vehicles. Since the 1980s, a top vehicle safety rating for a particular vehicle model has 
significantly increased demand for that vehicle model.471 The agencies themselves acknowledge 
that safety is a vehicle attribute that consumers value.472 Given this preference, consumers may 
continue to choose relatively safer new and used cars and manufacturers may continue to supply 
relatively safer vehicles, and so the impact that any decreased turnover would have on safety 
would be muted.  

It would be unreasonable for the agencies to ignore the fact that safety affects consumer 
decisionmaking. Academic economists have developed tools that can facilitate analysis of these 
types of interconnected relationships. For example, fuel efficiency programs may lead to more 
congestion through rebound, but the additional congestion itself deters travel and depresses the 
impact of the additional congestion. For that reason, Hymel et al. used simultaneous equations 
that capture the inter-connected relationship between fuel efficiency and congestion to estimate 
the impact of fuel-efficiency programs on congestion.473 Likewise, Small and Van Dender 
recognized the endogenous characteristic of fuel efficiency: fuel efficiency causes more driving 
and more driving causes a demand for fuel efficiency to increase. Because of this interaction, 
Small and Van Dender calculated the impact of fuel efficiency programs on VMT through 
simultaneous equations.474 As these papers show, all the vehicle aspects (VMT, fuel efficiency, 
vehicle age) are interrelated and ignoring the feedback effects (those interconnectedness), as the 
agencies are currently doing, produces flawed or even meaningless results. The agencies should 
estimate the simultaneous interaction between fuel-efficiency standards and safety. Without 
fixing these flaws, the agencies’ results are arbitrary and capricious.  

2. The failure to control for confounding factors has led to inflated estimates 

The agencies also fail to control for confounding factors. There are three major causes of 
crashes: “the driver, the vehicle, and the environment in which crashes occur.”475 Within these 
categories, many different features besides design can lead to changes in the real-world 

                                                 
470 See PRIA at 952-953 (listing the inputs in the sales model, which does not include any variable or proxy variable 
for vehicle safety). 

471 McCarthy (1990), at 534-41 (explaining that studies in the 1980s showed that vehicle safety was one of the most 
important attributes for consumers); see also Kaul et al. (2010) (describing US consumer preferences for safety 
features). 

472 PRIA at 933 (“this analysis recognizes that manufacturers’ changes in the fuel economy and emissions levels of 
new vehicles in response to raising or lowering federal standards may also entail changes in other attributes that . . . 
potential buyers also value . . . include[ing] . . . occupant safety”). 

473 Hymel et al. (2010), at 1220-21.  

474 Small & Van Dender (2007), at 30-31; see also Hymel & Small (2015), at 95 (using simultaneous equations to 
calculate impact of fuel efficiency on VMT). 

475 Farmer and Lund (2006), at 342. 
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performance of the on-road vehicle fleet. For example, improved safety laws and programs 
(including speed limits and licensing laws), urbanization (i.e., congestion), driver behavior like 
seat belt use, improved road design, improved traffic law enforcement, less alcohol-impaired 
driving, economic downturns, and improvements in ambulance response times can all lead to 
fewer fatalities.476 

As such, these factors are typically studied in the literature through the age of the vehicle (as a 
proxy for driver), the model year (to account for vehicle design), and the calendar year (to 
account for environmental factors).477  

In the Proposed Rule, the agencies attempt to quantify the influence of vehicle age and vintage 
(i.e., model year) on fatalities by analyzing aggregate fatality data from years 1996 to 2015. 478 
Specifically, the agencies look at “real world performance in the on-road vehicle fleet.”479 The 
agencies explain that they used age as a proxy variable for driver behavior480 and vehicle model 
year as a proxy for safety technology trends. The agencies use the results of those quantifications 
to predict how changes in turnover will affect road fatalities.  

But those quantifications are inflated for two reasons.  

First, the agencies fail to control for the third factor that is relevant to crashes: environmental 
changes.481 Specifically, as the driving environment has generally improved over time,482 the 
coefficients corresponding to model year overestimate improvements in the safety features 
between the model years. Not controlling for all the non-vehicle variables that increase safety 

                                                 
476 See Famer & Lund (2006), at 339-341; Farmer & Lund (2015), at 685-686 (citing the 2008 recession, 
improvements in road design, and improved driver behavior as potential factors that improved on-road 
performance); see also Anderson & Searson (2015) at 202 (explaining that a vehicle’s age and crash risk are likely 
correlated with the characteristics of the average driver associated with vehicles of a particular age as well as with 
the distance and type of driving associated with vehicle age and explaining that “[r]isks created by conditions 
separate from the vehicle (road-safety related changes to infrastructure, speed limits, other legislation, enforcement 
and behavior)” likely also have an impact on the crash statistics). 

477 Farmer and Lund (2006), at 341-342; Anderson and Searson (2015), at 202.  

478 83 Fed. Reg. at 43,136. Specifically, the agency regresses U.S. fatalities per billion miles on a polynomial of 
vehicle age (a proxy for driver behavior) and model year fixed effects: ∑ ∗
∑ ∗  where  are fatalities of model year i in calendar year t,  is vehicle age of model year i 
in calendar year t,  is model year i, and  is the error term. In this regression,  are the values of interest (i.e., 
improvements in safety). 

479 83 Fed. Reg. at 43,140. 

480 Farmer and Lund (2006), at 341-342; PRIA at 1406-1407. 

481 See Id. at 1382; 83 Fed. Reg. at 43,136 (explaining that the model lacked the “internal structure” to account for 
vehicle speed, seat belt use, drug use, or age of drivers); PRIA at 1392 (stating that “fatality rates associated with 
different model year vehicles are influenced by the vehicle itself and by driver behavior” ignoring environmental 
factors altogether). 

482 Farmer and Lund, (2015) at 686 (Figure 2). 
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over time is unacceptable and biases the results towards very high fatalities under baseline 
standards.  

Second, the vehicle age variables are only a rough proxy for driver behavior because they can 
only capture driver behavior that does not change over time. For example, if the social 
acceptance of drunk driving decreases and consequently drunk driving decreases, the age 
variable would not capture that change. As such, the agencies could not adequately control for 
driver behavior trends. And a decrease in fatalities could look like it was caused by vehicle 
improvements over time rather than societal changes.  

In statistical terms, because of these problems, the safety estimates suffer from omitted variable 
bias. The agencies recognize the issues with respect to seat belt use trends but ignore (or fail to 
recognize) the overall extent of this problem in their analysis.483  

Omitted variable bias is a serious statistical problem in the vehicle safety context. Omitted 
variable bias occurs when an omitted variable (e.g., environmental and behavior trends) is 
correlated with the included regressor (e.g., the age of the vehicle and model year), and when 
these omitted variables are determinants of the dependent variables (e.g., fatalities).484 
Environmental and behavioral trends clearly affect fatalities and are correlated perfectly with age 
and model year. Since the bias gets worse as the regressors become more correlated (e.g., age of 
the vehicle and model year) with the omitted variables (e.g., environmental and behavior 
trends),485 the perfect correlation of the calendar year variable with model year plus age creates a 
severe bias.  

As a result of the omission of these variables in the safety analysis, the agencies do not capture 
causal relationships between vehicle vintage (i.e., model year) and vehicle age and fatalities, but 
only correlations, leading to misleading and sometimes even meaningless estimates.  

Figure 3 shows that results of the agencies’ age estimates contradict the literature and intuition. 
That Figure confirms that the agencies’ analysis captures meaningless correlations and not 
causation. Figure 3 plots the agencies’ estimate of the relationship between car age and fatalities 
and shows a huge drop in fatalities as vehicles age.486 But as the literature demonstrates, fatalities 
clearly increase with vehicle age.487 Indeed, NHTSA recognized this in 2013, in a report cited 

                                                 
483 PRIA at 1395-1399. 

484 Stock and Watson (2007), at 187. 

485 Id. at 190. 

486 The estimated relationship is given by polynomial: 28.59 3.63x 0.76 .04 0.0005 . See 83 Fed. 
Reg. at 43,138. 

487 Farmer and Lund (2006), at 339 (Figure 3); Farmer and Lund (2015), at 686 (Figure 1).  
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and described in the Proposed Rule.488 And the agencies also recognized this in the Proposed 
Rule.489  

 

 

Figure 3. Agencies estimate of relationship between car age (x-axis) and fatalities per billion 
miles (y-axis) 

As Figure 3 helps show, estimating correlations instead of causal relationships poses huge 
problems for the type of predictive analysis that the agencies have set out to do. As economic 
textbooks have long acknowledged: “Knowing that two factors are correlated provides no 
predictive power; prediction requires understanding the causal links between the factors.”490 

The agencies do not adequately address these biases, despite several strategies that are available 
in the literature. For example, analyses, including by NHTSA itself, have been able to calculate 
the impact of vehicle design changes on safety, while controlling for many of the related and 
confounding behavioral or environmental factors.491 In its prior rules, NHTSA itself has 
controlled for vehicle age, body type, air bag deployment, roadway function class, day/night, 
occupant age, gender, number of vehicles in crash, restraint use, principal impact point, speeding 
involved, speed limit, ejection status, rollover, interstate road, occurring at an intersection, 
motorcycle involved in the crash, roadway departure, number of occupants; even more 

                                                 
488 83 Fed. Reg. at 43,135 (describing National Center for Statistics and Analysis, How Vehicle Age and Model Year 
Relate to Driver Injury Severity in Fatal Crashes 6 (Aug. 2013), 
https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/811825).  

489 Id. 

490 Grueber (2010), at 66. 

491 See Farmer & Lund (2015), at 685-686 (describing studies); Blows et al. (2003), at 354 (controlling for driver 
demographics (e.g., age, sex, race, education level), behavioral characteristics (e.g., alcohol and marijuana 
consumption, driving speed, seatbelt usage), and vehicle characteristics (engine size, inspection certificate); Ryb et 
al. (2013), at 257 (controlling for driver age, sex, weight, seatbelt use); Farmer and Lund (2006), at 339-341. 
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behavioral variables are controlled for in the literature.492 Indeed, in the PRIA, the agencies 
showed how fatalities by vehicle age are correlated with seat belt usage, alcohol consumption, 
and speeding.493 The agencies concluded: “[t]herefore, it is important to control for behavioral 
aspects associated with vehicle age so only vehicle design differences are reflected in the 
estimate of safety impacts.”494 Inexplicably, the agencies then claimed to have addressed this 
issue by controlling solely for vehicle age.495 However, given the omission of important 
confounding factors in the analysis, controlling solely for age is insufficient. 

Rather than control for these factors when analyzing the actual safety impact of changes in fleet 
turnover, the agencies argue that they are unable to include additional control variables because 
“[v]ehicle interactions are simply not modeled at this level.”496 But NHTSA has managed to 
control for these factors before.497 And as the model’s results are counterintuitive and in conflict 
with economic research, the agencies should fix the model rather than ignoring the problem. The 
agencies further argue that they cannot control for these variables, because they cannot project 
(i.e., forecast) the variables into the future.498 But as long as the agency controls for the 
confounding variables, it does not matter how those variables change in the future.  

Given the flaws of the current methodology and the importance of the safety findings to the 
agencies’ ultimate results, the agencies should control for all of the variables that they have 
controlled for in the past and which are controlled for in the literature. This should also include 
all relevant variables from the mass-footprint regressions discussed below to avoid double 
counting the impacts of vehicle mass on fatalities.  

Additionally, as the usage of aggregated data does not allow for full identification of the 
effects,499 the agencies should disaggregate their data (i.e., use more atomistic or regional data) 
allowing them to break the strict equality between calendar year, model year, and age of vehicle 
(discussed above); this would allow the agencies to control more generally for trends in 
environment and behavioral safety over time.500 For example, the agencies can create model year 

                                                 
492 Glassbrenner (2012), at 26-39, 4349; NHTSA (2013b), at 2-3; NHTSA (2018), at 528. 

493 PRIA at 1393-94. 

494 Id. at 1394. 

495 Id. at 1394-95. 

496 Id. at 1381. 

497 NHTSA (2013b), at 2-3. 

498 PRIA at 1381-82. 

499 See NHTSA (2013b), at 6 

500 Ideally, we would like to control for other safety trends over time independent of vehicle design. Ideally, the 
agency could instead estimate ∑ ∗ ∑ ∑ ∗  where 

 would control for more detailed behavioral and environmental variables (discussed in the previous suggestion) 
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groups for which safety features do not change (i.e., between model redesigns) to break the link 
between calendar year, model year, and vehicle age501; this requires data at the vehicle model 
and body style level in addition to calendar year and model year.502 The agencies should also 
consider running an age-period-cohort (APC) model as a sensitivity analysis, where model year 
is the cohort.503 The agencies should also conduct a sensitivity analysis that replaces the age 
variable with a calendar year variable and use that specification if it improves model fit. 

The agencies performed some plausibility checks on their results, but they are unconvincing. For 
example, the agencies compared their results with those of Glassbrenner, one of the authors who 
has conducted studies on the impact of vehicle design improvements and who has controlled for 
some of the confounding factors discussed above.504 The agencies also compared their results 
with data from Kahane, who controlled for seatbelt usage.505 The agencies claimed that it is 
“encouraging” that their approach and the Kahane and Glassbrenner approaches showed a 
“similar directional trend” in their results.506 But the fact that the directional trend is similar does 
not address whether or not the agencies’ approach ignores too many confounding variables to be 
at all reliable. Indeed, the agencies could be vastly inflating the change in fatalities and the 
directional trends could still go in the same direction. In fact, the agencies acknowledge that their 
analysis shows some significant divergence with the data provided by Kahane and attribute this 
difference to the fact that Kahane directly controls for seatbelt usage whereas their analysis does 
not.507 Comparing the results with the Kahane and Glassbrenner results is thus not sufficient. The 
agencies should control for the confounding variables themselves, as described here, and provide 
the estimates to the public for comment. Any other strategy would lead to unreliable and inflated 
results.  

                                                 
and the polynomial of time (i.e., calendar year or the year that the accident occurred in) would control for more 
generally for trends in environment and behavioral trends. However, panel data only allows an analyst to control for 
two of these three variables, as the calendar year equals vehicle age plus model year. Anderson and Searson (2015), 
at 203. A consequence of this technical problem in safety regressions is that analysts can only control for two out of 
the three variables using a standard regression analysis, such that the coefficients of the remaining variables (i.e., the 
age variable and the model year fixed effects) suffer from omitted variable bias. This situation is known as the 
classical age-period-cohort (APC) problem that arises in human health studies. Id. 

501 Farmer and Lund (2006), at 336. 

502 Id. at 335. 

503 See Anderson & Searson (2015), at 203-205 (discussing age-cohort models). 

504 PRIA at 1395-1396. 

505 Id. at 1396-1397. 

506 Id. 

507 PRIA at 1397.  
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Given the counterintuitive results shown above for vehicle age, the agencies should also expand 
the set of model fit tests. Specifically, they should compare the model results to Farmer and Lund 
(2015) and NHTSA (2013); the latter of which is an update of Glassbrenner by NHTSA.  

3. The agencies have not provided an adequate explanation for why past safety trends 
are likely to continue until the mid-2020s  

The agencies’ estimates of safety trends lacks an adequate explanation. To evaluate the impact of 
turnover on safety, it is critical to understand the improvements in safety that would be obtained 
through more turnover as distinct from those that would be obtained regardless of fleet turnover. 
Specifically, the agencies must come up with an estimate or prediction about the safety 
improvements that would be missed with lower turnover. In the Proposed Rule, the agencies 
analyze the past safety trends and assume that the past trend in safety improvements will 
continue until the mid-2020s.508  

But data on existing and past safety trends reflects improvements that are different in kind from 
the safety improvements that are expected between now and the mid-2020s, and so data on past 
trends is not a good basis for concluding that safety will continue to increase along the same 
trajectory through the mid-2020s.  

The safety trend data reflects a number of improvements that were made to vehicles, which 
generally improve passenger safety if and when there is a crash. For example, the improvements 
that have been adopted over the past decade or so include, electronic stability controls,509 side 
airbags,510 and bumper alignment.511 But to improve safety in the future, manufacturers will have 
to adopt more engineering changes that help vehicles avoid crashes, rather than focusing on 
mitigating them. Some potential technologies include forward collision warning; crash imminent 
braking; dynamic brake support; pedestrian automatic emergency breaking (PAEB); rear 
automatic breaking; semi-automatic headlamp beam switching; rear turn signal lamp color; lane 
departure warning; and blind spot detection.512 Crash avoidance technology may not be adopted 
as easily or readily as crash mitigation technologies have been. In fact, the agencies acknowledge 
that the effectiveness of crash avoidance technologies and the pace of their adoption “are highly 
uncertain.”513 These future safety technologies differ from past safety technologies in a 
fundamental way. Should those new safety technologies be adopted, the predicted fatalities for 

                                                 
508 83 Fed. Reg. at 43,139. 

509 Wenzel (2013), at 71-81. 

510 Id. at Figure 3. 

511 Id. at Figure 4. 

512 See 83 Fed. Reg. at 43,139-40. 

513 Id. at 43,139. 
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all the older vehicle vintages will have to be lowered as well because effective crash avoidance 
technologies will lower all vehicles’ fatality costs. 

NHTSA should explain how its assumption that the trends will continue through the mid-2020s 
is valid.  

VI. THE AGENCIES’ CHOICE OF REBOUND EFFECT IS ARBITRARY AND 
CAPRICIOUS 

Improved vehicle efficiency makes driving cheaper, and so encourages more driving. This is 
termed the “rebound effect.”514 Rebound is expressed in terms of the percentage of any fuel 
economy savings that will be lost once consumers act on those preferences for increased driving. 
That additional driving results in a number of costs (increased air pollution, fuel consumption, 
traffic congestion, and vehicle crashes), and benefits (additional consumer utility of driving, 
reduced time to refuel vehicles) and the agencies have previously considered these costs and 
benefits when setting their standards.515 The agencies relied on a 10% rebound estimate in the 
Clean Car Standards. But now the agencies have arbitrarily doubled that estimate.516  

To arrive that the new estimate, the agencies make significant changes to their assumptions about 
the magnitude of the rebound effect. These changes result in a significant increase in the costs 
and fatalities that the agencies attribute to the baseline standards.517 These fatalities and costs 
serve as a justification for rolling back those standards.518 These methodological changes account 
for 3,170, or 25 percent of the additional fatalities that the agencies ascribe to the baseline 
standards,519 and 6.5-6.8 percent of the quantified net benefits that the agencies claim would be 
gained from rolling back the baseline standards.520 But the agencies’ methodological changes are 
inconsistent with the best available evidence regarding rebound. And the agencies have failed to 
provide a reasoned basis for their new rebound conclusions.  

                                                 
514 77 Fed. Reg. at 62,924. More specifically, this is considered the “direct” rebound effect. While the academic 
literature also discusses an indirect rebound effect, see Gillingham et al. (2016), at 72, that effect has not been 
incorporated into the agencies’ analysis and is not the subject of our comments on rebound.  

515 Draft TAR at 10-9 to 10-10-21; 77 Fed. Reg. at 62,716. 

516 Compare 77 Fed. Reg. at 62,716, 62,924 (10%) with 83 Fed. Reg. at 43,104 (20%). 

517 PRIA at 1546, 1548 (showing higher net benefits of roll back under agencies new rebound assumptions than 
under previous rebound assumptions). 

518 83 Fed. Reg. at 43,211 (explaining that NHTSA considers increased emissions that result from additional driving 
due to the rebound effect); id. at 43,212 (explaining that NHTSA considers increased fatalities that result from 
additional driving due to the rebound effect); id. at 43,230 (explaining that EPA considers the level of GHG 
emission reductions, which is determined, in part, by increased driving due to rebound); id. at 43,231 (explaining 
that EPA considers additional fatalities that result from increased driving due to rebound). 

519 Id. at 43,153; see also PRIA at 1540. 

520 Id. at 1546, 1548. 
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A. Defining rebound 

There are three different components of rebound with fuel efficiency regulations. First, fuel 
efficiency lowers the per mile cost of driving. As the activity costs less, consumers will do more 
of it compared to other things. This is called the “substitution effect.” Second, as driving costs 
less, consumers can afford more of everything, including driving. This is called the “income 
effect.” Third, the decrease in the cost of driving is enabled by fuel efficiency technology that 
could increase the cost of the vehicle.521 So consumers who spend more money upfront on a fuel 
efficient vehicle will have less income to spend on other products, including driving. This 
“capital cost income effect” has a negative rebound effect by offsetting the income effect from 
fuel savings. These components of rebound should be analyzed using the following formula: 

∆  equals ∆ ∆   

Where: 

   is the change in (Hicksian) demand for VMT from a price change,  

  is the change in (Marshallian) demand for VMT from an income change,  

  is the demand for VMT,  

 p is the cost per mile of driving, and  

 C is the additional cost associated with acquiring the improved energy efficient vehicle.522  

This definition includes the three independent effects on VMT from the purchasing of a vehicle: 

  ∆  measures the substitution (effect) towards more driving with a decrease in the cost 

of driving (from a more efficient vehicle);  

 ∆  measures the increased demand for driving due to more money being in a 

household’s pocket from a lower cost of driving;  

 and  measures the decreased demand for driving due to less money being in a 

household’s pocket from the capital cost of acquiring the vehicle.  

B. The agencies arbitrarily changed their rebound estimates to 20% from the previous 
estimates of 10% 

The agencies have proposed to use a rebound estimate of 20% after previously setting it at 
10%.523 But the agencies have failed to show that there are good reasons for their decision to 

                                                 
521 For more detail on this aspect of the formula, see Section II. 

522 Gillingham (2014b), at 11375-11378. 

523 83 Fed. Reg. at 43,104. 
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reverse course in this way.524 The agencies cite NHTSA’s 2005-2011 CAFE standards to assert 
that they are merely returning to past practice in using a 20% rebound estimate.525 But in doing 
so, they ignore 10 years of their own analyses, the advances in the academic literature, and 
expert conclusions regarding the appropriate rebound estimate. Since that 2005 rulemaking, the 
agencies have updated their analysis and they have not relied on that 20% rate. In 2010, the 
agencies used a 10% rebound estimate as part of the agencies’ joint CAFE and GHG emission 
standards for MY2012-2016.526 In 2012, in adopting the Clean Car Standards, the agencies again 
arrived at the conclusion that an estimate of 10% would best reflect the rebound expected for the 
baseline standards.527 In 2016, in the Draft TAR, the agencies collectively updated their 
evaluation of the literature and proposed to reaffirm their conclusion that 10% was the 
appropriate rebound estimate.528 In 2017, EPA finalized its portion of that proposal and found 
that the 10% rebound estimate was appropriate.529 In fact, as far back as 2009, NHTSA 
determined that the literature did not support a 20% rebound estimate.530  

All of the arguments that the agencies provide for reserving course on these prior analyses are 
unavailing. As such, the agencies have failed to satisfy their duty to provide a “reasoned 
explanation . . . for disregarding facts and circumstances that underlay or were engendered by the 
prior policy.”531 

                                                 
524 Fox Television Stations, 556 U.S. at 515. 

525 83 Fed. Reg. at 43,104 (explaining that the use of 20% “represents a return to the value employed in the analyses 
for MYs 2005-2011 CAFE standards”). 

526 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards; Final 
Rule, 75 Fed. Reg. 25,324, 25,516-516 (May 7, 2010) (explaining use of 10% estimate). 

527 77 Fed. Reg. at 62,924. 

528 Draft TAR at 10-9 to 10-21. 

529 See Final Determination (concluding that the baseline standards were appropriate in light of the Draft TAR, 
Proposed Determination, Proposed Determination TSD, and public comments); EPA, Proposed Determination on 
the Appropriateness of the Model year 2025-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards under 
the Midterm Evaluation: Technical Support Document at 3-8 to 3-21 (2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100Q3L4.PDF?Dockey=P100Q3L4.PDF [hereafter “Proposed Determination 
TSD”] (reconsidering rebound literature on rebound considered as part of Draft TAR and literature since Draft TAR 
to conclude 10% rebound estimate is appropriate). 

530 At that time, NHTSA used a 15% rebound rate when establishing the MY 2011-2015 CAFE standards, without 
EPA’s involvement. NHTSA, Corporate Average Fuel Economy for MY 2011 Passenger Cars and Light Trucks: 
Final Regulatory Impact Analysis at VIII-5 to VIII-8 (2009), 
https://www.nhtsa.gov/DOT/NHTSA/Rulemaking/Rules/Associated%20Files/CAFE_Final_Rule_MY2011_FRIA.p
df (explaining why NHTSA selected a 15% rebound estimate); id. at I-47 to I-49 (explaining why the agency 
rejected a 20% rebound estimate advocated by some commenters). 

531 Fox Television Stations, 556 U.S. at 516. 
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1. The agencies point to no new evidence supporting a 20% rebound and, in fact, 
ignore new evidence on rebound that does not support the new 20% assumption 

In order to support a 20% rebound estimate, the agencies primarily point to an average that they 
calculate from various rebound estimates in the academic literature and criticize their prior 
conclusions as inconsistent with those averages.532  

As a preliminary matter, the data that the agencies discuss in the proposed rule has generally 
already been discussed and considered by the agencies in previous rulemakings in which they 
arrived at the 10% rebound estimate. And the agencies have not identified a meaningful change 
in the facts, which would justify the new estimate. Specifically, the table on pre-2008 studies that 
the agencies cite contains the same data that the agencies used to arrive at a different conclusion 
in 2012.533 As is made clear in Table 3 below, derived from the various cited rules, virtually all 
of the post-2008 studies that the agencies now list and discuss were already considered when the 
agencies promulgated the Clean Car Standards and when they reaffirmed those standards as part 
of the Draft TAR and EPA’s Final Determination. The agencies have not explained how they 
arrived at different factual conclusions using the same evidence. 

  

                                                 
532 83 Fed. Reg. at 43,100-101, 43,104, 43,105. 

533 NHTSA 2012 FRIA at 849 (TABLE VIII–1, presenting summary statistics on rebound estimates for pre-2008 
studies). 
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Table 3. Post-2008 Rebound Studies Discussed or Considered as Part of Rulemaking and 
Analyses 

 
SAFE Proposed 

Rule534 
Clean Car 

Standards535 
TAR536 

EPA Final 
Determination537 

Small and Van Dender (2007) X X X X 

Barla et al. (2009) X  * * 
Bento (2009) X  X X 
Waddud (2009) X  X X 
Hymel et al. (2010) X538 X X X 
Gillingham (2011)  X X  
West and Pickrell (2011) X  X  
Anjovic and Haas X    

Green (2012) 
X  

(not discussed) 
X X X 

Su (2012) X  X X 
Linn (2013) X  X X 
Frondel and Vance (2013) X  X X 
Liu (2014) X  X X 
Gillingham (2014) X  X X 
Wang and Chen (2014)    X 
Weber and Farsi (2014) X    
Hymel & Small (2015) X  X X 
West et al. (2015) X  X X 
DeBorger (2016) X  X X 
Gillingham et al. (2016)   X X 

Stapleton et al. (2016, 2017) 
X  

(only in PRIA539) 
   

Italicized studies are studies that have been considered in previous agency analyses but that are not 
discussed in the Proposed Rule. 
Bold studies are studies considered in the Proposed Rule that have not been considered previously.  
* included in discussion of Gillingham (2016) 

 

                                                 
534 PRIA at 983-992. 

535 EPA & NHTSA, Joint Technical Support Document: Final Rulemaking for 2017-2025 Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards at 4-23 to 4-24 (2012) 
[hereafter “Clean Car Standards TSD”]. 

536 Draft TAR at 10-9 to 10-19 

537 Proposed Determination TSD at 3-8 to 3-21. 

538 The agencies discuss Hymel et al. (2010) but do not include it in the list of studies they considered. See 83 Fed. 
Reg. at 43,103; PRIA at 983. 

539 Id. at 992. 
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As Table 3 shows, the Proposed Rule identifies three studies that the agencies did not previously 
consider: Anjovic and Haas (2012), Weber and Farsi (2014); and Stapleton et al. (2016; 2017).540 
But the agencies do not even purport to rely on these new studies as particularly relevant when 
selecting their rebound estimate.541 And in any event, the new studies do not provide strong new 
support for the agencies’ 20% rebound estimate. All three of the papers studied rebound outside 
the United States, which, as we explain in detail below, should receive relatively less weight. 
Moreover, Weber and Farsi (2014) used cross-sectional data (an analysis of rebound in only one 
year), which, as we also explain below, should also receive relatively less weight. Therefore, the 
only new evidence that the agencies considered does not support the change in position.  

While the studies the agencies discuss in the proposed rule have previously been considered, the 
Proposed Rule inexplicably fails to discuss a number of studies that were previously considered. 
As demonstrated by the bolded studies in Table 3, the agencies fail to discuss, mention, or even 
list a number of studies that they previously considering in arriving at their 10% rebound 
estimate, including Gillingham (2011), Wang and Chen (2014), and Gillingham (2016). These 
latter two studies provided substantial support for the agencies’ 2012 and 2016 decisions to use a 
10% rebound estimate.542 The agencies also fail to analyze Greene (2012), even though it is 
listed in a table in the PRIA.543 That paper also provided strong support for the agencies’ 
previous 10% rebound findings.544 Ignoring these studies now is arbitrary and capricious. 

As Table 3 helps illustrate, contrary to the agencies’ claim,545 they have not conducted a 
complete survey of the economic literature on the rebound effect with respect to vehicles. Many 
of the missing studies are high-quality studies that should inform the agencies’ decisionmaking. 
Besides the studies that the agencies previously considered, the agencies also omit many of the 
recent papers on this topic, including a 2015 study by Ken Gillingham, A Jenn, and I.M 

                                                 
540 See 83 Fed. Reg. at 43,101. 

541 See PRIA at 992-994 (discussing the key studies the agencies use to select a rebound estimate without discussing 
any of these studies). 

542 Draft TAR at 10-19 to 10-20 (listing Gillingham (2016) in the “Basis for Rebound Effect Used in the Draft TAR” 
section); Proposed Determination TSD at 3-16, 3-19 (discussing Wang and Chen (2014) as the only new study since 
the Draft TAR, and relying on the fact that the study found no rebound effect for households other than low-income 
households as part of the “Basis for Rebound Effect Used in this Proposed Determination” discussion). 

543 PRIA at 983 (listing Green (2012) in Table 8-8 without any further discussion).  

544 Proposed Determination TSD at 3-12 to 3-13, 3-20 (stating that Greene (2012) “appears to support the theory that 
the magnitude of the rebound effect “is by now on the order of 10 percent” and discussing the study in the “Basis for 
Rebound Effect Used in this Proposed Determination” section); Draft TAR at 10-14, 10-20 (same). 

545 PRIA at 982 (“Table 8-8 summarizes estimates of the rebound effect reported in research that has become 
available since the agencies’ original survey, which extended through 2008”). 
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Azevedo,546 and a 2018 paper by T.P. Wenzel and K.S. Fujita.547 These estimates generally 
contain rebound estimates that are lower than 20% and the agencies should not ignore them.  

In addition, a large number—32—of the studies identified in a recent meta-analysis of the 
rebound literature are missing from the agencies’ analysis, including 14 US-based estimates.548 
Of these omitted estimates, Wang and Chen (2014) and Dillon et al. (2015) are particularly 
useful rebound studies because they provided estimates of U.S. rebound, estimated fuel 
efficiency rebound (which, as is described below is distinct from other less useful estimates of 
rebound that appear in the literature), and used methods that account for endogeneity.549 These 
additional studies do not support the agencies’ decision to reject the 10% estimate and adopt the 
20% instead and the agencies should not ignore them either. 

2. The Proposed Rule’s criticisms of the 10% rebound estimate are not compelling 

In defending their reinterpretation of the evidence, the agencies primarily argue that the basis for 
the 10% rebound estimate was limited to a 2007 study by Small and Van Dender, whose 
assumptions have not borne out.550 Specifically, the agencies argue that the 10% estimate was 
justified only if income increases are as assumed in that paper, and according to the agencies, 
follow-up analyses by Hymel et al. (2010) and Hymel and Small (2015), found a weaker 
relationship between rebound and income and produced higher rebound estimates as a result.551 
But this argument is wrong for several reasons.  

First, the agencies are incorrect that the single Small and Van Dender (2007) study formed the 
only basis for their prior conclusion that rebound falls as incomes rise and that a 10% estimate 
was appropriate. In their 2012 Clean Car Standards, the agencies also cited to a wider range of 
academic literature, including Greene (2007), and Hymel et al. (2010), to support the specific 
claim that rebound will decline over time due to increases in income.552 The agencies reaffirmed 
this claim in 2016 and cited several high quality and more recent academic studies, including 
Wadud et al. (2009), Green (2012), Gillingham (2014), and Hymel and Small (2015).553 In the 

                                                 
546 Gillingham et al. (2015). 

547 Wenzel & Fujita (2018). 

548 Compare Dimitropoulos et al. (2018), at 173 (identifying 45 studies, including 21 studies of the U.S.) with PRIA 
at 983 (identifying 16 studies, including 10 studies of the U.S. included in Dimitropoulos et al. (2018) and 3 studies 
of the U.S. that are not included in Dimitropoulos et al. (2018)).  

549 Dillon et al. (2015); Wang & Chen (2014). Note, however, that both studies omit capital costs and are cross-
sectional estimates; the latter study provides only short-run estimates. See Dimitropoulos et al. (2018), Appendix D. 

550 83 Fed. Reg. at 43,104-105; PRIA at 989. 

551 77 Fed. Reg. at 62,924 (discussing academic literature supporting a rebound rate that declines over time) 

552 77 Fed. Reg. at 62,924 (citing Greene (2007), and Hymel et al. (2010)). 

553 Proposed Determination TSD at 3-20 (“Wadud et al. (2009) and Gillingham (2014) find that household and 
individual-vehicle rebound increases, respectively, with increases in household income”); Draft TAR at 10-20 
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2016 analyses, the agencies also cited a 2016 peer-reviewed assessment of the rebound literature 
by Ken Gillingham and coauthors.554 The Gillingham paper developed selection criteria for 
identifying the most reliable studies, and selected only two studies of US rebound effect as 
meeting the criteria.555 Both of these studies arrived at rebound estimates below 10%.556 All of 
these papers supported the previous conclusion that rebound falls with income. Ignoring all of 
this support for the 2012 and 2016 determinations is arbitrary and capricious.  

Second, the agencies now point to a handful of studies that they had already considered, 
including Hymel et al. (2010), Hymel and Small (2015), and claim those studies undermine the 
agencies’ previous conclusions about the relationship between income and rebound and the 10% 
estimate.557 The agencies fail to acknowledge that they previously used these very studies to 
support the income effect, as described above. Moreover, while some of the rebound estimates 
presented in those studies are higher than those found in Small and Van Dender (2007), those 
higher estimates do not undermine the 10% estimate for several reasons.558 For example, the 
18% estimate in Hymel and Small (2015) that the agencies now rely on was produced using a 
deliberately simplified model, which the agencies previously concluded is more relevant for 
estimating rebound from changes in fuel prices than rebound from changes in fuel efficiency.559 
In any event, using more sophisticated modeling, the Hymel and Small (2015) paper found a 
4.0%-4.2% rebound estimate, which the authors found to be more representative than the 18% 
rebound estimate cited by the agencies.560 As such, that paper recognizes that the 18% estimate 
may not be accurate. In addition, Hymel and Small (2015) studied a time period that included the 

                                                 
(“Greene [2012] reports evidence that the magnitude of the rebound effect is likely to be declining over time as 
household incomes rise which would be consistent with Gillingham’s (2014) results showing that individual-vehicle 
rebound increases with household income”). 

554 Draft TAR at 10-20; Proposed Determination TSD at 3-20. 

555 Gillingham (2016), at 75 (Table 1). Of the 8 studies cited, the only two estimates for the U.S. are below 10% 
(focusing on the data for the more recent time period from Hughes et al. (2008). The four state estimates average to 
13%. Id. 

556 Gillingham (2016) at 75. Gillingham also lists estimates from U.S. states, which average to 13%. Id. 

557 See 83 Fed. Reg. at 43,105. 

558 Draft TAR at 10-17 (“these influences are small enough in magnitude that they do not fully offset the downward 
trend in VMT response elasticities due to higher incomes and other factors. Hence, even assuming that the variables 
retain their 2003–2009 values into the indefinite future, they would not prevent a further diminishing of the 
magnitude of the rebound effect if incomes continue to grow at anything like historic rates”). 

559 Draft TAR at 10-17 (explaining that the Hymel and Small conclusions are “important to understand the rebound 
effect based upon fuel prices, they may not be as relevant to the rebound effect due to fuel efficiency”). 

560 Hymel and Small (2015), at 98 (“The results for our preferred specification, labeled Model 3, are summarized in 
Table 3”); id. at 103 (Table 8, presenting US 2000-2009 average fuel efficiency elasticity under more sophisticated 
Models 3 and 5 of -0.042 and -0.040). The confusion over their preferred estimate likely arises because they refer to 
model 1 as their “base specification” and “base model” as it similar to the model estimated in Small and Van Dender 
(2007). 
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2008 recession, which the authors characterizes as a period of “turmoil in energy markets;” the 
authors noted that the financial crisis biased their estimates upwards.561 The agencies have 
elsewhere criticized data based on this time period as non-representative.562 And the papers still 
found a significant income effect and found that the rebound effect declines with income 
increases, which confirms rather than undermines the findings of Small and Van Dender 
(2007).563 As Professor Kenneth Small, one of the authors of Small and Van Dender (2007), 
Hymel et al. (2010), and Hymel and Small (2015), has explained in a letter to the agencies,564 the 
agencies mischaracterize the conclusions of these papers; due to expected future changes in 
income and other factors, Small states that the best estimate of the type of rebound at issue in the 
Proposed Rule is substantially lower than even the agencies’ previous 10% estimate: 0.2% in 
2025.565  

The agencies also point to the recent study from DeBorger et al. (2016), as evidence that the 
income effect in Small and Van Dender was overstated.566 But that study, according to its 
authors, lacked sufficient data to robustly test for the existence of the income effect, and called 
for additional testing of their results with respect to the income effect.567 Even then, like Small 
and Van Dender (2007), the study found a negative income effect (though it is statistically 
insignificant). 568 Moreover, the study was based in Holland which differs considerably from the 

                                                 
561 PRIA at 993-994 (citing Hymel and Small (2015), at 94 (discussing weakness of studies of driving during the 
“most significant recession since the 1930s, accompanied by turmoil in housing markets including foreclosures 
requiring many people to move”); Hymel and Small (2015), at 93 (“We also estimated Model 2 omitting years 2008 
and 2009, in order to evaluate the effect of the financial crisis on the rebound effect. This change decreases the 
rebound effect through changes in pm, pm2, and pm ∗ inc. The short run rebound effect falls by about 1 percentage 
point and the long run rebound effect falls by about 8 percentage points, relative to the version of Model 2 that 
includes years 2008 and 2009. One would expect that drivers would be more sensitive to driving costs following the 
financial crisis, and our estimation bears that out… The estimates from a version of Model 1 without years 2008 and 
2009 also yielded smaller rebound effect estimates compared to the 1966–2009 version.”). 

562 83 Fed. Reg. at 43,089; PRIA at 966. 

563 Hymel and Small (2015), at 102-103 (“Furthermore, we confirm earlier findings that the rebound effect became 
substantially smaller in magnitude over the course of that time period, probably due to a combination of higher real 
incomes, lower real fuel costs, and higher urbanization”). 

564 Letter from Dr. Kenneth Small, Docket No. EPA-HQ-OAR-2018-0283 and Docket No. NHTSA-2018-0067 
(Sept. 14, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-2698; see also Hymel et al. 
(2010) (estimating rebound of 13% in 2004); Hymel and Small (2015) (estimating rebound of 18% during 200-2009 
period). 

565 Letter from Dr. Kenneth Small at 2, Docket No. EPA-HQ-OAR-2018-0283 and Docket No. NHTSA-2018-0067 
(Sept. 14, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-2698. 

566 PRIA at 983. 

567 DeBorger et al. (2016), at 13 (emphasizing that their result “has to be corroborated by other studies”). 

568 The study found a statistically insignificant relationship between income and rebound, the direction of that 
impact was still negative. Id ("Although we use panel data, the number of MOT-tests observed in a 10-year period is 
too small to carry out a panel data analysis of the impact of changes in income on the coefficients for fuel price and 
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U.S., and should be given considerably less weight on this issue than Small and Van Dender 
(2007), Hymel et al. (2010), and Hymel and Small (2015). As such, that study does not support 
the agencies’ proposed conclusions.569 

Third, the agencies’ argument that the slowdown in income from the levels expected in 2012 
undermines the prior 10% estimate is incorrect. The relevant time-period for estimating income 
growth and rebound is the period during which consumers will be using vehicles subject to the 
baseline standards: 2020 to 2050, not the earlier time periods discussed in Small and Van Dender 
(2007) and Hymel and Small (2015). At this time, the agencies expect GPD per capita to be 
substantially higher during the 2020 to 2050 period than the 2000s.570 Pointing to the fact that 
income grew at a slower rate than expected in the 2007 paper does not undermine the agencies’ 
conclusions in issuing the Clean Car Standards that over the 2020-2050 period, income will be 
sufficiently high to support a 10% rebound estimate.571 

Fourth, the agencies provide an unsupported assertion that rebound may increase as income 
increases because increases in income will allow consumers to own multiple cars, which will 
then be driven more. The agencies argue that higher income families have multiple vehicles and 
cite to “some studies,” which they do not identify, that find that households with multiple 
vehicles have higher rebound.572 In fact, a systematic analysis of studies suggests that the 
rebound effect is smaller for households with multiple vehicles.573 The Proposed Rule’s analysis 
on this point conveniently ignores the Wang and Chen (2014) study, which found that the 
rebound effect is only significant for households making $25,000 or less—an important insight 
that should be taken into account in rebound assessments.574  

As these papers all show, the relationship between rising incomes and lower rebound is strongly 
supported. The literature indicates that the rebound effect should decline with rising income for 

                                                 
fuel efficiency in our demand equation. However, what we can do is carry out a cross-sectional analysis and analyze 
whether the sensitivity of kilometre demand for changes in the fuel price and in fuel efficiency depend on a 
household’s place in the income distribution…The point estimates also seem to suggest that the sensitivity of 
demand to changes in fuel efficiency declines with income. However, the interaction term of the fuel efficiency 
variable with income is not significant at the usual significance levels, and we are unable to reject the hypothesis 
that the size of the rebound effect is independent of a household’s position in the income distribution”). 

569 PRIA at 989 n. 528. 

570 Id. at 993. 

571 Id. at 982 (“income growth that had been anticipated to erode the value of the rebound effect had not 
materialized”). 

572 Id. at 989. 

573 Dimitropoulos (2018), at 170-171. 

574 Proposed Determination TSD at 3-16 (Wang and Chen (2014) “find that the rebound effect is only significant for 
the lowest income households (up to $25,000)”). 
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two reasons.575 First, as incomes rise, the rebound income effect diminishes because household 
demand for vehicle travel is closer to saturation levels. In particular, high-income families will 
feel less of a budget constraint (i.e., they are consuming all goods, including driving, nearer to or 
at their optimal level).576 Second, as incomes rise, the opportunity cost of spending time in a 
vehicle increases. As time costs increase relative to energy costs, the relative importance of 
energy costs should decline, and drivers should limit the extent to which fuel efficiency will 
increase driving.577 This effect is magnified by the fact that as income and driving increase over 
time, congestion will also increase. This will require drivers to spend more time in their vehicles 
and limit the extent to which drivers respond to lower prices with more driving.578  

A few additional details support a lower rebound estimate as income increases. For example, 
there is evidence in the literature regarding rebound and energy efficiency outside of the 
passenger vehicle sector, which shows that rebound declines with income.579 This includes 
studies of rebound related to residential energy use from greater adoption of efficient appliances 
such as refrigerators, air conditioners, and solar lanterns. Studies that compare rebound across 
countries also provide empirical support for the agencies’ prior conclusions that the rebound 
effect declines as income rises.580 In addition, because congestion can have a moderating effect 
on rebound, the agencies should model the impact that expected increases in congestion will 
have on rebound during 2020-2050.581 Finally, high-quality academic literature that the agencies 
have failed to consider provides independent support for the prior 10% rebound estimate. In 
particular, in a 2009 literature review of the direct rebound effect in multiple sectors, Steve 
Sorrell and coauthors conclude that long-run rebound is between 10% to 30%, with the best 
estimate closer to 10%.582  

For all of these reasons, EPA was correct to note during the interagency review process that 
NHTSA’s own analysis and the literature indicate that the rebound effect is expected to decline 

                                                 
575 Sorrell et al. (2009), at 1357, 1360 n. 8; Dimitropoulos et al. (2018), at 171. 

576 Id. at 1357. 

577 Id. at 1366 n. 8. 

578 See Hymel et al. (2010) at 1221. 

579 Azevedo (2014), at 411-12 (identifying studies that show that the rebound effect of home energy use varies by 
income). 

580 See Dimitropoulos et al. (2018), at 172. 

581 The agencies should also take into account the relationship between income, congestion, and VMT when 
developing VMT schedules. See Section V.A.2. 

582 Sorrell et al. (2009) at 1360; id. at 1361 (“Moreover, most studies assume that the response to a change in fuel 
prices is equal in size to the response to a change in fuel efficiency, but opposite in sign . . . Few studies test this 
assumption explicitly and those that do are either unable to reject the hypothesis that the two elasticities are equal in 
magnitude, or find that the fuel-efficiency is less than the fuel cost per kilometer elasticity . . . The implication is that 
the direct rebound effect may lie towards the lower end of the above range (i.e., around 10%).”) 
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over time as income rises.583 As this section demonstrates, the literature does not support the 
agencies’ proposal to abandon the 10% rebound estimate that they previously adopted. 

C. The agencies’ approach led them to estimate an inflated rebound effect 

The agencies have adopted a methodology that uses the average of the estimates of rebound that 
they have collected.584 However, using averages is a disfavored approach for a number of 
reasons. The averaging approach does not address the disparity in precision and quality of the 
estimates that are part of the average. It does not account for the pertinence of specific estimates 
to the particular policy context. And it does not address the fact that multiple studies have 
overlapping samples, overlapping authors, or overlapping methods. Using an averaging method 
here was inappropriate because the estimates of rebound presented in the academic literature are 
not equally valid estimates of rebound and are not equally relevant to the question the agencies 
investigate here. As such, as described further below, a simple average does not lead to a reliable 
estimate. 

The agencies should more proactively evaluate rebound estimates based on selection criteria. In 
the alternative, the agencies should conduct a sophisticated meta-analysis of the existing rebound 
literature to arrive at the best estimate, consistent with EPA’s guidelines for reaching conclusions 
using multiple studies. In either case, a rebound estimate of 20% would not be supported. 

1. The simple average that the agencies use to calculate the rebound effect in the 
Proposed Rule is unreliable and produces improperly inflated estimates  

Instead of considering all available studies equally, the agencies should consider only those 
estimates of rebound that are predictive of the kind of rebound at issue here or should give non-
preferred studies only partial weight. Many of the studies that the agencies include in their 
average do not meet the below requirements for full weight or inclusion. That error renders the 
agencies’ conclusions arbitrary and capricious.  

In summary, the best estimates include: 

 Measures of the driving changes due to changes in fuel efficiency, rather than measures 
of how driving changes as fuel price changes or that measure how fuel consumption 
changes as fuel price changes.  

 U.S.-based national studies rather than studies of rebound in other countries or within 
single U.S. states. 

 Measures that best reflect the time period of the analysis (i.e., 2020-2050), including 
studies that use more recent data (i.e., measures conducted after the 2008 recession). 

                                                 
583 EPA, Comments on NPRM and Preliminary RIA sent to OMB, at 1659 (July 26, 2018) (explaining that literature 
and NHTSA’s previous findings reported “persuasive evidence that the magnitude of the rebound effect is likely to 
be declining over time”). 

584 83 Fed. Reg. at 43,100 (finding that the average values of pre-2008 studies to be 22-23%); id. at 43,105 
(discussing 10%-40% average rebound of post-2008 studies); PRIA at 993.  
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 Studies with high quality identification strategies, including those that account for the 
endogeneity of fuel efficiency. 

 Measures that include data from multiple years (i.e., panel methods) or that apply an 
experimental/quasi-experimental approach and that are internally valid. 

 Short-run and medium run estimates of rebound because long-run estimates suffer from 
identification problems.585  

The most important categories of rebound estimates are discussed in turn. The agencies should 
follow these guidelines. 

a.) The agencies should consider estimates of fuel efficiency rebound rather 
than other proxy estimates of rebound  

There are four types of econometric estimates of the rebound effect in the academic literature, 
some of which are better than others for estimating the rebound rate of fuel efficiency or 
emissions standards.586  

The agencies should give the most weight to estimates of the elasticity of distance traveled with 
respect to fuel efficiency, as this is the directly relevant estimate. For this reason, in a recent 
meta-analysis of rebound estimates in the literature, Dimitropoulos and coauthors explained that 
“the elasticity of travel demand with respect to fuel efficiency should be preferred to other 
measures whenever this is possible.”587 

 Fuel efficiency rebound. The most relevant rebound estimate for the purposes of the 
Proposed Rule is the extent to which driving changes due to changes in fuel efficiency—
called the “elasticity of distance travelled with respect to fuel efficiency” or “fuel efficiency 
rebound.” The agencies have previously acknowledged that estimates of fuel efficiency 
rebound are the most directly relevant measures for the purpose of estimating the effect of 
the baseline standards.588  

 CPM rebound. When fuel efficiency rebound cannot be measured, the next closest proxy 
estimate would be to measure the extent to which driving changes as the cost per mile (CPM) 
of driving decreases—called the “elasticity of distance traveled with respect to the cost of 
driving” or “CPM rebound.” The cost of driving includes fuel costs per mile (fuel price 
divided by fuel efficiency), but could also include other costs such as depreciation. However, 
its estimation raises several concerns, in particular because measures of CPM rebound 
diverge from measures of fuel efficiency rebound for a number of behavioral economic 

                                                 
585 Gillingham et al. (2016), at 74-75. 

586 Sorrel et al., (2009), at 1358-1360; Dimitropoulos et al., (2018) at 164. 

587 Dimitropoulos et al. (2018), at 196. 

588 NHTSA 2012 FRIA at 847 (“ideally, the rebound effects measured directly by estimating the change in vehicle 
use, during some time period that results from a change in vehicle fuel efficient”). 
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reasons. Changes in CPM, and particularly changes in gasoline prices, are highly salient and 
so have more influence on consumer behavior than fuel efficiency changes.589 In addition, 
many of the recent studies that measure the change in cost of driving have been measures of 
consumer response to fuel price increases, but consumers tend to be more responsive to price 
increases than decreases590 and because fuel efficiency acts like a price decrease, studies that 
measure rebound based on price increases may overestimate fuel efficiency rebound. The 
Dimitropoulos meta-analysis found that the elasticity of driving with respect to fuel 
efficiency is significantly lower than the elasticity of driving with respect to fuel costs and 
fuel price.591 In addition, changes in fuel price can change the cost of driving for both new 
and used vehicles. Studies of CPM rebound often use data on the change in driving behavior 
of both new and used vehicles. Yet, the change in driving by newer vehicles is less 
responsive than the change in driving by older vehicles for a given fuel efficiency increase.592 
Therefore, by including used vehicles, studies of CPM rebound will be an overestimate of 
fuel efficiency rebound. Finally, in a large portion of the studies of CPM rebound, the 
methods used to measure rebound have been flawed and have biased estimates upward.593 
When costs of driving increase (such as due to a gasoline price hike), consumers are more 
likely to buy a more fuel efficient vehicle. However, the type of consumer that is likely to 
buy a fuel efficient vehicle when prices increase is also likely to be the type to benefit most 
from a fuel efficient vehicle (i.e., they have a long commute).594 A large portion of studies of 
CPM rebound do not account for this relationship (such as by controlling for the endogeneity 
of fuel-efficiency), and so effectively assume that these interactions do not occur. This causes 
an overestimate of CPM rebound and therefore, when used as a proxy for fuel efficiency 
rebound, causes the rebound rate to be inflated.  

 Fuel price rebound. A subset of the cost of driving, fuel price, introduces a third estimate of 
rebound: the extent to which driving changes due to changes in fuel price— the “elasticity of 
distance travelled with respect to fuel price” or “fuel price rebound.”595 Fuel price is a 
component of the cost of driving and so fuel price rebound is a poor proxy for fuel efficiency 
rebound for the same reasons that CPM rebound is a poor proxy. But fuel price rebound is 

                                                 
589 Gillingham et al. (2016), at 74; Azevedo (2014), at 409. Some economists argue that the elasticity of distance 
traveled with respect to fuel efficiency should be higher than elasticity of distance traveled with respect to cost of 
driving due to its permanence relative to the fleeting nature of price changes. Tierney & Hibbard (2018), at 14. 
However, empirical evidence does not support this finding, as discussed later. 

590 Tierney & Hibbard (2018), at 15. 

591 Dimitropoulos et al. (2018), at 169-170. 

592 Gillingham et al. (2015), at S49. 

593 Small and Van Dender (2007), at 27. 

594 Id.  

595 Dimitropoulos et al. (2018), at 164. 
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also an overestimate for an additional reason: fuel price rebound considers only reductions in 
the fuel-related costs of driving, whereas fuel efficiency involves reduction in the cost of 
driving but also includes the increased cost of purchasing a more fuel efficient vehicle.596 
Studies of fuel price rebound do not take into account the capital cost income effect, which 
has a moderating effect on rebound. So, when used as a proxy for fuel efficiency rebound, 
fuel price driving will cause estimates to be inflated.597  

 Fuel consumption rebound. The least useful measure of the rebound effect caused by fuel 
efficiency changes comes from estimates of the extent to which fuel consumption changes as 
fuel price changes—the “elasticity of fuel consumption with respect to fuel price” or “fuel 
consumption rebound.” This type of estimate does not directly measure changes in driving. 
And academic studies have shown that changes in fuel consumption will always produce 
higher rebound estimates than changes in fuel efficiency will in a real world setting (i.e., 
when fuel efficiency is endogenous), and so this rebound estimate serves as an upper bound 
when used as a proxy for the rebound effect.598 This has led some academics to ignore this 
latter group of estimates when trying to estimate the relationship between fuel efficiency and 
driving.599 

Given that fuel efficiency rebound is the effect that the agencies are trying to measure, and given 
the lack of evidence that the other measures are equivalent, the agencies should focus primarily, 
if not exclusively, on studies that measure fuel efficiency rebound.  

b.) The agencies should take care in selecting studies to avoid features that 
would improperly inflate the estimates 

In addition, there are several features that could make fuel-efficiency rebound studies unreliable. 
The agencies need to consider these issues as well in selecting which studies to include:  

Estimates of rebound that incorporate capital costs. The agencies should prefer elasticity 
estimates that account for the capital cost of the new vehicles. Because high capital costs reduce 
rebound by reducing consumers’ income available to purchase other goods, such as driving (the 
“capital cost income effect”), analyses that omit capital costs will yield inflated estimates of 

                                                 
596 Gillingham et al. (2016), at 69. Cost of driving rebound may also suffer from this problem to the extent that the 
cost of driving parameter fails to include an estimate of vehicle capital costs. 

597 Dimitropoulos et al. (2018), Appendix D; Gillingham et al. (2016), at 68-69. Note however that a handful of 
studies of the elasticity of driving with respect to fuel price control for the capital cost and so would not suffer from 
this error. However, this still constitutes a minority of studies. Of the 1,142 rebound estimates in the Dimitropoulos 
et al. (2018) dataset, 236 estimates account for capital costs. 

598 Sorrel et al., (2009), at 1359 n. 6; Sorrel and Dimitropoulos (2008), at 16-18. 

599 Dimitropoulos et al. (2018), at 165. 
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rebound.600 Only 14% of the studies on which the agencies relied account for capital costs,601 we 
should expect this to bias a simple average upwards.  

Estimates of rebound in the United States. U.S.-based estimates are far more relevant than 
foreign estimates for measuring the effects of a policy that would change the cost of driving for 
U.S. drivers. It is not merely that U.S. drivers and foreign drivers are culturally different. Rather, 
the U.S. differs substantially from other regions in terms of the price of gasoline, the density of 
the population, and income levels; each of which has been shown in various studies to affect the 
rebound effect.602 The U.S. has characteristics that are generally associated with lower rebound 
in the academic literature: higher incomes, lower population densities, and lower fuel prices.603 
Many countries that are the subject of rebound studies—generally European countries—have 
higher income, population density, and fuel prices. Therefore, taking an average of both U.S. and 
foreign estimates will inflate the estimate of rebound that will occur in the U.S. In addition, 
studies at the national-scale are more relevant than studies of various states and subregions, as 
the latter only capture subsets of the relevant population. Because state studies are more likely to 
use reliable data sources such as odometer readings, state level studies should not be ignored. 
However, in developing a methodology to weight studies, the agencies should take into account 
the divergent characteristics of the state studied. Only 56% of estimates in the agencies’ analysis 
are for the United States,604 so we should expect the use of these estimates to bias a simple 
average upwards.  

Estimates of rebound that will occur in 2020-2050. As discussed above, rebound is relevant in 
the context of the Proposed Rule only to the extent that improved fuel efficiency increases 
driving during the 2020-2050 period. The agencies should therefore use studies that can project 
the rebound effect of the 2020-2050 timeframe rather than assume that estimates of historic 
rebound can be directly applied to the baseline standards. More recent studies that look at more 
recent data will be more applicable than older studies. In other words, more recent studies are 
better predictors of future rebound because “behavioral responses are contingent upon technical, 
institutional, policy and demographic factors that vary widely between groups and over time.”605 

                                                 
600 Dimitropoulos et al. (2018) at 171. 

601 See id., Appendix D (listing studies). Dimitropoulos excluded three estimates that contain this feature: Waddud 
(2009), West and Pickrell (2011), and West et al. (2015). 

602 Dimitropoulos et al. (2018) at 172; EPA (2018), at 31; Gillingham et al. (2016), at 75. 

603 Dimitropoulos et al. (2018), at 171. 

604 See id., Appendix D (listing studies). Specifically, the following recent studies use data from outside of the 
United States: De Borger (2016) (Denmark); Barla (2009) (Canada); Frondel and Vance (2012); Anajovic and Haas 
(2012); Weber and Farsi (2014); and Stapleton (2016, 2017). This other estimates using date from outside of the 
United States were not included in Dimitropoulos et al. (2018): Waddud (2009), West and Pickrell (2011), and West 
et al. (2015). 

605 Sorrel et al. (2009), at 1359. 
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In the Clean Car Standards, the agencies noted that “[w]hile some older studies provide valuable 
information on the potential magnitude of the rebound effect, those that include more recent 
information may provide more reliable estimates of how this rule will affect future driving 
behavior.”606 Now the agencies rely on many older studies, including a number of studies prior 
to 2008 when income was depressed, in calculating average rebound effects.607 This reliance on 
older studies using data on older vehicles biases the estimate upwards.608 

Studies using strong statistical methods and data. The agencies should only rely on, or should 
more heavily weight, studies with a strong statistical and methodological basis and reliable 
data.609 Most importantly, reliable studies account for the fact that fuel efficiency is correlated 
with other attributes (that is, fuel efficiency is endogenous).610 There is evidence that more fuel-
efficient vehicles have a lower rebound effect.611 Energy efficiency may be correlated with other 
vehicle attributes,612 household attributes, and time; some of which are unobservable.613 As such, 
the agencies should place greater weight on studies that address this endogeneity, usually using 
instrumental variables or simultaneous equations.614 Failure to account for endogeneity means 
that the study is unable to disentangle to what extent VMT is rising because of fuel efficiency 
and to what extent it has risen due to changes in other factors (including reverse causality). In 
other words, studies that do not address issues with endogeneity may overstate the extent to 

                                                 
606 NHTSA 2012 RIA at 848. 

607 PRIA at 981 (Table 8-7). 

608 Dimitropoulos et al. (2018), at 171. 

609 Gillingham et al. (2016), at 74. 

610 Id.; Small and Van Dender (2007), at 30; Sorrell et al. (2009), at 1363. 

611 Gillingham et al. (2015), at 549. 

612 Sorrell et al. (2009), at 1357; Gillingham et al. (2016), at 69. 

613 Sorrell et al. (2009), at 1358. 

614 The net effect of these trends is unclear. Dimitropoulos et al., (2018), at 171. GDP increases over time and will 
decrease the rebound effect. Congestion and density tend to increase over time and increasing congestion will 
decrease rebound, Hymel et al. (2010), while increased density has been shown to increase the rebound effect. As 
such, the agencies should also include a density adjustment to their VMT schedules to control for density. Similarly, 
the future direction of gasoline prices is relatively uncertain. The U.S. Energy Information Agency generally 
assumes a long-run upward trend in gasoline prices, which implies a higher rebound effect. But as with density, this 
suggests a need to adjust VMT schedules. 
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which fuel efficiency is the cause of extra VMT.615 Only 28% of estimates in the agencies’ 
analysis account for endogeneity,616 and we should expect this to bias a simple average upwards.  

Additionally, some estimation strategies are preferred to others. For example, cross-sectional 
studies should be given less weight (or dropped altogether) as they: disagree over appropriate 
specification;617 suffer from omitted variable bias making them unreliable;618 and are only as 
representative as the year the data was taken.619 Time-series data may not be as reliable due to 
the fact that a limited number of data points are available.620 Academic economists also disagree 
about how to properly construct models using this data.621 These econometric issues led one 
careful survey of the literature to conclude that “estimates from many econometric studies appear 
vulnerable to bias, likely leading to an inflated estimate. The most likely effect of the latter is to 
lead the direct rebound effect to be overestimated.”622 Panel methods and experimental designs 
should be treated as preferred methodologies.623 

Studies that use odometer data at the vehicle or household level are the most reliable. This is 
particularly the case because some micro-economic data are known to be problematic. For 
example, many cross-sectional microeconomic studies use data from the 2009 NHTSA 
household survey. Those estimates “should be interpreted with caution” since they present 
rebound estimates that range from 0% to 87% using identical datasets.624 The 2009 NHTSA 
dataset is also problematic because it includes data from 2009, a highly non-representative year, 

                                                 
615 Small and Van Dender (2007), at 40; Dimitropoulos et al. (2018), at 172 & n. 23. Note that there is some 
evidence pointing to downward bias as well. See Small and Van Dender (2007), at 30. A meta-analysis by 
Dimitropoulos finds some downward bias. Dimitropoulos et al., (2018), at 172 & n. 23. However multi-collinearity 
raises questions about how to accurately interpret this result. The direction of the bias is not completely unclear. 

616 See Dimitropoulos et al. (2018), Appendix D (listing studies with this feature). Specifically, the following studies 
have this feature: West and Pickrell (2011), Su (2012), Linn (2013), Liu et. al (2014), Gillingham (2014), and West 
et. al. (2015). Dimitroupoulos excluded three estimates with this feature: Waddud (2009), West and Pickrell (2011), 
and West et al. (2015). 

617 Sorrell et al. (2009), at 1360. 

618 Gillingham et al. (2016), at 73-74. 

619 83 Fed. Reg. at 43,089; PRIA at 966. 

620 Sorrel et al. (2009), at 1360. 

621 Id. (identifying disagreement regarding appropriate specification with respect serial correlation and lagged 
dependent variables). 

622 Id. at 1364. But see Dimitropoulos et al. (2018), at 169 (finding some evidence of negative bias). 

623 Gillingham et al., (2016), at 74 (recommending quasi-experimental approaches); but see Sorrel et al. (2009), at 
1364 (“The methodological quality of many quasi-experimental studies is poor, while the estimates from many 
econometric studies appear vulnerable to bias. The most likely effect of the latter is to lead the direct rebound effect 
to be overestimated”). Advances in experimental design may explain some of the difference between Gillingham et 
al.’s 2016 conclusions and Sorrel et al.’s earlier conclusions. 

624 Sorrel et al. (2009), at 1360. 



117 

relies on self-reported odometer readings and has a poor sample size.625 Alternatively, studies 
that rely on more aggregated data on travel demand can have significant measurement errors.626 
As shown in Table 4, 44% of the studies in the agencies’ analysis are cross-sectional, of which 
86% are based on the problematic NHTSA household surveys.  

Medium-run elasticity estimates are more reliable. Academic studies of rebound often include 
different estimates for different timeframes, including rebound over the short-run, over the 
medium-run, and over the long-run. Generally, these estimates find that the rebound effect 
increases over time (i.e., driving is less elastic in the short-run than in the long-run) because 
households have more opportunities to take action that results in more driving over time (e.g., 
taking a new job further from home).627 Currently, NHTSA relies exclusively on long-run 
estimates.  

The agencies need to take a dynamic approach to rebound instead of disregarding short and 
medium-run estimates as in the current approach. Not only is the current approach incorrect but 
it is also inconsistent with the agencies’ approach elsewhere. For instance, the agencies’ 
scrappage model employs lagged variables that capture the shifts in behavior from short- to long-
run.628 At the very least, the agencies should incorporate the movement from short-run rebound 
effects to long-run rebound effects on VMT rather than apply a single rebound estimate to all 
vehicles in all years.  

In addition, long-run rebound estimates do not have a strong statistical and methodological 
basis.629 In an analysis of the rebound effect and related academic literature, which the agencies 
have inexplicably failed to consider, Ken Gillingham and coauthors note that 

Long-run elasticies are harder to estimate credibly and thus harder to come by. All 
[reliable studies also] provide either short-run or medium-run estimates. . . . . [W]e 
believe that short-run and medium-run estimates are more reliable.630 

The agencies should consider reducing their reliance on long-run estimates by substituting them 
with the medium-run estimates available in the literature, by including both long-run and 
medium-run estimates, or by carefully selecting only those long-run estimates that were 
developed using methodologies that address the concerns identified above. 

                                                 
625 83 Fed. Reg. at 43,089; PRIA at 966. 

626 Dimitropoulos et al. (2018), at 165 & n. 6. 

627 Gillingham et al. (2016), at 74. 

628 PRIA at 1044 (showing lagged variables in the scrappage model). 

629 Gillingham et al. (2016), at 74. 

630 Gillingham et al. (2016), at 74. 
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The agencies have ignored many relevant and recent studies of rebound in the academic 
literature and relied on several studies that contain problematic and non-representative data and 
findings, as summarized in Table 4. And the studies that they include in their calculations of 
average rebound estimates largely fail to meet the criteria of reliable and predictive estimates for 
the type of rebound at issue in the Proposed Rule. Moreover, these lower quality estimates tend 
to be biased in one direction: upwards.631 As a result, the agencies’ conclusions regarding the 
appropriate rebound estimate of 20% are, inappropriately biased upwards.  

  

                                                 
631 Upward biases result from including studies that: estimate elasticities of VMT demand and fuel consumption 
with respect to driving cost and fuel price, forget capital costs, use data from non-US countries, and estimate the 
long-run effect. Other quality issues have an unclear effect. No approach that the agencies use clearly biases 
estimates downwards. 
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Table 4. Disfavored Features in the Post-2008 Rebound Studies Considered by Agencies632 

Authors (Date) 

Non-
preferred 
rebound 
estimate a 

Omitted 
Capital 
Costsb 

Non-
US 

Data 

Non-
representative 

periodc 

Ignores  
endogeneityd 

Not 
panel 
data 

2009 
NHTSA 
Survey 

Barla et al. (2009) ✔   ✔   *     

Bento (2009) ✔       ✔ ✔   

Wadud (2009) ✔ ✔   ✔ ✔ ✔   
West and Pickrell 
(2011) 

* ✔     ✔ ✔ ✔ 

Anjovic and Haas 
(2012) ✔ ✔ ✔ ✔ ✔ ✔   

Su (2012) ✔ ✔     ✔ ✔ ✔ 
Greene (2012) * ✔   ✔ ✔ ✔   

Linn (2013) * ✔     * ✔ ✔ 
Frondel and Vance 
(2013) 

* ✔ ✔   *     

Liu (2014) * ✔       ✔ ✔ 

Gillingham (2014) X ✔ 
State-
level 

  *     

Weber and Farsi 
(2014) 

  ✔ ✔   * ✔   

Hymel & Small 
(2015) ✔             

West et al. (2015)   ✔       ✔ ✔ 
DeBorger (2016) * ✔ ✔   *     
Stapleton et al. (2016, 
2017) 

* ✔ ✔ ✔ ✔ ✔   

* At least one estimate in the study avoids the problem. If a range is presented, some estimates that make up the 
range may suffer from the problem. 
a Wadud (2009) is the sole fuel consumption rebound estimate. (cont. on next page) 
b West et al. (2015) accounts for the price of the vehicle. But the authors also look at groups that do and do not 
receive a vehicle subsidy. This is problematic because the subsidy group buys a cheaper vehicle and receives a 
subsidy. Therefore, the results of this study should be interpreted as supporting a negative rebound effect if capital 
costs are accounted for. 
c We define a study as using data from a non-representative time period if it includes data from before the 1990s. 
Note that even if studies use data from a non-representative period, this issue can be explicitly addressed through 
updating explanatory variables (e.g., GDP per capita) ex-post in some cases. 
d While West and Pickrell (2011) attempt to address simultaneity, the study did so inadequately according to the 
authors 

                                                 
632 The information in this table is derived from Dimitropoulos et al. (2018), Appendix D, with the exception of 
Wadud (2009), West and Pickrell (2011), and West, et al (2015).   
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2. The Agencies should follow EPA guidelines regarding how to draw valid 
conclusions from an academic literature that involves multiple estimates 

EPA has developed guidelines on meta-analysis that provide best practices for how the agency 
should rigorously evaluate circumstances such as this where the academic literature is varied and 
contains a number of potentially relevant estimates.633 EPA’s guidelines are consistent with the 
best practices established in the academic literature.634 By using a simple average of many 
studies of varying quality, the agencies have failed to follow EPA’s own guidelines and so their 
conclusions regarding the appropriate rebound rate are not reliable. 

In its guidelines, EPA identifies a number of types of meta-analysis methods.635 EPA explicitly 
describes four types of meta-analysis in a 2016 update on its guidelines:  

(1) Closely Matched Studies: “Develop independent estimates for relevant cases, using only 
studies that are closely matched on . . . individual characteristics.”636 

(2) Weighted Average: “Develop a baseline distribution of estimates . . . and a set of 
adjustment factors for . . . individual characteristics as warranted.”637 

(3) Meta-regression: “Develop a meta-regression model to estimate [rebound] as a function 
of . . . individual characteristics.”638 

(4) Structural Model: “Develop and estimate a structural preference function.”639 

By generally averaging studies without any specific weighting, the agencies have adopted none 
of these meta-analysis techniques. 

                                                 
633 EPA, Report of the EPA Working Group on VSL Meta-Analyses, Report EE-0494. (2006), 
http://yosemite.epa.gov/ee/epa/eerm.nsf/vwAN/EE-0494-01.pdf/$file/EE-0494-01.pdf [hereafter “EPA Meta-
Analysis Guidelines”]; see also EPA, Valuing Mortality Risk Reductions for Environmental Policy: A White Paper 

at 46-53 (2010), https://www.epa.gov/sites/production/files/2017-08/documents/ee-0563-1.pdf [hereafter “Meta-
Analysis Guidelines 2010 Update”]; EPA, Valuing Mortality Risk Reductions for Policy: a Meta-Analytic Approach 
(2016), 
https://yosemite.epa.gov/sab/sabproduct.nsf/36a1ca3f683ae57a85256ce9006a32d0/0CA9E925C9A702F285257F38
0050C842/$File/VSL+white+paper_final_020516.pdf. [hereafter “Meta-Analysis Guidelines 2016 Update”]. 

634 Several guidelines are available for meta-regression in the academic literature: Nelson, & Kennedy (2009); 
Rhodes (2012). 

635 EPA Meta-Analysis Guidelines at 19-24. 

636 Id. at 8. 

637 Id. 

638 Id. 

639 Id. 
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EPA’s initial guidelines and subsequent application of those guidelines include direction for how 
the agencies should consider multiple studies to arrive at an individual value for use in a 
regulatory setting.640 The agencies have failed to meet a number of these directives including: 

 The need to establish a priori decision rules for which studies and individual values will 
be included or excluded or more heavily weighted;641 

 The need to use a valid method for synthesizing the results of multiple studies in order to 
address econometric complications, including duplicate estimates, dependent errors 
(overlapping data and study authors), and heteroskedasticity (variance in precision of 
study);642 

 The need to identify the population to be studied up-front (e.g., rebound caused by fuel 
efficiency among U.S. households);643  

 The need to characterize and measure the uncertainty of combined estimates, such as 
through standard errors or confidence intervals;644 

 The preference for analyses that incorporate several study characteristics together (e.g., 
meta-regression) over separate analyses of individual predictors of outcomes for different 
subsets of studies.645  

The agencies’ approach in the Proposed Rule—averaging estimates from a seemingly arbitrary 
subset of estimates in the literature—does not meet these criteria. The agencies have not 
identified any particular criteria for including or rejecting studies. Nor have they identified how 
exactly they synthesized the results from multiple studies. They have used studies that cover a 
wide range of populations (e.g., U.S. based studies and non-U.S. based studies, studies that 
measure elasticity of driving with respect to cost of driving and studies that measure elasticity of 
driving with respect to fuel efficiency, etc). Beyond reporting incredibly large ranges within the 
literature, the agencies do not discuss uncertainty in their preferred 20% rebound estimate. And 
by averaging all studies, the agencies incorporate different study characteristics but do so in a 
way that treats all characteristics equally.  

The agencies should move away from the proposed approach and use one of the meta-analysis 
methodologies discussed in EPA’s meta-analysis guidelines instead. Each option is discussed in 
turn.  

                                                 
640 The purpose of the meta-analysis guidance was for the construction of the Value of a Statistical Life (VSL). Id. 
However, the procedures and principles are broadly applicable.  

641 Id. at 9. 

642 Id. at 10.  

643 Id. at 19-20. 

644 Id. at 20. 

645 Id. at 22. 
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Meta-Regression. Meta-regression is a particularly valuable form of meta-analysis,646 which 
uses econometric techniques to combine different studies and arrive at joint conclusions. Meta-
regression allows analysts to adjust for factual and methodological causes of variation between 
different studies.647 Specifically, it can control for many of the features of rebound studies that 
make them less relevant to the particular policy context of the Proposed Rule. Done correctly, 
meta-regression can address a variety of confounding issues including duplicate estimates, 
omitted variables, measurement error, dependent errors, and heteroskedasticity. EPA’s 
guidelines provide detailed recommendations for the construction of a proper meta-regression.648 

Only one academic study, by Alexandros Dimitropoulos and coauthors, has conducted a meta-
regression of the rebound effect.649 The study produces a variety of rebound estimates, including 
two estimates using two different preferred regression methods—fixed-effects regression and 
weighted-least squares regression.650 While approximately one third of the data is not from the 
U.S., the study’s meta-regression methodology at least partially addresses the issue of divergent 
geographic studies. This allows the authors to derive a long-run rebound effect of approximately 
15% for a country approximately like the U.S.651  

The study’s methodology is sound. But the agencies should not rely on the study’s rebound 
estimates for three reasons. First, the standard errors of the top-line regressions are so large that 
they limit the ability to make statistically significant claims about the magnitude of rebound for 
the purpose of setting policy.652 Second, the two different preferred regression methods in the 
paper produce substantially different results about the overall magnitude of the rebound effect. 
Third, the results of the weighted-least squares regression demonstrate that very imprecise 
studies (i.e., studies with a very wide range of estimates) are driving up the rebound effect in the 
fixed effects regression.653 These features of the study suggest that the specific estimates of the 
study are not reliable indicators of rebound.  

                                                 
646 Howard and Sterner (2017), at 205. 

647 Id. at 205-06. 

648 EPA Meta-Analysis Guidelines at 10-25 with specific focus on meta-regression at 23-25; Meta-Analysis 
Guidelines 2010 Update at 46-53; Meta-Analysis Guidelines 2016 Update at 20-25. 

649 Dimitropoulos et al. (2018), at 163, 166; id. at 170 (Table IV). 

650 The paper also reports results in its abstract. Dimitropoulos et al. (2018), at 163. However, these estimates are not 
the results of their sophisticated meta-regression. 

651 Id. at 172 (Table V). 

652 Id. 

653 Dimitropoulos et al. (2018) makes their data and code available in Appendix D. Applying the average sample 
size as weights within groups in the fixed effects regression also produces a negative estimate of -0.55 instead of -
0.4 or 0.15. Additionally, variables for sample size and standard errors are statistically significant if included 
individually or jointly in the fixed effects regression, which indicates an upward bias. Furthermore, the increased 
capital cost of new vehicles is not accounted for and should further push down these rebound effect estimates.  
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While the study is not useful for making specific claims about rebound, it is nonetheless useful 
as evidence of the directional impact of particular estimate attributes. This meta-regression finds 
that rebound is lower for elasticities of fuel-efficiency than elasticities of fuel price and CPM; 
rebound is lower as income increases, rebound is lower over time and is generally lower in the 
U.S., and rebound is higher for single vehicle owners than multi-vehicle families.654 These 
directional estimates can be taken into account through other meta-analysis methodologies, 
discussed above. 

Closely Matched Studies. An alternative methodology to meta-regression would be for the 
agencies to use only studies that most closely match the context of the policy.655 This can be 
accomplished by applying selection criteria to the available studies. In addition, because studies 
often contain multiple estimates or ranges of estimates based on different factors, the agencies 
should select the estimate within each study that most accurately reflects the rebound at issue in 
this Proposed Rule. For example, if a study provides rebound estimates for different countries, 
the estimate for U.S. households should be used rather than a range of estimates based on 
estimates from different geographies. Similarly, estimates with greater statistical precision (e.g., 
estimates with a larger number of observations) should be selected. And as the agencies 
explained when selecting the 10% rebound estimate for the Clean Car Standards, a rebound of 
10% is better justified than 20% when the agencies clearly define selection criteria for the best 
estimates of the rebound effect.656 

An approach that considers only rebound estimates that are highly relevant to the agencies’ 
proposal would also be consistent with the recommendations that EPA provided to NHTSA as 
part of the interagency review of the Proposed Rule. As part of that interagency process, EPA 
recommended that NHTSA not use an average, but instead critically examine which studies are 
most likely to reflect rebound from fuel economy standards.657 And EPA explained that of the 18 
studies (12 U.S. and 6 international) in the last decade, EPA identified two that most clearly meet 
its criteria: Hymel and Small (2015), which estimates a rebound effect of 4% to 18%, and Greene 
(2012), which estimates a rebound effect of 10%. As EPA explained, “recent U.S. aggregate, 
time series studies find a rebound effect lower than 20%.”658 The agencies should follow this 
more careful and accurate approach in analyzing the rebound effect in this Proposed Rule. In 

                                                 
654 Id. at 170 (Table IV). 

655 Meta-Analysis Guidelines 2016 Update at 8. 

656 77 Fed. Reg. at 62,924 (identifying criteria that led the agencies to put less emphasis on certain studies including 
those that measure the elasticity of demand for gasoline and studies of rebound outside the US). 

657 EPA, Review of CAFE model with “GHG” settings (08-Mar ver.), at 31-33, attached to Email from William 
Charmley to Chandana Achanta regarding Material for today’s Light-duty GHG NPRM discussion, June 18, 2018, 
https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0453 (5th attachment, pdf pages 120-122). 

658 Id. 
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addition, many of the peer reviewed papers that are discussed above but that are largely ignored 
by the agencies attempt to do just this.659 Using criteria to select for only high quality and 
relevant studies, these literature syntheses arrive at a common value of 10% for the long-run 
rebound effect. These consensus values are far below the 20% selected by the agencies in the 
Proposed Rule. 

Two other approaches to meta-analysis discussed in EPA’s guidelines would not be optimal to 
estimate rebound:  

Weighted Average. While not preferred, the agencies could develop an approach that weights 
studies by their quality and relevance to the policy context of the Proposed Rule (rebound caused 
by fuel efficiency increases in the U.S. during the 2020-2050 period). Lower-quality and less 
precise studies would be given less weight in line with our recommendations in these comments 
and so would have less influence over the weighted-average rebound value. However, it is not 
clear what weights would be appropriate for studies of different populations or of different types 
of effects. For this reason, using closely matched studies or a more sophisticated meta-regression 
would likely be preferable approaches to this type of meta-analysis.  

Structural Model. Instead of relying on existing estimates of rebound in the academic literature, 
the agencies could build a structural model to estimate rebound, similar to how the agencies 
constructed models to estimate new vehicle sales and scrappage. For this approach to be valid, 
the agencies would have to be careful to avoid the structural and econometric criticisms raised 
throughout these comments. For example, the agencies would have to appropriately address the 
fact that VMT, including due to rebound, is simultaneously determined with fleet size. This type 
of approach would be a significant undertaking and should be subject to peer review and other 
validation. 

  

                                                 
659 Sorrell et al. (2009), at 1360-1361; Gillingham et al (2016), at 73-78. 
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D. The agencies’ rebound analysis is inconsistent with other parts of the Proposed Rule 

In addition to the discussion above, the agencies’ use of a 20% rebound effect is arbitrary and 
capricious because the assumptions underlying that value are inconsistent with the agencies’ 
analysis regarding other issues in the Proposed Rule. 

The Proposed Rule assumes both higher new vehicle costs associated with compliance with 
baseline standards and a higher rebound effect than were previously used when promulgating 
and evaluating the Clean Car Standards. However, higher new vehicle purchase prices for the 
same level of fuel efficiency should result in a reduction in the rebound effect. Specifically, 
higher vehicle purchase prices will increase the “capital cost income effect,” (the C in the third 

component of the rebound effect defined in the introduction of this section (i.e., )).This will 

reduce (or even reverse) the level of rebound caused by the baseline standards attributable to the 
income and substitution effects. The agencies have wholly failed to acknowledge any 
relationship between increasing their assumptions about new vehicle prices under the baseline 
standards and, simultaneously, increasing estimates of rebound from the same level of fuel 
efficiency. 

In addition, the agencies fail to acknowledge the inconsistency between their assumptions about 
rebound and their assumptions about, and costs attributable to, congestion. The agencies’ 
analysis concludes that the baseline standards will result in higher levels of congestion than 
would occur under the Proposed Rule.660 However, rising congestion over time should decrease 
the rebound effect.661 The agencies have ignored the relationship between congestion and 
rebound. The agencies’ assumptions that congestion (and its underlying costs) will increase 
under the baseline standards compared to the Propose Rule, without also changing the magnitude 
of the rebound effect under the baseline standards relative to the Proposed Rule is internally 
inconsistent. 

Finally, the Proposed Rule is inconsistent in its modeling of short-run and long-run effects. 
Specifically, ignoring short and medium-run estimates of rebound is inconsistent with the 
agencies’ approach to other dynamic effects that change over time. For example, the agencies’ 
new vehicle sales model and scrappage model employ lagged variables in order to capture the 
shifts in behavior from short- to long-run.662  

 

                                                 
660 PRIA at 977-978 

661 Hymel et al. (2010), at 1235. 

662 PRIA at 949 (showing lagged variables in the sales model); id. at 1044 (showing lagged variables in the 
scrappage model). 
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VII. THE AGENCIES SHOULD NOT RELY ON THE SAFETY CONSEQUENCES OF 
MASS 

The agencies claim that the impact of the baseline standards on vehicle mass justifies the 
Proposed Rule. According to the agencies, the baseline standards will cause manufacturers to 
reduce the weight of new cars and light trucks.663 In the agencies’ analysis, that weight reduction 
has the potential to increase the risk of injury for the occupants of those lighter vehicles.664 
According to the agencies, under the baseline standards, the mass issue will lead to 
approximately 160-468665of additional fatalities when compared to the Proposed Rule.666 And 
the agencies assert that the emissions reductions and lost fuel-savings that the Proposed Rule will 
cause are justified because of the safety concerns associated with this mass issue, along with the 
rebound and fleet composition concerns (addressed in Sections V and VI).667  

The agencies’ reliance on the mass-related fatalities is flawed because as the agencies’ own 
analysis shows, there is no relationship between vehicle mass and safety. As the agencies 
explain, the effect of mass reductions in light duty vehicles is not statistically significant at the 
95th percent confidence level.668 In other words, the effect of mass reduction on safety cannot be 
reliably distinguished from zero. Only once the agency calculates the impact at the 85th percent 
confidence level do the results for two out of the five categories of vehicles show any statistical 
significance.669 But anything lower than the 90th percent confidence interval is likely not 
reliable.670  

Notably, the impact of mass is even less significant now than it was when the Clean Car 
Standards were issued. In 2012 and 2016, the agencies found minimal evidence of any 
relationship between mass and safety, and that evidence was statistically significant only at the 

                                                 
663 83 Fed. Reg. at 42,991. 

664 Id. at 43,067 (line 6). 

665 Id. at 43,149-158; PRIA at 1411-1418. The agencies do not provide any information about the timeframe for this 
loss.  

666 83 Fed. Reg. at 43,152 (estimating total fatalities attributed to mass from a rollback of the fuel efficiency 
standards); id. at 43,157 (estimating total fatalities attributed to mass from a rollback of the GHG emission 
standards). 

667 Id. at 42,995. 

668 Id. at 43,111. 

669 Id. at 43,111. 

670 See Wooldridge (2009), at 137 (explaining that reliance on variables that are statistically significant below 90% 
requires further study). Ninety-five percent is the default confidence interval in commonly used statistical programs 
like STATA, SAS, and MATLAB. See https://www.stata.com/manuals13/rregress.pdf; 
http://support.sas.com/documentation/cdl/en/procstat/67528/HTML/default/viewer.htm#procstat_univariate_exampl
es09.htm; https://www.mathworks.com/help/stats/prob.normaldistribution.paramci.html; 
http://repec.org/bocode/o/outreg2.html. 
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90th confidence interval, which is weak evidence.671 Now the agencies are not even able to say 
that much. The fact that the mass effects are not statistically significant even at the 90th 
confidence interval now is consistent with the most recent literature on this topic. In a recent 
paper, Wenzel reviewed NHTSA’s data and concluded that the “effect of mass reduction while 
maintaining footprint on societal U.S. fatality risk is small, and not statistically significant at the 
95% or 90% confidence level for all vehicle types.”672 According to the study, “[r]educing 
vehicle mass does not consistently increase risk across all footprint deciles for any combination 
of vehicle type and crash type.”673 In fact, after running a decline analysis, Wenzel finds that 
reducing mass increases safety more than decreases safety for the vast majority of crash and 
vehicle combinations:  

Reducing vehicle mass does not consistently increase risk across all footprint 
deciles for any combination of vehicle type and crash type. Risk increases with 
decreasing mass in a majority of footprint deciles for only 6 of the 27 crash and 
vehicle combinations, but few of these increases are statistically significant. On the 
other hand, risk decreases with decreasing mass in a majority of footprint deciles 
for 16 of the 27 crash and vehicle combinations; in some cases these risk reductions 
are large and statistically significant. If reducing vehicle mass while maintaining 
footprint inherently leads to an increase in risk, the coefficients on mass reduction 
should be more consistently positive, and with a larger R2, across the 27 
vehicle/crash combinations, than shown in the analysis.674  

Wenzel found that the impact of mass was insignificant even as the weight of trucks has trended 
upwards over time.675  

Indeed, the research and analysis actually supports a conclusion that reducing mass improves 
safety if anything.676 For example, Bento et al. looked at impacts of CAFE standards on weight 
distribution and mean weight and found that pre-footprint standards actually decreased fatalities 
on net by reducing weight of vehicles (even as it spread out the distribution). Specifically, he 
found that pre-footprint regulations saved 393 lives nationally.677 Given that the agencies’ results 
showing fatalities associated with changes in vehicle mass due to the baseline standards are not 
statistically significant, Bento’s results are not outside the range of possibility even under 
NHTSA’s own analysis. 

                                                 
671 Draft TAR at 8-21, 8-22, 8-27 and 8-31; 77 Fed. Reg. at 62,747-48. 

672 Wenzel (2018), at x. 

673 Id. at v.  

674 Id. 

675 See 83 Fed. Reg. at 43,111-12 (describing trend upward trend in vehicle mass). 

676 See, e.g., Wenzel (2018), at 110. 

677 Bento et al, (2017), at 24-25. 
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Moreover, footprint-based standards were introduced in 2012 to mitigate the potential negative 
effects of decreasing the mass of vehicles (i.e., by creating crumple space). And when footprint 
is held fixed, “no judicious combination of mass reductions in the various classes of vehicles 
results in a statistically significant fatality increase and many potential combinations are safety-
neutral as point estimates.”678 Similarly, a 2015 study by the National Academy of Sciences 
found that “a reduction in the weight of vehicles is not generally associated with greater societal 
safety risks” as long as the size mix of vehicles remains roughly the same.679 Similarly, in a 2013 
study, Jacobsen found no evidence that footprint standards affect fatalities.680  

There may be several reasons other than the fact that standards are footprint-based, to explain the 
evidence showing that mass reductions do not affect safety.  

First, other independent factors likely reduce the impact of mass on safety. For example, as the 
agencies concede, the “designs and materials of more recent model year vehicles may have 
weakened the historical statistical relationships between mass, size, and safety.”681 Additionally, 
fuel efficiency and safety ratings may be positively related via production decisions.682  

Second, recent work by Tolouei also supports the findings that narrowing the weight distribution 
of vehicles will save lives.683  

Third, as the National Academy of Sciences has explained, manufacturers will reduce mass 
“across all vehicle sizes, with proportionately more mass removed from heavier vehicles.”684 
This decreases any negative effect that mass reductions would have on safety.685  

Due to this factor, in the 2016 Draft TAR, EPA analyzed the impact of mass by adding weight 
reduction constraints.686 Ignoring all of this research, the agencies’ current analysis applies mass 

                                                 
678 Wenzel (2018), at x. 

679 NAS (2015), at 363-364 (finding 10.2); see also Anderson, et al. (2011), at 6-7 (concluding that “the impact of 
fuel economy standards on road safety is less clear. . . based on the available literature, it is difficult to draw 
definitive conclusions about the direction, let alone the magnitude, of the link between external accident costs and 
fuel economy regulations”). 

680 Jacobsen (2013), at 2. 

681 PRIA at 1333. 

682 Chen & Run (2010), at 114. 

683 Tolouei (2015), at 267. 

684 NAS (2015), at 240. 

685 Id.; Wenzel (2018), at 110. 

686 Draft TAR at 8-58, 8-59. 
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reductions without regard to the size of the vehicle.687 If nothing else, the agencies should use the 
same constraints that EPA used in the Draft TAR when analyzing the Proposed Rule.  

As a last point, NHTSA had LBNL analyze its mass results and LBNL found that mass 
reductions may increase the number of accidents but that each crash results in fewer fatalities.688 
That unexpected result demonstrates that the agencies’ conclusions are incorrect.  

As the evidence shows, there is no negative safety impact due to mass changes. EPA is on record 
reaching a similar conclusion. In 2017, EPA explained in the Final Determination that the fleet 
can absorb modest levels of mass reduction without any net increase in fatalities.689 The agencies 
have failed to explain their changed conclusion now and have presented no new evidence that 
would justify the change. The agencies’ reliance on those fatalities despite their statistical 
insignificance is arbitrary and capricious.  

VIII. THE AGENCIES’ EMPLOYMENT ANALYSIS IS INCOMPLETE  

The agencies’ employment analysis does not provide any justification for the Proposed Rule 
either. The agencies introduce the Proposed Rule by explaining that the proposal follows the 
President’s promise to change the standards if they threaten automotive sector jobs.690 But the 
actual analysis conducted by the agencies shows that this concern does not support the Proposed 
Repeal at all. To the contrary, according to the agencies’ own numbers, the Proposed Repeal 
would reduce auto-sector jobs due to the decision to eliminate the mandate to use fuel-efficient 
technologies, with 50 to 60 thousand jobs lost between 2020 and 2030.691  

The agencies’ jobs analysis is incomplete. In particular, the agencies’ analysis focuses on the 
automotive sector only and does not investigate the job losses in the long-term or with reference 
to other job sectors.692 As even the agencies acknowledge, total economy-wide employment 
effects might be very different from those found within the regulated sector.693 A proper 
methodology should thus look at the economy-wide effects, including all relevant general 
equilibrium channels.694  

                                                 
687 See 83 Fed. Reg. at 43,113 (explaining how the agencies calculated fatalities as a function of mass without any 
discussion of footprint); id. at 43,110 (discussing correlation between mass and footprint but then arguing that 
correlation has decreased over time).  

688 PRIA at 1336-1337. 

689 Final Determination at 26-27. 

690 83 Fed. Reg. at 42,987. 

691 Id. at 43,436-37 (Table VIII-39). 

692 Id. at 43,078-79, 43,436. 

693 Id. at 43,078-79. 

694 In their annual reports on the costs and benefits of federal regulations, OMB has repeatedly advised agencies not 
to fall into the “pitfall” of ignoring long-run and economy-wide effects. See 
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Additionally, employment effects should be part of traditional cost‐benefit analysis and should 
be conducted in a way that makes it easy for both decisionmakers and the public to assess how 
the employment effects compare to other effects of the proposed regulatory change. Therefore, 
instead of simply reporting the number of jobs affected, the agencies should focus on the 
associated welfare effects and use a recognized cost-benefit methodology to quantify the 
respective employment welfare impacts.695  

IX.  THE AGENCIES’ EMISSIONS’ ANALYSIS IS INACCURATE AND INCOMPLETE 

The agencies have inaccurately and incompletely quantified the increases in both greenhouse gas 
emissions and emissions of criteria and toxic pollutants that will result from the Proposed Rule. 
As detailed more thoroughly in our separate comments that were submitted jointly with other 
organizations on the social cost of greenhouse gases,696 at least the following serious problems 
cause significant underestimates of the Proposed Rule’s health and welfare effects: 

 The myriad modeling problems, especially with the rebound, scrappage, and sales 
modules, cause the agencies to underestimate the increase in fuel consumption—and so 
underestimate the increase in upstream and downstream emissions associated with fuel 
consumption—that will result from the proposed rollback. 

 The agencies have assumed that 50% of the increase in fuel consumption from the 
Proposed Rule will be met by increased imports of refined gasoline, and that 45% will be 
met by increased domestic refining of imported crude oil. Yet the agencies arbitrarily 
ignore all upstream emissions associated with fuel production that occur abroad, even 
though all foreign emissions of greenhouse gases, and some foreign emissions of other 
pollutants, will have direct effects on the United States. Additionally, those assumptions 
on imports are completely inconsistent with other parts of the agencies’ model. 

 The agencies overestimate upstream emissions from electric vehicles by arbitrarily 
applying a national average to upstream electricity emissions, instead of accounting for 
cleaner regional mixes. 

 The agencies’ treatment of emissions associated with refueling trips is unclear, and so 
those emissions may be undercounted. 

 The inconsistency between the total emissions tallies in the preliminary regulatory impact 
analysis and the draft environmental impact statement is unexplained. 

Additionally, the agencies fixate on alleged on-road fatality effects while arbitrarily ignoring the 
mortalities, morbidities, and other welfare effects associated with emissions. The agencies 

                                                 
https://obamawhitehouse.archives.gov/sites/default/files/omb/inforeg/2015_cb/2015-cost- benefit-report.pdf at 42. 
See also SAB Advice on the Use of Economy-Wide Models in Evaluating the Social Costs, Benefits, and Economic 
Impacts of Air Regulations, Environmental Protection Agency Science Advisory Board Economy-Wide Modeling 
Panel, EPA-SAP-17-012 (2017). 

695 See Bartik (2012); Bartik (2015). 

696 See https://policyintegrity.org/what-we-do/update/3190. 
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misleadingly tout figures on how many lives the Proposed Rule will allegededly save from traffic 
accidents, without assessing any of the real-world impacts from the increase in greenhouse gas 
emissions, criteria pollutant emissions, and toxic pollutant emissions, which will include: 
climate-related deaths and illnesses from excessive heat, excessive cold, extreme weather events, 
diarrhea, vector-borne diseases, food- and water-borne diseases, cardiovascular and respiratory 
effects, food scarcity, water scarcity, and conflict;697 as well as mortalities and morbidities from 
increases in particulate matter and other pollutants, including premature adult and infant 
mortality, acute bronchitis, respiratory emergency room visits, non-fatal heart attacks, asthma 
exacerbations, strokes, reproductive and developmental effects, cancer and genotoxicity effects, 
and work-loss days.698 In the entire Proposed Rule, ocean acidification—a major environmental 
impact from increased carbon dioxide emissions—is never mentioned, and a host of other 
climate- and pollution-related effects are arbitrarily omitted or given short shrift. 

As our separate comments on the social cost of greenhouse gases explain, the agencies must 
more accurately and fully monetize climate damages by applying the Interagency Working 
Group’s estimates of the social cost of greenhouse gases. The agencies’ so-called “interim” 
estimates have manipulated and decimated the valuation of the full costs of climate damages in 
ways at odds with the best available science, the best practices for economic analysis, and the 
legal standards for rational decisionmaking. The “interim” values ignore the real costs of climate 
change by arbitrarily attempting to limit the valuation to purportedly domestic-only effects; by 
arbitrarily discounting future climate effects at a 7% discount rate that is inappropriate for long-
term climate effects; and by arbitrarily failing to address uncertainty over catastrophic damages, 
tipping points, option value, and risk aversion. 

X. MISSING DOCKET INFORMATION 

Finally, we submitted comments flagging important information that was missing from the 
docket and so impeding public review.699 That information has still not been provided. The 
missing information frustrates the opportunity for meaningful public comment. 

Respectfully, 
 
Sylwia Bialek 
Bethany Davis Noll 
Peter Howard  
Richard Revesz 
Jason Schwartz 
Avi Zevin 

                                                 
697 Carleton et al. (2018); Howard (2014); SAFE Rule Draft EIS at S-21. 

698 SAFE Rule Draft EIS at S-9, 2-27, 4-24 (listing the human health and welfare impacts from the increased 
particulate matter emissions under the proposed rollbacks). 

699 https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-0899. 
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The Institute for Policy Integrity (“Policy Integrity”) at New York University School of Law2 
submits these supplemental comments to the National Highway Traffic Safety Administration 
(“NHTSA”) and the Environmental Protection Agency (“EPA”) (collectively, “the agencies”) on 
the Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 
Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986 (Aug. 24, 2018) (“Proposed Rule”). 
Policy Integrity is a non-partisan think tank dedicated to improving the quality of government 
decisionmaking through advocacy and scholarship in the fields of administrative law, economics, 
and public policy. 
 
In October 2018, Policy Integrity submitted comments (“October comments”) raising concerns 
with the economic analysis that the agencies used to support the Proposed Rule, including the 
proposed rollback of fuel economy and greenhouse gas emissions standards for model years 
2021 through 2025 (“baseline standards”).3 In December 2018, Policy Integrity submitted 
supplemental comments (“December comments”) highlighting concerns with the economic 
analysis in a report by NERA Economic Consulting (“NERA”) and Trinity Consultants 
(“NERA/Trinity Report”), submitted as an attachment to the comments of the Alliance of 
Automobile Manufacturers (“Alliance”).4 The Alliance recently submitted further comments, 
including an attachment from NERA (“NERA Response”), which purports to rebut critiques of 
the NERA/Trinity Report submitted by Policy Integrity, the California Air Resources Board 
(“CARB”), and a number of non-governmental organizations (“NGOs”).5 However, NERA’s 
responses misstate Policy Integrity’s October and December comments, fail to respond to those 
comments, or are incorrect. As a result, we submit these further supplemental comments to 
respond to the arguments made in the NERA Response. 
 
I. Procedural Issues 

As Policy Integrity noted in its December comments, the Alliance and NERA/Trinity failed to 
provide critical details regarding their modeling and methodologies, including data, assumptions, 
equations, and results.6 The Alliance and NERA purport to have now included this with their 
responsive comment, filed at the end of April 2019.7 Given the late date, if the agencies intend to 
rely on NERA’s modeling, methodologies, or assumptions, the agencies must reopen a comment 
period so that interested parties can review and evaluate NERA’s approach more fully and 
                                                 
2 This document does not purport to present New York University School of Law’s views, if any. 
3 Comment by the Institute for Policy Integrity at New York University School of Law, NHTSA-2018-0067-12213 

and EPA-HQ-OAR-2018-0283-5083 (Oct. 26, 2018) (“Policy Integrity October Comments”). 
4 See Supplemental Comments by the Institute for Policy Integrity at New York University School of Law, NHTSA-

2018-0067-12362 (Dec. 21, 2018) (“Policy Integrity December Comments”); Comments of the Alliance of 
Automobile Manufacturers, NHTSA-2018-0067-12073 and EPA-HQ-OAR-2018-0283-6186 (Oct. 26, 2018) 
(“Alliance Comments”), attaching NERA Economic Consulting & Trinity Consultants, Evaluation of Alternative 
Passenger Car and Light Truck Corporate Average Fuel Economy (CAFE) Standards for Model Years 2021-2026 
(Oct. 26, 2018) (“NERA/Trinity Report”). 

5 Comments of the Alliance of Automobile Manufacturers, NHTSA-2018-0067-12392 (April 10, 2018) (“Alliance 
Supplemental Comments”), attaching NERA Economic Consulting, Response to Comments on NERA/Trinity 
Report (April 10, 2019) (“NERA Response”). 

6 Policy Integrity December Comments at 1.  
7 See NERA Response at 3; Alliance Supplemental Comments, attaching NERA Economic Consulting, Memo to 

Alliance of Automobile Manufacturers re: CAFÉ Standards Analysis: Data Back Up (April 10, 2019). 
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comment on it. The agencies would also need to provide an updated environmental impact 
statement.  
 
Moreover, while the Alliance and NERA claim to have posted “backup files for the modeling 
and the data we use,” Policy Integrity’s initial, high-level review of the submitted documents 
reveals that critical information is still missing. NERA claims that it has included “Stata do” files 
that would allow third parties to reproduce NERA’s results, but we do not see these in the 
docket. In addition, NERA still has not provided the results of its New Vehicle Market Model 
and scrappage model. NERA has now provided numbers on total fleet size but has not provided 
the sales or scrappage effects embedded in those results, and it is not possible for reviewers to 
calculate those effects given the information provided. Nor does NERA provide statistical 
validation of those models or the other models used in the analysis. All of this information is 
essential to understanding NERA’s models and methodology. The agencies, therefore, cannot 
rely on NERA’s analysis when finalizing fuel economy or greenhouse gas emission standards; 
doing so would fail to provide the public with an adequate opportunity to fully understand and 
comment on the agencies’ course of action. 
 
II. New Vehicle Market Model 

NERA’s response attempts to rebut Policy Integrity, CARB, and NGO criticisms of the nested 
logit consumer choice model that NERA developed to estimate new vehicle sales and consumer 
willingness to pay for fuel economy.8 In its December comments, Policy Integrity highlighted 
the fact that NERA used an untested consumer choice model that suffers from several flaws, 
many of which have caused the agencies to reject the use of such models in the past.9 Policy 
Integrity also cited economic literature calling into question whether consumer choice models 
such as the model NERA used in its economic analysis are useful in the policymaking context, 
citing, in particular, the models’ failure to account for manufacturer decisionmaking.10 NERA 
fails to provide an adequate response to these points.  

A. NERA’s New Vehicle Market Model Uses an Untested and Unreliable 
Methodology 

In its response, NERA states that the agencies support the use of vehicle choice models.11 
However, as evidence NERA points only to statements made by NHTSA in 2012, which indicate 
the agency was interested in developing usable consumer choice models as part of the mid-term 
evaluation (“MTE”). Yet, NERA’s response inexplicably ignores statements by EPA in 2016 as 
part of the MTE that consumer choice models are not yet sufficiently reliable for policymaking 
and are poor predictors of future vehicle sales by vehicle model and type.12 EPA’s concerns, 
                                                 
8 NERA Response at 5. 
9 Policy Integrity December Comments at 2-3. 
10 Id. at 3. 
11 NERA Response at 5. 
12 EPA, Proposed Determination on the Appropriateness of the Model year 2025-2025 Light-Duty Vehicle 

Greenhouse Gas Emission Standards under the Midterm Evaluation at A-44, A-47, A-48 (2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100Q3DO.PDF?Dockey=P100Q3DO.PDF (concluding that vehicle choice 

 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100Q3DO.PDF?Dockey=P100Q3DO.PDF
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which Policy Integrity highlighted in its October comments,13 are consistent with a later report 
commissioned by EPA,14 with the economics literature evaluating vehicle choice models,15 and 
with the economics literature on the valuation of vehicle attributes using vehicle choice 
models.16 Nor does NERA respond to the concerns raised by both agencies as part of the MTE in 
the Proposed Rule and identified in the NGO’s comments that vehicle choice models fail to 
account for consumer substitution of vehicles and so “even the more accurate consumer choice 
model may produce unrealistic projections of future sales volumes at the model, segment, or 
manufacturer level.”17 
 
Economist David Greene reviewed the academic literature that estimates consumer valuation 
using consumer choice models. In his review, Greene found that “estimating consumer 
willingness to pay for vehicle attributes is a very difficult problem” because researchers face a 
variety of identification challenges, including multicollinearity of vehicle attributes, 
measurement error of attributes, omitted variables, and endogeneity.18 Additionally, few vehicle 
choice models capture consumer heterogeneity (i.e., variation of preferences among 
consumers).19 Recent work by Benjamin Leard demonstrates that assuming all consumers are the 
same biases model predictions in a way that overestimates the extent to which price changes 
influence new vehicle sales.20 In fact, Leard analyzed the Proposed Rule’s rollback of the 
baseline standards using a model that captures consumer heterogeneity and found that the 
baseline standards would lead to higher vehicle sales relative to the proposed rollback.21  
 

                                                 
models are insufficient for policy making); id. at A-45 (concluding that vehicle choice models are poor predictors 
of future shares); id. at A-44 (finding that vehicle choice models often are out-performed by constant share models 
and have not been tested for their forecast ability). 

13 See Policy Integrity October Comments at 88. 
14 EPA (2018). 
15 Haaf, et al. (2014). 
16 Greene et al. (2018). 
17 Comments of Consumer, Environmental, and Public Health Groups on Proposed Rule at A3, NHTSA-2018-0067-

12371 (Dec. 20, 2018), https://www.regulations.gov/document?D=NHTSA-2018-0067-12371 (“NGO 
Supplemental Comments”) (“The Agencies further note that, ‘[i]f a consumer choice model were to drive 
projected sales of a given vehicle model below some threshold, as consumers have done in the real market,’ the 
model would need to ‘generate a new vehicle model to take its place,” as this is how manufacturers adapt to 
demand changes. 83 Fed. Reg. at 43,077.”). 

18 Greene et al. (2018) at 261, 267, 273. Multicollinearity involves the interrelationship of multiple independent 
variables such that it is difficult to disentangle which variable is the ultimate cause of a dependent variable. 
Endogeneity occurs when findings about an explanatory variable—for example, about the impact of new vehicle 
price on sales—cannot be given a causal interpretation because important variables have not been controlled for or 
because the explanatory variable is jointly determined with the dependent variable.  See Cameron & Trivedi 
(2005) at 92.  

19 Greene et al. (2018) at 269, 273. 
20 Leard (2019) at 29. 
21 Id. Greene et al. (2018) provides supporting evidence that including consumer characteristics, via the inclusion of 

household and vehicle attribute interactions, can greatly affect results. Green et al. (2018) at 268-269. Similarly, 
Haaf et al. (2014) finds that including consumer attributes can improve predictive ability. Haaf et al. (2014). 

 

https://urldefense.proofpoint.com/v2/url?u=https-3A__www.regulations.gov_document-3FD-3DNHTSA-2D2018-2D0067-2D12371&d=DwMGaQ&c=slrrB7dE8n7gBJbeO0g-IQ&r=GFMd6IIuWx3REXrIZKQEY-sjIhUwAbRh93wO3xjxW1E&m=j9PG47xlWjk9PCQC_k7NYFzledxq7hJv4seBTv8FC5o&s=peHjPhm4_8mQu8mMv2ImqDfd1MxhpLW3arH1719I24s&e=
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Evidence indicates that consumers do not make “complex, multidimensional choices,” like 
infrequent vehicle choice decisions, in ways that are represented by consumer choice models. 
Specifically, consumers appear “not [to] optimize continuous trade-offs among all attributes,” 
and instead initially use simple rules of thumb to decrease their choice set before optimizing 
across a smaller subset of choices.22 These challenges “virtually guarantee” model 
misspecification, particularly in revealed preference models such as the model used by NERA.23  
 
Moreover, the subset of vehicle choice models that rely on logit specifications, as with NERA’s 
model, perform poorly in out-of-sample tests (that is, tests of data that were not used to develop 
the model).24 Nested logit models, the particular model-type used by NERA, are the least 
commonly applied logit model, do not perform better than non-nested logit models, and produce 
less accurate predictions of the mix of vehicles sold in the short-run than merely assuming a 
continuation of existing sales trends.25 Because of these challenges, existing vehicle choice 
models are virtually useless for the agencies’ current purposes.26 
 
NERA’s two-stage nested-logit model is not even consistent with best practices in the vehicle 
choice model literature.27 For example, in the first stage, the model inappropriately holds key 
parameters constant,28 and in the second stage, the model is not designed to address endogeneity 
concerns raised in the economic literature.29 In other words, the models may not be able to 
identify the correct causal relationship between fuel economy changes and vehicle sales. These 
flaws will further worsen the model’s out-of-sample predictive ability (that is, the ability to 
predict the effects of the baseline standards or the proposed rollback on future vehicle sales). 
 

                                                 
22 Greene et al. (2018) at 273-274; Haaf et al. (2014) at 7. 
23 Haaf et al. (2014) at 1. Model misspecification occurs when, the model is not constructed in a way that accurately 

represents the data-generating process the model is intending to capture. 
24 Haaf et al. (2014). 
25 Greene et al. (2018) at 262; Haaf et al. (2014) at 1. 
26 EPA (2018) at 7-1 (“Some consistency can be found in the fact that most estimates are positive (consumers would 

prefer lower fuel costs). This ‘consensus’ however, encompasses such a wide range of values that it is of little use 
for informing policy decisions. Unfortunately, the results for other attributes are often just as divergent.”); see also 
Greene et al. (2018) at 264, 273-74. 

27 Compare NERA/Trinity Report at B-4 (assuming consumer homogeneity in first-stage model) with Haaf et al. 
(2014) at 7 (finding homogeneity assumptions lead to poor out-of-sample prediction and estimation bias); 
Compare NERA/Trinity Report at B-4 to B-5 (estimating willingness to pay in second stage model by regressing 
calibrated parameters on only fuel efficiency, performance, and vehicle size and certain fixed effects) with Leard 
et al. (2017) at 4 (incorporating additional variables such as safety, reliability, comfort, perceived quality, fuel 
types, incentives, non-fuel operational costs, pollution, prestige, range, and aesthetics); Klier and Linn (2012) at 
188, 199 (same); Haaf et al. (2014) at 7 (same).  

28 See Haaf et al. (2014) at 2. 
29 NERA’s use of fixed effects is not sufficient to address endogeneity; instrumental variables are necessary. Klier 

and Linn (2012) at 201 (using instrumental variables to address endogeneity because ear, season, and model fixed 
effects fail to address brand-specific time trends that are likely present). This is despite the fact that instrumental 
variables are used in the literature that NERA cites as the basis of its nested-logit model. See Grigolon & 
Verboven (2014) at 925; Klier and Linn (2012) at 199, Berry (1994) at 249.  
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In its response, NERA argues that its model’s willingness-to-pay estimates are consistent with 
the estimates from the economic literature discussed in Greene et al. (2018). This is ironic 
because Greene et al. (2018) specifically argues that the level of variability in the literature 
means that the agencies should not use the literature’s willingness-to-pay estimates in 
policymaking because the uncertainty about the actual value is too great. Moreover, NERA 
compares its results—that consumers are willing to pay $694 for fuel economy that improves the 
cost-per-mile of driving by $0.01—to the wrong estimates from Greene et al. (2018). The 
comparable estimates from Table 8 of Greene et al. (2018) (those estimates that, like NERA, fail 
to use instrumental variables30) show that the literature finds a mean estimate of consumer 
willingness-to-pay for fuel economy of $1,368. 
 
Given the variability of results from consumer choice models, the agencies cannot rely on any 
particular model, such as NERA’s New Vehicle Market Model, to accurately predict sales effects 
of fuel economy standards or accurately estimate consumer willingness-to-pay for vehicle 
attributes. This is compounded by the particular flaws in NERA’s nested-logit model. 

B. NERA Has Failed to Clearly Establish Whether Its New Vehicle Market 
Model Accounts for Manufacturer Decisionmaking 

In its response, NERA asserts that its New Vehicle Market Model does not include one of the 
flaws with consumer choice models that Policy Integrity identified in its December comments: 
the failure of such models to take into account manufacturer decisionmaking.31 But NERA’s 
response appears inconsistent with the description of its modeling approach included in the 
NERA/Trinity Report, and NERA has failed to provide sufficient information for the public to 
evaluate what NERA has actually modeled.  
 
Vehicle prices and sales are not only a function of consumer choices, but also of strategic 
manufacturer behavior to maximize profits. In order to address this problem, NERA would have 
to implement a new modeling module that takes into account the relationship between 
manufacturer behavior and vehicle prices. The description of the New Vehicle Market Model in 
the NERA/Trinity Report includes no information about any module that models strategic 
behavior of manufacturers, such as strategic pricing of vehicles. Instead, the NERA/Trinity 
Report suggests that NERA used NHTSA’s Volpe model to identify the technologies that can be 
deployed in vehicle fleets.32 As the NERA/Trinity Report explains, Volpe works by selecting a 
technology mix that is cost-minimizing, not one that is profit maximizing for manufacturers.33 
The vehicle technology costs associated with that technology mix appear to then be passed 

                                                 
30 NERA did not address endogeneity according to the criteria established in Greene et al. (2018).—that is, the use 

of instrumental variables. Greene et al. (2018) at 267. Comparing Table 6 and Table 8 makes clear that Greene et 
al. (2018) find use of fixed effects is not sufficient to address endogeneity.  

31 NERA Response at 6-7. 
32 See NERA Response at 4 (showing Volpe model information feeding into New Vehicle Market Model). 
33 NERA/Trinity Report at A-7. 
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through directly into vehicle prices (with a 1.5x “mark-up”).34 NERA explains that it is those 
vehicle prices that inform consumer purchasing decisions in the New Vehicle Market Model.35 
 
In its response, NERA now claims that it simply failed to fully describe its modeling in the 
NERA/Trinity Report, and that “[t]he New Vehicle Market Model incorporates strategic 
adjustments in prices and sales by automobile manufacturers that account for changes in costs for 
their different vehicles as well as interactions in demand among the different vehicles in the 
manufacturer’s fleet.”36 NERA then claims it is now “provid[ing] information on the specifics of 
our assumptions regarding manufacturer decisions” in which it explains the use of assumed 
Bertrand competition (that is, firms competition by setting prices, not quantities).37 But these 
new statements are virtually impossible to reconcile with the information that was provided in 
the NERA/Trinity Report.  Either the NERA/Trinity Report failed to mention an entire model 
that NERA used to incorporate manufacturer responses (and misleadingly suggested that costs 
were merely passed through to consumers), or the NERA Response fails to accurately 
characterize the approach NERA has taken and NERA did not actually model strategic 
manufacturer behavior.  
 
There are a number of reasons why the former appears unlikely: 

• The NERA/Trinity Report includes flow-charts to illustrate the workings and interactions 
among models, which include no mention of a manufacturer model.38  

• The entire Appendix of the NERA/Trinity Report on the New Vehicle Market Model 
includes no discussion of manufacturer pricing choices or sales mix.39  

• Words that would imply the use of a manufacturer responsive model—“Bertrand,” 
“competition,” “margin,” “equilibrium,” “profit maximization” “strategic pricing”—are 
not used in the NERA/Trinity Report at all.  

• As explained above, the NERA/Trinity Report contains language suggesting NERA 
determined vehicle pricing by merely multiplying the vehicle costs from the Volpe model 
by a 1.5x markup, and not a pricing model that captures strategic manufacturer behavior.  

• While neither NERA’s “Stata do” files or any other modeling code are included in the 
docket, files that have been included further suggest that NERA has not incorporated a 
manufacturer pricing module.  Attachment_05_NERA-Report_data_Summary.xlsx is a 
file that includes information on modeling outputs. Yet while this file includes “cost” 

                                                 
34 NERA/Trinity Report at H-1 (“For estimating costs of these technologies to consumers, the CAFE model assumes 

a retail price equivalent (i.e., a ‘mark-up’) of 1.5 for fuel economy technologies”). 
35 NERA/Trinity Report at B-4 (“As described above, the nested logit choice framework provides a method to 

estimate consumer demand for differentiated products, using as data the prices and parameters that measure the 
relative attractiveness of each product”). 

36 NERA Response at 6. 
37 NERA Response at 6-7. Pindyck & Rubinfeld (2009) at 456-459, 696. 
38 NERA/Trinity Report at 4, B-2. 
39 NERA/Trinity Report at B-1 to B-9. 
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information, it includes none of the pricing information that would be expected as an 
output of a manufacturer pricing module.  

Because NERA has failed to provide the details of its model and, as described above, relevant 
files are missing from the record, the public has no way of resolving this discrepancy or fully 
evaluating NERA’s approach to modeling new vehicle sales.   
 
III. Scrappage 

NERA argues that “increased demand for used vehicles” will raise used vehicle prices and 
reduce the turnover of used vehicles.40 According to NERA, this decreased turnover leads 
somehow to “increases in the number of existing vehicles.”41 That logical leap is similar to the 
leap made in the Proposed Rule. But the leap is not supported or explained. Nor is it logical. As 
the literature shows, vehicle price increases and fuel efficiency increases are likely to, if 
anything, decrease fleet size.42 Though NERA claims that its model is “based on well-
established economic theory and empirical evidence,”43 in reality, the literature does not support 
the finding of a fleet size increase. Many top academics submitted evidence in the record, which 
also supports Policy Integrity’s point.44  
 
Moreover, the change in sales of new vehicles and the shift in used vehicle demand are 
connected, as it is the same consumers who are buying either new or used vehicles. Yet, NERA 
does not model them as connected. As Policy Integrity explained in its October comments, 
failure to connect the two effects is a fundamental flaw.45  
 
NERA also fails to address Policy Integrity’s point that regardless of what happens to fleet size, 
vehicle miles travelled should not increase (other than due to rebound effect, which is addressed 
separately below).46 
 
IV. Rebound 

NERA attempts to support the agencies’ use of a 20 percent rebound estimate in the Proposed 
Rule by responding to critiques that Policy Integrity, CARB, and NGOs submitted in their 
October comments.47 Among other critiques, Policy Integrity criticized the agencies’ use of 
studies that evaluated consumer response to changes in the cost of driving that were not 
                                                 
40 NERA Response at 10. 
41 NERA Response at 10. 
42 See Policy Integrity October Comments at 67-69 (summarizing the literature).  
43 NERA Response at 7.  
44 See David Bunch, An Evaluation of NHTSA’s Economics-based Modeling and Implications for Benefit-Cost 

Analysis in the NHTSA/EPA August 24, 2018 Notice of Proposed Rulemaking (NPRM), available at 
https://ww2.arb.ca.gov/expert-reports-specific-subjects-vehicle-technology-vmt-scrappage-consumer-behavior-
traffic-safety; Letter from Dr. Mark Jacobsen and Dr. Arthur van Benthem at 2, Docket No. EPA-HQ-OAR-2018-
0283 and Docket No. NHTSA-2018-0067 (Oct. 8, 2018). 

45 See Policy Integrity October Comments at 63-64. 
46 See Policy Integrity October Comments at 79-85. 
47 NERA Response at 15-20. 
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representative of the kinds of responses that would be expected from the proposed change in 
U.S. fuel economy standards, including studies that evaluate rebound outside the United States, 
studies that evaluate rebound over unrepresentative time periods, and studies that evaluate 
rebound as a result of gas price changes rather than fuel economy changes, among other 
criteria.48 In its response, NERA claims that the economic literature supports a 20 percent 
rebound estimate even under the criteria that Policy Integrity identified for evaluating 
representative academic studies of rebound.49 But the analysis of the rebound effect included in 
NERA’s response is, at best, misleading in several regards.  
 
First, NERA attempts to control for studies with unrepresentative criteria by controlling for each 
of the shortcomings that Policy Integrity identified in the rebound literature one by one, not in 
combination. As Policy Integrity explained in its October comments, the agencies should not 
take a simple average of all rebound studies, but rather, consistent with EPA guidelines regarding 
how to draw valid conclusions from an academic literature that involves multiple estimates, the 
agencies should evaluate rebound using a meta-analysis of studies.50 Barring that, the agencies 
should evaluate only studies that meet pre-determined selection criteria developed in the 
literature.51 NERA’s alternative approach in its response is to take a simple average of studies 
that meet one selection criteria. But this approach does not meet EPA’s guidelines. Using only 
studies in Table 3 of NERA’s response that meet all quality and relevance selection criteria 
yields only one paper: Hymel and Small (2015).52 That study estimates rebound to be between 4 
percent and 15 percent.53 And in a letter submitted to the docket, one author of that paper, 
Kenneth Small, makes clear that due to expected future changes in income and other factors, the 
best estimate of the type of rebound is at or below the low end of this range.54 When including 
all studies that meet all but one criteria, three additional studies meet the selection criteria: Small 
and Van Dender (2007), Gillingham (2011), and West et al. (2017).55 Taking an average of those 
studies yields rebound estimates with a mean between 5 percent and 9 percent and a median of 5 
percent to 11 percent. These ranges support the continued use of 10 percent, and not NERA’s use 
of a 20 percent rebound estimate. Moreover, a 10 percent estimate is consistent with the findings 
of high-quality economic literature reviews, which evaluate studies based on quality and 
relevance selection criteria,56 as well as with assumptions used by other government agencies 
such as U.S. Department of Energy’s Energy Information Agency.57 
 

                                                 
48 Policy Integrity October Comments at 110-119. 
49 NERA Response at 15-20. 
50 Policy Integrity October Comments at 120-123. 
51 Policy Integrity October Comments at 123-124 
52 Hymel & Small (2015).  
53 NERA Response 19. 
54 Letter from Dr. Kenneth Small, Docket No. EPA-HQ-OAR-2018-0283 and Docket No. NHTSA-2018-0067 

(Sept. 14, 2018), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-2698  
55 Small & Van Dender (2007); Gillingham (2011); West et al. (2017). 
56 Policy Integrity October Comments at 124. 
57 See Gillingham (2013) at 26 n.11 (calculating that EIA’s NEMS model uses a rebound estimate of 10 percent). 
 

https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-2698
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Second, the NERA analysis fails to respond to Policy Integrity’s arguments that only some 
studies estimate the rebound effect of fuel economy improvements, rather than other types of 
changes that reduce the cost of driving.58 For example, changes in fuel economy are likely to 
cause a different level of rebound depending on how much fuel economy improvement changes 
vehicle purchase prices (that is, how much standards require consumers to make additional 
capital expenditure). Fuel economy improvements generally require upfront capital expenditure 
that can cause an “income effect” where consumers substitute away from driving because they 
have less income due to upfront capital expenditure. NERA, however, merely averages studies 
that estimate rebound under different capital cost changes. Doing so makes it impossible to 
determine the appropriate value of the rebound effect for a fuel economy improvement that 
involves the particular capital cost increase used in NERA’s analysis. NERA assumes that a very 
high capital cost increase will be required to meet the standards. As a result, the rebound effect 
should be relatively small. For example, a recent working paper demonstrates that energy 
efficiency mandates can have a negative total rebound effect in the United States if standards 
result in significant upfront product price increases.59 If NERA is right that the baseline 
standards will result in a substantial price increase in vehicles, the negative income effect of that 
price increase would likely overwhelm the substitution effect and lead to a small or even 
negative rebound effect. 
 
Third, NERA fails to respond to a number of other critiques regarding the use of a 20 percent 
rebound estimate in Policy Integrity’s October comments, including that the agencies point to no 
new evidence supporting a 20 percent rebound and, in fact, ignore new evidence on rebound that 
does not support the new 20 percent assumption;60 and that the agencies’ criticism of prior 
reasoning for selecting a 10 percent rebound estimate does not withstand scrutiny.61 
 
V. Baseline Fuel Economy 

NERA argues that a cost-benefit calculation of the agencies’ proposal should reflect fuel 
economy improvements that manufacturers would make even without the standards.62 As 
support, NERA provides two citations—"Knittel (2012)” and “Wozny (2013)”—to argue that the 
empirical literature shows that “higher gasoline prices lead to more fuel-efficient vehicles.”63 But 
NERA has not included the full citation to either study in its references list. We have not 
identified the particular papers that NERA is intending to reference. The papers by Knittel and 
Wozny from around that time period—Busse, Knittel, & Zettelmeyer (2013) and Allcott & 
Wozny (2014)—are about consumer valuation of fuel economy, not the impact of prices on 
manufacturer behavior.64 So, it is unclear what support NERA has for this point.   
 

                                                 
58 Policy Integrity October Comments at 113-114. 
59 Fullerton & Ta (2019). 
60 Policy Integrity October Comments at 102-105. 
61 Policy Integrity October Comments at 105-109. 
62 NERA Response at 22-23. 
63 NERA Response at 23. 
64 Busse et al. 220 (2013); Allcott & Wozny (2014) at 784. 
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As explained in Policy Integrity’s October comments, the historical evidence shows that 
manufacturers have not improved fuel economy when not required to do so, even though 
consumers value fuel economy.65 Moreover, NERA uses a consumer choice model to estimate 
consumer valuation and, because those models are unreliable, has likely not correctly estimated 
consumer valuation. NERA’s response also fails to address NGO arguments that if 
manufacturers do, in fact, implement all fuel economy improvements desired by consumers, the 
agencies would have a statutory obligation to incorporate, at minimum, that level of fuel 
economy into the standards rather than flat-lining the standards as proposed.66 
 
In addition, if consumers value fuel economy, as NERA assumes, then the agencies should take 
that into account when calculating the price impact of the baseline standards. Policy Integrity 
explained this point in its October comments,67 and NERA’s response fails to address the point. 
 
VI. Fuel Savings Benefits 

To calculate the fuel saving benefits of the baseline standards, the NERA/Trinity Report 
considered only the value of fuel economy improvements that it asserts consumers consider 
when making vehicle purchase decisions.68 That is, NERA used a purported measure of 
consumers’ willingness to pay for fuel economy improvements to estimate the benefits of fuel 
savings. This willingness-to-pay measure is likely incorrect because it is derived from NERA’s 
flawed vehicle choice model. But, as Policy Integrity explained in the December comments, even 
if NERA’s estimate of consumer willingness to pay were accurate, limiting the benefits of fuel 
economy to that level is incorrect and a departure from the approach that the agencies have 
consistently taken for calculating the benefits of fuel savings. In its response, NERA presents 
several justifications for its novel approach to calculating fuel saving benefits. None of those 
justifications withstand scrutiny.  

A. Consumer Willingness to Pay for Fuel Economy Is Not the Correct Measure of 
Fuel Saving Benefits Given Market Failures 

NERA argues that it is standard practice to use consumer willingness to pay to measure the 
consumer benefits of a particular regulatory action.69 However, NERA fails to acknowledge that 
for 40 years—under administrations of both parties— NHTSA, EPA, the Department of Energy, 
and other agencies have not adopted NERA’s approach to valuing energy savings. As Policy 
Integrity’s December comments explain in detail, when calculating the benefits of regulations 
that save energy, the agencies have consistently used the net present value of energy saved rather 
than measures that purport to capture consumer preferences for energy saving equipement.70  
 
                                                 
65 See Policy Integrity October Comments at 40-46; see also ICCT Comments, Docket #EPA-HQ-OAR-2018-0283-

5456, NHTSA-2018-0067-11741, Attachment 3, p. II-1. 
66 See NGO Supplemental Comments at A4-A5.  
67 Policy Integrity October Comments at 34-35.  
68 NERA/Trinity Report at 54. 
69 NERA Response at 27. 
70 Policy Integrity December Comments at 5-14. 
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In fact the Office of Management and Budget’s best practices for agency economic analyses, 
Circular A-4, and EPA’s Guidelines for Preparing Economic Analyses direct agencies not to use 
a simplistic measure of consumer willingness-to-pay if there are market failures.71 Instead, 
Circular A-4 states that for regulations such as fuel economy, where “cost savings . . . accrue to 
parties affected by a rule who also bear its costs” agencies should “monetize[] whenever 
possible” those “direct costs that are averted as a result of a regulatory action.”72 
 
NERA tacitly acknowleges that the approach that agencies have taken for 40 years is appropriate 
if there are market failures.73 NERA nonetheless claims that Policy Integrity has failed to 
provide evidence of failures in the market for fuel economy.74 But this is wrong.  
 
First, the agencies themselves relied on the presence of market failures to justify the baseline 
standards.75 It is the agencies’ burden, not that of commenters, to justify a change in approach.76 
 
Second, NERA’s claim that Policy Integrity failed to provide empirical evidence of market 
failures is wrong. In its December comments, Policy Integrity cited several papers that clearly 
discuss empirical evidence documenting market failures, including papers from David Greene, 
and Gloria Helfand & Ann Wolverton, as well as Policy Integrity’s October comments.77 For 
example, David Greene discusses the work of Garth Heutel, who finds evidence of consumer 
loss aversion in the energy efficiency context.78 Greene also notes that this evidence is consistent 
with consumer surveys and with research by the National Research Council showing that 
manufacturers believe that consumers only account for one to four years of fuel savings when 
purchasing a vehicle .79 Similarly, Helfand & Wolverton discuss the empirical evidence for loss 
aversion.80 Both papers also discuss the empirical evidence for consumers’ use of heuristics 

                                                 
71 Office of Mgmt. & Budget, Circular A-4 at 19, 21 (2003) (cautioning that willingness to pay is a good measure of 

benefits only “if” the underlying market is “well-functioning” and requiring agencies to take “market 
imperfections” into account when valuing regulatory effects) (“Circular A-4”); EPA, Guidelines for Preparing 
Economic Analyses 7-21 (2010) (market prices are appropriate only “for goods bought and sold in undistorted 
markets”); see also id. at 7-15 (directing use of healthcare costs not otherwise accounted for in individual 
consumers’ willingness-to-pay to avoid morbidity because “these costs represent diversions from other uses in the 
economy, [and so] represent real costs to society [that] should be accounted for”). 

72 Circular A-4 at 37-38. 
73 NERA Response at 27 (“clear ‘market failures’ are needed to justify using an alternative approach”). 
74 NERA Response at 27-28. 
75 2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel 

Economy Standards, 77 Fed. Reg. 62,624, 63,118 (Oct. 15, 2012) (“Baseline Standards Rule”) (“NHTSA believes 
the existing literature offers some support for the view that various failures in the market for fuel economy prevent 
an economically desirable outcome, which implies that there are likely to be substantial private gains from the 
final rule.”) 

76 FCC v. Fox Television Stations, Inc., 556 U.S. 502 (2009). 
77 Policy Integrity December Comments at 4 (citing Greene (2018); Helfand & Wolverton (2011) 112; Policy 

Integrity October Comments at 38-40). 
78 Greene (2018) at 10 (citing Heutel (2017)). 
79 Greene (2018) at 13. 
80 Helfand & Wolverton (2011) at 133. 
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when choosing vehicles rather than rationally calculating expected fuel savings due to the 
difficulty that they have in performing such calculations (termed “bounded rationality”).81 
Helfand and Wolverton also cite evidence of consumer myopia when buying vehicles, indicating 
that consumers may value future fuel savings but fail to fully account for them when purchasing 
a vehicle.82 Finally, in addition to discussing and providing evidence of many of the market 
failures discussed above, Policy Integrity’s October comments present a detailed discussion, 
including citation of empirical evidence, of the positional nature of vehicle attributes and how 
that causes externalities that can be addressed by fuel economy standards.83  
 
Other studies also found empirical evidence for multiple market failures including split 
incentives, inattention, salience, heuristic decision making, bounded rationality, myopia, learning 
by using, loss aversion, and capital market failures.84 A recent study by Kenneth Gillingham, 
Sebastian Houde, and Arthur van Bentham has found significant empirical evidence of consumer 
myopia.85 That study, which takes advantage of a sophisticated natural experiment, also finds 
empirical evidence that U.S. consumers substantially undervalue fuel economy and that a 
number of the studies that the agencies point to in order to claim consumers fully value fuel 
savings suffer from upward estimation bias.86 Additional studies have found evidence of 
producer-side market failures, including imperfect competition and knowledge spillovers.87 
 
In order to justify an approach that devalues fuel saving benefits, NERA attempts to identify 
other explanations for the gap between consumers’ ex ante willingness to pay for fuel economy 
and the net present value of fuel savings (the “energy efficiency gap”) other than market failures. 
NERA claims “the observed difference” between full valuation and willingness to pay “could be 
rational in the presence of high sunk costs and uncertainty over fuel savings.”88 But (despite 
falesely accuring Policy Integrity of ignoring empirical evidene) NERA has provided no 
empirical evidence of these alternative explanations. The primary study NERA cites for this 
claim is a 25-year-old paper by Kevin Hassett and Gilbert Metcalf. 89 Yet this paper provides no 
empirical statistical evidence for the theory that consumer uncertainty leads to the energy 
efficiency gap. Recent syntheses of the economic literature suggests that consumer uncertainty is 

                                                 
81 Greene (2018) at 17-18 (discussing Turrentine & Kurani (2007); Sallee (2014)); Helfand & Wolverton (2011) at 

131-32 (discussing Turrentine & Kurani (2007); Larrick & Soll (2008); Allcott (2010)). 
82 Helfand and Wolverton (2011) at 126 (citing Kubik (2006)). 
83 Policy Integrity October Comments at 47-51 (citing Heffetz (2011); Carlsson et al. (2007); Alpizar et al. (2005)). 
84 Gerarden et al. (2017) at 1503. 
85 Gillingham et al. (2019).  
86 Gillingham et al. (2019) at 16-17. As indicated in Gillingham et al. (2019), this finding is consistent with Leard et 

al. (2017). 
87 Houde & Spurlock (2016) at 9-15; Gerarden et al. (2017) at 1489-1490. 
88 NERA Response at 28. 
89 NERA Response at 28 (citing Hassett & Metcalf (1993)). NERA also cites to a paper by Gayer and Viscusi, yet 

that paper merely cites the Hassett & Metcalf (1993) paper despite twenty years passing for new studies. Gayer 
and Viscusi also appear to argue that consumer information issues are likely addressed by existing informational 
provisions. But more recent empirical evidence undermines that conclusion. See S. Houde (2018). 
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an insufficient explanation for the energy efficiency gap at best.90 In order for consumer 
uncertainty to explain the energy efficiency gap, it requires three additional assumptions: the 
purchase of the vehicle must be irreversible, the timing of replacement must be flexible, and 
investment decisions must be discreet rather than continuous.”91 A recent study concluded that a 
number of these assumptions are unlikely to hold. Perhaps most importantly, an extensive used-
vehicle market means that vehicle purchases are not irreversible. Furthermore, the empirical 
evidence for the uncertainty hypothesis is “mixed” and empirical studies have not measured the 
relative importance of this explanation and other explanations such as market failures.92  
 
Given the presence of market failures, purported measures of consumers’ ex ante willingness to 
pay for fuel economy improvements is not the appropriate approach for measuring the fuel 
saving benefits of the baseline standards. An approach that fails to fully value the savings that 
actually accrue to consumers and society is also inconsistent with 40 years of agency practice 
and with best-practice guidelines for agency cost-benefit analysis.  

B.  NERA’s 60-Month Payback Estimate  

NERA asserts that the NGOs misunderstood how NERA estimated the value that consumers 
place on fuel economy improvements when they claimed that “[t]he NERA/Trinity Approach 
argues that Americans value only 60 months of the fuel savings.”93 NERA now claims that it has 
included all value that consumers place on fuel economy improvements in its calculation of fuel 
saving benefits. However, NERA’s description of its methodology in its initial report suggests 
this is, at best, misleading. 
 
The NERA/Trinity Report explains “we measure the value consumers are observed to place 
on the prospective fuel savings afforded by improved fuel economy using the estimates of 
fuel economy changes from the CAFE model and NERA’s estimate of consumers’ willingness-
to-pay for such changes from the New Vehicle Market Model.”94 When describing the payback 
period it used to determine which fuel economy technologies manufacturers would include 
without the standards, th report states that “a value of 60-months was used . . . for consistency 
with the resulsts of the New Vehicle Market Model (which provides an estimate of the value 
new vehicle purchasers place on fuel economy improvements).”95 
 
That is, NERA’s response fails to actually rebut the NGO’s original criticism.  NERA appears to 
have used the same approach to calcuating the amount of fuel economy consumers would 
demand without fuel economy standards as it used to calculate the economic value that NERA 
assumes consumers place on fuel economy improvements.  

                                                 
90 Gerarden et al. (2017) at 1513 (“The option value of waiting due to uncertainty regarding future energy prices or 

technological change may explain part of the apparently suboptimal investment in energy-efficient technologies, 
but probably not a large part, in most cases”). 

91 Id. 
92 Id. at 1514. 
93 NERA Response at 28. 
94 NERA/Trinity Report at H-2. 
95 NERA/Trinity Report at A-5. 
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NERA’s current claim that the NGOs are confused and that it has not done what it has described 
in the NERA/Trinity Report serves only to further support Policy Integrity’s concerns that 
NERA has not provided enough explanation and information for the agencies to rely on the 
conclusions of the NERA/Trinity Report.  

C. The Consistency of NERA’s Willingness-to-Pay Estimate With Implicit 
Consumer Discount Rates Does Not Support Undervaluing Fuel Savings 

In its response, NERA cites to research showing that its estimates of consumers’ ex ante 
willingness to pay for fuel economy are consistent with implicit consumer discount rates found 
by a number of studies.96 However, even if true, the consistency of NERA’s estimates with 
implicit discount rates found in the economic literature does not support NERA’s claim that 
consumers’ ex ante purchasing decisions reflect the appropriate approach to calcuating fuel 
savings benefits. Rather, empirical studies that find high implicit consumer discount rates merely 
reflect the fact that, as a result of market failures, consumers do not make vehicle purchasing 
decisions that are consistent with maximizing the expected net present value of fuel savings. One 
of the studies that NERA cites in its response explains that high observed implicit consumer 
discount rates for fuel economy improvements (around 13 percent) are inconsistent with the 
discount rates standard economic theory predicts consumers would use (around 6 to 7 percent).97 
Put another way, high implicit consumer discount rates reflect the existence of the enegy 
efficiency gap. And empirical evidence of the energy efficiency gap does not justify devaluing 
the consumer and social benefits of fuel savings, it supports using the full valuation of those 
savings. As a result, NERA’s identification of these studies provides no support for the approach 
to valuing fuel saving benefits included in the NERA/Trinity Report. 

 
In fact, an approach that relies on high private discount rates is inconsistent with best practices 
for agency cost-benefit analysis. The purpose of regulation is to maximize societal net benefits 
not to maximize benefits of any particular private interests. When consumers operate more 
efficient vehicles, they consume fewer real economic resources (e.g., barrels of oil which must 
be extracted, refined, transported, etc.) than they would have had they operated less efficient 
vehicles. These are real resource savings for society, the value of which is represented by the 
price of the fuel (i.e., gasoline or diesel) saved and not consumers’ ex ante subjective valuation 
of those savings. As a result, it is appropriate to calculate the present value of those future 
savings using the rate that society (not private individuals) discounts future costs and benefits 
(that is, using a social discount rate).98 Such an approach is consistent with EPA’s Guidelines for 
Economic Analysis, which directs EPA to use a social, rather than private, discount rate to 
                                                 
96 NERA Response at 28-30. 
97 See Allcott & Wozny (2014) at 780 (discussing difference between observed implicit discount rates and 

“consumers real intertemporal cost of funds”); id. at 784 (discussing calculation of real intertemporal cost of funds 
as the discount rate derived from the opportunity cost of capital if fuel economy improvements are paid for in cash 
or the interest rate of a loan if fuel economy improvements are financed). 

98 Circular A-4 directs agencies to use discount rates of 3 percent and 7 percent except in specific circumstances 
such as intergenerational discounting. Circular A-4 at 33. Neither is close to the implied discount rates of 13 
percent that NERA uses. 
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calculate costs and benefits of regulations.99 It is also consistent with NHTSA’s past 
explanations for why it has consistently calculated fuels savings benefits as the full economic 
value of those savings.100 

D. NERA’s Undervaluation of Fuel Savings Is Consequential 

NERA attempts to minimize the significance of its approach to calculating the benefits of fuel 
savings by asserting that rolling back the baseline standards would remain net beneficial even if 
its analysis used the full economic value of fuel saving benefits.101 But NERA’s failure to 
properly value fuel savings is not harmless error. It is not sufficient that a particular standard 
level has benefits that exceed costs; when comparing potential standards, the size of the net 
benefits is relevant. And NERA’s response shows that the approach to valuing fuel savings 
significantly influences which level of standards has the greatest net benefits.102 As such, the 
calculation of fuel saving benefits will significantly influence the net benefits of more stringent 
standards, in the context of statutory mandates that are aimed at maximizing fuel economy and 
minimizing dangerous air pollution. But because the agencies have historically used the costs 
and benefits of fuel economy and greenhouse gas emission standards to inform the appropriate 
level of those standards,103 reliance on a fundementally flawed economic analysis would render 
the agency’s decisionmaking arbitrary.104  

 
Moreover, NERA’s calculations show that for Scenario 1 (the Proposed Rule’s “preferred 
alternative”) at a 3% discount rate, there is a $42.5 billion difference between the willingness-to-
pay approach and full valuation of fuel savings. The total net benefits that NERA/Trinity 
calculated for Scenario 1 at a 3% discount rate is $98.2 billion. As a result, using the full 
valuation of fuel savings would, alone, reduce the net benefits of Scenario 1 by almost half. 

                                                 
99 EPA, GUIDELINES FOR PREPARING ECONOMIC ANALYSES 6-1 (2010). 
100 Baseline Standards Rule, 77 Fed. Reg. at 62,992 (“When estimating the aggregate value to the U.S. economy of 

fuel savings resulting from alternative increases in CAFE standards—or the ‘social’ value of fuel savings—the 
agency includes fuel savings over the entire expected lifetimes of vehicles that would be subject to higher 
standards”). 

101 NERA Response at 30-32. 
102 See NERA Response at 32 (finding that NERA Scenario 1 maximizes net benefits under NERA’s flawed 

approach to valuing fuel saving benefits, whereas Scenario 5 maximizes net benefits under the agencies’ historical 
approach to valuing fuel saving benefits). 

103 See e.g., Baseline Standards Rule, 77 Fed. Reg. at 62,777 (“given the technical feasibility of the standard, the cost 
per vehicle in light of the savings in fuel costs over the lifetime of the vehicle, the very significant reductions in 
emissions and in oil usage, and the significantly greater quantified benefits compared to quantified costs, EPA is 
confident that the standards are an appropriate and reasonable balance of the factors to consider under section 
202(a)”) (emphasis added); id. at 63,020 (“[r]egardless of what type of analysis is or is not used, considerations 
relating to costs and benefits remain an important part of CAFE standard setting”); Ctr. for Biological Diversity, 
538 F.3d 1172, 1186 (9th Cir. 2008) (explaining that NHTSA used a marginal cost-benefit analysis to determine 
maximum feasible standards for model years 2008-2011). 

104 Ctr. for Biological Diversity, 538 F.3d at 1198 (“Even if NHTSA may use a cost-benefit analysis to determine the 
"maximum feasible" fuel economy standard, it cannot put a thumb on the scale by undervaluing the benefits and 
overvaluing the costs of more stringent standards”). 
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Correcting any one of NERA’s and the agencies’ many other errors—e.g., relying on accurate 
technology compliance cost estimates rather than the agencies’  overestimates; using a 10% or 
lower rebound estimate instead of the agencies’ unsupported estimate; using the global social 
cost of carbon at an appropriate discount rate instead of the agencies’ so-called “interim” 
calculation—would likely show that Scenario 1 produces net costs rather than net benefits. 
Correcting all of these errors would certainly show this. 

E. NERA’s Citation of Opportunity Costs Does Not Justify Rolling Back the 
Baseline Standards 

NERA attempts to justify the overall conclusions of its economic analysis by pointing to an 
alleged undercounting of a separate category of consumer costs.105 Specifically, NERA claims 
that both its and the agencies’ economic analyses failed to account for consumer welfare losses 
that result because the baseline standards force consumers to forgo vehicle attributes such as 
horsepower and weight (what NERA calls “performance attributes”) that they also value. NERA 
calls this category of unaccounted-for costs the “opportunity costs” of the standards.106  
 
As a preliminary matter, NERA admits that the results they present “cannot be used directly to 
estimate the offsetting consumer losses from reduced passenger car and light truck 
performance.”107 By NERA’s own admission, its analysis does not and cannot quanitfy these 
alleged losses. Thus, NERA’s analysis cannot be adopted by the agencies in an attempt to justify 
rolling back the baseline standards.  
 
Moreover, NERA’s identification of “opportunity costs” as an additional (unquantified) cost that 
would support its economic conclusions regarding the baseline standards is fundementally 
flawed for a number of reasons. 

1. The academic literature does not support NERA’s assumption about 
substantial efficiency-performance tradeoffs 

In the absence of market failures, a rational consumer would continue to demand fuel economy 
improvements until the net present value of fuel savings108 just meets the upfront cost of adding 
fuel efficiency technology.109 The fact that in some limited cases technology can be used to 
                                                 
105 NERA Response at 32-35. 
106 NERA Response at 33-34. 
107 NERA Response at 35. 
108 Rational consumers would also consider the fact that such technology also saves time at the pump and the value 

of additional miles traveled. However, the presence of these additional consumer benefits does not change the 
analysis and so, for simplicity, we refer only to the fuel savings. 

109 Helfand & Dorsey-Palmateer (2015) at 438 (“If vehicle buyers minimize costs of ownership, as in standard 
economic models, then all else equal, they should be willing to purchase additional fuel-saving technology as long 
as the additional cost of this technology to them is less than the expected discounted fuel savings”); Helfand & 
Wolverton (2011) at 129-130 (“the relative preference for performance over fuel economy still does not explain 
the seeming paradox that fuel savings appears to exceed the cost of adding additional fuel economy to the vehicle. 
One would expect from economic theory that consumers would continue to demand fuel economy improvements 
until the benefits of a marginal improvement just meets the cost. Only if there are limits on the total amount of 
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increase fuel economy or increase other vehicle attributes that consumers like does not alter this 
analysis,110 because there are many technologies that can improve fuel economy, many 
technologies that can improve performance, and both fuel economy and performance can be 
improved at the same time.111 If there are no market failures (including the availability of an 
efficient credit market for financing), manufacturers would be expected to add both technology 
that increases performance up to the level that consumers value that performance and technology 
that increases fuel savings up to the level that the net present value of the fuel savings are equal 
to the cost of the technology. This is true even if, as would be expected, adding both technologies 
further increases the upfront purchase price of a vehicle, so long as the additional fuel efficiency 
technology would still save consumers money on net.  
 
The only case in which consumers may not receive performance attributes that they might value, 
would be where there is a technical or engineering constraint that prevented manufacturers from 
adding technology that increases performance and adding technology that improves fuel 
efficiency.112 Yet, empirical evidence shows that automakers have been able to add fuel savings 
without creating a technical constraint on the amount of other attributes that can be added to 
vehicles.113  
 
In its response, NERA reproduces a chart that purports to show that, historically, performance 
leveled off as fuel economy standards increased in an attempt to suggest that there has been such 
a tradeoff.114 However, NERA’s chart is misleading because it uses outdated data from when 
fuel economy standards were constant to incorrectly argue that manufacturers held fuel economy 
constant in order to advance performance attributes. As a recent figure from the 2018 EPA 
Automotive Trends Report (reproduced below) demonstrates,115 since 2008, fuel economy began 
to rise (as a result of standards adopted by the agencies), yet performance attributes continued on 
the same upward path that they had prior to adoption of the standards. This evidence undermines 

                                                 
efficiency that can go in a vehicle does economic theory predict that the marginal benefit of fuel economy should 
not equal its marginal cost”).  

110 See EPA, NHTA & CARB, Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle 
Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-
2025 at 4-26 (2016), https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF (“Draft 
TAR”) (“manufacturers may choose to apply technology to improve vehicle performance in lieu of efficiency”). 

111 Helfand & Dorsey-Palmateer (2015) at 442 (“Power is also considered a substitute for fuel economy (e.g. Lier & 
Linn, 2012), though it is possible to increase both power and fuel economy, at a cost”). 

112 Helfand & Wolverton (2011) at 129-130 (“Only if there are limits on the total amount of efficiency that can go in 
a vehicle does economic theory predict that the marginal benefit of fuel economy should not equal its marginal 
cost”). 

113 Huang at al. (2018) at 194 (finding that “automakers have typically been able to implement fuel-saving 
technologies without harm to vehicle operational characteristics” like “acceleration, handling, ride comfort, noise, 
braking feel, and vibration”).  

114 NERA Response at 34. 
115 EPA, 2018 AUTOMOTIVE TRENDS REPORT 30 (2018), 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100W5C2.PDF?Dockey=P100W5C2.PDF; See also Policy Integrity 
October Comments at 46, fig. 1 (showing data from 1994-2017, and including acceleration as well as horsepower 
and weight).  

 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P100OXEO.PDF?Dockey=P100OXEO.PDF
https://nepis.epa.gov/Exe/ZyPDF.cgi/P100W5C2.PDF?Dockey=P100W5C2.PDF
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NERA’s assertion, based on the outdated data, “that if CAFE standards are tightened, 
manufacturers would reduce the pace of improvement in these other desirable [performance] 
features.”116 As the Environmental Defense Fund explained in its October comments to the 
agencies, EPA concluded as part of the MTE that this change reflects the fact that “the historic 
tradeoff between performance and fuel economy is far less likely to hold for advanced 
technology engines.”117  
 

 

Moreover, as the agencies discuss in the Draft Technical Assessment Report completed as part of 
the MTE, even if there is some performance-efficiency tradeoff, studies suggest that there may 
also be a countervailing effect whereby the increased innovation spurred by the standards 
ultimately allows both more performance and more efficiency at lower cost.118 More recent 
literature notes that learning by doing and knowledge spillovers should further reduce 
compliance costs, making these tradeoffs less necessary and potentially non-existent.119 
                                                 
116 NERA Response at 34.  
117 Comments of Environmental Defense Fund Appendix A at 90, NHTSA-2018-0067-12108 (Oct. 26, 2018), 

https://www.regulations.gov/document?D=NHTSA-2018-0067-12108; see also EPA, Proposed Determination on 
the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards 
under the Midterm Evaluation: Technical Support Document at 4-6 to 4-7 (Nov. 2016), 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf; EPA, Final Determination on the Appropriateness 
of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm 
Evaluation: Response to Comments at 127 (Jan. 2017), 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf. 

118 Draft TAR at 4-32 to 4-34. 
119 Bento et al. (2018) at 1119. 
 

https://urldefense.proofpoint.com/v2/url?u=https-3A__www.regulations.gov_document-3FD-3DNHTSA-2D2018-2D0067-2D12108&d=DwMGaQ&c=slrrB7dE8n7gBJbeO0g-IQ&r=GFMd6IIuWx3REXrIZKQEY-sjIhUwAbRh93wO3xjxW1E&m=j9PG47xlWjk9PCQC_k7NYFzledxq7hJv4seBTv8FC5o&s=XsNUkWKOLtSGfjUlPKC7WCUmyJ4UoTgwmD8xkY11sF4&e=
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100Q3L4.pdf
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100QQ9Y.pdf
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But NERA fails to account for this countervailing effect of the standards on performance.  

2. Forgone performance attributes need not result in lost consumer welfare  

Even if the baseline standards cause a reduction in vehicle performance attributes compared to 
what would occur without the standards, NERA has not shown that this will result in a welfare 
loss. The performance attributes that NERA identifies—such as horsepower and weight—are 
what the economics literature calls “positional goods.”120 As Policy Integrity explained in detail 
in its October comments, a fleetwide reduction of positional attributes need not cause any 
aggregate loss of consumer welfare.121 
 
Positional goods are goods for which the value to one individual depends on how it compares 
with similar goods possessed by others.122 In other words, the good is valued according to how 
much of the good others have, rather than according to innate characteristics of the good itself. A 
growing body of research indicates that many consumers do not necessarily want the biggest and 
fastest vehicle, so long as their vehicle is bigger and faster than their friends’ and neighbors’ 
vehicles.123 Yet the purchase by one consumer of a faster vehicle inflicts a negative externality of 
diminished status on all other consumers who value having relatively faster vehicles; when those 
consumers compensate by upgrading to even faster vehicles as well, the first consumer suffers 
negative externalities in turn.  
 
Because vehicle purchase decisions are made non-cooperatively but in fact alter the spending 
behavior and perceived safety of others, consumers get stuck on a “positional treadmill” that 
does not increase welfare.124 Yet if any individual unilaterally tries to opt out of this 
“expenditure arms race,” it would only move that consumer backwards on the status or safety 
hierarchy, which for most consumers is unacceptable.125 If consumers could maintain their 
relative position with respect to performance attributes, they might not suffer any welfare loss.126 

                                                 
120 Frank (1985) at 101. 
121 Policy Integrity October Comments at 47-51. 
122 Frank (1985) at 101. 
123 Specifically, a majority of people surveyed would trade a decrease in their car’s absolute value for an increase in 

its relative value compared to other people’s cars: in other words, they are happy to have their car lose value so 
long as everyone else loses more value on average. See, e.g., Carlsson et al. (2007) at 588, 593 (reporting results 
of a Swedish survey); Alpizar et al. (2005) at 412 (reporting results of Costa Rican survey). Though some such 
surveys were conducted in other countries, if anything positionality for cars could be stronger in the United States, 
given the American affinity for cars and the income distribution. See Heffner et al. (2005) at 2 (“In the words of 
automobile psychologist G. Clotaire Rapaille, Americans are in ‘a permanent search of an identity’ and ‘cars are 
very key . . . [they are] maybe the best way for Americans to express themselves.’”); Hopkins & Kornienko 
(2004) (noting that positional effects increase as society’s income increases, because the portion of income spent 
on conspicuous consumption increases); Carlsson et al. (2007) at 588, 593 (finding support for hypothesis that 
“visible goods and their characteristics, such as the value of cars, are more positional than less visible goods and 
their characteristics, such as car safety”). 

124 Frank (2005) at 137. 
125 Frank (2005) at 105-06. 
126 Frank & Sunstein (2001) at 326 (“when a regulation requires all workers to purchase additional safety, each 

worker gives up the same amount of other goods, so no worker experiences a decline in relative living standards. 
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Reducing the amount of performance attributes that consumers want in ways that do not change 
the relative position of consumers will, therefore, not necessarily lead to aggregate welfare 
losses.  

3. An analysis of lost performance would have to account for the benefits of 
reducing externalities of lost performance  

If the agencies decide that the baseline standards result in consumers purchasing vehicles with 
fewer performance attributes, as NERA claims, the agencies would have to take into account the 
avoided negative externalities that such performance attributes would have imposed on society. 
Yet NERA fails to include the negative externalities associated with those vehicle attributes.  
 
Economics has long recognized the various implicit subsidies and externalities imposed on 
society by vehicles. These include: road and parking construction and maintenance costs, the 
space used for parking, accidents, road congestion, and pollution.127 Drivers with higher 
horsepower vehicles are much more likely to speed—by 10 miles per hour or more—increasing 
the risk of accidents, damages, and fatalities.128 Vehicles with attributes that allow faster 
acceleration also cause a greater number of and more consequential accidents.129 Similarly, 
increased weight of a consumer’s vehicle imposes a negative externality on the safety of others 
in an accident.130 Heavier vehicles also increase the cost of road maintenance and repair.131 
According to academic literature, the cost of these externalities is sizable.132  
 
Looking only at the performance attribute benefits of the rollback without also accounting for the 
costs, as NERA has done, inappropriately puts a thumb on the scale of rolling back the baseline 
standards.133 

                                                 
If relative living standards matter, then an individual will value an across-the-board increase in safety more highly 
than an increase in safety that he alone purchases”). 

127 Tietenberg & Lewis (2018) at 375-376. 
128 Insurance Institute for Highway Safety & Highway Loss Data Institute, Flexing Muscle: Sports Car Ratings 

Show Range of Performance, 52 STATUS REPORT, no. 5, 2016, at 1, 
https://www.iihs.org/iihs/sr/statusreport/article/51/5/2; Robertson (2018) at 200; McCartt & Hu (2017); Hu & 
Cicchino (2018); NHTSA, How Vehicle Age and Model Year Relate to Driver Injury Severity in Fatal 
Crashes, Traffic Safety Facts: Research Note (2013), 
https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/811825 (showing increased speed increases 
fatalities). 

129 Kim et al. (2006) at 981. 
130 Anderson & Auffhammer (2013); Policy Integrity, Comments on the Request for Comment on Reconsideration 

of the Final Determination of the Mid-Term Evaluation of Greenhouse Gas Emissions Standards for Model Year 
2022-2025 Light-Duty Vehicles at 12-13 (2017), 
https://policyintegrity.org/documents/CAFE_standards_jobs_and_preferences_-
_Institute_for_Policy_Integrity_(003).pdf.  

131 Ahmed et al. (2015) at 1080. 
132 Gerarden et al. (2017) at 1498; Lemp & Kockelman (2008) at 493-494. The magnitude of these externalities have 

been studied extensively in the fuel tax literature. See e.g. Parry & Small (2005). 
133 Ctr. for Biological Diversity, 538 F.3d at 1198. 
 

https://www.iihs.org/iihs/sr/statusreport/article/51/5/2
https://policyintegrity.org/documents/CAFE_standards_jobs_and_preferences_-_Institute_for_Policy_Integrity_(003).pdf
https://policyintegrity.org/documents/CAFE_standards_jobs_and_preferences_-_Institute_for_Policy_Integrity_(003).pdf
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4. The studies NERA cites do not support the lost opportunity cost values 
used in its cursory analysis 

NERA relies on three studies to support its conclusions regarding the opportunity cost of the 
baseline standards: Klier and Linn (2013), Klier and Linn (2016), and Leard et al. (2017).134 But 
these studies do not provide sufficient support for NERA’s claims. Klier and Linn (2013) 
appears to be a working paper version of Klier and Linn (2016). Linn is a co-author on Leard et 
al. (2017). Therefore, despite claiming that there are “numerous studies” that support its 
argument,135 the total of NERA’s evidence includes two unique papers—one of which is 
currently unpublished—from one group of researchers. Regardless of the academic quality of 
these particular studies, the point is that the literature NERA attempts to rely on is in its infancy; 
considerably more research and verification is required before this literature could potentially be 
used to inform policy. Even the authors of Klier and Linn (2016) refer to their estimates as 
“rough” and “back-of-the-envelope estimates” that may “overestimate costs.”136 
 
This conclusion is consistent with a review of the economic literature that EPA commissioned as 
part of the MTE, which was completed in 2018.137 That study concluded that consumer valuation 
of performance attributes is too uncertain to rely on, finding the literature “encompasses such a 
wide range of values that it is of little use for informing policy decisions . . . The lack of 
consensus we have found in the literature points to major challenges for researchers attempting 
to model consumer preferences for vehicles and their attributes.” 138 In a follow-up paper, the 
author of EPA’s commissioned study, David Greene, found “striking[ly]” high variation in 
willingness-to-pay estimates across the literature.139 As such, Greene et al. (2018) concluded that 
focusing on any specific willingness-to-pay estimate is methodologically suspect.140 Yet NERA 
relies on the same literature that was reviewed by Greene and fails to explain why reliance on 
these particular estimates is reasonable given the conclusion of that previous literature review.  
 
There are also a number of specific reasons why these papers cannot serve as the basis for 
reliable calculations of consumers’ alleged lost welfare from purportedly forgone performance 
attributes, consistent with criticisms of NERA’s approach to calculating other costs and benefits. 
First, all three papers assume homogenous consumers.141 Yet, as Leard himself notes in a recent 
working paper, incorporating consumer differences in vehicle choice models that derive 
willingness-to-pay estimates can affect the model’s predictions by orders of magnitude.142  
                                                 
134 NERA Response at 33 n.25. 
135 NERA Response at 33. 
136 Klier & Linn (2016) at 52-53. 
137 EPA (2018). 
138 EPA (2018) at 7-1, 7-3. 
139 Greene et al. (2018) at 264, 273; id. at 274 (even after trimming outlines, “one standard deviation exceeds the 

mean of the [willingness to pay] estimates for most of the attributes...[and] the interquartile range also exceeds the 
median”).  

140 Greene et al. (2018) at 274. 
141 Leard et al. (2017) at 29; id at 197 (applying estimates of willingness to pay for vehicle attributes from a model 

that imposes consumer homogeneity); Klier & Linn (2012) at 29-31; Klier & Linn (2016) at 53. 
142 Leard (2019) at 35, 40. 
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In addition, Klier and Linn (2016) assumes that standards do not affect vehicle price or market 
share.143 This is directly contrary to the modeling assumptions used in Volpe and, as a result, by 
NERA. Klier and Linn (2016) uses estimates of consumers’ willingness to pay for attributes that 
were developed using a consumer choice model in a prior study;144 yet, that prior study suffers 
from a number of shortcomings of consumer choice models discussed above. Moreover, that 
study relies on several assumptions that may not hold in the real world and so may not be 
appropriate for policymaking.145 Klier and Linn (2016) also assumes consumers fully value fuel 
savings, which is inconsistent with NERA’s approach.146 
 
Leard et al. (2017) has several features that make its use in this policymaking context 
inappropriate. The authors employ a survey with a low response rate of 9%. While they address 
the non-randomness of the individuals that received the survey, they do not appear to address the 
non-randomness of those that respond (i.e., response bias). Therefore, the results for the 
subsample that responded may not predict the behavior of all consumers that are affected by the 
standards. More importantly, they obtain estimates of consumer willingness to pay that the 
authors characterize as “puzzles.”147 First, the willingness-to-pay estimates suggest that 
producers are forgoing adoption of fuel savings technologies that could be used to improve 
performance at a profit. Second, the results that the study finds for consumers’ willingness to pay 
for performance are not high enough to support reducing fuel economy in favor of performance, 
yet their current and past modeling results suggest manufacturers are reducing fuel economy in 
favor of performance.148 The authors suggest these puzzles may be the result of modeling errors 
(e.g., hidden costs or a failure to model heterogeneous preferences). While this is acceptable in a 
working paper, reliance on such a study is not appropriate for policymaking.  
 
The papers NERA cites also reinforce the points made above regarding the fact that standards 
speed up technological innovation.149 Contrary to NERA’s assumptions, this will reduce any 
tradeoff that may exist between fuel economy attributes and performance attributes over time.150 
In fact, another study previously cited by the agencies suggests that the type of approach adopted 
in Klier and Linn (2016) may underestimate technological progress and, therefore, may 
overestimate performance tradeoffs.151 

                                                 
143 Klier & Linn (2016) at 52. 
144 See Klier & Linn (2016) at 52 (citing Klier & Linn (2012)). 
145 Klier & Linn (2012) assumes that: (1) major engine attributes are captured as omissions will lead to biased 

estimates, (2) engine characteristics are uncorrelated with unobserved vehicle characteristics (i.e., firms are not 
matching engine platform to vehicle attributes unobserved by the authors), (3) vehicle attributes unobserved by 
the authors are not adjusted in response to CAFE standards, (4) no vehicles enter the market, and (5) producers do 
not have other dynamic considerations when making their product decisions. Klier & Linn (2012) at 201, 211. 

146 Klier & Linn (2016) at 53. 
147 Leard et al. (2017) at 29. 
148 Leard et al. (2017) at 29. 
149 Klier & Linn (2016) at 43. 
150 Klier & Linn (2016) at 48-50. 
151 MacKenzie & Heywood (2015) at 919-920; Draft TAR at 4-30. 
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5. Including lost opportunity cost without recalculating compliance costs 
would be arbitrary 

NERA uses NHTSA’s Volpe model to estimate the expected technology that manufactures will 
deploy to meet the baseline standards, and the costs of that technology.152 NHTSA’s Volpe 
model assumes that manufacturers will produce vehicles that have roughly the same performance 
attributes as they would have had without the standards.153 But holding performance attributes 
constant when calculating compliance costs cannot be reconciled with NERA’s attempt to 
calculate consumer welfare from forgone performance attributes. NERA has calculated costs 
using an assumption that no attributes will be forgone. But NERA then attempts to monetize 
performance attributes that will be forgone. These assumptions are plainly inconsistent.  
 
Put another way, NERA claims that rolling back the baseline standards will reduce vehicle prices 
because vehicles will not include the cost of technology to improve efficiency. At the same time, 
NERA suggests it would be appropriate to count as benefits of the rollback the additional 
performance attributes consumers will allegedly purchase when they are not required to purchase 
efficiency. But, of course, obtaining that additional performance requires technology, which will 
raise the price of the vehicle. In other words, NERA has failed to account for the cost of 
performance-enhancing technology while claiming that consumers benefit from additional 
performance when the baseline standards are rolled back. This is inconsistent. 
 
If NERA is right that consumers will lose welfare due to opportunity costs, the modeling of 
compliance costs would also have to allow manufacturers the flexibility to produce vehicles with 
a different mix of attributes and costs that (according to the modeling) better meets consumers 
demand. Doing so would substantially reduce the compliance costs of the rule because the cost 
modeling would allow manufacturers to produce lower-cost, but lower-performing, vehicles that 
comply with the standards.154  

F. Policy Integrity’s Critiques of Consumer Benefits Are Not Limited to 
NERA’s Calculation of the Benefits of Fuel Savings 

In its response, NERA asserts that Policy Integrity did not question NERA’s approach for 
calcuating consumer benefits of the baseline standards other than fuel savings, including time 
consumers save by having to refuel less often.155  
 
In fact, in its initial comments to the agencies, Policy Integrity raised a number of detailed 
concerns regarding the methodology for calculating refueling benefits.156 And NERA’s 
                                                 
152 NERA/Trinity Report at 5. 
153 Proposed Rule, 83 Fed. Reg. at 43,027. 
154 Helfand & Dorsey-Palmateer at 450; see Bento et al. (2018) at 4 (“[B]oth the 2016 TAR and 2018 NPRM have 

likely overestimated compliance costs. Neither analysis considers the full extent of options that manufacturers 
have available to respond to these policies, including changes in vehicle prices, performance, and other 
attributes”) (emphasis added). 

155 NERA Response at 24. 
156 Policy Integrity October Comments at 51-56. 
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methodology for calucating the benefits of reduced refueling time “follow[s] the formulation 
used in the NHTSA/EPA PRIA for estimating the value to consumers from reduced refueling 
time with one minor difference.”157 As a result, the critiques in Policy Integrity’s initial 
comments also call into question NERA’s approach. Specifically, the methodology used by the 
agencies and NERA underestimates the refueling benefits of the baseline standards (and 
therefore the forgone benefits of the proposal) by overestimating rebound; uses outdated data; 
fails to recognize any value of time saved for children under 16; erases 40 percent of time saved 
based on the incorrect assumption that consumers on a fixed schedule will see no savings; and 
ignores the fuel saving and emission reduction benefits of avoided refueling trips. Neither the 
original NERA/Trinity Report nor NERA’s response rebuts any of these critiques. 
 

VII. Conclusion 

The agencies should not rely on NERA’s analysis in any final rule that establishes greenhouse 
gas emissions or fuel economy standards. 
 

 
  

                                                 
157 NERA/Trinity Report at H-3. 



  

26 

REFERENCES 

The following documents are cited in the May 2019 comments submitted by the Institute for 
Policy Integrity. Where there are no copyright restrictions, the documents are attached so as to 
make them part of the record. For the documents where there are copyright concerns, we ask that 
the agencies include them in the record. Many of those documents were cited by the agencies 
and are thus already part of the record. Where available, we have included links for ease of 
reference.  
 

Shortcite  Article 
Ahmed et al. 
(2015) 

Anwaar Ahmed, Qiang Bai, Steven Lavrenz, & Samuel Labi, Estimating the Marginal Cost 
of Pavement Damage By Highway Users on the Basis of Practical Schedules for Pavement 
Maintenance, Rehabilitation and Reconstruction, 11 STRUCTURE AND INFRASTRUCTURE 
ENGINEERING 1069 (2015), https://doi.org/10.1080/15732479.2014.935950  

Allcott (2010) Hunt Allcott, Beliefs and Consumer Choice (Nov. 15, 2010) (unpublished manuscript), 
https://web.stanford.edu/group/peec/cgi-
bin/docs/events/2010/becc/presentations/1F_HuntAllcott.pdf.  

Allcott & Wozny 
(2014) 

Hunt Allcott & Nathan Wozny, Gasoline Prices, Fuel Economy, and the Energy Paradox, 96 
THE REV. OF ECON. & STAT. 779 (2014). 
https://www.mitpressjournals.org/doi/pdfplus/10.1162/REST_a_00419 

Alpizar et al. 
(2005) 

Francisco Alpizar, Fredrik Carlsson & Olof Johansson-Stenman, How Much Do We Care 
About Absolute Versus Relative Income and Consumption?, 56 J. OF ECON. BEHAVIOR & 
ORG. 405 (2005),  
https://doi.org/10.1016/j.jebo.2002.10.007 

Anderson & 
Auffhammer 
(2013) 

Michael L. Anderson & Maximillian Auffhammer, Pounds That Kill: The External Costs of 
Vehicle Weight, 81 REV. ECON. STUDIES 535 (2013), https://doi.org/10.1093/restud/rdt035  

Bento et al. 
(2018) 

Antonio M. Bento, Kenneth Gillingham, Mark. R. Jacobsen, Christopher R. Knittel, 
Benjamin Leard, Joshua Linn, Virginia McConnell, David Rapson, James M. Sallee, Arthur 
A. van Benthem, & Kate S. Whitefoot, Flawed Analysis of U.S. Auto Fuel Economy 
Standards, 362 SCIENCE 1119 (2018), https://doi.org/10.1126/science.aav1458  

Berry (1994) Steven T. Berry, Estimating Discrete-Choice Models of Product Differentiation, 25 RAND J. 
OF ECON. 242 (1994), https://www.its.caltech.edu/~mshum/gradio/papers/Berry1994.pdf  

Busse et al. 
(2013) 

Meghan Busse, Christopher R. Knittel, & Florian Zettelmeyer, Are Consumers Myopic? 
Evidence from New and Used Car Purchases, 103 AMERICAN ECON. REV. 220 (2013), 
https://www.aeaweb.org/articles?id=10.1257/aer.103.1.220 

Cameron & 
Trivedi (2005) 

A. Colin Cameron & Pravin K. Trivedi, Microeconometrics: Methods and Applications 
(2005),  http://www.newbooks-
services.de/MediaFiles/Texts/3/9780521848053_Intro_001.pdf  

Carlsson et al. 
(2007) 

Fredrik Carlsson, Olof Johansson-Stenman & Peter Martinsson, Do You Enjoy Having More 
than Others? Survey Evidence of Positional Goods, 74 ECONOMICA 586 (2007),  
https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1468-0335.2006.00571.x 

EPA (2018) EPA, CONSUMER WILLINGNESS TO PAY FOR VEHICLE ATTRIBUTES: WHAT IS THE CURRENT 
STATE OF KNOWLEDGE? (July 2018), 
https://cfpub.epa.gov/si/si_public_file_download.cfm?p_download_id=536423&Lab=OTAQ  

Frank (1985) Robert H. Frank, The Demand for Unobservable and Other Nonpositional Goods, 75 AM. 
ECON. REV. 101 (1985), https://www.jstor.org/stable/pdf/1812706.pdf 

Frank (2005) Robert H. Frank, Positional Externalities Cause Large and Preventable Welfare Losses, 95 
Am. Econ. Rev. 137 (2005). 
https://www.jstor.org/stable/pdf/4132805.pdf 

Frank & 
Sunstein (2001) 

Robert H. Frank & Cass R. Sunstein, Cost-Benefit Analysis and Relative Position, 68 U. 
CHICAGO L. REV. 323 (2001). 
https://www.jstor.org/stable/pdf/1600376.pdf  

https://doi.org/10.1080/15732479.2014.935950
https://web.stanford.edu/group/peec/cgi-bin/docs/events/2010/becc/presentations/1F_HuntAllcott.pdf
https://web.stanford.edu/group/peec/cgi-bin/docs/events/2010/becc/presentations/1F_HuntAllcott.pdf
https://www.mitpressjournals.org/doi/pdfplus/10.1162/REST_a_00419
https://doi.org/10.1016/j.jebo.2002.10.007
https://doi.org/10.1093/restud/rdt035
https://doi.org/10.1126/science.aav1458
https://www.its.caltech.edu/%7Emshum/gradio/papers/Berry1994.pdf
https://www.aeaweb.org/articles?id=10.1257/aer.103.1.220
http://www.newbooks-services.de/MediaFiles/Texts/3/9780521848053_Intro_001.pdf
http://www.newbooks-services.de/MediaFiles/Texts/3/9780521848053_Intro_001.pdf
https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1468-0335.2006.00571.x
https://cfpub.epa.gov/si/si_public_file_download.cfm?p_download_id=536423&Lab=OTAQ
https://www.jstor.org/stable/pdf/1812706.pdf
https://www.jstor.org/stable/pdf/4132805.pdf
https://www.jstor.org/stable/pdf/1600376.pdf


  

27 

Shortcite  Article 
Fullerton & Ta 
(2019) 

Don Fullerton & Chi L. Ta, Costs of Energy Efficiency Mandates Can Reverse the Sign of 
Rebound (National Bureau of Economic Research, Working Paper No. 25696, 2019), 
https://www.nber.org/papers/w25696 

Gerarden et al. 
(2017) 

Todd D. Gerarden, Richard G. Newell, & Robert N. Stavins, Assessing the Energy-Efficiency 
Gap, 55 J. Econ. Lit. 1486 (2017), https://pubs.aeaweb.org/doi/pdf/10.1257/jel.20161360  

Gillingham 
(2011) 

Kenneth Gillingham, How Do Consumers Respond to Gasoline Price Shocks? Heterogeneity 
in Vehicle Choice and Driving Behavior (July 1, 2011), 
https://www.ethz.ch/content/dam/ethz/special-interest/mtec/cepe/cepe-
dam/documents/education/lunch-seminar/2012-
spring/Gillingham_ConsumerResponseGasPrices.pdf 

Gillingham 
(2013) 

KENNETH GILLINGHAM, THE ECONOMICS OF FUEL ECONOMY STANDARDS VERSUS FEEBATES 
(2013), http://www.ourenergypolicy.org/wp-content/uploads/2013/07/Gillingham-CAFE-
Standards-vs-Feebates-Apr-20131.pdf 

Gillingham et al. 
(2019) 

Kenneth Gillingham, Sebastian Houde, and Arthur van Bentham, Consumer Myopia in 
Vehicle Purchases: Evidence from a Natural Experiment (National Bureau of Economic 
Research, Working Paper No. 25845, 2019), https://www.nber.org/papers/w25845 

Greene (2018) DAVID L. GREENE, CONSUMERS’ WILLINGNESS TO PAY FOR FUEL ECONOMY AND 
IMPLICATIONS FOR SALES OF NEW VEHICLES AND SCRAPPAGE OF USED VEHICLES (2018), 
https://ww2.arb.ca.gov/sites/default/files/2018-10/10-21-2018_Greene_UTenn-
Consumer_Behavior_Modeling.pdf  

Greene et al. 
(2018) 

David Greene, Anushah Hossain, Julia Hofmann, Gloria Helfand & Robert Beach, Consumer 
Willingness to Pay for Vehicle Attributes: What Do We Know?, 118 TRANSP. RES. 258 
(2018),  
https://doi.org/10.1016/j.tra.2018.09.013 

Grigolon & 
Verboven (2014) 

Laura Grigolon and Frank Verboven, Nested Logit or Random Coefficients Logit? A 
Comparison of Alternative Discrete Choice Models of Product Differentiation, 96 REV. OF 
ECON. & STAT. 916 (2014), https://doi.org/10.1162/REST_a_00420  

Haaf et al. 
(2014) 

C. Grace Haaf, Jeremy J. Michalek, W. Ross Morrow, & Yimin Liu, Sensitivity of Vehicle 
Market Share Predictions to Discrete Choice Model Specification, 136 J. MECH. DESIGN 
121402 (2014), 
https://pdfs.semanticscholar.org/f2c7/50ce5050b04747e5577d09fdcede6f575c35.pdf  

Hassett & 
Metcalf (1993) 

Kevin A. Hassett & Gilbert E. Metcalf, Energy Conservation Investment: Do Consumers 
Discount the Future Correctly?, 21 Energy Policy 710 (1993), https://doi.org/10.1016/0301-
4215(93)90294-P  

Heffetz (2011) Ori Heffetz, A Test of Conspicuous Consumption: Visibility and Income Elasticities, 93 REV. 
OF ECON. AND STAT. 1101 (2011), 
https://www.mitpressjournals.org/doi/pdfplus/10.1162/REST_a_00116 

Heffner et al. 
(2005) 

Reid R. Heffner, Kenneth S. Kurani, & Thomas S. Turrentine, Effects of Vehicle Image in 
Gasoline-Hybrid Electric Vehicles (U.C. Davis Inst. of Transportation Studies, UCD-ITS-
RR-05-08, 2005), https://escholarship.org/uc/item/812778bc 

Helfand & 
Dorsey-
Palmateer (2015) 

Gloria Helfand & Reid Dorsey-Palmateer, The Energy Efficiency Gap in EPA’s Benefit-Cost 
Analysis of Vehicle Greenhouse Gas Regulations: A Case Study, 6 J. OF BENEFIT-COST 
ANALYSIS 432 (2015), https://doi.org/10.1017/bca.2015.13  
 

Helfand & 
Wolverton 
(2011) 

Gloria Helfand & Ann Wolverton, Evaluating the Consumer Response to Fuel Economy: A 
Review of Literature, 5 INT’L REV. OF ENVTL. & RESOURCE ECON. 103 (2011). 
https://www.nowpublishers.com/article/Details/IRERE-0040 

Heutel (2017) Garth Heutel, Prospect Theory and Energy Efficiency (National Bureau of Economic 
Research, Working Paper No. 23692, 2017), https://www.nber.org/papers/w23692 

Hopkins & 
Kornienko 
(2004) 

Ed Hopkins & Tatiana Kornienko, Running to Keep in the Same Place: Consumer Choice as 
a Game of Status, 94 AM. ECON. REV. 1085 (2004). 
https://pdfs.semanticscholar.org/3a63/7d2e3a38909eaf01533b9a99aa307b3c9069.pdf 

https://www.nber.org/papers/w25696
https://pubs.aeaweb.org/doi/pdf/10.1257/jel.20161360
https://www.ethz.ch/content/dam/ethz/special-interest/mtec/cepe/cepe-dam/documents/education/lunch-seminar/2012-spring/Gillingham_ConsumerResponseGasPrices.pdf
https://www.ethz.ch/content/dam/ethz/special-interest/mtec/cepe/cepe-dam/documents/education/lunch-seminar/2012-spring/Gillingham_ConsumerResponseGasPrices.pdf
https://www.ethz.ch/content/dam/ethz/special-interest/mtec/cepe/cepe-dam/documents/education/lunch-seminar/2012-spring/Gillingham_ConsumerResponseGasPrices.pdf
http://www.ourenergypolicy.org/wp-content/uploads/2013/07/Gillingham-CAFE-Standards-vs-Feebates-Apr-20131.pdf
http://www.ourenergypolicy.org/wp-content/uploads/2013/07/Gillingham-CAFE-Standards-vs-Feebates-Apr-20131.pdf
https://www.nber.org/papers/w25845
https://ww2.arb.ca.gov/sites/default/files/2018-10/10-21-2018_Greene_UTenn-Consumer_Behavior_Modeling.pdf
https://ww2.arb.ca.gov/sites/default/files/2018-10/10-21-2018_Greene_UTenn-Consumer_Behavior_Modeling.pdf
https://doi.org/10.1016/j.tra.2018.09.013
https://doi.org/10.1162/REST_a_00420
https://pdfs.semanticscholar.org/f2c7/50ce5050b04747e5577d09fdcede6f575c35.pdf
https://doi.org/10.1016/0301-4215(93)90294-P
https://doi.org/10.1016/0301-4215(93)90294-P
https://www.mitpressjournals.org/doi/pdfplus/10.1162/REST_a_00116
https://escholarship.org/uc/item/812778bc
https://doi.org/10.1017/bca.2015.13
https://www.nowpublishers.com/article/Details/IRERE-0040
https://www.nber.org/papers/w23692
https://pdfs.semanticscholar.org/3a63/7d2e3a38909eaf01533b9a99aa307b3c9069.pdf


  

28 

Shortcite  Article 
Houde (2018) Sebastian Houde, How Consumers Respond to Product Certification and the Value of Energy 

Information, 49 RAND J. OF ECON. 453 (2018), https://doi.org/10.1111/1756-2171.12231 
Houde & 
Spurlock (2016) 

Sebastian Houde & C. Anna Spurlock, Minimum Energy Efficiency Standards for 
Appliances: Old and New Economic Rationales, 5 Econ. of Energy & Envtl. Policy 65 
(2016), https://doi.org/10.5547/2160-5890.5.2.shou  

Hu & Cicchino 
(2018) 

Wen Hu & Jessica B. Cicchino, An Examination of the Increases in Pedestrian Motor-
Vehicle Crash Fatalities During 2009–2016, 67 J.  OF SAFETY RESEARCH 37 (2018), 
https://doi.org/10.1016/j.jsr.2018.09.009 

Huang et al. 
(2018) 

Hsing-Hsiang Huang, Gloria Helfand, Kevin Bolon, Robert Beach, Mandy Sha & Amanda 
Smith, Re-Searching for Hidden Costs: Evidence from the Adoption of Fuel-Saving 
Technologies in Light-Duty Vehicles, 65 TRANSP. RES. 194 (2018),  
https://doi.org/10.1016/j.trd.2018.08.009 

Hymel & Small 
(2015) 

Kent M. Hymel & Kenneth A. Small, The Rebound Effect for Automobile Travel: Asymmetric 
Response to Price Changes and Novel Features of the 2000s, 49 ENERGY ECON. 93 (2015), 
https://doi.org/10.1016/j.eneco.2014.12.016 

Kim et al. (2006) Hong Sok Kim, Hyung Jin Kim, Bongsoo Son, Factors Associated with Automobile 
Accidents and Survival. 38 ACCIDENT ANALYSIS & PREVENTION 981 (2006), 
https://doi.org/10.1016/j.aap.2006.04.001  

Klier & Linn 
(2012) 

Thomas Klier & Joshua Linn, New-Vehicle Characteristics and the Cost of the Corporate 
Average Fuel Economy Standard, 43 RAND J. OF ECON. 186 (2012). 
https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1756-2171.2012.00162.x 

Klier & Linn 
(2016) 

Thomas Klier & Joshua Linn, The Effect of Vehicle Fuel Economy Standards on Technology 
Adoption, 133 J. OF PUB. ECON. 41 (2016), https://doi.org/10.1016/j.jpubeco.2015.11.002  

Kubik (2006) MICHELLE KUBIK, NAT’L RENEWABLE ENERGY LAB., NO. TP-620-39047, CONSUMER VIEWS 
ON TRANSPORTATION AND ENERGY (3rd ed. 2006), 
https://www.nrel.gov/docs/fy06osti/39047.pdf  

Larrick & Soll 
(2008) 

Richard Larrick & Jack B. Soll, The MPG Illusion, 320 Science 1593 (2008), 
https://science.sciencemag.org/content/320/5883/1593 

Leard (2019) Benjamin Leard, Estimating Preference Heterogeneity in Discrete Choice Models of Product 
Differentiation (Resource for the Future, Working Paper No. 19-01, 2019), 
https://media.rff.org/documents/WP_19-01_Leard_rev.pdf  

Leard et al. 
(2017) 

BENJAMIN LEARD, JOSHUA LINN & YICHEN CHRISTY ZHOU, RESOURCES FOR THE FUTURE, 
HOW MUCH DO CONSUMERS VALUE FUEL ECONOMY AND PERFORMANCE? EVIDENCE FROM 
TECHNOLOGY ADOPTION (2017),  
http://www.rff.org/files/document/file/RFF-Rpt-WTP_FuelEconomy&Performance.pdf 

Lemp & 
Kockelman 

Jason D. Lemp & Kara M. Kockelman, Quantifying the External Costs of Vehicle Use: 
Evidence from America’s Top-Selling Light-Duty Models, 13 TRANSPORTATION RESEARCH 
PART D: TRANSPORT & ENV’T 491 (2008), https://doi.org/10.1016/j.trd.2008.09.005  

MacKenzie & 
Heywood (2015) 

Don Mackenzie & John B. Heywood, Quantifying Efficiency Technology Improvements in 
U.S. Cars from 1975-2009, 157 APPLIED ENERGY 918 (2015), 
https://doi.org/10.1016/j.apenergy.2014.12.083  

McCartt & Hu 
(2017) 

Anne T. McCartt & Wen Hu, Effects of Vehicle Power on Passenger Vehicle Speeds, 18 
TRAFFIC INJURY PREVENTION 500 (2017), https://doi.org/10.1080/15389588.2016.1241994  

Parry & Small 
(2005) 

Ian W. H. Parry & Kenneth A. Small, Does Britain or the United States Have the Right 
Gasoline Tax?. 95 AMERICAN ECON. REV. 1276 (2005), 
https://doi.org/10.1257/0002828054825510  

Pindyck & 
Robinfeld (2009) 

ROBERT S. PINDYCK & DANIEL L. RUBINFELD, MICROECONOMICS (7th ed. 2009) 

Robertson 
(2018) 

Leon Robertson, Road Death Trend in the United States: Implied Effects of Prevention, 39 J. 
PUB. HEALTH POL’Y 193 (2018), https://doi.org/10.1057/s41271-018-0123-2.  

Sallee (2014) James M. Sallee, Rational Inattention and Energy Efficiency, 57 J. LAW & ECON. 781 (2014),  
http://www.journals.uchicago.edu/doi/pdfplus/10.1086/676964 

https://doi.org/10.1111/1756-2171.12231
https://doi.org/10.5547/2160-5890.5.2.shou
https://doi.org/10.1016/j.jsr.2018.09.009
https://doi.org/10.1016/j.trd.2018.08.009
https://doi.org/10.1016/j.eneco.2014.12.016
https://doi.org/10.1016/j.aap.2006.04.001
https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1756-2171.2012.00162.x
https://doi.org/10.1016/j.jpubeco.2015.11.002
https://www.nrel.gov/docs/fy06osti/39047.pdf
https://science.sciencemag.org/content/320/5883/1593
https://media.rff.org/documents/WP_19-01_Leard_rev.pdf
http://www.rff.org/files/document/file/RFF-Rpt-WTP_FuelEconomy&Performance.pdf
https://doi.org/10.1016/j.trd.2008.09.005
https://doi.org/10.1016/j.apenergy.2014.12.083
https://doi.org/10.1080/15389588.2016.1241994
https://doi.org/10.1257/0002828054825510
https://doi.org/10.1057/s41271-018-0123-2
http://www.journals.uchicago.edu/doi/pdfplus/10.1086/676964


  

29 

Shortcite  Article 
Small & Van 
Dender (2007) 

Kenneth A. Small & Kurt Van Dender, Fuel Efficiency and Motor Vehicle Travel: The 
Declining Rebound Effect, 28 THE ENERGY JOURNAL 25 (2007), 
https://www.jstor.org/stable/pdf/41323081.pdf 

Tietenberg & 
Lewis (2018) 

THOMAS H. TIETENBERG & LYNNE LEWIS, ENVIRONMENTAL AND NATURAL RESOURCE 
ECONOMICS (11th ed. 2018) 

Turrentine & 
Kurani (2007) 

Thomas S. Turrentine & Kenneth S. Kurani, Car Buyers and Fuel Economy?, 35 ENERGY 
POLICY 1213 (2007), https://www.sciencedirect.com/science/article/pii/S0301421506001200 

West et al. 
(2017) 

Jeremy West, Mark Hoekstra, Jonathan Meer, & Steven L. Puller, Vehicle Miles (Not) 
Traveled: Why Fuel Economy Requirements Don’t Increase Household Driving, 145 J. PUB. 
ECON. 65 (2017), https://www.sciencedirect.com/science/article/pii/S0047272716301463 

 

https://www.jstor.org/stable/pdf/41323081.pdf
https://www.sciencedirect.com/science/article/pii/S0301421506001200


 

 
139 MacDougal Street, Third Floor, New York, New York 10012 • (212) 992-8932 • www.policyintegrity.org 

 

May 31, 2019 

VIA ELECTRONIC SUBMISSION 

Attn:  James Tamm, Office of Rulemaking, Fuel Economy Division, National Highway Traffic 
Safety Administration; Christopher Lieske, Office of Transportation and Air Quality, 
Assessment and Standards Division, U.S. Environmental Protection Agency 

 
Re: The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 2021–2026 

Passenger Cars and Light Trucks, NHTSA–2018–0067; EPA–HQ–OAR–2018–0283; 
FRL–9981–74–OAR; RIN-2127–AL76; RIN 2060–AU09 

 
The Institute for Policy Integrity (“Policy Integrity”) at New York University School of Law1 
submits the attached supplemental comments to the National Highway Traffic Safety 
Administration (“NHTSA”) and the Environmental Protection Agency (“EPA”) (collectively, 
“the agencies”) on the Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Years 
2021–2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986 (Aug. 24, 2018) (“Proposed 
Rule”). Policy Integrity is a non-partisan think tank dedicated to improving the quality of 
government decisionmaking through advocacy and scholarship in the fields of administrative 
law, economics, and public policy. 

In October 2018, Policy Integrity previously submitted comments (“October comments”) raising 
concerns with economic analysis that the agencies used to support the Proposed Rule, including 
the proposed rollback of fuel economy and greenhouse gas emissions standards for model years 
2021 through 2025 (“baseline standards”).2 In December 2018, Policy Integrity submitted 
supplemental comments (“December comments”) highlighting concerns with the economic 
analysis in a report by NERA Economic Consulting (“NERA”) and Trinity Consultants 
(“NERA/Trinity Report”), submitted as an attachment to the comments of the Alliance of 
Automobile Manufacturers (“Alliance”).3 The Alliance recently submitted further comments, 
including an attachment from NERA (“NERA Response”), which purports to rebut critiques of 
the NERA/Trinity Report submitted by Policy Integrity, the California Air Resources Board, and 

                                                 
1 This document does not purport to present New York University School of Law’s views, if any. 
2 Comment by the Institute for Policy Integrity at New York University School of Law, NHTSA-2018-0067-12213 

and EPA-HQ-OAR-2018-0283-5083 (Oct. 26, 2018). 
3 See Supplemental Comments by the Institute for Policy Integrity at New York University School of Law, NHTSA-

2018-0067-12362 (Dec. 21, 2018); Comments of the Alliance of Automobile Manufacturers, NHTSA-2018-0067-
12073 and EPA-HQ-OAR-2018-0283-6186 (Oct. 26, 2018), attaching NERA Economic Consulting & Trinity 
Consultants, Evaluation of Alternative Passenger Car and Light Truck Corporate Average Fuel Economy (CAFE) 
Standards for Model Years 2021-2026 (Oct. 26, 2018). 

 



  

2 

a number of non-governmental organizations.4 However, NERA’s responses misstate Policy 
Integrity’s October and December comments, fail to respond to those comments, or are incorrect. 
We have provided more detail on each of the topics discussed in the NERA Response in an 
attached Appendix and we ask that the entire Appendix be included in the record.   

 

Respectfully, 
 

Bethany Davis Noll 
Peter Howard 
Jason Schwartz 
Avi Zevin 
 
Institute for Policy Integrity 
New York University School of Law 

                                                 
4 Comments of the Alliance of Automobile Manufacturers, NHTSA-2018-0067-12392 (April 10, 2018), attaching 

NERA Economic Consulting, Response to Comments on NERA/Trinity Report (April 10, 2019). 



  
U.S. Department Of Transportation 
National Highway Traffic Safety Administration 

 

 

U.S. Environmental Protection Agency 
 

 

 

 

Preliminary Regulatory Impact Analysis 
 
 

 
 

The Safer Affordable Fuel-Efficient 
(SAFE) Vehicles Rule for Model Year 
2021 – 2026 Passenger Cars and 
Light Trucks 
 
 
 
 
July 2018 – (Updated August 23, 2018, October 16, 2018) 
 
  

 



 

August 23, 2018 

The following minor modifications were made to the July 2018 Preliminary Regulatory Impact 

Analysis: 

 Removed blank pages caused by page breaks after tables 

 Added column to the table “Regulatory Alternatives Currently under Consideration” to 

reflect preamble Tables I-4 and VI-1 

 Added a missing footnote that defines vehicle classification in Chapter 8 

 Minor formatting of tables and headers 

 Corrected description of alternatives in Chapter 4.6 to reflect preamble Section IV 

 Updated “Table of Contents” page 

 

October 16, 2018 

The following modifications were made to the July 2018 Preliminary Regulatory Impact 

Analysis: 

 Corrected Table 6-29  

 Corrected Table 6-74 

 Corrected Table 6-92 to reflect the statement: “The manufacturers in the table whose names 

appear in bold all had at least one regulated fleet (of three) whose CAFE was below its 

standard in MY 2016.” 

 Corrected Table 8-1  

 Corrected Figure 11-5 

 Corrected Table 13-6  

 



 

3 

 

1 EXECUTIVE SUMMARY .................................................................................................. 6 

2 Overview .............................................................................................................................. 94 

3 Need for this Regulatory Action ...................................................................................... 110 

3.1 EPCA and the Need of the United States to Conserve Energy ................................... 111 

3.2 The CAA and Climate Change Resulting from Light-Duty Vehicle Use .................. 124 

4 Proposed and Alternative CAFE and CO2 standards for MYs 2021-2026.................. 129 

4.1 Form of the Standards ................................................................................................. 129 

4.2 Reconsideration of Footprint Curve Shapes ............................................................... 132 

4.3 What mathematical functions have the agencies previously used, and why? ............. 133 

4.4 How did the agencies reconsider the curves for the final MYs 2022-2025 standards?

 139 

4.5 Proposed Standards ..................................................................................................... 158 

4.6 Definition of alternatives ............................................................................................ 169 

5 Effect of Other Governmental Vehicle Standards On Fuel Economy ......................... 178 

5.1 Introduction ................................................................................................................. 178 

5.2 The Effect on Weight of Safety Standards and Voluntary Safety Improvements ...... 178 

5.3 Summary – Overview of Anticipated Weight Increases .............................................. 183 

6 Corporate Average Fuel Economy Compliance Simulation Modeling in Response to 

Regulatory Alternatives............................................................................................................ 185 

6.1 Technology Effectiveness based on Full Vehicle Simulation and Modeling ............. 186 

6.2 Autonomie Full Vehicle Simulation for the MY 2021-2026 rulemaking................... 189 

6.3 Simulating technology effectiveness and application on a vehicle fleet .................... 225 

6.4 CAFE Model functionality ......................................................................................... 479 

7 Manufacturer CAFE and CO2 Capabilities ................................................................... 534 

7.1 Overview ..................................................................................................................... 534 

7.2 Impacts of Proposed Standards on Requirements, Performance, and Costs to 

Manufacturers in Specific Model Years ................................................................................. 541 

7.3 Impacts on Producers of New Vehicles ...................................................................... 597 

8 Economic Analysis of Regulatory Alternatives .............................................................. 929 

8.1 Overview of Economic Consequences from Changing Fuel Economy and CO2 

Emission Standards ................................................................................................................. 929 

8.2 New Issues Addressed in this Regulatory Analysis .................................................... 932 



 

4 

 

8.3 Consumer Valuation of Improved Fuel Economy ...................................................... 934 

8.4 Baseline for Measuring Benefits and Costs ................................................................ 940 

8.5 Effects of Reducing CAFE Standards on Vehicle Prices, Fuel Economy, and Other 

Features ................................................................................................................................... 941 

8.6 Effects of Changes in Vehicle Prices and Attributes on Sales .................................... 943 

8.7 Additional costs and benefits incurred by new vehicle buyers ................................... 953 

8.8 Employment Impacts .................................................................................................. 958 

8.9 Effect of the Proposed Action on New Car Use ......................................................... 966 

8.10 Effects of Revising CAFE and CO2 Standards on Ownership and Use of Older Cars 

and Light Trucks ..................................................................................................................... 994 

8.11 Effects of Revising CAFE and CO2 Standards on Fuel Use and Environmental 

Externalities .......................................................................................................................... 1060 

8.12 Effects on Petroleum Consumption and U.S. Energy Security ................................ 1066 

8.13 Discounting Future Costs and Benefits..................................................................... 1078 

8.14 Reporting Benefits and Costs.................................................................................... 1078 

8.15 How Widespread Would Benefits from Lower Standards Be? ................................ 1085 

8.16 Potential Benefits from Improving Vehicles’ Other Attributes ................................ 1091 

9 Cost Impacts .................................................................................................................... 1103 

9.1 CAFE Model Results ................................................................................................ 1103 

9.2 Indirect Costs ............................................................................................................ 1174 

9.3 Learning Curves ........................................................................................................ 1195 

10 Benefits ............................................................................................................................. 1205 

10.1 Benefit Estimates ...................................................................................................... 1205 

10.2 Energy and Environmental Impacts .......................................................................... 1274 

10.3 Health Effects of Non-GHG Pollutants .................................................................... 1292 

10.4 Air Quality Impacts of Non-GHG Pollutants ........................................................... 1324 

11 Impact of CAFE and CO2 Standards on Vehicle Safety ............................................. 1328 

11.1 Impact of Weight Reduction on Safety ..................................................................... 1331 

11.2 Historical Analyses of Vehicle Mass and Safety ...................................................... 1332 

11.3 Recent NHTSA Analysis Supporting CAFE Rulemaking........................................ 1344 

11.4 Updated Analysis for this Rulemaking ..................................................................... 1345 

11.5 Impact of Rebound Effect on Fatalities .................................................................... 1398 



 

5 

 

11.6 Adjustment for Non-Fatal Crashes ........................................................................... 1398 

12 Net Impacts ...................................................................................................................... 1414 

12.1 Net Impacts across Alternative Fuel Economy and CO2 Standards ......................... 1414 

12.2 Net Impacts under the Preferred Alternative ............................................................ 1465 

12.3 Sales and Employment Impacts ................................................................................ 1523 

12.4 Cumulative Impacts .................................................................................................. 1525 

13 Sensitivity Analysis ......................................................................................................... 1531 

14 Flexibilities ....................................................................................................................... 1551 

14.1 NHTSA Compliance and Enforcement .................................................................... 1559 

14.2 What compliance flexibilities and incentives are currently available under the CAFE 

program and how manufacturers use them? ......................................................................... 1570 

14.3 Light-Duty CAFE Complaince Data for MYs 2011-2018 ....................................... 1584 

14.4 EPA Compliance and Enforcement .......................................................................... 1589 

14.5 Should NHTSA and EPA Continue to Account for Air Conditioning Efficiency and 

Off-Cycle Improvements? .................................................................................................... 1600 

15 Regulatory Flexibility Act and Unfunded Mandates Reform Act Analysis .............. 1609 

15.1 Regulatory Flexibility Act ........................................................................................ 1609 

15.2 Unfunded Mandates Reform Act .............................................................................. 1612 

 

  



 

6 

 

1 EXECUTIVE SUMMARY 

This Proposed Regulatory Impact Analysis (PRIA) has been prepared to assess the potential and 

anticipated consequences of proposed and alternative Corporate Average Fuel Economy (CAFE) 

standards and carbon dioxide (CO2) standards for passenger cars and light trucks for model years 

(MY) 2021 through 2026.  Regulatory analysis is a tool used to anticipate and evaluate likely 

consequences of rules.  It provides a formal way of organizing the evidence on the key effects, 

positive and negative, of the various alternatives that are considered in developing regulations.  The 

goal of this PRIA is to consolidate that evidence to help inform decision-makers of those potential 

consequences of choosing among the considered regulatory paths.  

Both agencies are required by law to take regulatory action and do not have discretion not to set 

standards.  NHTSA is required to set CAFE standards by the Energy Policy and Conservation 

Act of 1975 (EPCA), as amended by the Energy Independence and Security Act of 2007 (EISA).  

CAFE standards must be set at least 18 months prior to the beginning of the model year; must be 

set separately for each model year and for passenger cars and light trucks; must be “attribute-

based and defined by a mathematical function,” and must be set at the maximum feasible level 

that NHTSA determines manufacturers can reach for that fleet in that model year, among other 

requirements.
1
  EPA, having found that CO2 endangers public health and welfare,

2
 must set CO2 

emissions standards for passenger cars and light trucks under section 202 (a) of the Clean Air Act 

(CAA) ((42 U.S.C. 7521 (a)), and under its authority to measure passenger car and passenger car 

fleet fuel economy pursuant to EPCA.
3
 

This assessment examines the costs and benefits of proposed and alternative CAFE and CO2 

standards levels for passenger cars and light trucks for MYs 2021 through 2026.  In this 

rulemaking, NHTSA proposes to revise the existing CAFE standards for MY 2021 and propose 

new standards for MYs 2022-2026.
 
EPA proposes to revise the existing CO2 standards for MYs 

2021-2025, and propose new standards for MY 2026.
  

This assessment  examines the costs and 

benefits of setting fuel economy and CO2 standards for passenger cars and light trucks that change 

at a variety of different rates during those model years.
4
   It includes a discussion of the 

technologies that can improve fuel economy/reduce CO2 emissions, as well as analysis of the 

potential impacts on vehicle retail prices, safety, lifetime fuel savings and their value to 

consumers, and other societal benefits such as improved energy security and reduced emissions of 

                                                 
1
 See 49 U.S.C. § 32902 and Section V of the preamble that this PRIA accompanies for more information.   

2
 74 FR 66496, 66518 (December 15, 2009). 

3
 49 U.S.C. § 32904 (c). 

4 Throughout this PRIA, cost and benefit analyses are presented for individual model years as well as the 

cumulative total for all model years through MY 2029. 
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pollutants and greenhouse gases
.
.
5
 Estimating impacts also involves consideration of the response 

of consumers — e.g., whether consumers will purchase the vehicles and in what quantities. 

As explained above, EISA requires NHTSA to set attribute-based CAFE standards that are based 

on a mathematical function; EPA also sets CO2 standards following this approach in the interest 

of regulatory harmonization. The proposed CAFE and CO2 standards and alternative standards for 

MYs 2021-2026 passenger cars and light trucks are based on vehicle footprint, as were the CAFE 

standards for MYs 2011-2021
6 

and the GHG standards for MYs 2012-2025. The mathematical 

function or “curve” representing the footprint-based standards is a constrained linear function that 

provides a separate fuel economy target for each vehicle footprint, generally with more stringent 

targets for smaller vehicles and less stringent targets for larger vehicles. 

Different parameters for the continuous mathematical function are derived. Individual 

manufacturers will be required to comply with a unique fuel economy level for each of its fleets 

that is based on the distribution of its production for that year among the footprints of its vehicles. 

Although a manufacturer’s compliance obligation is determined in the same way for both 

passenger cars and light trucks, the footprint target curves for those fleets are established with 

different continuous mathematical functions that are intended to be specific to the vehicles’ 

design capabilities, to reflect the statutory requirement that the standards are supposed to be 

“maximum feasible” for each fleet separately. 

To evaluate the costs and benefits of the rule, an analysis fleet representing the light-duty fleet in 

detail was constructed.  This fleet provides the starting point for the simulation of manufacturers’ 

year-by-year response through model year 2032
7
 to standards defining each regulatory 

alternative.  The analysis fleet is comprised of the best information available as of mid-2017 

regarding the model year 2016 fleet, and, for each of nearly 1,700 specific 

model/configurations,
8
 contains information such as production volumes, fuel economy ratings, 

dimensions (footprint), curb weight and GVWR, engine characteristics, transmission 

characteristics, and other key engineering information.  For each regulatory alternative, the 

CAFE model was used to simulate manufacturers’ year-by-year application of technology that 

                                                 
5
 This analysis does not contain NHTSA’s assessment of the potential environmental impacts of the proposed rule 

for purposes of the National Environmental Policy Act (NEPA), 42 U.S.C. 4321-4347, which is contained in the 

agency’s Draft Environmental Impact Statement (EIS) accompanying the proposed rule. 
6
 Vehicle Footprint is defined as the wheelbase (the distance from the center of the front axle to the center of the 

rear axle) times the average track width (the distance between the centerline of the tires) of the vehicle (in square 

feet). 
7
 As in NHTSA’s analysis presented in the 2016 Draft TAR, today’s analysis exercises the CAFE model using 

inputs that extend the explicit compliance simulation through MY 2032 – six years beyond the last year for which 

we propose to issue new standards.  This has been done because some products are on design cycles well beyond six 

years, and especially with credits being able to be carried forward for up to five years, some manufacturers may not 

achieve full MY 2026 compliance until well beyond MY 2026. 
8
 For example, a given pickup truck model might be offered in RWD and 4WD versions with a variety of cab and 

bed configurations, engines, transmissions, resulting in potentially many distinct configurations of this model. 
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improves fuel economy/reduces CO2 emissions, assuming that manufacturers would respond 

both to the year-by-year series of standards defining the regulatory alternative and also to buyers’ 

willingness to pay for a portion of the fuel savings expected to occur over vehicles’ useful lives.  

In the analyses, it was assumed that, beyond any regulatory requirements, manufacturers would 

voluntarily supply technologies that have a consumer payback (defined by fuel savings exceeding 

retail price increases) in 30 months or less.  This estimate equates to a willingness to pay for 

approximately a quarter of available fuel savings. 

NHTSA examined eight regulatory alternatives, covering a variety of alternate annual percentage 

increases separately for passenger cars and light trucks. These alternatives are summarized in the 

following table: 

Table 1-1 - CAFE Regulatory Alternatives Currently under Consideration 

Alternative Change in stringency A/C efficiency and off-

cycle provisions 

Baseline/ 

No-Action 

MY 2021 standards remain in place; MYs 2022-2025 augural 

CAFE standards are finalized; MY 2026 standards are set at 

MY 2025 levels 

No change 

1 

(Proposed) 

Existing standards through MY 2020, then 0%/year increases 

for both passenger cars and light trucks, for MYs 2021-2026 

No change 

2 Existing standards through MY 2020, then 0.5%/year 

increases for both passenger cars and light trucks, for MYs 

2021-2026 

No change 

3 Existing standards through MY 2020, then 0.5%/year 

increases for both passenger cars and light trucks, for MYs 

2021-2026 

Phase out these 

adjustments over MYs 

2022-2026 

4 Existing standards through MY 2020, then 1%/year increases 

for passenger cars and 2%/year increases for light trucks, for 

MYs 2021-2026 

No change 

5 Existing standards through MY 2021, then 1%/year increases 

for passenger cars and 2%/year increases for light trucks, for 

MYs 2022-2026 

No change 

6 Existing standards through MY 2020, then 2%/year increases 

for passenger cars and 3%/year increases for light trucks, for 

MYs 2021-2026 

No change 

7 Existing standards through MY 2020, then 2%/year increases 

for passenger cars and 3%/year increases for light trucks, for 

MYs 2021-2026 

Phase out these 

adjustments over MYs 

2022-2026 

8 Existing standards through MY 2021, then 2%/year increases 

for passenger cars and 3%/year increases for light trucks, for 

MYs 2022-2026 

No change 

 

EPA also examined eight regulatory alternatives, covering a variety of alternate annual percentage 

increases separately for passenger cars and light trucks.  These alternatives are summarized in 

the following table: 
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Table 1-2 - CO2 Regulatory Alternatives Currently under Consideration
9
 

Alternative Change in stringency A/C efficiency 

and off-cycle 

provisions 

CO2 

Equivalent AC 

Refrigerant 

Leakage, 

Nitrous Oxide 

and Methane 

Emissions 

Included for 

Compliance? 

Baseline/ 

No-Action 

GHG standards remain unchanged; MY 2026 

standards are set at MY 2025 levels 

No change Yes, for all 

MYs 
10

 

1 

(Proposed) 

Existing standards through MY 2020, then 

0%/year increases for both passenger cars and 

light trucks, for MYs 2021-2026 

No change No, beginning 

in MY 2021
11

 

2 Existing standards through MY 2020, then 

0.5%/year increases for both passenger cars 

and light trucks, for MYs 2021-2026 

No change No, beginning 

in MY 2021 

3 Existing standards through MY 2020, then 

0.5%/year increases for both passenger cars 

and light trucks, for MYs 2021-2026 

Phase out these 

adjustments 

over MYs 2022-

2026 

No, beginning 

in MY 2021 

4 Existing standards through MY 2020, then 

1%/year increases for passenger cars and 

2%/year increases for light trucks, for MYs 

2021-2026 

No change No, beginning 

in MY 2021 

5 Existing standards through MY 2021, then 

1%/year increases for passenger cars and 

2%/year increases for light trucks, for MYs 

2022-2026 

No change No, beginning 

in MY 2021 

6 Existing standards through MY 2020, then 

2%/year increases for passenger cars and 

3%/year increases for light trucks, for MYs 

2021-2026 

No change No, beginning 

in MY 2021 

7 Existing standards through MY 2020, then 

2%/year increases for passenger cars and 

3%/year increases for light trucks, for MYs 

2021-2026 

Phase out these 

adjustments 

over MYs 2022-

2026 

No, beginning 

in MY 2021 

8 Existing standards through MY 2021, then 

2%/year increases for passenger cars and 

No change No, beginning 

in MY 2021 

                                                 
9
 The alternatives would apply to CO2 emissions.   

10
 Carbon dioxide equivalent of air conditioning refrigerant leakage, nitrous oxide and methane emissions are 

included for compliance with the EPA standards for all MYs under the baseline/no action alternative. Carbon 

dioxide equivalent is calculated using the Global Warming Potential (GWP) of each of the emissions. 
11

 Beginning in MY 2021, the proposal provides that the GWP equivalents of air conditioning refrigerant leakage, 

nitrous oxide and methane emissions would no longer be able to be included with the tailpipe CO2 for compliance 

with tailpipe CO2 standards.  
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3%/year increases for light trucks, for MYs 

2022-2026 

 

This PRIA is generally organized to provide overall background information, methodologies, 

and data inputs, as well as results of the various technical and economic analyses.  A summary of 

each chapter of the PRIA subsequent to this one follows: 

Chapter 2 – Overview.  This chapter provides an overview of the joint NHTSA-EPA proposal 

that is analyzed together with alternative approaches in this PRIA.  It discusses both the nature of 

the proposal and the conclusions that led to it, which are influenced by the results of this 

analysis.  

Chapter 3 - Need for this Regulatory Action.  This chapter discusses the need for the 

regulatory action and provides background information on U.S. oil consumption and CO2 

emissions. 

Chapter 4 - Proposed and Alternative CAFE and CO2 Standards for MYs 2021-2026.  

This chapter discusses the form of the CAFE and CO2 standards (i.e., the footprint-based 

constrained linear functions that are the standards for each fleet and for each model year) and 

how the forms of the standards were developed for this proposal.  This chapter also presents 

the proposed standards for both agencies and defines the alternative standards considered. 

Chapter 5 - Effect of Other Governmental Vehicle Standards on Fuel Economy.  Pursuant 

to EPCA, as amended by EISA, NHTSA is obligated to consider the effect of other motor 

vehicle standards of the Government on fuel economy.  This chapter looks at the effect that 

those standards would have on manufacturers’ ability to improve their fuel economy levels. 

Chapter 6 - Simulation Modeling in Response to Regulatory Alternatives.  This chapter 

takes an in-depth look at the analysis of technologies that could be used by industry to improve 

their fuel economy levels/reduce their CO2 emissions levels.  This chapter also describes how 

the CAFE model was used to assess potential effects associated with different regulatory 

alternatives and how the CAFE model works in general.  It further describes how the “analysis 

fleet” was developed. The analysis fleet provides the basis for subsequent analysis by the 

CAFE model. 

Chapter 7 - Manufacturer CAFE Capabilities.  Focusing on the baseline and proposed 

standards, this chapter presents the results of the modeling in terms of each manufacturer’s 

estimated CAFE and average CO2 requirements for each covered fleet in each model year, and 

in terms of the resultant estimated application of technology, achieved CAFE and average CO2 

levels, regulatory costs, and resultant average vehicle prices. 

Chapter 8 - Economic Analysis of Regulatory Alternatives.  This chapter describes the 

approach for measuring the various economic costs and benefits that are likely to result from 
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adopting the different regulatory alternatives considered.  It also reports the values of the 

economic parameters used to calculate each category of costs and benefits, describes the 

sources relied on for estimates of the values of these parameters, and discusses the uncertainty 

surrounding those values. 

Some of the more significant economic and related assumptions in this analysis include: 

1. The price of gasoline - The main analysis uses the Reference Case AEO 2018 estimate for 

the price of gasoline. 

2. GDP - The main analysis assumes GDP grow rates will transition from levels just below 

3% in the short term to levels just above 2% by the early 2020s, remaining at such levels 

thereafter. 

3. Discount rates - The analysis of benefits and costs considers discount rates of 3% and 7%. 

4. The rebound effect - The main analysis uses a rebound effect of 20% to project increased 

miles traveled as the cost per mile decreases. 

5. On-road “gap” - The main analysis assumes operation on gasoline or diesel fuel achieves 

fuel economy 20% below rated values and applies a 30% on-road gap for operation on 

electricity. 

6. The value of CO2 benefits - The unit values (or social costs) of emissions of CO2 that are 

used to convert these increased emissions to economic costs were estimated by EPA for use 

in its recent regulatory analysis of that agency’s proposed review of its Clean Power Plan.
 

These values are lower than those used previously by the agencies to estimate benefits from 

the reductions in emissions of CO2 anticipated to result from previous increases to CAFE 

and GHG standards, primarily because the new values reflect only reductions in potential 

climate-related economic damages to the U.S. rather than to the entire world economy. 

7. The military security component - The analysis does not assign a specific value to the 

military security benefits of reducing fuel consumption. This view concurs with the 

conclusions of most recent studies of military-related costs to protect U.S. oil imports, 

which generally conclude that savings in military spending are unlikely to result from 

incremental reductions in U.S. consumption of petroleum products resulting from any of 

the CAFE or CO2 standards considered in this proposal. 

8. Consumer benefit - The main analysis assumes there is no loss in value of other attributes 

to consumers resulting from vehicles that have an increase in price and higher fuel 

economy/lower CO2 emissions.  

9. Technology cost markup - The analysis applies a factor of 1.5 to “mark up” direct costs 

when estimating the equivalent retail price. 
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Chapter 9 - Costs of Alternative CAFE and CO2 Standards.  This chapter presents both 

direct and indirect costs of alternative CAFE and CO2 standards.  It also discusses the approach 

to “marking up” direct costs associated with application of vehicle technologies and to 

“learning” (i.e., the rates at which application of technologies become cheaper over time as 

manufacturers gain experience with using and applying them). 

Chapter 10 - Benefits of Alternative CAFE and CO2 Standards.  This chapter presents the 

private and social benefits that are associated with alternative CAFE and CO2 standards. 

Chapter 11 - Impacts of CAFE and CO2 Standards on Safety.  This chapter includes a 

comprehensive measure of safety impacts of potential CAFE and CO2 standards.  A number of 

factors can influence motor vehicle safety directly by influencing vehicle design or indirectly 

by influencing consumer behavior.  This chapter discusses these factors and estimates their 

individual and combined effects. Previous CAFE and CO2 rulemakings have examined the 

impact of mass reduction on safety in the on-road vehicle fleet.  This analysis continues and 

updates that analysis but also expands the examination of safety impacts to include the effect 

of higher vehicle prices on sales of newer, safer vehicles and the retention of older, less safe 

vehicles. The potential impact of the rebound effect on safety is examined, though added 

driving is a consumer choice and not directly imposed by CAFE and CO2 standards.  A social 

cost of $9.9m is applied to each estimated fatality resulting from a highway vehicle crash. 

Chapter 12 - Net Benefits of Alternative CAFE and CO2 Standards.  This chapter 

compares the costs of technologies needed to make improvements in fuel economy/reductions 

in CO2 emissions with the potential benefits, expressed in total costs (millions of dollars) from 

a societal perspective for each model year.  These are incremental costs and benefits compared 

to baselines of NHTSA’s augural standards for CAFE and and EPA’s existing standards for 

CO2. A payback period is calculated from the consumer’s perspective.  

Chapter 13 - Sensitivity Analysis.  Recognizing that the inputs to this analysis are uncertain, 

this chapter examines the effects that different CAFE and CO2 standards could have if those 

inputs changed in various ways.  The sensitivity analysis examines alternative inputs for the 

following factors: 

 Valuation of Consumer Benefit -  Degree (as percentage, with 100% applied for 

reference case) to which consumers will value the calculated benefits they receive.  

Sensitivity analysis cases consider lower percentages. 

 Inclusion of Fleet Share and Sales Response Models -  A sensitivity analysis case 

disables these models. 

 Oil Prices -  Reference case from DOE/EIA’s Annual Energy Outlook 2017.  

Sensitivity analysis cases consider low and high oil price cases. 
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 GDP -  Sensitivity analysis cases consider slower and faster GDP growth. 

 On Road Gap -  Sensitivity analysis cases consider smaller and larger gaps between 

laboratory and real-world fuel economy (and CO2 emissions). 

 Payback Period -  Using the payback period as a proxy, sensitivity analysis cases 

consider lesser and greater tendency of manufacturers to apply more technology than 

needed to meet standards. 

 Rebound Effect -  Sensitivity analysis cases consider lesser and greater tendencies of 

vehicle owners to drive more when the fuel costs of driving decrease. 

 Redesign Cadence -  Sensitivity analysis cases consider decelerated and accelerated 

product design cycles. 

 Safety Coefficients -  Sensitivity analysis cases consider cases reflecting the confidence 

interval of the statistical analysis of impacts of vehicle mass on highway safety as well 

as the impact of future safety trends on fatalities related to delayed purchase of new 

vehicles. 

 Social Cost of Carbon -  Sensitivity analysis cases consider lower and higher valuation 

of damages of CO2 emissions. 

 Hybrid Electric Vehicle (HEV) Battery Costs -  Sensitivity analysis cases consider 

lower and higher costs for HEV batteries. 

 Strong Hybrids -  One sensitivity analysis case excludes “strong” hybrid electric 

vehicles. 

 HCR2 (“Futured” High Compression Ratio) Engines -  One sensitivity analysis case 

includes a hypothetical “future” high CR (Atkinson cycle) engine. 

 Technology Cost Markup -  Sensitivity analysis cases consider lower and higher factors 

to mark up technology costs. 

Chapter 14 - Flexibilities Meeting the standard. This chapter discusses compliance 

flexibilities that manufacturers can use to achieve compliance with CAFE standards beyond 

applying fuel economy-improving technologies. Some compliance flexibilities are statutorily 

mandated by Congress through EPCA and EISA, specifically program credits, including the 

ability to carry-forward, carry-back, trade and transfer credits, and special fuel economy 

calculations for dual- and alternative-fueled vehicles. 

Chapter 15 - Regulatory Flexibility Act and Unfunded Mandates Reform Act Analysis.  

This chapter presents the analysis of the potential effects of the proposed rules on small 
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businesses, small organizations, and small government jurisdictions, as well as an assessment 

of statutory obligations under the Unfunded Mandates Reform Act of 1995. 

The agencies’ proposed standards for MYs 2021-2026 are coordinated, with a goal of enabling 

all manufacturers to build a single fleet of vehicles that would comply with both the CAFE and 

CO2 standards, helping to reduce costs and regulatory complexity. The coordinated program 

would achieve important reductions in regulatory costs and vehicle prices and achieve significant 

societal and consumer net benefits. It is important to note throughout this analysis that there is 

significant overlap in costs and benefits for NHTSA’s CAFE program and EPA’s CO2 program, 

and therefore combined program costs and benefits are not a sum of the two individual programs. 

Table 1-3 and Table 1-4 present the total costs (technology and social), benefits, and net benefits 

for NHTSA’s 2021-2026 preferred alternative CAFE and CO2 levels, relative to the MY 2022-

2025 augural standards and current MY 2021 standard.  The values in Table 1-3 and Table 1-4 

display (in total and annualized forms) costs for all MY 1977-2029 vehicles, and the benefits and 

net benefits represent the impacts of the standards over the full lifetimes of the vehicles sold or 

projected to be sold during model years 1977-2029. 

For this rulemaking, the baseline for cost and benefit reporting for NHTSA’s CAFE program is 

the augural standards for MYs 2022-2026 and the existing standard for MY 2021.   For EPA’s 

CO2 program, the baseline is the currently final MYs 2021-2025 standards and EPA program 

provisions. 

For this analysis, negative signs are used for changes in costs or benefits that decrease from those 

that would have resulted from the augural standards for MY 2022-2026 or the existing standard 

for MY 2021.  Any changes that would increase either costs or benefits are shown as positive 

changes.  Thus, an alternative that decreases both costs and benefits, will show declines (i.e., a 

negative sign) in both categories.  From Table 1-3 and Table 1-4, the preferred alternative 

(Alternative 1) is estimated to decrease costs relative to the augural baseline by from $335 to 

$563 billion over the lifetime of MYs 1977-2029 passenger vehicles (range determined by 

discount rate across both CAFE and CO2 programs). It will also decrease benefits by from $204-

$363 billion over the life of these MY fleets.  The net impact will be an increase of from $132 to 

$201 billion in total net benefits to society over this roughly 45-year timeframe. Annualized, this 

amounts to roughly $6.7-$10.1 billion per year.  Table 1-5 and Table 1-6 lists costs, benefits, and 

net benefits for all 8 alternatives that were examined. Alternative 1, the preferred alternative, 

provides the largest net benefit among these alternatives. A variety of other more detailed 

impacts of the preferred alternative are shown in Table 1-73 through Table 1-78.  

Detailed results by model year and alternative are provided in Table 1-7 through Table 1-72. 

Table 1-7 through Table 1-12 list the average required MPG by model year and alternative for 

passenger cars, light trucks, and the combined light vehicle fleet. Table 1-13 through Table 1-18 

list the average achieved MPG for these same categories. Table 1-19 through Table 1-24 list the 
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average incremental technology costs and civil penalties per vehicle by model year and 

alternative for each light vehicle category. 

Table 1-25 through Table 1-30 list the incremental total costs (at 3% discount rate) of each 

alternative by model year from a societal perspective, which excludes civil penalties because 

they are transfer payments from one societal component to another. Table 1-31 through Table 

1-36 list the present value (at 3% discount rate) of the lifetime societal benefits by model year 

and alternative. Table 1-37 through Table 1-42 list the present value of net total benefits (at 3% 

discount rate). Table 1-43 through Table 1-48 list the incremental total costs (at 7% discount 

rate) from the societal perspective (excluding fines). Table 1-49 through Table 1-54 list the 

present value (at 7% discount rate) of the lifetime societal benefits by model year and alternative. 

Table 1-55 through Table 1-60 list the present value of net total benefits (at 7% discount rate). 

Table 1-61 through Table 1-66 list the billions of gallons of liquid fuel saved by each alternative 

by model year. Table 1-67 through Table 1-72 list the change in electricity consumption (GW-h) 

for each alternative by model year. 
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Table 1-3 - Estimated 1977-2029 Model Year Costs, Benefits, and Net Benefits  

under the Preferred Alternative, CAFE Standards (Billions of 2016$) 

Cumulative Across MYs 1977-2029 

  Totals Annualized 

  

3% 

Discount 

Rate 

7% 

Discount 

Rate 

3% 

Discount 

Rate 

7% 

Discount 

Rate 

Costs -502.1 -335.3 -19.2 -24.2 

Benefits -325.8 -203.8 -12.4 -14.7 

Net Benefits 176.3 131.5 6.7 9.5 

 

Table 1-4 - Estimated 1977-2029 Model Year Costs, Benefits, and Net Benefits  

under the Preferred Alternative, CO2 Standards (Billions of 2016$) 

Cumulative Across MYs 1977-2029 

  Totals Annualized 

  

3% 

Discount 

Rate 

7% 

Discount 

Rate 

3% 

Discount 

Rate 

7% 

Discount 

Rate 

Costs -563.3 -367.1 -21.5 -26.5 

Benefits -362.6 -226.5 -13.9 -16.3 

Net Benefits 200.7 140.6 7.7 10.1 
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Table 1-5 - Total Costs, Benefits, and Net Benefits Passenger Cars and Light Trucks, MYs 

1977-2029, CAFE Standards (Billions of 2016$) 

Alternative 

3% Discount Rate 7% Discount Rate 

Costs Benefits 

Net 

Benefits Costs Benefits 

Net 

Benefits 

0.0%PC/0.0%LT, MYs 2021-

2026 
-502.1 -325.8 176.3 -335.3 -203.8 131.5 

0.5%PC/0.5%LT, MYs 2021-

2026 
-474.7 -306.6 168.1 -317.6 -191.5 126.1 

0.5%PC/0.5%LT, MYs 2021-

2026, AC/Off-Cycle Phaseout 
-444.9 -289.8 155.1 -297.9 -181.1 116.8 

1.0%PC/2.0%LT, MYs 2021-

2026 
-393.5 -250.3 143.2 -266.1 -156.5 109.7 

1.0%PC/2.0%LT, MYs 2022-

2026 
-305.6 -185.6 120.0 -207.2 -115.1 92.1 

2.0%PC/3.0%LT, MYs 2021-

2026 
-271.3 -175.4 95.9 -187.1 -110.5 76.6 

2.0%PC/3.0%LT, MYs 2021-

2026, AC/Off-Cycle Phaseout 
-159.9 -119.0 40.8 -114.0 -75.7 38.3 

2.0%PC/3.0%LT, MYs 2022-

2026 
-173.5 -113.0 60.5 -119.4 -70.2 49.2 

 

Table 1-6 - Total Costs, Benefits, and Net Benefits Passenger Cars and Light Trucks, MYs 

1977-2029, CO2 Standards (Billions of 2016$) 

Alternative 
3% Discount Rate 7% Discount Rate 

Costs Benefits 

Net 

Benefits Costs Benefits 

Net 

Benefits 

0.0%PC/0.0%LT, MYs 2021-

2026 
-563.3 -362.6 200.7 -367.1 -226.5 140.6 

0.5%PC/0.5%LT, MYs 2021-

2026 
-542.2 -343.0 199.2 -353.1 -214.0 139.0 

0.5%PC/0.5%LT, MYs 2021-

2026, AC/Off-Cycle Phaseout 
-499.0 -318.1 180.9 -328.2 -198.8 129.3 

1.0%PC/2.0%LT, MYs 2021-

2026 
-426.5 -264.1 162.4 -282.1 -165.0 117.1 

1.0%PC/2.0%LT, MYs 2022-

2026 
-311.0 -171.9 139.0 -204.7 -107.7 97.0 

2.0%PC/3.0%LT, MYs 2021-

2026 
-284.5 -167.9 116.6 -192.4 -105.6 86.8 

2.0%PC/3.0%LT, MYs 2021-

2026, AC/Off-Cycle Phaseout 
-176.2 -113.6 62.6 -123.1 -72.0 51.2 

2.0%PC/3.0%LT, MYs 2022-

2026 
-179.0 -103.7 75.3 -120.7 -65.2 55.4 
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Table 1-7 - Estimated Required Average for the Passenger Car Fleet, in MPG, CAFE 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
39.1 40.5 42.0 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
39.1 40.5 42.0 43.7 43.9 44.1 44.3 44.5 44.8 45.0 45.0 45.0 45.0 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 

39.1 40.5 42.0 43.7 43.9 44.1 44.3 44.5 44.8 45.0 45.0 45.0 45.0 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
39.1 40.5 42.0 43.7 44.1 44.5 45.0 45.5 45.9 46.4 46.4 46.4 46.4 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
39.1 40.5 42.0 43.7 45.5 46.0 46.4 46.9 47.4 47.9 47.9 47.9 47.9 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
39.1 40.5 42.0 43.7 44.5 45.5 46.4 47.3 48.3 49.3 49.3 49.3 49.3 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 

39.1 40.5 42.0 43.7 44.5 45.5 46.4 47.3 48.3 49.3 49.3 49.3 49.3 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
39.1 40.5 42.0 43.7 45.5 46.4 47.4 48.4 49.4 50.4 50.4 50.4 50.4 
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Table 1-8 - Estimated Required Average for the Passenger Car Fleet, in MPG, CO2 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 

2021-2026 
39.1 40.5 42.0 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 
39.1 40.5 42.0 43.7 43.9 44.1 44.3 44.5 44.8 45.0 45.0 45.0 45.0 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

39.1 40.5 42.0 43.7 43.9 44.1 44.3 44.5 44.8 45.0 45.0 45.0 45.0 

1.00%/Y Pc and 2.00%/Y Lt During 

2021-2026 
39.1 40.5 42.0 43.7 44.1 44.5 45.0 45.5 45.9 46.4 46.4 46.4 46.4 

1.00%/Y Pc and 2.00%/Y Lt During 

2022-2026 
39.1 40.5 42.0 43.7 45.5 46.0 46.4 46.9 47.4 47.9 47.9 47.9 47.9 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 
39.1 40.5 42.0 43.7 44.5 45.5 46.4 47.3 48.3 49.3 49.3 49.3 49.3 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

39.1 40.5 42.0 43.7 44.5 45.5 46.4 47.3 48.3 49.3 49.3 49.3 49.3 

2.00%/Y Pc and 3.00%/Y Lt During 

2022-2026 
39.1 40.5 42.0 43.7 45.5 46.4 47.4 48.4 49.4 50.4 50.4 50.4 50.4 
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Table 1-9 - Estimated Required Average for the Light Truck Fleet, in MPG, CAFE 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 

0.50%/Y Pc and 0.50%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 31.4 31.6 31.7 31.9 32.0 32.2 32.2 32.2 32.2 

0.50%/Y Pc and 0.50%/Y Lt During 2021-

2026 with AC and Off-Cycle Adj. 

Phaseout but No Target Offset 

29.5 30.1 30.6 31.3 31.4 31.6 31.7 31.9 32.0 32.2 32.2 32.2 32.2 

1.00%/Y Pc and 2.00%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 31.9 32.6 33.2 33.9 34.6 35.3 35.3 35.3 35.3 

1.00%/Y Pc and 2.00%/Y Lt During 2022-

2026 
29.5 30.1 30.6 31.3 33.3 34.0 34.7 35.4 36.1 36.9 36.9 36.9 36.9 

2.00%/Y Pc and 3.00%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 32.2 33.2 34.3 35.3 36.4 37.5 37.5 37.5 37.5 

2.00%/Y Pc and 3.00%/Y Lt During 2021-

2026 with AC and Off-Cycle Adj. 

Phaseout but No Target Offset 

29.5 30.1 30.6 31.3 32.2 33.2 34.3 35.3 36.4 37.5 37.5 37.5 37.5 

2.00%/Y Pc and 3.00%/Y Lt During 2022-

2026 
29.5 30.1 30.6 31.3 33.3 34.4 35.4 36.5 37.6 38.8 38.8 38.8 38.8 
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Table 1-10 - Estimated Required Average for the Light Truck Fleet, in MPG, CO2 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 

0.50%/Y Pc and 0.50%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 31.4 31.6 31.7 31.9 32.0 32.2 32.2 32.2 32.2 

0.50%/Y Pc and 0.50%/Y Lt During 2021-

2026 with AC and Off-Cycle Adj. Phaseout 

but No Target Offset 

29.5 30.1 30.6 31.3 31.4 31.6 31.7 31.9 32.0 32.2 32.2 32.2 32.2 

1.00%/Y Pc and 2.00%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 31.9 32.6 33.2 33.9 34.6 35.3 35.3 35.3 35.3 

1.00%/Y Pc and 2.00%/Y Lt During 2022-

2026 
29.5 30.1 30.6 31.3 33.3 34.0 34.7 35.4 36.1 36.9 36.9 36.9 36.9 

2.00%/Y Pc and 3.00%/Y Lt During 2021-

2026 
29.5 30.1 30.6 31.3 32.2 33.2 34.3 35.3 36.4 37.5 37.5 37.5 37.5 

2.00%/Y Pc and 3.00%/Y Lt During 2021-

2026 with AC and Off-Cycle Adj. Phaseout 

but No Target Offset 

29.5 30.1 30.6 31.3 32.2 33.2 34.3 35.3 36.4 37.5 37.5 37.5 37.5 

2.00%/Y Pc and 3.00%/Y Lt During 2022-

2026 
29.5 30.1 30.6 31.3 33.3 34.4 35.4 36.5 37.6 38.8 38.8 38.8 38.8 
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Table 1-11 - Estimated Required Average for the Combined Fleet, in MPG, CAFE 

Passenger Cars and Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 

2021-2026 
34.0 34.9 35.8 36.9 36.9 36.9 36.9 37.0 37.0 37.0 37.0 37.0 37.0 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 
34.0 34.9 35.8 36.9 37.1 37.3 37.5 37.7 37.9 38.1 38.1 38.1 38.1 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

34.0 34.9 35.8 36.9 37.1 37.3 37.5 37.7 37.9 38.1 38.1 38.1 38.1 

1.00%/Y Pc and 2.00%/Y Lt During 

2021-2026 
34.0 34.9 35.8 36.9 37.5 38.1 38.7 39.3 39.9 40.6 40.5 40.5 40.5 

1.00%/Y Pc and 2.00%/Y Lt During 

2022-2026 
34.0 34.9 35.8 36.9 39.0 39.5 40.2 40.8 41.4 42.1 42.1 42.1 42.1 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 
34.0 34.9 35.8 36.9 37.9 38.9 39.9 40.9 42.0 43.1 43.0 43.0 43.0 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

34.0 34.9 35.8 36.9 37.9 38.9 39.9 40.9 42.0 43.1 43.0 43.0 42.9 

2.00%/Y Pc and 3.00%/Y Lt During 

2022-2026 
34.0 34.9 35.8 36.9 39.0 40.0 41.0 42.1 43.2 44.3 44.2 44.2 44.2 
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Table 1-12 - Estimated Required Average for the Combined Fleet, in MPG, CO2 

Passenger Cars and Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 2021-

2026 
34.0 34.9 35.8 36.9 37.0 37.0 37.0 37.0 37.0 37.0 37.0 37.0 37.0 

0.50%/Y Pc and 0.50%/Y Lt During 2021-

2026 
34.0 34.9 35.8 36.9 37.1 37.3 37.5 37.7 37.9 38.1 38.1 38.1 38.1 

0.50%/Y Pc and 0.50%/Y Lt During 2021-

2026 with AC and Off-Cycle Adj. 

Phaseout but No Target Offset 

34.0 34.9 35.8 36.9 37.1 37.3 37.5 37.7 37.9 38.1 38.1 38.1 38.1 

1.00%/Y Pc and 2.00%/Y Lt During 2021-

2026 
34.0 34.9 35.8 36.9 37.5 38.1 38.7 39.3 39.9 40.5 40.5 40.5 40.5 

1.00%/Y Pc and 2.00%/Y Lt During 2022-

2026 
34.0 34.9 35.8 36.9 39.0 39.6 40.2 40.8 41.4 42.1 42.1 42.0 42.0 

2.00%/Y Pc and 3.00%/Y Lt During 2021-

2026 
34.0 34.9 35.8 36.9 37.9 38.9 39.9 40.9 41.9 43.1 43.0 43.0 43.0 

2.00%/Y Pc and 3.00%/Y Lt During 2021-

2026 with AC and Off-Cycle Adj. 

Phaseout but No Target Offset 

34.0 34.9 35.8 36.9 37.9 38.9 39.9 40.9 41.9 43.0 43.0 42.9 42.9 

2.00%/Y Pc and 3.00%/Y Lt During 2022-

2026 
34.0 34.9 35.8 36.9 39.0 40.0 41.0 42.0 43.1 44.2 44.2 44.2 44.1 
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Table 1-13 - Projected Achieved Harmonic Average for the Passenger Car Fleet, in MPG, CAFE 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 

2021-2026 
39.7 41.3 42.2 43.9 45.0 45.5 46.0 46.1 46.2 46.5 46.6 46.6 46.7 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 
39.7 41.3 42.2 43.9 45.1 45.7 46.1 46.2 46.4 46.7 46.8 46.8 46.9 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

39.7 41.3 42.2 43.9 45.2 45.8 46.2 46.2 46.0 45.6 45.7 45.8 45.8 

1.00%/Y Pc and 2.00%/Y Lt During 

2021-2026 
39.7 41.3 42.3 44.0 45.3 46.0 46.5 46.6 46.8 47.3 47.5 47.6 47.6 

1.00%/Y Pc and 2.00%/Y Lt During 

2022-2026 
39.8 41.7 42.8 44.6 46.3 47.1 47.5 47.7 47.9 48.5 48.5 48.6 48.6 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 
39.7 41.4 42.4 44.1 45.7 46.8 47.5 48.2 48.4 49.4 49.5 49.6 49.6 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

39.7 41.4 42.4 44.2 46.1 47.3 48.2 48.8 48.8 49.0 49.1 49.2 49.3 

2.00%/Y Pc and 3.00%/Y Lt During 

2022-2026 
39.8 41.7 42.9 44.7 46.8 47.9 48.6 48.9 49.3 50.3 50.4 50.5 50.5 
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Table 1-14 - Projected Achieved Harmonic Average for the Passenger Car Fleet, in MPG, CO2 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 

2021-2026 
39.6 40.7 41.5 42.4 43.6 44.1 44.5 44.6 44.7 44.8 44.9 45.0 45.1 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 
39.6 40.8 41.5 42.6 43.8 44.4 44.7 44.9 44.9 45.2 45.3 45.3 45.3 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

39.6 40.8 41.6 42.7 44.0 44.7 45.0 45.1 45.0 44.7 44.9 45.0 45.1 

1.00%/Y Pc and 2.00%/Y Lt During 

2021-2026 
39.6 40.9 41.7 43.1 44.5 45.4 45.9 46.3 46.7 47.0 47.2 47.4 47.5 

1.00%/Y Pc and 2.00%/Y Lt During 

2022-2026 
39.7 41.2 42.2 43.8 45.5 46.5 47.2 48.2 48.6 49.2 49.4 49.6 49.6 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 
39.7 41.1 42.1 43.6 45.3 46.4 47.2 48.3 48.8 49.8 50.1 50.4 50.5 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

39.7 41.1 42.2 43.8 45.7 47.0 48.0 49.1 49.3 49.6 49.9 50.3 50.5 

2.00%/Y Pc and 3.00%/Y Lt During 

2022-2026 
39.7 41.3 42.3 44.3 46.3 47.7 48.6 49.8 50.2 51.4 51.6 51.9 52.0 
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Table 1-15 - Projected Achieved Harmonic Average for the Light Truck Fleet, in MPG, CAFE 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
28.6 29.8 30.7 31.6 32.6 32.9 33.1 33.2 33.2 33.5 33.6 33.6 33.6 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
28.6 30.0 30.9 31.8 32.9 33.2 33.3 33.4 33.5 34.0 34.0 34.1 34.1 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

28.6 30.0 31.1 32.0 33.1 33.4 33.5 33.5 33.3 33.3 33.3 33.4 33.4 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
28.6 30.1 31.2 32.3 33.8 34.2 34.4 34.6 34.8 35.4 35.5 35.6 35.7 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
28.7 30.3 31.5 32.7 34.6 35.0 35.3 35.6 35.9 36.6 36.7 36.8 36.9 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
28.6 30.3 31.5 32.7 34.6 35.2 35.6 36.0 36.4 37.2 37.3 37.4 37.5 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

28.6 30.4 31.8 33.1 35.3 36.1 36.3 36.5 36.6 37.1 37.2 37.3 37.3 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
28.7 30.5 31.9 33.2 35.7 36.3 36.7 37.1 37.4 38.3 38.4 38.6 38.6 
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Table 1-16 - Projected Achieved Harmonic Average for the Light Truck Fleet, in MPG, CO2 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
28.5 29.6 30.4 31.2 32.3 32.6 32.7 32.8 32.8 32.9 33.1 33.2 33.2 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
28.5 29.7 30.6 31.3 32.5 32.8 33.0 33.0 33.1 33.3 33.4 33.4 33.4 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 

28.5 29.7 30.6 31.4 32.5 32.8 33.0 32.9 32.8 32.8 33.0 33.1 33.2 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
28.5 29.8 30.9 31.7 33.1 33.5 33.7 33.9 34.1 34.8 35.0 35.3 35.4 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
28.6 30.0 31.2 32.2 34.0 34.6 34.9 35.3 35.4 36.2 36.3 36.6 36.7 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
28.6 29.9 31.2 32.2 33.8 34.4 34.7 35.2 35.5 36.5 36.9 37.4 37.5 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 

28.6 30.1 31.4 32.5 34.4 35.1 35.4 35.7 35.7 36.1 36.7 37.1 37.6 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
28.6 30.1 31.3 32.5 34.6 35.4 35.8 36.3 36.6 37.7 38.1 38.5 38.6 
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Table 1-17 - Projected Achieved Harmonic Average for the Combined Fleet, in MPG, CAFE 

Passenger Cars and Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 

2021-2026 
33.7 35.0 36.0 37.2 38.3 38.7 39.0 39.1 39.2 39.5 39.6 39.6 39.7 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 
33.7 35.2 36.1 37.4 38.5 39.0 39.2 39.3 39.5 39.9 40.0 40.0 40.0 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

33.7 35.2 36.2 37.5 38.7 39.1 39.4 39.4 39.2 39.0 39.1 39.2 39.2 

1.00%/Y Pc and 2.00%/Y Lt During 

2021-2026 
33.7 35.3 36.3 37.7 39.1 39.7 40.0 40.2 40.4 41.1 41.1 41.2 41.2 

1.00%/Y Pc and 2.00%/Y Lt During 

2022-2026 
33.9 35.5 36.7 38.2 40.1 40.6 40.9 41.2 41.5 42.2 42.2 42.3 42.3 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 
33.8 35.4 36.6 38.0 39.8 40.6 41.2 41.7 42.0 42.9 43.0 43.1 43.1 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 

33.8 35.4 36.8 38.3 40.4 41.4 41.9 42.2 42.3 42.7 42.7 42.8 42.8 

2.00%/Y Pc and 3.00%/Y Lt During 

2022-2026 
33.9 35.6 37.0 38.6 40.9 41.8 42.3 42.6 43.0 44.0 44.0 44.1 44.1 
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Table 1-18 - Projected Achieved Harmonic Average for the Combined Fleet, in MPG, CO2 

Passenger Cars and Light 

Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
33.6 34.7 35.5 36.4 37.6 38.0 38.2 38.3 38.4 38.5 38.7 38.7 38.8 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
33.7 34.8 35.7 36.6 37.8 38.2 38.4 38.6 38.6 38.9 39.0 39.0 39.1 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 

33.7 34.8 35.7 36.6 37.9 38.4 38.6 38.6 38.5 38.4 38.5 38.7 38.7 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
33.7 34.9 35.9 37.0 38.4 39.1 39.4 39.6 39.9 40.5 40.7 41.0 41.1 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
33.7 35.1 36.3 37.6 39.4 40.2 40.6 41.2 41.5 42.2 42.4 42.6 42.6 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
33.7 35.1 36.2 37.5 39.2 40.0 40.5 41.2 41.6 42.6 42.9 43.3 43.4 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 

33.7 35.1 36.4 37.7 39.7 40.7 41.3 41.9 41.9 42.3 42.7 43.1 43.5 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
33.7 35.2 36.4 37.9 40.1 41.1 41.7 42.5 42.8 44.0 44.3 44.6 44.7 
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Table 1-19 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Passenger Cars, CAFE (2016$) 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 

0.00%/Y Lt During 

2021-2026 

-$100 -$210 -$290 -$580 -$990 -$1,290 -$1,520 -$1,630 -$1,730 -$1,750 -$1,710 -$1,690 -$1,660 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 

-$100 -$200 -$280 -$560 -$960 -$1,250 -$1,480 -$1,590 -$1,690 -$1,700 -$1,670 -$1,640 -$1,610 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No 

Target Offset 

-$80 -$180 -$270 -$550 -$930 -$1,220 -$1,420 -$1,530 -$1,620 -$1,600 -$1,560 -$1,530 -$1,500 

1.00%/Y Pc and 

2.00%/Y Lt During 

2021-2026 

-$90 -$180 -$270 -$540 -$930 -$1,200 -$1,410 -$1,510 -$1,590 -$1,540 -$1,490 -$1,450 -$1,410 

1.00%/Y Pc and 

2.00%/Y Lt During 

2022-2026 

-$50 -$110 -$170 -$430 -$760 -$1,020 -$1,200 -$1,300 -$1,360 -$1,310 -$1,270 -$1,240 -$1,200 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 

-$70 -$160 -$240 -$490 -$810 -$1,010 -$1,160 -$1,200 -$1,250 -$1,120 -$1,080 -$1,040 -$1,010 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No 

Target Offset 

-$70 -$160 -$210 -$450 -$700 -$850 -$940 -$950 -$950 -$730 -$700 -$670 -$650 

2.00%/Y Pc and 

3.00%/Y Lt During 

2022-2026 

-$30 -$90 -$150 -$390 -$640 -$820 -$950 -$1,010 -$1,030 -$900 -$870 -$830 -$810 

  



 

31 

 

Table 1-20 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Passenger Cars, CO2 (2016$) 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 

0.00%/Y Lt During 

2021-2026 

-$90 -$240 -$340 -$640 -$930 -$1,190 -$1,480 -$1,630 -$1,750 -$1,990 -$2,070 -$2,120 -$2,120 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 

-$90 -$230 -$320 -$620 -$900 -$1,150 -$1,440 -$1,580 -$1,710 -$1,930 -$2,010 -$2,060 -$2,060 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$90 -$230 -$310 -$600 -$870 -$1,110 -$1,380 -$1,510 -$1,620 -$1,790 -$1,860 -$1,890 -$1,880 

1.00%/Y Pc and 

2.00%/Y Lt During 

2021-2026 

-$80 -$210 -$290 -$520 -$780 -$980 -$1,230 -$1,340 -$1,420 -$1,630 -$1,690 -$1,720 -$1,710 

1.00%/Y Pc and 

2.00%/Y Lt During 

2022-2026 

-$30 -$110 -$160 -$350 -$560 -$740 -$960 -$1,030 -$1,130 -$1,260 -$1,320 -$1,350 -$1,350 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 

-$60 -$150 -$210 -$410 -$620 -$790 -$970 -$990 -$1,050 -$1,120 -$1,170 -$1,150 -$1,150 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$60 -$140 -$180 -$330 -$500 -$580 -$700 -$690 -$700 -$680 -$720 -$710 -$680 

2.00%/Y Pc and 

3.00%/Y Lt During 

2022-2026 

-$20 -$80 -$110 -$220 -$370 -$480 -$620 -$640 -$680 -$730 -$790 -$790 -$790 
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Table 1-21 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Light Trucks, CAFE (2016$) 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 

0.00%/Y Lt During 

2021-2026 

-$90 -$490 -$830 -$1,110 -$1,770 -$1,900 -$1,980 -$2,090 -$2,220 -$2,280 -$2,240 -$2,210 -$2,160 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 

-$90 -$430 -$760 -$1,040 -$1,690 -$1,820 -$1,910 -$2,020 -$2,140 -$2,160 -$2,130 -$2,090 -$2,040 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 with AC and 

Off-Cycle Adj. Phaseout 

but No Target Offset 

-$80 -$360 -$660 -$940 -$1,580 -$1,710 -$1,800 -$1,900 -$2,010 -$2,010 -$1,970 -$1,940 -$1,890 

1.00%/Y Pc and 

2.00%/Y Lt During 

2021-2026 

-$90 -$350 -$610 -$840 -$1,400 -$1,510 -$1,600 -$1,680 -$1,770 -$1,700 -$1,660 -$1,620 -$1,570 

1.00%/Y Pc and 

2.00%/Y Lt During 

2022-2026 

-$50 -$270 -$520 -$700 -$1,110 -$1,220 -$1,270 -$1,310 -$1,360 -$1,270 -$1,230 -$1,200 -$1,160 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 

-$70 -$240 -$420 -$600 -$1,010 -$1,070 -$1,110 -$1,150 -$1,190 -$1,040 -$1,010 -$970 -$940 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 with AC and 

Off-Cycle Adj. Phaseout 

but No Target Offset 

-$60 -$140 -$180 -$320 -$530 -$520 -$580 -$600 -$570 -$300 -$290 -$270 -$260 

2.00%/Y Pc and 

3.00%/Y Lt During 

2022-2026 

-$30 -$90 -$190 -$300 -$510 -$530 -$580 -$620 -$670 -$510 -$490 -$460 -$440 
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Table 1-22 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Light Trucks, CO2 (2016$) 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y 

Lt During 2021-2026 
-$80 -$440 -$780 -$990 -$1,490 -$1,650 -$1,820 -$1,900 -$1,960 -$2,220 -$2,300 -$2,440 -$2,500 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 
-$70 -$410 -$750 -$950 -$1,440 -$1,600 -$1,770 -$1,850 -$1,910 -$2,150 -$2,250 -$2,380 -$2,440 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 

with AC and Off-Cycle 

Adj. Phaseout but No 

Target Offset 

-$70 -$410 -$750 -$940 -$1,430 -$1,580 -$1,730 -$1,810 -$1,810 -$1,960 -$2,040 -$2,150 -$2,210 

1.00%/Y Pc and 2.00%/Y 

Lt During 2021-2026 
-$70 -$370 -$660 -$830 -$1,280 -$1,410 -$1,550 -$1,600 -$1,610 -$1,710 -$1,790 -$1,860 -$1,910 

1.00%/Y Pc and 2.00%/Y 

Lt During 2022-2026 
-$60 -$290 -$480 -$610 -$930 -$1,030 -$1,180 -$1,190 -$1,230 -$1,300 -$1,380 -$1,450 -$1,530 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 
-$60 -$300 -$490 -$630 -$1,000 -$1,090 -$1,210 -$1,220 -$1,200 -$1,210 -$1,130 -$1,150 -$1,200 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 

with AC and Off-Cycle 

Adj. Phaseout but No 

Target Offset 

-$60 -$200 -$300 -$430 -$680 -$730 -$840 -$840 -$790 -$740 -$620 -$600 -$490 

2.00%/Y Pc and 3.00%/Y 

Lt During 2022-2026 
-$50 -$170 -$320 -$430 -$630 -$700 -$800 -$800 -$770 -$730 -$650 -$700 -$750 
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Table 1-23 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Combined, CAFE (2016$) 

Passenger Cars 

and Light Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 

0.00%/Y Lt During 

2021-2026 

-$100 -$340 -$540 -$820 -$1,350 -$1,570 -$1,740 -$1,850 -$1,960 -$2,000 -$1,960 -$1,930 -$1,900 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 

-$90 -$300 -$500 -$780 -$1,300 -$1,520 -$1,680 -$1,790 -$1,900 -$1,920 -$1,890 -$1,850 -$1,820 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No 

Target Offset 

-$80 -$270 -$450 -$730 -$1,230 -$1,440 -$1,600 -$1,700 -$1,810 -$1,790 -$1,760 -$1,720 -$1,690 

1.00%/Y Pc and 

2.00%/Y Lt During 

2021-2026 

-$90 -$260 -$430 -$680 -$1,140 -$1,350 -$1,500 -$1,590 -$1,680 -$1,620 -$1,570 -$1,530 -$1,490 

1.00%/Y Pc and 

2.00%/Y Lt During 

2022-2026 

-$50 -$180 -$330 -$550 -$920 -$1,110 -$1,230 -$1,310 -$1,360 -$1,300 -$1,260 -$1,220 -$1,190 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 

-$70 -$200 -$320 -$540 -$900 -$1,040 -$1,140 -$1,180 -$1,220 -$1,090 -$1,050 -$1,010 -$980 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No 

Target Offset 

-$60 -$150 -$200 -$390 -$620 -$700 -$780 -$790 -$770 -$540 -$510 -$480 -$470 

2.00%/Y Pc and 

3.00%/Y Lt During 

2022-2026 

-$30 -$90 -$170 -$350 -$580 -$680 -$780 -$830 -$860 -$720 -$690 -$660 -$640 
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Table 1-24 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Combined, CO2 (2016$) 

Passenger Cars and 

Light Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 

0.00%/Y Lt During 

2021-2026 

-$80 -$330 -$540 -$800 -$1,180 -$1,400 -$1,640 -$1,760 -$1,850 -$2,100 -$2,190 -$2,270 -$2,300 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 

-$80 -$310 -$520 -$770 -$1,140 -$1,360 -$1,600 -$1,710 -$1,810 -$2,030 -$2,130 -$2,220 -$2,250 

0.50%/Y Pc and 

0.50%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$80 -$310 -$510 -$760 -$1,130 -$1,320 -$1,540 -$1,650 -$1,710 -$1,880 -$1,950 -$2,020 -$2,050 

1.00%/Y Pc and 

2.00%/Y Lt During 

2021-2026 

-$80 -$290 -$460 -$660 -$1,010 -$1,180 -$1,380 -$1,460 -$1,510 -$1,670 -$1,740 -$1,790 -$1,810 

1.00%/Y Pc and 

2.00%/Y Lt During 

2022-2026 

-$50 -$190 -$310 -$470 -$730 -$880 -$1,060 -$1,110 -$1,170 -$1,280 -$1,350 -$1,400 -$1,440 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 

-$60 -$220 -$340 -$510 -$790 -$930 -$1,080 -$1,100 -$1,120 -$1,160 -$1,150 -$1,150 -$1,180 

2.00%/Y Pc and 

3.00%/Y Lt During 

2021-2026 with AC 

and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$60 -$170 -$240 -$380 -$580 -$650 -$770 -$760 -$740 -$710 -$680 -$660 -$590 

2.00%/Y Pc and 

3.00%/Y Lt During 

2022-2026 

-$30 -$120 -$200 -$320 -$490 -$580 -$700 -$710 -$720 -$730 -$720 -$750 -$780 
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Table 1-25 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-58.4 -7.1 -8.4 -9.4 -12.8 -18.0 -19.3 -19.3 -17.8 -16.0 -13.6 -11.4 -10.6 -9.8 -231.9 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-55.7 -6.8 -8.0 -9.0 -12.3 -17.3 -18.8 -18.7 -17.2 -15.4 -13.1 -11.2 -10.4 -9.8 -223.7 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-52.1 -6.3 -7.5 -8.5 -11.9 -16.7 -18.0 -17.7 -16.3 -14.5 -11.8 -10.6 -9.9 -9.4 -211.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-47.0 -5.6 -6.7 -7.7 -11.0 -15.8 -17.3 -17.1 -15.8 -14.0 -11.6 -11.1 -10.7 -10.3 -201.6 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-37.3 -4.1 -4.5 -5.1 -8.3 -12.3 -15.0 -15.0 -14.1 -12.7 -10.3 -10.2 -9.9 -9.6 -168.4 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-33.3 -3.8 -4.8 -5.8 -8.9 -12.9 -13.8 -13.3 -11.3 -10.8 -8.1 -9.1 -8.7 -8.6 -153.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-19.9 -2.3 -3.4 -4.2 -7.1 -10.2 -10.6 -9.4 -7.3 -6.5 -3.6 -6.5 -6.0 -6.0 -103.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-21.3 -2.3 -2.8 -3.3 -6.3 -9.3 -11.1 -11.0 -10.0 -8.8 -6.3 -7.7 -7.4 -7.3 -114.7 
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Table 1-26 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-60.9 -8.0 -10.0 -11.5 -15.7 -19.4 -20.3 -20.2 -19.7 -18.1 -17.9 -16.1 -15.1 -12.8 -265.7 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-58.9 -7.7 -9.7 -11.0 -15.1 -18.8 -19.8 -19.8 -19.3 -17.8 -17.3 -15.8 -14.8 -12.4 -258.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-55.4 -7.1 -9.1 -10.1 -14.1 -17.7 -18.4 -18.2 -17.5 -15.9 -15.1 -14.3 -13.3 -11.2 -237.4 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-48.7 -6.2 -8.1 -9.0 -12.0 -15.3 -15.9 -15.9 -15.4 -13.7 -13.7 -12.8 -12.1 -10.4 -209.2 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-36.3 -4.4 -5.4 -6.0 -8.4 -11.1 -12.9 -12.8 -11.6 -11.4 -10.3 -10.8 -10.1 -8.6 -160.1 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-34.4 -4.1 -5.2 -5.9 -8.4 -11.1 -11.7 -11.4 -10.1 -9.7 -8.7 -9.4 -8.5 -7.6 -146.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-22.0 -2.5 -3.6 -4.1 -6.1 -8.1 -7.8 -6.9 -5.3 -4.7 -3.6 -5.9 -5.1 -4.4 -90.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-21.8 -2.5 -3.1 -3.4 -4.7 -6.6 -7.6 -7.7 -6.8 -6.3 -4.9 -7.3 -6.5 -5.9 -95.2 
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Table 1-27 - Incremental Total Costs by Societal Perspective, Light Trucks,  

3% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-28.3 -3.3 -7.1 -10.3 -12.7 -18.6 -20.0 -21.4 -22.2 -23.5 -24.7 -25.4 -26.3 -26.5 -270.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-25.7 -3.0 -6.1 -9.1 -11.5 -17.4 -18.7 -20.1 -21.0 -22.2 -23.1 -23.7 -24.5 -24.7 -250.8 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-24.5 -2.8 -5.4 -8.0 -10.5 -16.2 -17.5 -18.9 -19.8 -21.0 -21.7 -22.1 -22.6 -22.7 -233.7 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-20.1 -2.3 -4.6 -7.0 -8.8 -13.7 -14.8 -16.2 -16.8 -17.8 -17.7 -17.3 -17.5 -17.4 -191.9 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-14.2 -1.3 -3.3 -5.5 -6.9 -10.5 -11.1 -11.8 -12.1 -12.4 -12.2 -12.0 -12.0 -11.9 -137.2 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-13.3 -1.4 -2.9 -4.4 -5.9 -9.4 -9.8 -10.8 -11.1 -11.1 -10.1 -9.4 -9.2 -9.1 -117.8 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-8.3 -0.8 -1.5 -1.7 -2.9 -4.8 -4.8 -6.0 -6.3 -5.8 -4.1 -3.8 -3.2 -3.1 -57.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-7.4 -0.6 -1.1 -1.9 -2.8 -4.6 -4.6 -5.2 -5.7 -6.1 -5.2 -4.7 -4.4 -4.4 -58.7 
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Table 1-28 - Incremental Total Costs by Societal Perspective, Light Trucks,  

3% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-34.1 -4.2 -7.8 -11.0 -12.8 -17.4 -18.8 -21.7 -23.2 -24.7 -27.5 -29.6 -31.6 -33.1 -297.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-32.0 -4.0 -7.2 -10.5 -12.2 -16.7 -17.8 -20.7 -22.1 -23.6 -26.3 -28.4 -30.5 -32.1 -284.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-29.3 -3.4 -6.7 -9.8 -11.5 -16.0 -17.1 -19.8 -21.1 -22.2 -24.0 -25.5 -27.0 -28.3 -261.6 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-23.9 -2.7 -5.5 -8.0 -9.6 -13.6 -14.5 -16.7 -17.6 -18.6 -19.8 -21.4 -22.3 -23.3 -217.4 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-16.0 -1.9 -4.0 -5.7 -6.8 -9.7 -10.1 -11.9 -12.3 -12.4 -13.4 -14.5 -15.3 -16.7 -150.7 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-14.9 -1.5 -3.7 -5.4 -6.6 -10.0 -10.5 -12.4 -12.6 -12.1 -12.1 -11.7 -12.0 -12.9 -138.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-9.9 -1.0 -2.2 -3.2 -4.3 -6.5 -6.8 -8.6 -8.9 -8.4 -7.8 -6.7 -6.3 -5.6 -86.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-9.5 -1.1 -2.2 -3.6 -4.6 -6.3 -6.6 -7.5 -7.4 -7.2 -7.1 -6.5 -6.8 -7.5 -83.8 
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Table 1-29 - Incremental Total Costs by Societal Perspective, Combined,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

and Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-86.7 -10.4 -15.5 -19.7 -25.4 -36.6 -39.3 -40.7 -40.0 -39.4 -38.3 -36.7 -36.9 -36.3 -501.9 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-81.4 -9.8 -14.1 -18.1 -23.8 -34.8 -37.5 -38.8 -38.2 -37.6 -36.2 -35.0 -35.0 -34.4 -474.7 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-76.5 -9.1 -12.9 -16.6 -22.3 -32.9 -35.5 -36.7 -36.1 -35.5 -33.4 -32.8 -32.5 -32.1 -444.9 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-67.1 -7.9 -11.3 -14.6 -19.8 -29.6 -32.1 -33.3 -32.6 -31.8 -29.3 -28.4 -28.2 -27.6 -393.6 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-51.5 -5.4 -7.8 -10.6 -15.1 -22.8 -26.1 -26.8 -26.2 -25.1 -22.6 -22.2 -21.9 -21.6 -305.7 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-46.7 -5.2 -7.7 -10.2 -14.9 -22.3 -23.6 -24.1 -22.5 -21.9 -18.1 -18.5 -17.9 -17.7 -271.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-28.2 -3.1 -4.8 -5.9 -10.0 -14.9 -15.3 -15.5 -13.6 -12.3 -7.8 -10.2 -9.2 -9.1 -159.8 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-28.7 -2.8 -3.9 -5.2 -9.1 -13.9 -15.7 -16.3 -15.8 -14.9 -11.4 -12.4 -11.8 -11.7 -173.6 
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Table 1-30 - Incremental Total Costs by Societal Perspective, Combined,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-95.0 -12.2 -17.8 -22.5 -28.5 -36.8 -39.0 -41.9 -42.8 -42.8 -45.5 -45.7 -46.7 -45.9 -563.1 

0.5%PC/0.5%LT, MYs 

2021-2026 
-91.0 -11.7 -17.0 -21.5 -27.3 -35.4 -37.6 -40.4 -41.4 -41.4 -43.6 -44.2 -45.2 -44.5 -542.2 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

-84.8 -10.5 -15.7 -19.9 -25.6 -33.6 -35.5 -37.9 -38.7 -38.1 -39.1 -39.8 -40.3 -39.5 -499.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
-72.6 -8.9 -13.5 -17.0 -21.5 -28.9 -30.4 -32.6 -33.0 -32.3 -33.5 -34.2 -34.4 -33.7 -426.5 

1.0%PC/2.0%LT, MYs 

2022-2026 
-52.4 -6.3 -9.4 -11.7 -15.2 -20.8 -23.1 -24.7 -23.9 -23.8 -23.7 -25.4 -25.4 -25.2 -311.0 

2.0%PC/3.0%LT, MYs 

2021-2026 
-49.3 -5.6 -8.9 -11.3 -15.0 -21.0 -22.2 -23.7 -22.7 -21.8 -20.8 -21.1 -20.5 -20.5 -284.5 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

-31.9 -3.5 -5.9 -7.2 -10.3 -14.7 -14.6 -15.6 -14.2 -13.0 -11.4 -12.6 -11.3 -10.0 -176.2 

2.0%PC/3.0%LT, MYs 

2022-2026 
-31.3 -3.5 -5.3 -7.0 -9.3 -12.9 -14.1 -15.3 -14.2 -13.5 -12.0 -13.8 -13.3 -13.4 -178.9 
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Table 1-31 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
25.7 1.5 -0.4 -1.9 -5.3 -11.0 -14.7 -16.9 -18.7 -19.7 -20.4 -20.2 -19.9 -19.7 -141.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
24.4 1.4 -0.4 -1.9 -5.3 -10.7 -14.3 -16.4 -18.2 -19.3 -19.8 -19.6 -19.2 -18.9 -138.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

22.9 1.3 -0.5 -2.0 -5.4 -10.6 -14.0 -16.1 -17.8 -18.8 -19.0 -18.4 -17.9 -17.6 -133.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
20.6 1.0 -0.5 -1.9 -5.3 -10.3 -13.6 -15.4 -17.0 -18.0 -17.8 -16.9 -16.4 -16.0 -127.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
16.4 1.1 0.5 -0.2 -3.2 -7.1 -9.9 -12.0 -13.5 -14.4 -14.2 -13.5 -13.1 -12.7 -95.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
14.6 0.4 -1.0 -2.3 -5.3 -9.5 -11.4 -12.6 -12.6 -13.0 -11.7 -10.7 -10.3 -10.0 -95.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

8.7 -0.2 -1.5 -2.7 -5.6 -8.8 -10.2 -10.8 -10.5 -10.4 -8.2 -6.9 -6.7 -6.4 -80.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
9.4 0.5 0.0 -0.5 -3.3 -6.1 -7.8 -9.2 -10.2 -10.5 -9.2 -8.3 -8.0 -7.7 -71.0 
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Table 1-32 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
26.8 2.1 -0.7 -2.5 -6.9 -11.5 -15.4 -18.6 -21.3 -23.2 -25.8 -26.9 -27.0 -27.2 -178.1 

0.5%PC/0.5%LT, MYs 

2021-2026 
25.9 2.1 -0.5 -2.2 -6.5 -10.9 -14.5 -17.6 -20.4 -22.3 -24.6 -25.6 -26.0 -26.3 -169.4 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

24.4 1.8 -0.7 -2.1 -6.3 -10.5 -13.7 -16.8 -19.2 -20.7 -22.0 -22.5 -22.5 -22.7 -153.4 

1.0%PC/2.0%LT, MYs 

2021-2026 
21.4 1.5 -0.8 -2.0 -4.9 -8.8 -11.4 -14.0 -16.0 -16.8 -18.8 -19.4 -19.3 -19.3 -128.6 

1.0%PC/2.0%LT, MYs 

2022-2026 
16.0 1.5 0.2 -0.5 -2.8 -5.8 -7.7 -9.7 -9.9 -10.5 -11.9 -12.3 -12.5 -12.8 -78.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
15.1 1.0 -0.4 -1.2 -3.7 -6.7 -8.6 -10.1 -9.9 -10.0 -10.4 -10.6 -10.4 -10.4 -76.1 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

9.6 0.4 -0.9 -1.6 -3.6 -6.0 -7.1 -8.1 -7.5 -7.2 -6.5 -6.3 -6.0 -5.8 -56.8 

2.0%PC/3.0%LT, MYs 

2022-2026 
9.6 0.7 -0.2 -0.7 -1.7 -3.7 -4.7 -5.8 -5.5 -6.3 -6.5 -6.6 -6.7 -6.8 -44.8 
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Table 1-33 - Present Value of Lifetime Societal Benefits, Light Trucks,  

3% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
17.5 0.0 -4.2 -7.6 -10.5 -18.3 -19.3 -19.6 -20.4 -21.5 -21.6 -20.6 -19.6 -18.7 -184.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
16.0 -0.1 -3.2 -6.2 -9.2 -16.9 -18.0 -18.4 -19.2 -20.2 -19.7 -18.7 -17.8 -17.0 -168.6 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

15.2 -0.2 -3.0 -5.6 -8.5 -15.8 -16.8 -17.1 -17.9 -18.8 -18.0 -17.2 -16.5 -15.8 -156.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
12.5 -0.5 -2.8 -4.9 -6.8 -12.7 -13.2 -13.6 -14.1 -14.9 -13.7 -13.2 -12.7 -12.1 -122.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
8.9 0.1 -1.6 -3.6 -5.0 -8.7 -10.1 -10.3 -10.4 -11.1 -10.0 -9.7 -9.3 -8.9 -89.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
8.3 -0.8 -2.3 -3.6 -5.3 -9.2 -9.0 -8.9 -8.7 -9.4 -8.2 -8.0 -7.6 -7.4 -80.1 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

5.2 -1.0 -1.8 -2.2 -3.4 -6.1 -5.2 -5.3 -4.8 -4.8 -2.5 -2.4 -2.4 -2.3 -39.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
4.6 -0.1 -0.8 -1.6 -2.4 -4.4 -4.6 -4.9 -5.1 -5.9 -4.5 -4.4 -4.2 -4.0 -42.0 
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Table 1-34 - Present Value of Lifetime Societal Benefits, Light Trucks,  

3% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
21.1 1.4 -3.2 -7.1 -10.4 -17.4 -19.4 -20.1 -21.2 -21.1 -22.5 -21.5 -21.8 -21.1 -184.3 

0.5%PC/0.5%LT, MYs 

2021-2026 
19.8 1.5 -2.4 -6.3 -9.5 -16.2 -18.4 -19.1 -20.1 -20.1 -20.9 -20.7 -21.0 -20.3 -173.8 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

18.2 1.1 -2.7 -6.5 -9.6 -16.3 -18.3 -18.8 -19.8 -19.0 -18.5 -18.2 -18.4 -17.7 -164.5 

1.0%PC/2.0%LT, MYs 

2021-2026 
14.9 0.8 -2.3 -5.3 -8.0 -13.8 -15.3 -15.9 -16.6 -16.1 -15.1 -14.7 -14.3 -13.9 -135.6 

1.0%PC/2.0%LT, MYs 

2022-2026 
10.0 0.4 -1.6 -3.6 -5.1 -9.1 -9.9 -10.8 -10.6 -11.1 -10.3 -10.4 -10.7 -10.5 -93.3 

2.0%PC/3.0%LT, MYs 

2021-2026 
9.3 0.2 -1.9 -3.8 -5.6 -10.3 -11.0 -11.4 -11.2 -11.1 -9.6 -8.7 -8.4 -8.3 -91.8 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

6.2 -0.1 -1.5 -2.8 -4.3 -7.4 -7.6 -7.9 -7.5 -7.1 -5.4 -4.3 -4.2 -3.1 -56.8 

2.0%PC/3.0%LT, MYs 

2022-2026 
5.9 0.0 -1.4 -2.9 -4.2 -6.4 -6.7 -7.5 -7.3 -7.1 -5.6 -5.0 -5.3 -5.3 -58.8 
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Table 1-35 - Present Value of Lifetime Societal Benefits, Combined,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
43.2 1.5 -4.6 -9.4 -15.8 -29.2 -34.0 -36.5 -39.1 -41.2 -42.0 -40.8 -39.5 -38.4 -325.8 

0.5%PC/0.5%LT, MYs 

2021-2026 
40.4 1.3 -3.6 -8.1 -14.5 -27.6 -32.2 -34.8 -37.4 -39.4 -39.5 -38.3 -37.0 -35.9 -306.6 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

38.1 1.1 -3.5 -7.5 -13.9 -26.3 -30.8 -33.2 -35.7 -37.6 -37.0 -35.6 -34.4 -33.4 -289.7 

1.0%PC/2.0%LT, MYs 

2021-2026 
33.1 0.5 -3.3 -6.8 -12.1 -23.0 -26.8 -29.0 -31.1 -32.9 -31.5 -30.2 -29.1 -28.1 -250.4 

1.0%PC/2.0%LT, MYs 

2022-2026 
25.3 1.2 -1.1 -3.8 -8.2 -15.8 -20.0 -22.3 -23.9 -25.4 -24.2 -23.3 -22.4 -21.7 -185.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
22.9 -0.4 -3.2 -5.9 -10.6 -18.7 -20.4 -21.5 -21.3 -22.4 -19.8 -18.7 -17.9 -17.3 -175.2 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

13.9 -1.2 -3.3 -4.8 -9.0 -14.9 -15.4 -16.1 -15.4 -15.1 -10.7 -9.3 -9.0 -8.7 -119.0 

2.0%PC/3.0%LT, MYs 

2022-2026 
14.0 0.4 -0.8 -2.1 -5.7 -10.5 -12.4 -14.0 -15.2 -16.4 -13.7 -12.6 -12.1 -11.7 -112.9 
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Table 1-36 - Present Value of Lifetime Societal Benefits, Combined,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
47.9 3.5 -3.8 -9.6 -17.3 -28.9 -34.8 -38.7 -42.5 -44.3 -48.3 -48.4 -48.9 -48.3 -362.5 

0.5%PC/0.5%LT, MYs 

2021-2026 
45.8 3.5 -2.9 -8.5 -16.0 -27.1 -32.8 -36.7 -40.5 -42.4 -45.5 -46.3 -47.0 -46.6 -343.0 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

42.5 2.9 -3.5 -8.5 -15.9 -26.8 -32.1 -35.6 -39.0 -39.7 -40.5 -40.7 -40.9 -40.4 -318.1 

1.0%PC/2.0%LT, MYs 

2021-2026 
36.2 2.4 -3.1 -7.3 -12.9 -22.6 -26.7 -29.9 -32.6 -32.9 -33.8 -34.1 -33.6 -33.1 -264.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
26.0 1.9 -1.4 -4.1 -7.9 -14.9 -17.6 -20.4 -20.5 -21.6 -22.2 -22.7 -23.2 -23.3 -171.9 

2.0%PC/3.0%LT, MYs 

2021-2026 
24.4 1.2 -2.3 -5.0 -9.3 -17.0 -19.6 -21.5 -21.1 -21.1 -19.9 -19.3 -18.8 -18.7 -167.9 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

15.8 0.3 -2.4 -4.3 -7.9 -13.4 -14.7 -16.0 -15.0 -14.3 -11.9 -10.6 -10.2 -8.9 -113.5 

2.0%PC/3.0%LT, MYs 

2022-2026 
15.5 0.7 -1.6 -3.7 -5.9 -10.0 -11.4 -13.2 -12.8 -13.4 -12.1 -11.6 -12.0 -12.1 -103.6 
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Table 1-37 - Present Value of Net Total Benefits, Passenger Cars,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
84.1 8.6 8.0 7.5 7.5 7.0 4.6 2.4 -0.9 -3.8 -6.8 -8.9 -9.2 -9.8 90.5 

0.5%PC/0.5%LT, MYs 

2021-2026 
80.1 8.2 7.6 7.1 7.1 6.7 4.5 2.3 -1.0 -3.8 -6.8 -8.4 -8.7 -9.2 85.7 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

75.0 7.6 7.0 6.6 6.5 6.1 4.0 1.7 -1.6 -4.4 -7.2 -7.8 -8.0 -8.3 77.2 

1.0%PC/2.0%LT, MYs 

2021-2026 
67.6 6.6 6.1 5.7 5.8 5.5 3.7 1.7 -1.2 -4.0 -6.2 -5.9 -5.7 -5.7 73.9 

1.0%PC/2.0%LT, MYs 

2022-2026 
53.7 5.1 5.0 4.9 5.1 5.2 5.1 3.0 0.6 -1.7 -3.9 -3.3 -3.2 -3.1 72.6 

2.0%PC/3.0%LT, MYs 

2021-2026 
48.0 4.2 3.9 3.6 3.6 3.5 2.3 0.7 -1.2 -2.2 -3.6 -1.6 -1.6 -1.4 58.2 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

28.6 2.1 1.9 1.5 1.6 1.4 0.3 -1.4 -3.2 -3.9 -4.5 -0.4 -0.7 -0.4 22.8 

2.0%PC/3.0%LT, MYs 

2022-2026 
30.6 2.7 2.8 2.8 3.0 3.2 3.3 1.9 -0.1 -1.7 -2.9 -0.6 -0.6 -0.4 43.8 
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Table 1-38 - Present Value of Net Total Benefits, Passenger Cars,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
87.7 10.1 9.4 9.0 8.8 7.9 4.9 1.6 -1.7 -5.1 -7.9 -10.8 -11.9 -14.5 87.5 

0.5%PC/0.5%LT, MYs 

2021-2026 
84.9 9.8 9.2 8.8 8.6 7.9 5.3 2.1 -1.1 -4.5 -7.2 -9.8 -11.2 -14.0 89.0 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

79.8 8.9 8.3 8.0 7.8 7.2 4.6 1.4 -1.7 -4.8 -7.0 -8.2 -9.2 -11.5 83.9 

1.0%PC/2.0%LT, MYs 

2021-2026 
70.0 7.8 7.2 7.0 7.0 6.5 4.4 1.9 -0.6 -3.2 -5.1 -6.6 -7.2 -8.8 80.4 

1.0%PC/2.0%LT, MYs 

2022-2026 
52.3 5.8 5.7 5.5 5.6 5.3 5.2 3.1 1.7 0.9 -1.6 -1.5 -2.4 -4.3 81.4 

2.0%PC/3.0%LT, MYs 

2021-2026 
49.5 5.1 4.9 4.7 4.8 4.4 3.1 1.3 0.2 -0.3 -1.7 -1.2 -1.9 -2.8 70.1 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

31.6 2.9 2.7 2.5 2.4 2.1 0.7 -1.2 -2.2 -2.6 -2.9 -0.4 -1.0 -1.4 33.3 

2.0%PC/3.0%LT, MYs 

2022-2026 
31.4 3.2 2.9 2.7 3.0 2.9 2.9 2.0 1.3 0.0 -1.6 0.7 -0.2 -0.9 50.4 
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Table 1-39 - Present Value of Net Total Benefits, Light Trucks,  

3% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
45.8 3.3 2.9 2.8 2.1 0.4 0.7 1.8 1.8 2.0 3.0 4.8 6.7 7.8 85.8 

0.5%PC/0.5%LT, 

MYs 2021-2026 
41.7 2.9 2.9 2.9 2.3 0.6 0.8 1.8 1.8 2.1 3.4 5.0 6.7 7.7 82.4 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

39.7 2.6 2.4 2.5 1.9 0.5 0.8 1.8 2.0 2.3 3.7 4.9 6.1 7.0 78.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
32.6 1.8 1.9 2.0 2.0 1.1 1.5 2.6 2.8 2.9 4.0 4.1 4.8 5.3 69.2 

1.0%PC/2.0%LT, 

MYs 2022-2026 
23.1 1.5 1.6 1.9 1.8 1.7 1.0 1.5 1.7 1.4 2.2 2.3 2.7 3.0 47.4 

2.0%PC/3.0%LT, 

MYs 2021-2026 
21.6 0.5 0.6 0.8 0.6 0.2 0.8 1.9 2.4 1.7 1.9 1.4 1.6 1.7 37.7 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

13.4 -0.3 -0.3 -0.5 -0.5 -1.3 -0.4 0.8 1.5 1.0 1.6 1.3 0.8 0.8 17.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
12.0 0.5 0.3 0.3 0.4 0.3 0.1 0.4 0.7 0.2 0.7 0.4 0.3 0.3 16.8 
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Table 1-40 - Present Value of Net Total Benefits, Light Trucks,  

3% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
55.1 5.6 4.6 3.9 2.4 0.0 -0.6 1.6 2.0 3.6 5.1 8.1 9.8 12.0 113.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
51.9 5.4 4.8 4.1 2.7 0.4 -0.5 1.5 1.9 3.5 5.4 7.7 9.4 11.8 110.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

47.5 4.5 3.9 3.3 1.9 -0.4 -1.2 0.9 1.4 3.2 5.5 7.3 8.6 10.7 97.1 

1.0%PC/2.0%LT, 

MYs 2021-2026 
38.8 3.5 3.2 2.7 1.6 -0.2 -0.8 0.8 1.0 2.5 4.8 6.8 8.0 9.4 82.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
26.0 2.3 2.4 2.1 1.7 0.6 0.2 1.2 1.8 1.3 3.1 4.1 4.6 6.2 57.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
24.2 1.8 1.8 1.6 1.0 -0.4 -0.5 0.9 1.4 1.1 2.5 3.0 3.5 4.6 46.5 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

16.1 0.9 0.7 0.4 0.0 -0.9 -0.8 0.8 1.4 1.3 2.4 2.3 2.1 2.6 29.3 

2.0%PC/3.0%LT, 

MYs 2022-2026 
15.4 1.1 0.8 0.6 0.3 -0.1 -0.2 0.1 0.1 0.1 1.5 1.5 1.5 2.2 25.0 
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Table 1-41 - Present Value of Net Total Benefits, Combined,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
130.0 12.0 10.9 10.3 9.6 7.4 5.3 4.2 0.9 -1.8 -3.7 -4.1 -2.6 -2.0 176.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
122.0 11.1 10.5 10.0 9.3 7.2 5.3 4.0 0.9 -1.8 -3.3 -3.3 -2.0 -1.5 168.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

115.0 10.2 9.4 9.0 8.4 6.5 4.7 3.5 0.4 -2.1 -3.5 -2.8 -1.9 -1.3 155.5 

1.0%PC/2.0%LT, 

MYs 2021-2026 
100.0 8.3 8.0 7.8 7.7 6.6 5.2 4.3 1.5 -1.1 -2.3 -1.8 -0.9 -0.4 142.9 

1.0%PC/2.0%LT, 

MYs 2022-2026 
76.7 6.6 6.6 6.8 6.9 6.9 6.1 4.5 2.3 -0.3 -1.7 -1.0 -0.4 -0.1 120.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
69.6 4.8 4.5 4.3 4.2 3.7 3.1 2.6 1.2 -0.5 -1.7 -0.2 0.0 0.3 95.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

42.0 1.9 1.6 1.0 1.0 0.0 -0.1 -0.6 -1.7 -2.9 -2.9 0.9 0.1 0.4 40.8 

2.0%PC/3.0%LT, 

MYs 2022-2026 
42.6 3.2 3.1 3.1 3.3 3.5 3.3 2.2 0.5 -1.5 -2.3 -0.2 -0.3 0.0 60.5 
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Table 1-42 - Present Value of Net Total Benefits, Combined,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
143.0 15.7 14.0 12.9 11.1 7.9 4.3 3.2 0.4 -1.5 -2.8 -2.7 -2.2 -2.4 200.9 

0.5%PC/0.5%LT, MYs 

2021-2026 
137.0 15.2 14.1 13.0 11.3 8.3 4.8 3.7 0.9 -1.0 -1.9 -2.1 -1.8 -2.1 199.4 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

127.0 13.5 12.3 11.3 9.7 6.8 3.4 2.3 -0.3 -1.6 -1.5 -0.9 -0.6 -0.9 180.7 

1.0%PC/2.0%LT, MYs 

2021-2026 
109.0 11.2 10.4 9.8 8.6 6.3 3.7 2.7 0.4 -0.7 -0.3 0.1 0.8 0.6 162.5 

1.0%PC/2.0%LT, MYs 

2022-2026 
78.3 8.2 8.0 7.6 7.3 5.8 5.5 4.3 3.4 2.2 1.5 2.6 2.3 1.9 139.0 

2.0%PC/3.0%LT, MYs 

2021-2026 
73.7 6.9 6.7 6.3 5.7 4.0 2.6 2.2 1.6 0.7 0.9 1.9 1.7 1.8 116.6 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

47.7 3.8 3.5 2.9 2.4 1.2 -0.2 -0.4 -0.8 -1.2 -0.5 2.0 1.1 1.1 62.6 

2.0%PC/3.0%LT, MYs 

2022-2026 
46.8 4.2 3.7 3.3 3.4 2.8 2.7 2.0 1.4 0.1 -0.1 2.2 1.3 1.4 75.3 
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Table 1-43 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-36.7 -4.3 -5.4 -6.1 -8.8 -12.8 -13.6 -13.4 -12.1 -10.6 -8.9 -7.2 -6.5 -5.8 -152.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-35.0 -4.1 -5.2 -5.9 -8.6 -12.4 -13.3 -13.0 -11.7 -10.3 -8.5 -7.1 -6.4 -5.8 -147.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-32.7 -3.8 -4.8 -5.6 -8.3 -12.0 -12.8 -12.4 -11.1 -9.7 -7.7 -6.7 -6.1 -5.5 -139.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-29.7 -3.5 -4.4 -5.1 -7.9 -11.5 -12.5 -12.1 -10.9 -9.5 -7.7 -7.0 -6.5 -6.0 -134.1 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-23.5 -2.4 -2.8 -3.3 -5.9 -9.0 -10.8 -10.7 -9.8 -8.6 -6.8 -6.5 -6.0 -5.6 -111.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-21.2 -2.4 -3.3 -4.1 -6.6 -9.7 -10.1 -9.6 -8.0 -7.4 -5.4 -5.7 -5.2 -4.9 -103.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-13.0 -1.6 -2.6 -3.2 -5.6 -7.9 -8.0 -7.1 -5.5 -4.7 -2.6 -4.1 -3.6 -3.5 -73.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-13.5 -1.4 -1.9 -2.3 -4.8 -7.1 -8.3 -8.0 -7.2 -6.1 -4.3 -4.9 -4.5 -4.2 -78.3 
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Table 1-44 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-37.9 -4.7 -6.4 -7.5 -10.8 -13.5 -13.9 -13.7 -13.1 -11.8 -11.5 -10.1 -9.2 -7.6 -171.6 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-36.6 -4.5 -6.2 -7.2 -10.4 -13.0 -13.6 -13.4 -12.8 -11.6 -11.1 -9.8 -9.0 -7.4 -166.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-34.6 -4.2 -5.9 -6.6 -9.8 -12.4 -12.7 -12.5 -11.7 -10.4 -9.7 -9.0 -8.1 -6.7 -154.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-30.4 -3.7 -5.3 -6.0 -8.3 -10.7 -11.0 -11.0 -10.3 -9.0 -8.8 -8.0 -7.4 -6.2 -136.1 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-22.5 -2.4 -3.4 -3.7 -5.7 -7.7 -8.9 -8.8 -7.8 -7.4 -6.6 -6.7 -6.1 -5.1 -102.7 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-21.7 -2.5 -3.5 -4.0 -6.0 -8.0 -8.3 -8.0 -6.9 -6.5 -5.7 -5.9 -5.2 -4.5 -96.5 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-14.1 -1.6 -2.6 -3.0 -4.6 -6.1 -5.7 -5.1 -3.9 -3.3 -2.6 -3.8 -3.1 -2.6 -62.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-13.7 -1.4 -2.0 -2.2 -3.3 -4.7 -5.3 -5.4 -4.7 -4.2 -3.3 -4.5 -3.9 -3.4 -62.1 

  



 

56 

 

Table 1-45 - Incremental Total Costs by Societal Perspective, Light Trucks,  

7% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-17.2 -2.0 -5.5 -8.3 -10.1 -14.8 -15.3 -15.7 -15.7 -15.9 -16.1 -15.8 -15.6 -15.1 -183.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-15.6 -1.8 -4.7 -7.3 -9.1 -13.9 -14.4 -14.8 -14.9 -15.2 -15.1 -14.8 -14.6 -14.1 -170.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-14.9 -1.7 -4.1 -6.4 -8.3 -12.9 -13.5 -14.0 -14.1 -14.4 -14.2 -13.8 -13.5 -13.0 -158.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-12.2 -1.4 -3.6 -5.7 -7.1 -11.1 -11.5 -12.1 -12.0 -12.2 -11.6 -10.9 -10.6 -10.0 -132.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-8.5 -0.8 -2.6 -4.6 -5.6 -8.5 -8.8 -8.9 -8.8 -8.7 -8.1 -7.6 -7.3 -6.9 -95.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-8.3 -0.9 -2.3 -3.7 -4.9 -7.7 -7.8 -8.1 -8.0 -7.7 -6.7 -6.0 -5.7 -5.3 -83.2 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-5.4 -0.6 -1.3 -1.5 -2.5 -4.0 -3.8 -4.6 -4.6 -4.0 -2.7 -2.3 -1.9 -1.8 -40.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-4.4 -0.3 -0.9 -1.6 -2.3 -3.8 -3.7 -4.0 -4.2 -4.3 -3.4 -3.0 -2.7 -2.6 -41.1 
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Table 1-46 - Incremental Total Costs by Societal Perspective, Light Trucks,  

7% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-20.6 -2.3 -5.6 -8.4 -9.8 -13.4 -14.0 -15.6 -16.0 -16.4 -17.7 -18.2 -18.7 -18.8 -195.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-19.3 -2.1 -5.2 -8.0 -9.3 -12.8 -13.3 -14.9 -15.3 -15.7 -16.9 -17.5 -18.0 -18.2 -186.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-17.8 -1.9 -4.9 -7.6 -8.9 -12.5 -13.0 -14.4 -14.8 -14.9 -15.4 -15.7 -16.0 -16.1 -174.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-14.5 -1.5 -4.1 -6.4 -7.5 -10.7 -11.1 -12.3 -12.5 -12.6 -12.9 -13.3 -13.3 -13.3 -146.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-9.6 -1.1 -3.1 -4.6 -5.3 -7.6 -7.8 -8.8 -8.8 -8.5 -8.8 -9.1 -9.3 -9.7 -102.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-9.1 -0.9 -3.0 -4.4 -5.4 -8.1 -8.2 -9.3 -9.1 -8.4 -8.0 -7.4 -7.3 -7.5 -95.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-6.3 -0.7 -1.9 -2.7 -3.6 -5.4 -5.4 -6.5 -6.4 -5.8 -5.2 -4.2 -3.8 -3.2 -61.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-5.9 -0.7 -1.8 -2.9 -3.7 -5.1 -5.2 -5.7 -5.4 -5.0 -4.7 -4.1 -4.2 -4.4 -58.6 
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Table 1-47 - Incremental Total Costs by Societal Perspective, Combined,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-53.9 -6.2 -10.9 -14.4 -18.9 -27.6 -28.9 -29.1 -27.8 -26.6 -25.0 -23.0 -22.1 -20.9 -335.3 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-50.6 -5.9 -9.8 -13.2 -17.7 -26.3 -27.7 -27.9 -26.6 -25.4 -23.6 -21.9 -21.0 -19.9 -317.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-47.6 -5.4 -8.9 -12.0 -16.6 -24.9 -26.3 -26.4 -25.2 -24.0 -21.9 -20.6 -19.6 -18.5 -298.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-41.9 -4.9 -8.0 -10.8 -15.0 -22.6 -23.9 -24.2 -23.0 -21.7 -19.3 -17.9 -17.0 -16.0 -266.2 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-32.0 -3.2 -5.4 -7.9 -11.5 -17.5 -19.6 -19.6 -18.5 -17.2 -14.9 -14.1 -13.3 -12.5 -207.1 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-29.5 -3.3 -5.7 -7.8 -11.5 -17.4 -17.9 -17.8 -16.0 -15.1 -12.1 -11.7 -10.9 -10.3 -187.0 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-18.3 -2.2 -3.9 -4.7 -8.1 -11.9 -11.9 -11.7 -10.0 -8.7 -5.3 -6.4 -5.5 -5.3 -113.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-18.0 -1.7 -2.7 -3.9 -7.1 -10.9 -11.9 -12.0 -11.3 -10.4 -7.7 -7.9 -7.2 -6.8 -119.4 
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Table 1-48 - Incremental Total Costs by Societal Perspective, Combined,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-58.5 -7.0 -12.1 -15.9 -20.6 -26.8 -28.0 -29.3 -29.1 -28.2 -29.1 -28.3 -27.8 -26.4 -367.1 

0.5%PC/0.5%LT, MYs 

2021-2026 
-55.9 -6.7 -11.4 -15.2 -19.7 -25.8 -26.9 -28.3 -28.1 -27.3 -27.9 -27.3 -27.0 -25.6 -353.1 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-52.4 -6.1 -10.8 -14.2 -18.7 -24.8 -25.7 -26.8 -26.5 -25.3 -25.1 -24.7 -24.1 -22.8 -328.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
-44.9 -5.2 -9.4 -12.3 -15.8 -21.5 -22.2 -23.2 -22.8 -21.5 -21.7 -21.3 -20.7 -19.5 -282.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
-32.1 -3.5 -6.4 -8.3 -11.0 -15.3 -16.7 -17.6 -16.5 -15.9 -15.4 -15.9 -15.4 -14.7 -204.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
-30.8 -3.4 -6.4 -8.4 -11.3 -16.0 -16.5 -17.3 -16.0 -14.8 -13.7 -13.3 -12.4 -12.0 -192.4 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-20.4 -2.3 -4.5 -5.7 -8.1 -11.5 -11.2 -11.6 -10.3 -9.1 -7.7 -8.0 -6.9 -5.9 -123.2 

2.0%PC/3.0%LT, MYs 

2022-2026 
-19.5 -2.1 -3.8 -5.2 -7.0 -9.8 -10.5 -11.1 -10.0 -9.2 -8.0 -8.6 -8.1 -7.8 -120.6 
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Table 1-49 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
16.0 0.5 -0.9 -1.9 -4.3 -8.1 -10.2 -11.2 -11.9 -12.1 -12.0 -11.5 -10.8 -10.3 -88.7 

0.5%PC/0.5%LT, MYs 

2021-2026 
15.2 0.5 -0.9 -1.9 -4.3 -7.8 -9.9 -10.9 -11.6 -11.8 -11.7 -11.1 -10.5 -9.9 -86.7 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

14.2 0.4 -0.9 -2.0 -4.3 -7.7 -9.7 -10.7 -11.4 -11.5 -11.2 -10.4 -9.8 -9.3 -84.2 

1.0%PC/2.0%LT, MYs 

2021-2026 
12.9 0.2 -0.9 -1.8 -4.2 -7.5 -9.4 -10.2 -10.8 -11.0 -10.5 -9.6 -8.9 -8.4 -80.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
10.2 0.4 0.0 -0.4 -2.6 -5.2 -6.8 -8.0 -8.5 -8.7 -8.3 -7.6 -7.1 -6.7 -59.3 

2.0%PC/3.0%LT, MYs 

2021-2026 
9.2 0.0 -1.0 -2.0 -4.1 -6.8 -7.8 -8.3 -8.0 -7.9 -6.8 -6.1 -5.6 -5.2 -60.2 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

5.6 -0.3 -1.3 -2.1 -4.1 -6.2 -6.9 -7.0 -6.6 -6.2 -4.7 -3.9 -3.6 -3.3 -50.7 

2.0%PC/3.0%LT, MYs 

2022-2026 
5.9 0.2 -0.2 -0.6 -2.5 -4.4 -5.4 -6.0 -6.4 -6.4 -5.4 -4.7 -4.3 -4.0 -44.0 
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Table 1-50 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
16.5 0.8 -1.3 -2.5 -5.6 -8.6 -10.8 -12.4 -13.7 -14.3 -15.2 -15.2 -14.7 -14.3 -111.2 

0.5%PC/0.5%LT, 

MYs 2021-2026 
15.9 0.9 -1.1 -2.3 -5.3 -8.1 -10.2 -11.8 -13.0 -13.7 -14.5 -14.5 -14.2 -13.8 -105.7 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

15.1 0.7 -1.2 -2.1 -5.0 -7.8 -9.6 -11.2 -12.3 -12.7 -13.0 -12.8 -12.3 -11.9 -96.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
13.2 0.6 -1.2 -2.0 -4.0 -6.5 -8.0 -9.3 -10.2 -10.3 -11.1 -11.0 -10.5 -10.1 -80.4 

1.0%PC/2.0%LT, 

MYs 2022-2026 
9.8 0.7 -0.3 -0.8 -2.4 -4.4 -5.4 -6.5 -6.4 -6.5 -7.0 -7.0 -6.8 -6.7 -49.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
9.4 0.4 -0.6 -1.2 -2.9 -4.9 -5.9 -6.7 -6.3 -6.1 -6.1 -6.0 -5.7 -5.5 -48.1 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

6.1 0.1 -0.9 -1.3 -2.8 -4.3 -4.9 -5.3 -4.7 -4.4 -3.8 -3.5 -3.3 -3.0 -36.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
6.0 0.3 -0.4 -0.8 -1.4 -2.7 -3.3 -3.9 -3.5 -3.9 -3.8 -3.7 -3.6 -3.5 -28.2 
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Table 1-51 - Present Value of Lifetime Societal Benefits, Light Trucks,  

7% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
10.6 -0.5 -3.6 -5.9 -7.8 -12.8 -13.0 -12.7 -12.7 -12.8 -12.4 -11.4 -10.5 -9.6 -115.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
9.7 -0.5 -2.8 -4.9 -6.8 -11.8 -12.1 -11.9 -11.9 -12.0 -11.3 -10.4 -9.5 -8.7 -104.9 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

9.2 -0.5 -2.6 -4.4 -6.3 -11.0 -11.3 -11.1 -11.1 -11.2 -10.4 -9.5 -8.8 -8.1 -97.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
7.6 -0.7 -2.3 -3.8 -5.0 -8.8 -8.9 -8.8 -8.7 -8.9 -7.9 -7.3 -6.8 -6.2 -76.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
5.3 -0.1 -1.4 -2.8 -3.7 -6.1 -6.8 -6.6 -6.5 -6.6 -5.8 -5.4 -5.0 -4.6 -55.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
5.1 -0.8 -1.8 -2.8 -3.9 -6.4 -6.0 -5.7 -5.4 -5.6 -4.7 -4.4 -4.1 -3.8 -50.2 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

3.3 -0.9 -1.4 -1.6 -2.5 -4.2 -3.4 -3.4 -3.0 -2.8 -1.5 -1.3 -1.3 -1.2 -25.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
2.8 -0.2 -0.7 -1.2 -1.8 -3.0 -3.0 -3.1 -3.1 -3.5 -2.6 -2.4 -2.2 -2.1 -26.1 
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Table 1-52 - Present Value of Lifetime Societal Benefits, Light Trucks,  

7% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
12.7 0.5 -3.0 -5.8 -7.8 -12.3 -13.1 -13.1 -13.2 -12.7 -13.0 -12.0 -11.7 -10.9 -115.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
11.9 0.5 -2.4 -5.1 -7.1 -11.5 -12.4 -12.4 -12.6 -12.1 -12.1 -11.5 -11.2 -10.4 -108.4 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

11.0 0.4 -2.5 -5.1 -7.2 -11.5 -12.3 -12.2 -12.3 -11.4 -10.7 -10.1 -9.8 -9.1 -102.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
9.0 0.2 -2.1 -4.2 -5.9 -9.7 -10.3 -10.3 -10.3 -9.6 -8.7 -8.1 -7.6 -7.1 -84.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
6.0 0.0 -1.5 -2.9 -3.8 -6.4 -6.7 -7.0 -6.6 -6.6 -5.9 -5.8 -5.7 -5.4 -58.1 

2.0%PC/3.0%LT, 

MYs 2021-2026 
5.7 0.0 -1.6 -2.9 -4.1 -7.2 -7.4 -7.3 -6.9 -6.6 -5.5 -4.8 -4.5 -4.3 -57.5 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

3.9 -0.2 -1.2 -2.1 -3.1 -5.1 -5.1 -5.0 -4.6 -4.2 -3.1 -2.4 -2.2 -1.6 -36.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
3.6 -0.1 -1.2 -2.2 -3.1 -4.5 -4.5 -4.8 -4.5 -4.2 -3.2 -2.8 -2.9 -2.7 -37.0 
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Table 1-53 - Present Value of Lifetime Societal Benefits, Combined,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
26.6 0.1 -4.5 -7.9 -12.1 -20.8 -23.2 -23.9 -24.6 -24.9 -24.5 -22.9 -21.3 -19.9 -203.8 

0.5%PC/0.5%LT, MYs 

2021-2026 
24.9 -0.1 -3.7 -6.8 -11.1 -19.6 -22.0 -22.8 -23.5 -23.8 -23.0 -21.4 -19.9 -18.7 -191.4 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

23.4 -0.1 -3.5 -6.4 -10.6 -18.7 -21.0 -21.7 -22.5 -22.7 -21.5 -19.9 -18.5 -17.4 -181.1 

1.0%PC/2.0%LT, MYs 

2021-2026 
20.5 -0.4 -3.2 -5.7 -9.2 -16.3 -18.3 -19.0 -19.5 -19.9 -18.3 -16.9 -15.7 -14.6 -156.5 

1.0%PC/2.0%LT, MYs 

2022-2026 
15.5 0.3 -1.4 -3.2 -6.3 -11.3 -13.6 -14.6 -15.0 -15.3 -14.1 -13.0 -12.1 -11.2 -115.3 

2.0%PC/3.0%LT, MYs 

2021-2026 
14.3 -0.8 -2.9 -4.7 -7.9 -13.1 -13.8 -14.0 -13.3 -13.5 -11.5 -10.5 -9.7 -9.0 -110.4 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

8.9 -1.2 -2.7 -3.7 -6.6 -10.4 -10.3 -10.4 -9.6 -9.1 -6.2 -5.2 -4.9 -4.5 -75.7 

2.0%PC/3.0%LT, MYs 

2022-2026 
8.7 0.0 -0.9 -1.8 -4.3 -7.4 -8.4 -9.1 -9.5 -9.9 -7.9 -7.1 -6.5 -6.1 -70.2 
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Table 1-54 - Present Value of Lifetime Societal Benefits, Combined,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
29.2 1.3 -4.2 -8.3 -13.4 -20.8 -23.9 -25.5 -26.9 -26.9 -28.2 -27.2 -26.4 -25.1 -226.3 

0.5%PC/0.5%LT, MYs 

2021-2026 
27.8 1.4 -3.5 -7.4 -12.4 -19.6 -22.6 -24.2 -25.6 -25.8 -26.6 -26.0 -25.4 -24.2 -214.1 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

26.0 1.1 -3.7 -7.3 -12.2 -19.2 -22.0 -23.4 -24.6 -24.1 -23.6 -22.9 -22.1 -21.0 -199.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
22.2 0.8 -3.3 -6.2 -9.9 -16.2 -18.3 -19.6 -20.5 -20.0 -19.7 -19.1 -18.1 -17.2 -165.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
15.8 0.7 -1.7 -3.6 -6.2 -10.7 -12.1 -13.4 -13.0 -13.1 -13.0 -12.8 -12.5 -12.1 -107.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
15.1 0.3 -2.3 -4.2 -7.0 -12.1 -13.3 -14.0 -13.2 -12.7 -11.6 -10.8 -10.2 -9.7 -105.6 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

10.0 -0.1 -2.1 -3.4 -5.8 -9.4 -9.9 -10.3 -9.4 -8.6 -6.9 -5.9 -5.5 -4.6 -71.9 

2.0%PC/3.0%LT, MYs 

2022-2026 
9.6 0.2 -1.6 -3.0 -4.5 -7.1 -7.8 -8.6 -8.1 -8.1 -7.1 -6.5 -6.5 -6.3 -65.2 
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Table 1-55 - Present Value of Net Total Benefits, Passenger Cars,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
52.7 4.8 4.5 4.2 4.5 4.8 3.4 2.2 0.2 -1.5 -3.2 -4.3 -4.4 -4.5 63.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
50.2 4.6 4.2 4.0 4.3 4.6 3.4 2.1 0.1 -1.5 -3.2 -4.0 -4.1 -4.2 60.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

46.9 4.2 3.9 3.6 4.0 4.3 3.1 1.7 -0.2 -1.8 -3.4 -3.7 -3.7 -3.8 55.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
42.5 3.7 3.5 3.3 3.7 4.0 3.1 1.9 0.1 -1.5 -2.8 -2.6 -2.4 -2.4 54.1 

1.0%PC/2.0%LT, 

MYs 2022-2026 
33.7 2.8 2.8 2.8 3.3 3.9 4.0 2.7 1.2 -0.2 -1.5 -1.2 -1.1 -1.1 52.3 

2.0%PC/3.0%LT, 

MYs 2021-2026 
30.5 2.4 2.3 2.2 2.6 2.9 2.3 1.4 0.1 -0.5 -1.4 -0.3 -0.4 -0.3 43.7 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

18.6 1.3 1.3 1.1 1.5 1.7 1.1 0.0 -1.1 -1.6 -2.1 0.2 0.0 0.1 22.4 

2.0%PC/3.0%LT, 

MYs 2022-2026 
19.4 1.5 1.7 1.7 2.2 2.7 2.9 2.0 0.7 -0.2 -1.1 0.2 0.2 0.2 34.2 
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Table 1-56 - Present Value of Net Total Benefits, Passenger Cars,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
54.4 5.5 5.2 4.9 5.2 4.9 3.1 1.3 -0.6 -2.5 -3.7 -5.2 -5.6 -6.7 60.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
52.6 5.4 5.1 4.9 5.1 4.9 3.5 1.6 -0.2 -2.1 -3.4 -4.7 -5.2 -6.5 60.9 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

49.7 4.9 4.7 4.5 4.7 4.6 3.1 1.3 -0.5 -2.3 -3.3 -3.8 -4.2 -5.2 58.3 

1.0%PC/2.0%LT, 

MYs 2021-2026 
43.6 4.3 4.1 4.0 4.3 4.2 3.0 1.6 0.1 -1.3 -2.2 -3.0 -3.1 -3.9 55.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
32.3 3.1 3.1 3.0 3.3 3.3 3.5 2.3 1.4 0.9 -0.4 -0.3 -0.7 -1.7 53.1 

2.0%PC/3.0%LT, 

MYs 2021-2026 
31.1 2.9 2.8 2.8 3.1 3.1 2.4 1.3 0.6 0.3 -0.4 -0.1 -0.5 -1.0 48.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

20.2 1.7 1.8 1.7 1.8 1.8 0.9 -0.2 -0.9 -1.1 -1.2 0.2 -0.1 -0.4 26.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
19.6 1.7 1.6 1.5 1.9 2.0 2.1 1.6 1.1 0.4 -0.6 0.8 0.3 -0.1 33.8 
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Table 1-57 - Present Value of Net Total Benefits, Light Trucks,  

7% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
27.8 1.5 1.9 2.3 2.3 2.0 2.3 3.0 3.0 3.1 3.7 4.4 5.2 5.5 68.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
25.3 1.3 1.9 2.4 2.4 2.1 2.4 3.0 3.0 3.1 3.8 4.5 5.2 5.4 65.6 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

24.1 1.1 1.5 2.0 2.0 1.9 2.2 2.9 3.0 3.2 3.8 4.3 4.7 4.9 61.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
19.8 0.7 1.3 1.8 2.1 2.3 2.6 3.3 3.3 3.4 3.8 3.6 3.8 3.8 55.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
13.8 0.6 1.2 1.8 1.9 2.4 2.0 2.3 2.3 2.1 2.4 2.3 2.4 2.4 39.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
13.4 0.1 0.5 0.9 1.1 1.3 1.7 2.4 2.7 2.1 2.0 1.6 1.6 1.6 33.0 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

8.7 -0.2 -0.1 -0.1 0.0 -0.2 0.4 1.2 1.6 1.2 1.2 1.0 0.6 0.6 15.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
7.2 0.2 0.2 0.3 0.6 0.8 0.6 0.9 1.1 0.8 0.8 0.6 0.5 0.5 15.0 
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Table 1-58 - Present Value of Net Total Benefits, Light Trucks,  

7% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
33.3 2.7 2.7 2.7 1.9 1.1 0.9 2.5 2.8 3.7 4.7 6.2 7.0 7.9 80.2 

0.5%PC/0.5%LT, 

MYs 2021-2026 
31.2 2.7 2.9 2.9 2.2 1.3 0.9 2.5 2.7 3.6 4.8 6.0 6.8 7.8 78.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

28.8 2.2 2.4 2.5 1.8 1.0 0.6 2.2 2.5 3.5 4.8 5.6 6.2 7.0 71.1 

1.0%PC/2.0%LT, 

MYs 2021-2026 
23.5 1.7 2.0 2.2 1.6 1.1 0.9 2.0 2.1 2.9 4.2 5.2 5.7 6.2 61.3 

1.0%PC/2.0%LT, 

MYs 2022-2026 
15.6 1.2 1.6 1.7 1.5 1.2 1.1 1.9 2.2 1.9 2.8 3.4 3.6 4.3 43.9 

2.0%PC/3.0%LT, 

MYs 2021-2026 
14.8 0.9 1.4 1.5 1.2 0.9 0.9 1.9 2.1 1.8 2.5 2.6 2.8 3.2 38.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

10.1 0.5 0.7 0.6 0.5 0.2 0.4 1.5 1.8 1.6 2.1 1.8 1.6 1.7 25.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
9.5 0.5 0.6 0.7 0.7 0.6 0.6 0.9 0.9 0.8 1.5 1.3 1.3 1.7 21.6 
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Table 1-59 - Present Value of Net Total Benefits, Combined,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
80.5 6.3 6.4 6.5 6.8 6.8 5.7 5.2 3.2 1.6 0.5 0.2 0.8 1.0 131.5 

0.5%PC/0.5%LT, MYs 

2021-2026 
75.4 5.8 6.2 6.4 6.6 6.7 5.7 5.1 3.1 1.6 0.7 0.5 1.1 1.2 126.1 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

71.0 5.3 5.4 5.6 6.0 6.2 5.3 4.7 2.8 1.3 0.4 0.6 1.0 1.2 116.8 

1.0%PC/2.0%LT, MYs 

2021-2026 
62.4 4.4 4.8 5.1 5.8 6.3 5.7 5.2 3.4 1.9 0.9 1.0 1.3 1.4 109.7 

1.0%PC/2.0%LT, MYs 

2022-2026 
47.5 3.5 4.0 4.6 5.2 6.3 6.0 5.0 3.5 1.9 0.9 1.1 1.3 1.3 92.0 

2.0%PC/3.0%LT, MYs 

2021-2026 
43.9 2.5 2.8 3.1 3.6 4.3 4.0 3.8 2.7 1.6 0.6 1.3 1.2 1.3 76.7 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

27.3 1.1 1.2 1.0 1.6 1.6 1.5 1.3 0.5 -0.3 -0.9 1.2 0.7 0.7 38.3 

2.0%PC/3.0%LT, MYs 

2022-2026 
26.6 1.7 1.9 2.1 2.8 3.5 3.5 2.9 1.8 0.6 -0.2 0.8 0.6 0.7 49.2 
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Table 1-60 - Present Value of Net Total Benefits, Combined,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

and Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
87.7 8.2 7.8 7.6 7.1 6.0 4.0 3.8 2.3 1.2 1.0 1.1 1.4 1.2 140.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
83.8 8.0 8.0 7.7 7.2 6.2 4.4 4.1 2.5 1.5 1.4 1.3 1.6 1.3 139.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

78.5 7.2 7.1 7.0 6.5 5.6 3.7 3.5 2.0 1.2 1.5 1.8 2.0 1.8 129.3 

1.0%PC/2.0%LT, 

MYs 2021-2026 
67.1 6.0 6.1 6.2 5.9 5.3 3.9 3.6 2.3 1.6 2.0 2.2 2.5 2.3 117.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
47.9 4.3 4.7 4.7 4.8 4.6 4.6 4.2 3.5 2.8 2.5 3.1 2.8 2.6 97.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
45.9 3.7 4.2 4.3 4.3 4.0 3.2 3.2 2.7 2.1 2.1 2.5 2.3 2.3 86.8 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

30.4 2.2 2.4 2.2 2.3 2.1 1.3 1.3 1.0 0.6 0.8 2.0 1.4 1.3 51.2 

2.0%PC/3.0%LT, 

MYs 2022-2026 
29.1 2.3 2.2 2.2 2.5 2.6 2.7 2.5 2.0 1.2 0.9 2.1 1.6 1.6 55.4 
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Table 1-61 - Billions of Gallons of Liquid Fuel Saved, Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
10.7 0.9 0.5 0.1 -0.7 -2.1 -3.1 -3.9 -4.5 -5.1 -5.5 -5.6 -5.7 -5.7 -29.7 

0.5%PC/0.5%LT, 

MYs 2021-2026 
10.1 0.8 0.4 0.1 -0.7 -2.0 -3.0 -3.8 -4.4 -5.0 -5.3 -5.5 -5.5 -5.5 -29.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

9.5 0.8 0.4 0.0 -0.8 -2.1 -3.0 -3.7 -4.4 -4.9 -5.2 -5.1 -5.1 -5.1 -28.7 

1.0%PC/2.0%LT, 

MYs 2021-2026 
8.6 0.6 0.3 0.0 -0.8 -2.1 -3.0 -3.6 -4.2 -4.7 -4.8 -4.7 -4.6 -4.6 -27.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
6.8 0.6 0.4 0.3 -0.5 -1.4 -2.1 -2.8 -3.3 -3.7 -3.9 -3.7 -3.7 -3.6 -20.5 

2.0%PC/3.0%LT, 

MYs 2021-2026 
6.0 0.4 0.0 -0.3 -1.0 -2.0 -2.6 -3.0 -3.2 -3.4 -3.2 -2.9 -2.9 -2.8 -20.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

3.5 0.1 -0.2 -0.5 -1.2 -2.0 -2.4 -2.7 -2.8 -2.9 -2.4 -1.9 -1.9 -1.8 -19.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
3.9 0.3 0.2 0.0 -0.6 -1.3 -1.8 -2.2 -2.6 -2.8 -2.6 -2.3 -2.2 -2.2 -16.1 
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Table 1-62 - Billions of Gallons of Liquid Fuel Saved, Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
11.2 1.1 0.5 0.1 -0.9 -2.0 -3.1 -4.2 -5.1 -5.8 -6.8 -7.4 -7.7 -8.0 -38.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
10.8 1.1 0.5 0.1 -0.9 -1.9 -2.9 -4.0 -4.8 -5.6 -6.5 -7.1 -7.4 -7.8 -36.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

10.2 1.0 0.4 0.1 -0.9 -1.9 -2.8 -3.8 -4.6 -5.3 -5.9 -6.2 -6.4 -6.7 -32.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
8.9 0.8 0.3 0.0 -0.7 -1.6 -2.3 -3.2 -3.9 -4.3 -5.0 -5.4 -5.5 -5.7 -27.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
6.7 0.7 0.4 0.3 -0.3 -1.0 -1.5 -2.2 -2.4 -2.6 -3.2 -3.4 -3.5 -3.8 -15.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
6.3 0.5 0.2 0.0 -0.6 -1.3 -1.8 -2.4 -2.5 -2.6 -2.8 -2.9 -3.0 -3.1 -15.8 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

4.0 0.3 -0.1 -0.2 -0.7 -1.3 -1.6 -2.1 -2.0 -2.0 -1.9 -1.8 -1.8 -1.8 -13.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
4.0 0.4 0.1 0.0 -0.2 -0.7 -0.9 -1.3 -1.3 -1.6 -1.8 -1.8 -1.9 -2.0 -9.0 
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Table 1-63 - Billions of Gallons of Liquid Fuel Saved, Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
7.4 0.3 -0.8 -1.7 -2.5 -4.5 -4.8 -5.0 -5.3 -5.6 -5.7 -5.4 -5.1 -4.8 -43.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
6.8 0.2 -0.6 -1.3 -2.2 -4.2 -4.5 -4.7 -5.0 -5.3 -5.2 -4.9 -4.6 -4.4 -39.9 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

6.4 0.2 -0.5 -1.2 -2.0 -3.9 -4.3 -4.4 -4.7 -5.0 -4.8 -4.5 -4.3 -4.1 -37.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
5.3 0.1 -0.6 -1.1 -1.6 -3.2 -3.4 -3.5 -3.7 -4.0 -3.7 -3.6 -3.4 -3.2 -29.6 

1.0%PC/2.0%LT, 

MYs 2022-2026 
3.8 0.2 -0.3 -0.8 -1.2 -2.2 -2.7 -2.7 -2.8 -3.1 -2.8 -2.7 -2.6 -2.5 -22.5 

2.0%PC/3.0%LT, 

MYs 2021-2026 
3.5 -0.1 -0.5 -0.9 -1.3 -2.4 -2.4 -2.4 -2.3 -2.6 -2.3 -2.3 -2.2 -2.1 -20.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

2.1 -0.2 -0.5 -0.6 -0.9 -1.7 -1.4 -1.4 -1.3 -1.3 -0.6 -0.6 -0.7 -0.6 -9.8 

2.0%PC/3.0%LT, 

MYs 2022-2026 
2.0 0.0 -0.2 -0.4 -0.6 -1.1 -1.2 -1.3 -1.4 -1.7 -1.3 -1.3 -1.2 -1.2 -10.8 
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Table 1-64 - Billions of Gallons of Liquid Fuel Saved, Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
9.0 0.8 -0.4 -1.4 -2.3 -4.2 -4.8 -5.0 -5.3 -5.3 -5.7 -5.4 -5.5 -5.3 -40.7 

0.5%PC/0.5%LT, 

MYs 2021-2026 
8.5 0.8 -0.2 -1.2 -2.1 -3.9 -4.5 -4.8 -5.1 -5.1 -5.3 -5.2 -5.3 -5.1 -38.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

7.7 0.7 -0.4 -1.3 -2.2 -4.0 -4.6 -4.8 -5.1 -4.8 -4.7 -4.6 -4.7 -4.5 -37.3 

1.0%PC/2.0%LT, 

MYs 2021-2026 
6.3 0.5 -0.3 -1.1 -1.8 -3.4 -3.9 -4.1 -4.3 -4.2 -3.9 -3.8 -3.7 -3.6 -31.3 

1.0%PC/2.0%LT, 

MYs 2022-2026 
4.3 0.3 -0.2 -0.8 -1.2 -2.2 -2.5 -2.8 -2.8 -3.0 -2.8 -2.8 -2.9 -2.8 -22.2 

2.0%PC/3.0%LT, 

MYs 2021-2026 
3.9 0.2 -0.4 -0.9 -1.4 -2.6 -2.9 -3.0 -3.0 -3.0 -2.6 -2.4 -2.3 -2.3 -22.6 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

2.6 0.1 -0.3 -0.7 -1.1 -2.0 -2.1 -2.1 -2.0 -1.9 -1.5 -1.2 -1.2 -0.8 -14.2 

2.0%PC/3.0%LT, 

MYs 2022-2026 
2.5 0.1 -0.3 -0.7 -1.0 -1.6 -1.8 -2.0 -2.0 -2.0 -1.6 -1.4 -1.5 -1.6 -14.9 
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Table 1-65 - Billions of Gallons of Liquid Fuel Saved, Combined,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
18.1 1.2 -0.4 -1.5 -3.2 -6.6 -7.9 -8.8 -9.8 -10.7 -11.2 -11.0 -10.8 -10.6 -73.2 

0.5%PC/0.5%LT, MYs 

2021-2026 
16.9 1.1 -0.2 -1.3 -2.9 -6.2 -7.6 -8.4 -9.4 -10.3 -10.5 -10.4 -10.1 -9.9 -69.2 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

15.9 1.0 -0.2 -1.2 -2.8 -6.0 -7.3 -8.1 -9.1 -9.8 -9.9 -9.7 -9.4 -9.3 -65.7 

1.0%PC/2.0%LT, MYs 

2021-2026 
13.8 0.7 -0.3 -1.1 -2.5 -5.3 -6.4 -7.1 -7.9 -8.7 -8.5 -8.3 -8.0 -7.8 -57.4 

1.0%PC/2.0%LT, MYs 

2022-2026 
10.6 0.7 0.1 -0.5 -1.7 -3.6 -4.8 -5.5 -6.1 -6.8 -6.6 -6.4 -6.3 -6.1 -43.0 

2.0%PC/3.0%LT, MYs 

2021-2026 
9.5 0.2 -0.5 -1.1 -2.4 -4.4 -5.0 -5.4 -5.5 -6.1 -5.5 -5.2 -5.1 -4.9 -41.3 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-Cycle 

Phaseout 

5.7 -0.2 -0.7 -1.1 -2.1 -3.7 -3.9 -4.2 -4.1 -4.2 -3.0 -2.5 -2.5 -2.4 -28.9 

2.0%PC/3.0%LT, MYs 

2022-2026 
5.8 0.3 0.0 -0.3 -1.2 -2.5 -3.0 -3.5 -4.0 -4.5 -3.8 -3.5 -3.4 -3.3 -27.0 
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Table 1-66 - Billions of Gallons of Liquid Fuel Saved, Combined,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars 

and Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
20.2 2.0 0.1 -1.3 -3.2 -6.2 -7.9 -9.2 -10.4 -11.1 -12.5 -12.8 -13.2 -13.3 -78.8 

0.5%PC/0.5%LT, 

MYs 2021-2026 
19.3 1.9 0.3 -1.1 -2.9 -5.8 -7.4 -8.7 -9.9 -10.7 -11.8 -12.3 -12.7 -12.8 -74.6 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

17.9 1.7 0.0 -1.2 -3.1 -5.9 -7.4 -8.6 -9.7 -10.1 -10.6 -10.9 -11.1 -11.2 -70.1 

1.0%PC/2.0%LT, 

MYs 2021-2026 
15.2 1.3 0.0 -1.1 -2.5 -5.0 -6.2 -7.3 -8.2 -8.5 -8.9 -9.2 -9.2 -9.3 -58.8 

1.0%PC/2.0%LT, 

MYs 2022-2026 
10.9 1.0 0.2 -0.5 -1.5 -3.3 -4.0 -5.0 -5.1 -5.6 -5.9 -6.2 -6.4 -6.6 -37.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
10.2 0.8 -0.1 -0.8 -1.9 -3.9 -4.7 -5.4 -5.4 -5.6 -5.4 -5.3 -5.3 -5.4 -38.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

6.5 0.3 -0.4 -0.9 -1.8 -3.3 -3.7 -4.2 -4.0 -4.0 -3.4 -3.0 -3.0 -2.6 -27.2 

2.0%PC/3.0%LT, 

MYs 2022-2026 
6.5 0.5 -0.1 -0.7 -1.3 -2.3 -2.7 -3.4 -3.4 -3.6 -3.4 -3.2 -3.4 -3.5 -23.9 
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Table 1-67 - Change in Electricity Consumption (GW-h), Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-147 -158 -178 -326 -332 

-

1,500 

-

1,580 

-

1,800 

-

2,200 

-

3,040 

-

2,950 

-

2,850 

-

2,800 

-

2,770 
-22,631 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-141 -151 -172 -320 -325 

-

1,500 

-

1,580 

-

1,810 

-

2,200 

-

3,040 

-

2,950 

-

2,870 

-

2,820 

-

2,800 
-22,679 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-132 -141 -162 -310 -314 
-

1,470 

-

1,570 

-

1,650 

-

2,050 

-

2,910 

-

2,800 

-

2,740 

-

2,710 

-

2,690 
-21,649 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-117 -125 -146 -293 -295 

-

1,470 

-

1,580 

-

1,780 

-

2,180 

-

3,030 

-

2,940 

-

2,910 

-

2,900 

-

2,890 
-22,656 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-94 -100 -121 -269 -270 

-

1,440 

-

1,580 

-

1,650 

-

2,070 

-

2,940 

-

2,850 

-

2,840 

-

2,830 

-

2,820 
-21,874 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-80 -84 -105 -252 -252 

-

1,330 

-

1,440 

-

1,520 

-

1,930 

-

2,810 

-

2,730 

-

2,760 

-

2,740 

-

2,750 
-20,782 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-41 -41 -64 -210 -209 -965 
-

1,090 

-

1,170 

-

1,590 

-

2,420 

-

2,290 

-

2,380 

-

2,360 

-

2,360 
-17,190 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-52 -54 -77 -225 -225 

-

1,200 

-

1,350 

-

1,450 

-

1,870 

-

2,740 

-

2,610 

-

2,650 

-

2,640 

-

2,640 
-19,782 
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Table 1-68 - Change in Electricity Consumption (GW-h), Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-161 -166 -147 -321 

-

1,070 

-

1,120 

-

1,280 

-

2,830 

-

2,740 

-

2,690 

-

2,980 

-

4,220 

-

4,540 

-

4,430 
-28,695 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-157 -162 -143 -321 

-

1,070 

-

1,120 

-

1,340 

-

2,880 

-

2,800 

-

2,760 

-

3,060 

-

4,310 

-

4,620 

-

4,490 
-29,233 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-146 -149 -130 -307 
-

1,060 

-

1,110 

-

1,320 

-

2,890 

-

2,800 

-

2,770 

-

3,070 

-

4,350 

-

4,690 

-

4,570 
-29,362 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-129 -133 -125 -302 

-

1,050 

-

1,130 

-

1,350 

-

2,930 

-

2,850 

-

2,830 

-

3,150 

-

4,430 

-

4,760 

-

4,670 
-29,839 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-102 -106 -105 -283 

-

1,030 

-

1,110 

-

1,370 

-

2,960 

-

2,890 

-

2,910 

-

3,230 

-

4,560 

-

4,890 

-

4,800 
-30,346 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-89 -90 -83 -259 

-

1,010 

-

1,090 

-

1,320 

-

2,920 

-

2,860 

-

2,890 

-

3,230 

-

4,580 

-

4,930 

-

4,760 
-30,110 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-50 -49 -42 -217 -411 -485 -537 
-

2,140 

-

2,090 

-

2,150 

-

2,520 

-

3,930 

-

3,830 

-

3,260 
-21,712 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-58 -59 -58 -235 -371 -445 -260 

-

1,890 

-

1,850 

-

1,940 

-

2,270 

-

3,670 

-

3,790 

-

3,300 
-20,195 
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Table 1-69 - Change in Electricity Consumption (GW-h), Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-52 -57 -191 -190 -184 -175 -178 -188 

-

1,640 

-

1,650 

-

1,660 

-

1,690 

-

1,730 

-

1,750 
-11,335 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-47 -51 -187 -186 -180 -171 -173 -182 

-

1,640 

-

1,640 

-

1,650 

-

1,680 

-

1,720 

-

1,740 
-11,248 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-44 -48 -184 -183 -177 -168 -170 -179 
-

1,630 

-

1,640 

-

1,650 

-

1,680 

-

1,710 

-

1,730 
-11,193 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-35 -36 -174 -173 -168 -160 -163 -171 

-

1,630 

-

1,630 

-

1,640 

-

1,660 

-

1,680 

-

1,700 
-11,020 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-25 -27 -165 -164 -161 -156 -151 -155 

-

1,610 

-

1,610 

-

1,620 

-

1,640 

-

1,660 

-

1,670 
-10,813 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-20 -19 -156 -156 -152 -145 -149 -156 

-

1,610 

-

1,610 

-

1,610 

-

1,630 

-

1,640 

-

1,660 
-10,713 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-9 -6 -144 -144 -141 -135 -140 -148 
-

1,610 

-

1,600 

-

1,610 

-

1,620 

-

1,640 

-

1,650 
-10,597 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-11 -12 -152 -151 -149 -146 -145 -147 

-

1,600 

-

1,600 

-

1,600 

-

1,620 

-

1,630 

-

1,640 
-10,603 
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Table 1-70 - Change in Electricity Consumption (GW-h), Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-67 -67 -313 -310 -304 -295 -291 

-

2,110 

-

2,120 

-

2,460 

-

2,490 

-

2,540 

-

2,570 

-

4,820 
-20,757 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-64 -64 -311 -309 -303 -293 -288 

-

2,110 

-

2,120 

-

2,460 

-

2,490 

-

2,530 

-

2,560 

-

4,820 
-20,722 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-56 -55 -301 -299 -293 -283 -278 
-

2,100 

-

2,110 

-

2,450 

-

2,480 

-

2,520 

-

2,550 

-

4,800 
-20,575 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-44 -43 -290 -288 -283 -274 -270 

-

2,090 

-

2,100 

-

2,440 

-

2,460 

-

2,500 

-

2,530 

-

4,770 
-20,383 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-31 -30 -279 -278 -275 -268 -264 

-

2,080 

-

2,090 

-

2,410 

-

2,440 

-

2,470 

-

2,490 

-

4,740 
-20,145 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-25 -24 -272 -270 -266 -259 -256 

-

2,070 

-

2,080 

-

2,410 

-

2,430 

-

2,460 

-

2,480 

-

4,720 
-20,021 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-13 -12 -260 -259 -255 -249 -247 
-

2,060 

-

2,070 

-

2,400 

-

2,420 

-

2,450 

-

2,460 
-659 -15,814 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-16 -15 -264 -262 -260 -256 -253 

-

2,060 

-

2,070 

-

2,400 

-

2,420 

-

2,440 

-

2,460 

-

4,700 
-19,875 
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Table 1-71 - Change in Electricity Consumption (GW-h), Combined,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-199 -215 -369 -516 -516 

-

1,680 

-

1,760 

-

1,990 

-

3,840 

-

4,690 

-

4,600 

-

4,540 

-

4,530 

-

4,530 
-33,975 

0.5%PC/0.5%LT, MYs 

2021-2026 
-189 -203 -359 -506 -505 

-

1,670 

-

1,750 

-

1,990 

-

3,840 

-

4,680 

-

4,600 

-

4,560 

-

4,540 

-

4,540 
-33,932 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 
-176 -189 -346 -493 -491 

-

1,640 

-

1,740 

-

1,830 

-

3,680 

-

4,550 

-

4,450 

-

4,420 

-

4,420 

-

4,420 
-32,845 

1.0%PC/2.0%LT, MYs 

2021-2026 
-152 -161 -319 -466 -464 

-

1,630 

-

1,740 

-

1,950 

-

3,810 

-

4,660 

-

4,570 

-

4,570 

-

4,580 

-

4,590 
-33,662 

1.0%PC/2.0%LT, MYs 

2022-2026 
-119 -127 -286 -433 -431 

-

1,600 

-

1,730 

-

1,810 

-

3,680 

-

4,550 

-

4,470 

-

4,480 

-

4,480 

-

4,490 
-32,686 

2.0%PC/3.0%LT, MYs 

2021-2026 
-100 -103 -262 -408 -404 

-

1,470 

-

1,590 

-

1,670 

-

3,550 

-

4,410 

-

4,340 

-

4,380 

-

4,390 

-

4,400 
-31,477 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 
-50 -48 -208 -354 -349 

-

1,100 

-

1,230 

-

1,320 

-

3,190 

-

4,030 

-

3,900 

-

4,000 

-

4,000 

-

4,010 
-27,788 

2.0%PC/3.0%LT, MYs 

2022-2026 
-63 -66 -229 -376 -374 

-

1,340 

-

1,490 

-

1,590 

-

3,470 

-

4,340 

-

4,220 

-

4,270 

-

4,270 

-

4,290 
-30,388 
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Table 1-72 - Change in Electricity Consumption (GW-h), Combined,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-228 -233 -459 -632 

-

1,37

0 

-

1,41

0 

-

1,57

0 

-4,940 -4,860 -5,150 -5,470 -6,760 -7,110 -9,260 -49,452 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-221 -226 -454 -629 

-

1,38

0 

-

1,42

0 

-

1,62

0 

-4,990 -4,910 -5,220 -5,540 -6,840 -7,190 -9,310 -49,950 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-201 -204 -431 -605 

-

1,35

0 

-

1,39

0 

-

1,60

0 

-4,980 -4,910 -5,220 -5,550 -6,870 -7,240 -9,370 -49,921 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-173 -176 -415 -590 

-

1,33

0 

-

1,40

0 

-

1,62

0 

-5,010 -4,950 -5,270 -5,610 -6,930 -7,290 -9,440 -50,204 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-133 -136 -384 -561 

-

1,31

0 

-

1,38

0 

-

1,64

0 

-5,030 -4,980 -5,330 -5,670 -7,030 -7,390 -9,540 -50,514 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-113 -114 -354 -528 

-

1,27

0 

-

1,35

0 

-

1,58

0 

-4,990 -4,940 -5,300 -5,660 -7,040 -7,410 -9,480 -50,129 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-63 -61 -302 -475 -667 -734 -784 -4,200 -4,160 -4,550 -4,940 -6,370 -6,300 -3,920 -37,526 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-73 -73 -322 -497 -631 -701 -513 -3,950 -3,920 -4,340 -4,690 -6,120 -6,260 -8,000 -40,090 
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Table 1-73 - Preferred Alternative, Cost and Benefit Estimates, 3% Discount Rate,  

Passenger Cars and Light Trucks Combined, CAFE (Billions 2016$) 

Passenger Cars 

and Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs                               

Technology Costs 0.0 -1.6 -5.7 -9.0 -13.3 -21.3 -23.9 -25.5 -26.0 -26.6 -26.5 -25.4 -24.4 -23.3 -252.6 

Congestion Costs -17.3 -1.9 -2.1 -2.3 -2.6 -3.3 -3.3 -3.2 -2.9 -2.6 -2.4 -2.3 -2.5 -2.7 -51.2 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.7 

Non-Rebound 

Fatality Costs 
-27.9 -2.5 -2.1 -1.9 -1.7 -1.2 -0.7 -0.4 0.1 0.6 0.9 0.9 0.5 0.2 -35.4 

Non-Rebound Non-

Fatal Crash Costs 
-43.6 -3.9 -3.4 -3.0 -2.6 -1.9 -1.2 -0.7 0.2 0.9 1.4 1.4 0.7 0.3 -55.3 

Rebound Fatality 

Costs 
0.9 -0.2 -0.8 -1.4 -2.1 -3.5 -4.0 -4.2 -4.4 -4.6 -4.6 -4.4 -4.3 -4.2 -41.7 

Non-Fatal Crash 

Costs 
1.5 -0.3 -1.3 -2.1 -3.2 -5.5 -6.2 -6.6 -6.9 -7.1 -7.1 -6.9 -6.8 -6.6 -65.2 

Total Societal 

Costs 
-86.7 -10.4 -15.5 -19.7 -25.4 -36.6 -39.3 -40.7 -40.0 -39.4 -38.3 -36.7 -36.9 -36.3 -501.9 

Societal Benefits                               

Pre-Tax Fuel 

Savings 
32.5 1.8 -1.2 -3.5 -6.6 -12.9 -15.2 -16.5 -17.9 -19.1 -19.6 -19.0 -18.2 -17.5 -133.1 

Rebound Fuel 

Benefit
12

 
0.1 -0.2 -1.1 -1.8 -2.7 -4.8 -5.5 -5.9 -6.2 -6.5 -6.7 -6.6 -6.6 -6.5 -61.0 

Refueling Time 

Benefit 
0.2 0.1 -0.1 -0.2 -0.4 -0.7 -0.8 -0.9 -0.9 -1.0 -1.0 -1.0 -0.9 -0.9 -8.5 

Rebound Fatality 

Benefit
13

 
0.9 -0.2 -0.8 -1.4 -2.1 -3.5 -4.0 -4.2 -4.4 -4.6 -4.6 -4.4 -4.3 -4.2 -41.7 

                                                 
12

 This value includes both the value of the fuel spent to drive rebound miles and the consumer surplus representing the additional amount consumers would have 

but did not spend to drive the additional miles. 
13

 It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Passenger Cars 

and Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Rebound Non-Fatal 

Fatality Benefit13 
1.5 -0.3 -1.3 -2.1 -3.2 -5.5 -6.2 -6.6 -6.9 -7.1 -7.1 -6.9 -6.8 -6.6 -65.2 

Petroleum Market 

Externality 
2.6 0.1 -0.1 -0.3 -0.5 -1.1 -1.2 -1.3 -1.5 -1.6 -1.6 -1.6 -1.5 -1.4 -10.9 

CO2 Damage 

Reduction Benefit 
1.1 0.1 0.0 -0.1 -0.2 -0.4 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -4.3 

NOx Damage 

Reduction Benefit 
1.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.8 

VOC Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
2.1 0.2 0.1 0.0 0.0 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.2 -0.2 -0.2 0.3 

SO2 Damage 

Reduction Benefit 
0.7 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.4 

Total Social 

Benefits 
43.2 1.5 -4.6 -9.4 -15.8 -29.2 -34.0 -36.5 -39.1 -41.2 -42.0 -40.8 -39.5 -38.4 -325.8 

                                

Net Total Benefits 130.0 12.0 10.9 10.3 9.6 7.4 5.3 4.2 0.9 -1.8 -3.7 -4.1 -2.6 -2.0 176.5 
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Table 1-74 - Preferred Alternative, Cost and Benefit Estimates, 3% Discount Rate,  

Passenger Cars and Light Trucks Combined, CO2 (Billions 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977

-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs                               

Technology Costs 0.0 -1.4 -5.5 -9.0 -13.0 -18.7 -21.4 -24.3 -25.3 -25.9 -28.5 -28.8 -29.2 -28.8 -259.8 

Congestion Costs -19.0 -2.2 -2.6 -2.8 -3.2 -3.8 -3.7 -3.6 -3.6 -3.4 -3.4 -3.3 -3.5 -3.4 -61.5 

Noise Costs -0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.0 -0.1 0.0 -0.1 -0.1 -0.9 

Non-Rebound Fatality 

Costs 
-30.6 -3.2 -2.9 -2.6 -2.4 -2.0 -1.3 -0.9 -0.5 -0.2 0.1 0.1 0.0 0.0 -46.3 

Non-Rebound Non-

Fatal Crash Costs 
-47.8 -5.0 -4.5 -4.1 -3.8 -3.1 -2.0 -1.4 -0.8 -0.3 0.2 0.2 0.0 0.1 -72.3 

Rebound Fatality Costs 1.0 -0.1 -0.9 -1.5 -2.4 -3.6 -4.2 -4.5 -4.9 -5.1 -5.4 -5.4 -5.5 -5.4 -47.8 

Non-Fatal Crash Costs 1.6 -0.2 -1.4 -2.4 -3.7 -5.6 -6.5 -7.1 -7.7 -7.9 -8.5 -8.5 -8.5 -8.4 -74.7 

Total Societal Costs -95.0 -12.2 -17.8 -22.5 -28.5 -36.8 -39.0 -41.9 -42.8 -42.8 -45.5 -45.7 -46.7 -45.9 -563.1 

Societal Benefits                               

Pre-Tax Fuel Savings 36.1 3.1 -0.5 -3.2 -6.9 -12.3 -15.3 -17.2 -19.1 -20.1 -22.1 -22.1 -22.3 -21.9 -143.8 

Rebound Fuel 

Benefit12 
0.1 -0.1 -1.1 -2.0 -3.1 -4.9 -5.8 -6.3 -6.9 -7.2 -7.8 -7.9 -8.1 -8.2 -69.5 

Refueling Time Benefit 0.2 0.1 0.0 -0.2 -0.4 -0.7 -0.8 -0.9 -1.0 -1.1 -1.2 -1.2 -1.2 -1.2 -9.4 

Rebound Fatality 

Benefit13 
1.0 -0.1 -0.9 -1.5 -2.4 -3.6 -4.2 -4.5 -4.9 -5.1 -5.4 -5.4 -5.5 -5.4 -47.8 

Rebound Non-Fatal 

Fatality Benefit13 
1.6 -0.2 -1.4 -2.4 -3.7 -5.6 -6.5 -7.1 -7.7 -7.9 -8.5 -8.5 -8.5 -8.4 -74.7 

Petroleum Market 

Externality 
2.9 0.2 -0.1 -0.3 -0.6 -1.0 -1.2 -1.4 -1.6 -1.7 -1.8 -1.8 -1.8 -1.8 -11.9 

CO2 Damage Reduction 

Benefit 
1.2 0.1 0.0 -0.1 -0.2 -0.4 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.7 -4.7 

NOx Damage Reduction 

Benefit 
1.2 0.1 0.1 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.9 

VOC Damage 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 
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Passenger Cars and 

Light Trucks 

MY 

1977

-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

PM Damage Reduction 

Benefit 
2.3 0.2 0.1 0.1 0.0 -0.1 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 0.6 

SO2 Damage Reduction 

Benefit 
0.8 0.1 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.3 -2.4 

Total Social Benefits 47.9 3.5 -3.8 -9.6 -17.3 -28.9 -34.8 -38.7 -42.5 -44.3 -48.3 -48.4 -48.9 -48.3 -362.5 

                                

Net Total Benefits 143.0 15.7 14.0 12.9 11.1 7.9 4.3 3.2 0.4 -1.5 -2.8 -2.7 -2.2 -2.4 200.9 
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Table 1-75 - Preferred Alternative, Cost and Benefit Estimates, 7% Discount Rate,  

Passenger Cars and Light Trucks Combined, CAFE (Billions 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs                               

Technology Costs 0.0 -1.6 -5.5 -8.4 -11.9 -18.3 -19.7 -20.3 -19.9 -19.6 -18.8 -17.3 -16.0 -14.8 -192.1 

Congestion Costs -10.7 -1.0 -1.1 -1.3 -1.5 -2.0 -2.0 -1.8 -1.6 -1.4 -1.2 -1.1 -1.2 -1.3 -29.2 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-Rebound 

Fatality Costs 
-17.4 -1.2 -1.0 -0.8 -0.7 -0.4 -0.1 0.0 0.4 0.6 0.8 0.7 0.4 0.3 -18.4 

Non-Rebound Non-

Fatal Crash Costs 
-27.2 -1.9 -1.5 -1.3 -1.0 -0.6 -0.2 0.1 0.5 0.9 1.2 1.1 0.7 0.4 -28.8 

Rebound Fatality 

Costs 
0.6 -0.2 -0.7 -1.0 -1.5 -2.5 -2.7 -2.8 -2.8 -2.8 -2.7 -2.5 -2.3 -2.2 -25.8 

Non-Fatal Crash 

Costs 
0.9 -0.3 -1.0 -1.6 -2.3 -3.8 -4.2 -4.3 -4.3 -4.3 -4.2 -3.9 -3.6 -3.4 -40.4 

Total Societal Costs -53.9 -6.2 -10.9 -14.4 -18.9 -27.6 -28.9 -29.1 -27.8 -26.6 -25.0 -23.0 -22.1 -20.9 -335.3 

Societal Benefits                               

Pre-Tax Fuel Savings 20.0 0.5 -1.7 -3.2 -5.3 -9.3 -10.5 -10.9 -11.3 -11.6 -11.4 -10.7 -9.8 -9.1 -84.3 

Rebound Fuel 

Benefit12 
0.0 -0.2 -0.8 -1.3 -1.9 -3.3 -3.7 -3.8 -3.8 -3.9 -3.8 -3.7 -3.5 -3.4 -37.1 

Refueling Time 

Benefit 
0.1 0.0 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.5 -0.5 -5.4 

Rebound Fatality 

Benefit13 
0.6 -0.2 -0.7 -1.0 -1.5 -2.5 -2.7 -2.8 -2.8 -2.8 -2.7 -2.5 -2.3 -2.2 -25.8 

Rebound Non-Fatal 

Fatality Benefit13 
0.9 -0.3 -1.0 -1.6 -2.3 -3.8 -4.2 -4.3 -4.3 -4.3 -4.2 -3.9 -3.6 -3.4 -40.4 

Petroleum Market 

Externality 
1.6 0.0 -0.1 -0.3 -0.4 -0.8 -0.8 -0.9 -0.9 -1.0 -0.9 -0.9 -0.8 -0.7 -6.9 

CO2 Damage 

Reduction Benefit 
0.7 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.3 -0.3 -2.7 

NOx Damage 

Reduction Benefit 
0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 0.0 

SO2 Damage 

Reduction Benefit 
0.4 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.6 

Total Social Benefits 26.6 0.1 -4.5 -7.9 -12.1 -20.8 -23.2 -23.9 -24.6 -24.9 -24.5 -22.9 -21.3 -19.9 -203.8 

                                

Net Total Benefits 80.5 6.3 6.4 6.5 6.8 6.8 5.7 5.2 3.2 1.6 0.5 0.2 0.8 1.0 131.5 
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Table 1-76 - Preferred Alternative, Cost and Benefit Estimates, 7% Discount Rate,  

Passenger Cars and Light Trucks Combined, CO2 (Billions 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs                               

Technology Costs 0.0 -1.4 -5.3 -8.3 -11.6 -16.1 -17.7 -19.4 -19.4 -19.1 -20.2 -19.7 -19.2 -18.2 -195.7 

Congestion Costs -11.6 -1.2 -1.4 -1.6 -1.9 -2.3 -2.1 -2.0 -2.0 -1.8 -1.8 -1.7 -1.7 -1.6 -34.5 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.5 

Non-Rebound 

Fatality Costs 
-18.9 -1.6 -1.4 -1.2 -1.1 -0.8 -0.3 -0.1 0.1 0.2 0.4 0.4 0.2 0.2 -23.9 

Non-Rebound Non-

Fatal Crash Costs 
-29.5 -2.5 -2.2 -1.9 -1.7 -1.3 -0.5 -0.2 0.1 0.4 0.6 0.6 0.4 0.4 -37.3 

Rebound Fatality 

Costs 
0.6 -0.1 -0.7 -1.1 -1.7 -2.5 -2.8 -3.0 -3.1 -3.1 -3.2 -3.0 -3.0 -2.8 -29.4 

Non-Fatal Crash 

Costs 
1.0 -0.2 -1.1 -1.8 -2.7 -3.9 -4.4 -4.6 -4.8 -4.8 -4.9 -4.8 -4.6 -4.4 -46.0 

Total Societal Costs -58.5 -7.0 -12.1 -15.9 -20.6 -26.8 -28.0 -29.3 -29.1 -28.2 -29.1 -28.3 -27.8 -26.4 -367.1 

Societal Benefits                               

Pre-Tax Fuel Savings 22.0 1.3 -1.3 -3.2 -5.7 -9.1 -10.7 -11.5 -12.2 -12.3 -12.9 -12.5 -12.1 -11.4 -91.6 

Rebound Fuel 

Benefit12 
0.0 -0.1 -0.9 -1.5 -2.2 -3.4 -3.9 -4.1 -4.3 -4.3 -4.5 -4.4 -4.3 -4.2 -42.0 

Refueling Time 

Benefit 
0.1 0.1 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.6 -0.6 -6.0 

Rebound Fatality 

Benefit13 
0.6 -0.1 -0.7 -1.1 -1.7 -2.5 -2.8 -3.0 -3.1 -3.1 -3.2 -3.0 -3.0 -2.8 -29.4 

Rebound Non-Fatal 

Fatality Benefit13 
1.0 -0.2 -1.1 -1.8 -2.7 -3.9 -4.4 -4.6 -4.8 -4.8 -4.9 -4.8 -4.6 -4.4 -46.0 

Petroleum Market 

Externality 
1.8 0.1 -0.1 -0.3 -0.5 -0.7 -0.9 -0.9 -1.0 -1.0 -1.1 -1.0 -1.0 -1.0 -7.6 

CO2 Damage 

Reduction Benefit 
0.7 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -3.0 

NOx Damage 

Reduction Benefit 
0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.4 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 0.1 

SO2 Damage 

Reduction Benefit 
0.5 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.6 

Total Social Benefits 29.2 1.3 -4.2 -8.3 -13.4 -20.8 -23.9 -25.5 -26.9 -26.9 -28.2 -27.2 -26.4 -25.1 -226.3 

                                

Net Total Benefits 87.7 8.2 7.8 7.6 7.1 6.0 4.0 3.8 2.3 1.2 1.0 1.1 1.4 1.2 140.5 
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Table 1-77 - Preferred Alternative, Summary of Impacts, CAFE 

Category Light 

Truck 

Passenger 

Car 

Combined 

Fleet 

Required MPG for MY 2026+ 31.3 43.7 37.0 

Achieved MPG for MY 2026+ 33.6 46.7 39.7 

Achieved MPG for MY 2020 31.6 43.9 37.2 

Per Vehicle Price Increase -$2,110 -$1,620 -$1,850 

MY 2030 Lifetime Fuel Savings (per vehicle), 

Discounted at 3% -$2,100 -$1,120 -$1,470 

MY 2030 Lifetime Fuel Savings (per vehicle), 

Discounted at 7% -$1,700 -$950 -$1,210 

Consumer Per Vehicle Savings, Discounted at 3% -$230 $430 $280 

Consumer Per Vehicle Savings, Discounted at 7% $260 $650 $600 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 3% 3 5 4 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 7% 4 7 6 

Total Lifetime Fuel Savings (bGallons) -43 -30 -73 

Total Lifetime CO2 Reductions (million metric tons) -480 -329 -809 

Fatalities (Excluding Rebound Miles) -3,160 -3,190 -6,340 

Fatalities ( Rebound Miles) -3,280 -3,060 -6,340 

Total Technology Costs ($b), Discounted at 3% -$141 -$111 -$253 

Total Technology Costs ($b), Discounted at 7% -$108 -$84 -$192 

Total Net Societal Benefits ($b), Discounted at 3% $86 $91 $176 

Total Net Societal Benefits ($b), Discounted at 7% $68 $63 $132 
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Table 1-78 - Preferred Alternative, Summary of Impacts, CO2 

Category Light 

Truck 

Passenger 

Car 

Combined 

Fleet 

Required MPG for MY 2026+ 31.3 43.7 37.0 

Achieved MPG for MY 2026+ 33.2 45.1 38.9 

Achieved MPG for MY 2020 31.2 42.4 36.4 

Per Vehicle Price Increase -$2,450 -$2,080 -$2,260 

MY 2030 Lifetime Fuel Savings (per vehicle), 

Discounted at 3% -$2,460 -$1,560 -$1,830 

MY 2030 Lifetime Fuel Savings (per vehicle), 

Discounted at 7% -$2,000 -$1,310 -$1,510 

Consumer Per Vehicle Savings, Discounted at 3% -$290 $360 $290 

Consumer Per Vehicle Savings, Discounted at 7% $280 $680 $690 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 3% 3 4 4 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 7% 4 5 5 

Total Lifetime Fuel Savings (bGallons) -41 -38 -79 

Total Lifetime CO2 Reductions (million metric tons) -451 -422 -872 

Fatalities (Excluding Rebound Miles) -4,650 -3,700 -8,350 

Fatalities ( Rebound Miles) -3,490 -3,800 -7,300 

Total Technology Costs ($b), Discounted at 3% -$137 -$123 -$260 

Total Technology Costs ($b), Discounted at 7% -$103 -$92 -$196 

Total Net Societal Benefits ($b), Discounted at 3% $113 $88 $201 

Total Net Societal Benefits ($b), Discounted at 7% $80 $60 $141 
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2 Overview 

This Preliminary Regulatory Impact Analysis (PRIA) examines a joint Notice of Proposed 

Rulemaking (NPRM) developed by the National Highway Traffic Safety Administration 

(NHTSA) and the Environmental Protection Agency (EPA) (collectively, “the agencies”) to set 

Corporate Average Fuel Economy (CAFE) and carbon dioxide (CO2) emissions standards, 

respectively, for passenger cars and light trucks manufactured for sale in the United States in 

model years (MYs) 2021 through 2026.
14

  CAFE and CO2 standards have the power to transform 

the vehicle fleet and affect Americans’ lives in significant, if not always immediately obvious, 

ways.  The standards proposed in the NPRM seek to ensure that government action on these 

standards is appropriate, reasonable, consistent with law, consistent with current and foreseeable 

future economic realities, and supported by a transparent assessment of current facts and data.   

The agencies must act to propose and finalize these standards and do not have discretion to 

decline to regulate.  Congress requires NHTSA to set CAFE standards for each model year.
15

  

Congress also requires EPA to set emissions standards for light-duty vehicles if EPA has made 

an “endangerment finding” that the pollutant in question – in this case, CO2 – “cause[s] or 

contribute[s] to air pollution which may reasonably be anticipated to endanger public health or 

welfare.”
16

  NHTSA and EPA are proposing these standards concurrently because tailpipe CO2 

emissions standards are directly and inherently related to fuel economy standards,
17

 and if 

finalized, these rules would apply concurrently to the same fleet of vehicles.  By working 

together to develop these proposals, the agencies reduce regulatory burden on industry and 

improve administrative efficiency. 

Consistent with both agencies’ statutes, the proposal in the NPRM is entirely de novo, based on 

an entirely new analysis reflecting the best and most up-to-date information available to the 

agencies at the time of this rulemaking.  The agencies worked together in 2012 to develop CAFE 

and CO2 standards for MYs 2017 and beyond; in that rulemaking action, EPA set CO2 standards 

for MYs 2017-2025, while NHTSA set final CAFE standards for MYs 2017-2021 and also put 

forth “augural” CAFE standards for MYs 2022-2025, consistent with EPA’s CO2 standards for 

those model years.  EPA’s CO2 standards for MYs 2022-2025 were subject to a “mid-term 

evaluation,” by which EPA bound itself through regulation to re-evaluate the CO2 standards for 

                                                 
14

 NHTSA sets CAFE standards under the Energy Policy and Conservation Act of 1975 (EPCA), as amended by the 

Energy Independence and Security Act of 2007 (EISA).  EPA sets CO2 standards under the Clean Air Act (CAA).   
15

 49 U.S.C. 32902. 
16

 42 U.S.C. 7521, see also 74 Fed. Reg. 66495 (Dec. 15, 2009) (“Endangerment and Cause or Contribute Findings 

for Greenhouse Gases under Section 202(a) of the Clean Air Act”). 
17

 See, e.g., 75 Fed. Reg. 25324, at 25327 (May 7, 2010) (“The National Program is both needed and possible 

because the relationship between improving fuel economy and reducing tailpipe CO2 emissions is a very direct and 

close one.  The amount of those CO2 emissions is essentially constant per gallon combusted of a given type of fuel.  

Thus, the more fuel efficient a vehicle is, the less fuel it burns to travel a given distance.  The less fuel it burns, the 

less CO2 it emits in traveling that distance.  [citation omitted]  While there are emission control technologies that 

reduce the pollutants (e.g., carbon monoxide) produced by imperfect combustion of fuel by capturing or converting 

them to other compounds, there is no such technology for CO2.  Further, while some of those pollutants can also be 

reduced by achieving a more complete combustion of fuel, doing so only increases the tailpipe emissions of CO2.  

Thus, there is a single pool of technologies for addressing these twin problems, i.e., those that reduce fuel 

consumption and thereby reduce CO2 emissions as well”). 
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those model years and to undertake to develop new CO2 standards through a regulatory process 

if it concluded that the previously finalized standards were no longer appropriate.
18

  EPA has 

since concluded, based on more recent information, that those standards are no longer 

appropriate.
19

  NHTSA’s “augural” CAFE standards for MYs 2022-2025 were not final in 2012 

because Congress prohibits NHTSA from finalizing new CAFE standards for more than five 

model years in a single rulemaking.
20

  NHTSA was therefore obligated from the beginning to 

undertake a new rulemaking to set CAFE standards for MYs 2022-2025.   

The NPRM and the analysis contained therein and in this PRIA begins the rulemaking process 

for both agencies to establish new standards for MYs 2022-2025 passenger cars and light trucks.  

Standards are concurrently being proposed for MY 2026 in order to provide regulatory stability 

for as many years as is legally permissible for both agencies. 

Separately, the NPRM also proposes, and the PRIA also analyzes, revised standards for MY 

2021 passenger cars and light trucks.  The information now available and the current analysis 

suggest that the CAFE standards previously set for MY 2021 are no longer maximum feasible 

and that the CO2 standards previously set for MY 2021 are no longer appropriate.  Agencies 

always have authority under the Administrative Procedure Act to revisit previous decisions in 

light of new facts, as long as they provide notice and an opportunity for comment, and it is 

plainly the best practice to do so when changed circumstances so warrant.
21

 

Specifically, the agencies propose to maintain the CAFE and CO2 standards applicable in MY 

2020 for MYs 2021-2026.
22

  Prior to MY 2021, CO2 targets include adjustments reflecting the 

use of automotive refrigerants with reduced global warming potential (GWP) and/or the use of 

technologies that reduce the refrigerant leaks and optionally offsets for nitrous oxide and 

methane emissions. EPA is proposing to exclude air conditioning refrigerants and leakage, and 

nitrous oxide and methane emissions for compliance with CO2 standards after MY 2020. While 

actual requirements will vary for automakers depending upon their individual fleet mix of 

vehicles, many readers will likely nonetheless be interested in the current estimate of what the 

MY 2020 CAFE and CO2 curves would translate to, in terms of mpg and g/mi, in MYs 2021-

2026.  These estimates are shown in the following tables. 

 

                                                 
18

 40 CFR 86.1818-12(h). 
19

 83 Fed. Reg. 16077 (Apr. 2, 2018). 
20

 49 U.S.C. 32902. 
21

 See FCC v. Fox Television, 556 U.S. 502 (2009). 
22

 Note: This does not mean that the miles per gallon and grams per mile levels that were estimated for the MY 2020 

fleet in 2012 would be the “standards” going forward into MYs 2021-2026.  Both NHTSA and EPA set CAFE and 

CO2 standards, respectively, as mathematical functions based on vehicle footprint. These mathematical functions 

that are the actual standards are defined as “curves,” that are separate for passenger cars and light trucks, under 

which each vehicle manufacturer’s compliance obligation varies depending on the footprints of the cars and trucks 

that it ultimately produces for sale in a given model year.  It is the MY 2020 CAFE and CO2 curves which we 

propose would continue to apply to the passenger car and light truck fleets for MYs 2021-2026.  The mpg and g/mi 

values which those curves would eventually require of the fleets in those model years would be known for certain 

only at the ends of each of those model years. While it is convenient to discuss CAFE and CO2 standards as a set 

“mpg,” “g/mi,” or “mpg-e” number, attempting to define those values today will end up being inaccurate. 
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Table 2-1 - Average of OEMs’ CAFE and CO2 Estimated Requirements for Passenger Cars 

 

Model Year 

Avg. of OEMs’ Est. 

Requirements 

CAFE (mpg) CO2 (g/mi) 

2017  39.1   220  

2018  40.5   210  

2019  42.0   201  

2020  43.7   191  

2021  43.7   204  

2022  43.7   204  

2023  43.7   204  

2024  43.7   204  

2025  43.7   204  

2026  43.7   204  

Table 2-2 - Average of OEMs’ CAFE and CO2 Estimated Requirements for Light Trucks 

 

Model Year 

Avg. of OEMs’ Est. 

Requirements 

CAFE (mpg) CO2 (g/mi) 

2017  29.5   294  

2018  30.1   284  

2019  30.6   277  

2020  31.3   269  

2021  31.3   284  

2022  31.3   284  

2023  31.3   284  

2024  31.3   284  

2025  31.3   284  

2026  31.3   284  
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Table 2-3 - Average of OEMs’ Estimated CAFE and CO2 Requirements (Passenger Cars 

and Light Trucks) 

 

Model Year 

Avg. of OEMs’ Est. 

Requirements 

CAFE (mpg) CO2 (g/mi) 

2017  34.0   254  

2018  34.9   244  

2019  35.8   236  

2020  36.9   227  

2021  36.9   241  

2022  36.9   241  

2023  36.9   241  

2024  37.0   241  

2025  37.0   240  

2026  37.0   240  

Estimated required CO2 increases between MY 2020 and MY 2021 because EPA is proposing to 

exclude CO2 equivalent emission improvements associated with air conditioning refrigerants and 

leakage and, optionally, offsets for nitrous oxide and methane emissions after MY 2020. 

SUMMARY OF RATIONALE 

The rest of this proposal provides much more detail on the information and analysis that have led 

to the tentative conclusion that holding standards constant at MY 2020 levels is maximum 

feasible, for CAFE purposes, and appropriate, for CO2 purposes.  Put simply, the information 

available today is different from the information before the agencies in 2012, and even from the 

information considered by EPA in 2016 and early 2017.   

Technologies have played out differently in the fleet from what the agencies assumed in 2012. 

The technology to improve fuel economy and reduce CO2 emissions has not changed 

dramatically: a wide variety of technologies are still available to accomplish these goals, and a 

wide variety of technologies would likely be used by industry to accomplish these goals.  There 

remains no single technology that the majority of vehicles made by the majority of 

manufacturers can implement at low cost without affecting other vehicle attributes that 

consumers value more than fuel economy and CO2 emissions.  Even when used in combination, 

technologies that can improve fuel economy and reduce CO2 emissions still need to (1) actually 

work together and (2) be acceptable to consumers and avoid sacrificing other vehicle attributes 

while avoiding undue increases in vehicle cost.  Optimism about the costs and effectiveness of 

many individual technologies, as compared to recent prior rounds of rulemaking, is somewhat 

tempered; a clearer understanding of what technologies are already on vehicles in the fleet and 

how they are being used, again as compared to recent prior rounds of rulemaking, means that 

technologies that previously appeared to offer significant “bang for the buck” may no longer do 

so.  Additionally, in light of the reality that vehicle manufacturers may choose the relatively cost-

effective technology option of vehicle lightweighting for a wide array of vehicles and not just the 

largest and heaviest, it is now recognized that as the stringency of standards increases, so does 
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the likelihood that higher stringency will increase on-road fatalities.  As it turns out, there is no 

such thing as a free lunch.
23

    

Technology that can improve both fuel economy and/or performance may not be dedicated solely 

to fuel economy. 

As fleet-wide fuel efficiency has improved over time, additional improvements have become 

both more complicated and more costly.  There are two primary reasons for this phenomenon.  

First, as discussed, there is a known pool of technologies for improving fuel economy and 

reducing CO2 emissions.  Many of these technologies, when actually implemented on vehicles, 

can be used to improve other vehicle attributes such as “zero to 60” performance, towing and 

hauling, etc., either instead of or in addition to improving fuel economy and reducing CO2 

emissions.  As one example, a V6 engine can be turbocharged and downsized so that it consumes 

only as much fuel as an inline 4-cylinder engine, or it can be turbocharged and downsized so that 

it consumes less fuel than it would originally have consumed (but more than the inline 4-cylinder 

would) while also providing more low-end torque.  As another example, a vehicle can be 

lightweighted so that it consumes less fuel than it would originally have consumed, or so that it 

consumes the same amount of fuel it would originally have consumed but can carry more 

content, like additional safety or infotainment equipment.  Manufacturers employing “fuel-

saving/emissions-reducing” technologies in the real world make decisions regarding how to 

employ that technology such that less than 100% of the possible fuel-saving/emissions-reducing 

benefits result.  They do this because this is what consumers want, and more so than exclusively 

fuel economy.    

This makes actual fuel economy gains more expensive. 

Thus, previous assumptions about how much fuel can be saved or emissions can be reduced by 

employing various technologies may not have played out as prior analyses suggested, meaning 

that previous assumptions about how much it would cost to save that much fuel or reduce that 

much in emissions fall correspondingly short.  For example, the 2010 final rule analysis assumed 

that dual clutch transmissions would be widely used to improve fuel economy due to 

expectations of strong effectiveness and very low cost: in practice, dual clutch transmissions had 

significant customer acceptance issues, and few manufacturers employ them in the U.S. market 

today.
24

  The 2012 final rule analysis included some “technologies” were defined ambiguously 

and/or in ways that precluded observation in the known (MYs 2008 and 2010) fleets, likely 

leading to double counting in cases where the known vehicles already reflected the assumed 

efficiency improvement.  For example, the analysis assumed that transmission “shift optimizers” 

would be available and fairly widely used in 2017-2025 but involving software controls, that 

“technology” was not defined in a way that would be observed in the fleet (like, for example, a 

dual clutch transmission).   

                                                 
23

 Mankiw, N. Gregory, Principles of Macroeconomics, Sixth Edition, 2012, at 4. 
24

 In fact, one manufacturer saw such significant customer pushback as to launch a buyback program.  See, e.g., 

Steve Lehto, “What you need to know about the settlement for Ford Powershift owners,” Road and Track, Oct. 19, 

2017.  Available at https://www.roadandtrack.com/car-culture/a10316276/what-you-need-to-know-about-the-

proposed-settlement-for-ford-powershift-owners/ (last accessed Jul. 2, 2018). 



 

99 

 

To be clear, this is no one’s “fault” – the CAFE and CO2 standards do not require manufacturers 

to use particular technologies in particular ways, and both agencies’ past analyses generally 

sought to illustrate technology paths to compliance that were assumed to be as cost-effective as 

possible.  If manufacturers choose different paths for reasons not accounted for in regulatory 

analysis or choose to use technologies differently from what the agencies previously assumed, 

that does not mean that manufacturers have done anything wrong, nor does it necessarily mean 

that the analyses were unreasonable when performed.  It does mean, however, that the fleet ought 

to be reflected as it stands today, with the technology it has and as that technology has been used, 

and consider what technology remains on the table at this point, whether and when it can 

realistically be available for widespread use in production and how much it would cost to 

implement. 

Incremental additional fuel economy benefits are subject to diminishing returns. 

As fleet-wide fuel efficiency improves and CO2 emissions are reduced, the incremental benefit of 

continuing to improve/reduce inevitably decreases.  This is because, as the base level of fuel 

economy improves, fewer gallons are saved from subsequent incremental improvements.   Put 

simply, a one mpg increase for vehicles with low fuel economy will result in far greater savings 

than an identical one mpg increase for vehicles with higher fuel economy, and the cost for 

achieving a one-mpg increase for low fuel economy vehicles is far less than for higher fuel 

economy vehicles.  This means that improving fuel economy is subject to diminishing returns.  

Annual fuel consumption can be calculated as follows: 

𝐹𝑢𝑒𝑙 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑔𝑎𝑙𝑙𝑜𝑛𝑠) =  
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑇𝑟𝑎𝑣𝑒𝑙𝑒𝑑 (𝑚𝑖𝑙𝑒𝑠)

𝐹𝑢𝑒𝑙 𝐸𝑐𝑜𝑛𝑜𝑚𝑦 (𝑚𝑝𝑔)
 

For purposes of illustration, assume a vehicle owner who drives a light vehicle 15,000 miles per 

year (a typical assumption for analytical purposes).
25

  If that owner trades in a vehicle with fuel 

economy of 15 mpg for one with fuel economy of 20 mpg, the owner’s annual fuel consumption 

would drop from 1,000 gallons to 750 gallons — saving 250 gallons annually.  If, however, that 

owner were to trade in a vehicle with fuel economy of 30 mpg for one with fuel economy of 40 

mpg, the owner’s annual gasoline consumption would drop from 500 gallons/year to 375 

gallons/year — only 125 gallons even though the mpg improvement is twice as large.  Going 

from 40 to 50 mpg would save only 75 gallons/year.  Yet each additional fuel economy 

improvement becomes much more expensive as the low-hanging fruit of low-cost technological 

improvement options are picked.
26

  Automakers who must nonetheless continue adding 

technology to improve fuel economy and reduce CO2 emissions will either sacrifice other 

                                                 
25

 A different vehicle-miles-traveled (VMT) assumption would change the absolute numbers in the example but 

would not change the mathematical principles.  Today’s analysis uses mileage accumulation schedules that average 

approximately 15,000 miles annually over the first six years of vehicle operation. 
26

 The examples in the text above are presented in mpg because that is a metric which should be readily 

understandable to most readers, but the example would hold true for grams of CO2 per mile as well.  If a vehicle 

emits 300 g/mi CO2, a 20% improvement is 60 g/mi, so that the vehicle would emit 240 g/mi.  At 180 g/mi, a 20% 

improvement is 36 g/mi, so that the vehicle would get 144 g/mi.  In order to continue achieving similarly large (on 

an absolute basis) emissions reductions, mathematics require the percentage reduction to continue increasing. 
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performance attributes or raise the price of vehicles — neither of which is attractive to 

consumers.  

If fuel prices are high, the value of those gallons may be enough to offset the cost of further fuel 

economy improvements, but (1) the Department of Energy’s Energy Information 

Administration’s (EIA) most current Annual Energy Outlook does not indicate particularly high 

fuel prices in the foreseeable future, given their current assumptions, and (2) as the baseline level 

of fuel economy continues to increase, the marginal cost of the next gallon saved similarly 

increases with the cost of the technologies required to meet the savings.  The following figure 

illustrates the fact that fuel savings and corresponding avoided costs diminish with increasing 

fuel economy, showing the same basic pattern as a 2014 illustration developed by EIA.
27

 

 

 

Figure 2-1 - Annual Fuel Use and Costs vs. Fuel Economy (at 15,000 Miles and $3.00 per 

Gal.) 

This effect is mathematical in nature and long-established, but when combined with low fuel 

prices potentially through 2050 and the likelihood that a large majority of American consumers 

consequently continue to place a higher value on vehicle attributes other than fuel economy, it 

creates a perfect storm in terms of manufacturers’ ability to sell light vehicles with ever-higher 

fuel economy and ever-lower carbon dioxide emissions.  Put more simply, if gas is cheap and 

                                                 
27

 Today in Energy: Fuel economy improvements show diminishing returns in fuel savings, U.S. Energy Information 

Administration (July 11, 2014), https://www.eia.gov/todayinenergy/detail.php?id=17071.  
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each additional improvement saves less gas anyway, most consumers would rather spend their 

money on attributes other than fuel economy when they are considering a new vehicle purchase, 

whether that is more safety technology, a better infotainment package, a more powerful 

drivetrain, or other features (or, indeed, they may prefer to spend the savings on something other 

than automobiles).  Manufacturers trying to sell consumers more fuel economy in such 

circumstances may convince consumers who place weight on efficiency and reduced carbon 

emissions, but consumers decide for themselves what attributes are worth to them. And while 

some contend that consumers do not sufficiently consider or value future fuel savings when 

making vehicle purchasing decisions,
28

 information regarding the benefits of higher fuel 

economy has never been made more readily available than today with a host of online tools and 

mandatory prominent disclosures on new vehicles on the Monroney label showing fuel savings 

compared to average vehicles.  This is not a question of “if you build it, they will come.”  

Despite the widespread availability of fuel economy information, and despite manufacturers 

building and marketing vehicles with higher fuel economy and increasing their offerings of 

hybrid and electric vehicles, and yet, in the past several years as gas prices have remained low, 

consumer preferences have shifted markedly away from higher-fuel-economy smaller and 

midsize passenger vehicles and to crossovers and truck-based utility vehicles.
29

  Some 

consumers plainly value fuel economy and low CO2 emissions above other attributes, and thanks 

in part to CAFE and CO2 standards, they have a plentiful selection of high-fuel economy and low 

CO2-emitting vehicles to choose from, but those consumers represent a relatively small 

percentage of buyers.   

Changed petroleum market has supported a shift in consumer preferences 

 

In 2012, the agencies projected fuel prices would rise continuously and the United States would 

continue to rely heavily upon imports of oil, subjecting the country to heightened risk of price 

shocks.
30

  Those projections have not come to pass, with fuel prices significantly lower than 

                                                 
28

 In docket numbers EPA–HQ–OAR–2015–0827 and NHTSA–2016–0068, see comments submitted by, e.g., 

Consumer Federation of America (NHTSA–2016–0068-0054, at p. 57, et. seq.) and the Environmental Defense 

Fund (EPA-HQ-OAR-2015-0827-4086, at p. 18, et. seq.) 
29

 See, e.g., Nick Carey, Lured by rising SUV sales, automakers flood market with models, Reuters (Mar. 29, 2018), 

available at https://www.reuters.com/article/us-autoshow-new-york-suvs/lured-by-rising-suv-sales-automakers-

flood-market-with-models-idUSKBN1H50KI (last accessed June 13, 2018).  Many commentators have lately argued 

that manufacturers are deliberately increasing vehicle footprint size in order to get “easier” CAFE and CO2 

standards.  This misunderstands, somewhat, how the footprint-based standards work.  While it is correct that larger-

footprint vehicles have less stringent “targets,” the difficulty of compliance rests in how far above or below those 

vehicles are as compared to their targets, and more specifically, whether the manufacturer is selling so many 

vehicles that are far short of their targets that they cannot average out to compliant levels through other vehicles sold 

that beat their targets.  For example, under the CAFE program, a manufacturer building a fleet of larger-footprint 

vehicles may have an objectively lower mpg-value compliance obligation than a manufacturer building a more 

mixed fleet, but it may still be more challenging for the first manufacturer to reach its compliance obligation if it is 

selling only very-low-mpg variants at any given footprint.  There is only so much that increasing footprint makes it 

“easier” for a manufacturer to reach compliance. 
30

 The 2012 final rule analysis relied on the Energy Information Administration’s Annual Energy Outlook 2012 

Early Release, which assumed significantly higher fuel prices than the AEO 2017 (or AEO 2018) currently 

available.  See 77 Fed. Reg. 62624, 62715 (Oct. 15, 2012) for the 2012 final rule’s description of the fuel price 

estimates used.   
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anticipated and projected to remain affordable through 2050.  Furthermore, the global petroleum 

market has shifted dramatically with the United States taking advantage of its own oil supplies 

through technological advances that allow for cost-effective extraction of shale oil.  The U.S. is 

now the world’s largest oil producer and expected to become a net petroleum exporter in the next 

decade. 

At least partially in response to lower fuel prices, consumers have moved more heavily into 

crossovers, sport utility vehicles, and pickup trucks than anticipated at the time of the last 

rulemaking. Because standards are based on footprint and specified separately for passenger cars 

and light trucks, these shifts do not necessarily pose compliance challenges, but they do tend to 

reduce the overall average fuel economy rates and increase the overall average CO2 emission 

rates of the new vehicle fleet.  Consumers are also demonstrating a preference for more powerful 

engines and vehicles with higher seating positions and ride height (and accompanying mass 

increase relative to footprint)
31

 — all of which present challenges for achieving increased fuel 

economy levels and lower CO2 emission rates. 

The Consequence of Unreasonable Fuel Economy and CO2 Standards:  Increased vehicle prices 

keep consumers in older, dirtier, and less safe vehicles.  

Consumers tend to avoid purchasing things that they neither want or need.  The analysis in 

today’s proposal moves closer to being able to represent this fact through an improved model for 

vehicle scrappage rates.  While neither this nor a sales response model also included in today’s 

analysis, nor the combination of the two are consumer choice models, today’s analysis illustrates 

market-wide impacts on the sale of new vehicles and the retention of used vehicles.  Higher 

vehicle prices, which result from more-stringent fuel economy standards, have an effect on 

consumer purchasing decisions.  As prices increase, the market-wide incentive to extract 

additional travel from used vehicles increases.  The average age of the in-service fleet has been 

increasing, and when fleet turnover slows, not only does it take longer for fleet-wide fuel 

economy and CO2 emissions to improve, but safety improvements, criteria pollutant emissions 

improvements, many other vehicle attributes that are also social goods take longer to be reflected 

in the overall U.S. fleet as well because of reduced turnover.  Raising vehicle prices too far, too 

fast, such as through very stringent fuel economy and CO2 emissions standards (especially 

considering that, on a fleetwide basis, new vehicle sales and turnover do not appear strongly 

responsive to fuel economy), has effects beyond simply a slowdown in sales.  Improvements 

over time have better longer-term effects simply by not alienating consumers, as compared to 

great leaps forward that drive people out of the new car market or into vehicles that do not meet 

their needs. The industry has achieved tremendous gains in fuel economy over the past decade, 

and these increases will continue at least through 2020.   

Along with these gains, there have also been tremendous increases in vehicle prices, as new 

vehicles become increasingly unaffordable — with the average new vehicle transaction price 
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 See id. 
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recently exceeding $36,000–up by more than $3,000 since 2014 alone.
32

  In fact, a recent 

independent study indicates that the average new car price is unaffordable to median-income 

families in every metropolitan region in the United States except one:  Washington, D.C.
33

  That 

analysis used the historically accepted approach that consumers should make a down-payment of 

at least 20% of a vehicle’s purchase price, finance for no longer than four years, and make 

payments of 10% or less of the consumer’s annual income to car payments and insurance.  But 

the market looks nothing like that these days, with average financing terms of 68 months and an 

increasing proportion exceeding 72 or even 84 months.
34

 Longer financing terms may allow a 

consumer to keep their monthly payment affordable but can have serious potential financial 

consequences.  Longer term financing leads (generally) to higher interest rates, larger finance 

charges and total consumer costs, and a longer period of time with negative equity.  In 2012, the 

agencies expected prices to increase under the standards announced at that time.  The agencies 

estimated that, compared to a continuation of the model year 2016 standards, the standards 

issued through model year 2025 would eventually increase average prices by about $1,500-

$1,800.
35, 36, 37

  Circumstances have changed. The analytical methods and inputs have been 

updated (including updates to address issues still present in analyses published in 2016, 2017, 

and early 2018), and today, the analysis suggests that, compared to the proposed standards, the 

previously-issued standards would increase average vehicle prices by about $2,100.  While 

today’s estimate is similar in magnitude to the 2012 estimate, it is relative to a baseline that 

includes increases in stringency between MY 2016 and MY 2020.  Compared to leaving vehicle 

technology at MY 2016 levels, today’s analysis shows the previously-issued standards through 

MY 2025 could eventually increase average vehicle prices by about $2,700.  A pause in 

continued increases in fuel economy standards, and cost increases attributable thereto, is 

appropriate.  

                                                 
32

 See, e.g., Average New-Car Prices Rise Nearly 4 Percent for January 2018 On Shifting Sales Mix, According To 

Kelley Blue Book, Kelley Blue Book, https://mediaroom.kbb.com/2018-02-01-Average-New-Car-Prices-Rise-

Nearly-4-Percent-For-January-2018-On-Shifting-Sales-Mix-According-To-Kelley-Blue-Book (last accessed June 

15, 2018). 
33

 Claes Bell, What’s an ‘affordable’ car where you live?  The answer may surprise you, Bankrate.com (June 28, 

2017), available at https://www.bankrate.com/auto/new-car-affordability-survey/ (last accessed June 15, 2018). 
34

 Average Auto Loan Interest Rates: 2018 Facts and Figures, ValuePenguin, available at 

https://www.valuepenguin.com/auto-loans/average-auto-loan-interest-rates (last accessed June 15, 2018). 
35

 77 Fed. Reg. 62624, 62666 (Oct. 15, 2012). 
36

 The $1,500 figure reported in 2012 by NHTSA reflected application of carried-forward credits in model year 

2025, rather than an achieved CAFE level that could be sustainably compliant beyond 2025 (with standards 

remaining at 2025 levels).  As for the 2016 draft TAR, NHTSA has since updated its modeling approach to extend 

far enough into the future that any unsustainable credit deficits are eliminated.  Like analyses published by EPA in 

2016, 2017, and early 2018, the $1,800 figure reported in 2012 by EPA did not reflect either simulation of 

manufacturers’ multiyear plans to progress from the initial MY 2008 fleet to the MY 2025 fleet or any accounting 

for manufacturers’ potential application of banked credits.  Today’s analysis of both CAFE and CO2 standards 

accounts explicitly for multiyear planning and credit banking. 
37

 While EPA did not refer to the reported $1,800 as an estimate of the increase in average prices, because EPA did 

not assume that manufacturers would reduce profit margins, the $1,800 estimate is appropriately interpreted as an 

estimate of the average increase in vehicle prices. 
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Figure 2-2 - New Vehicle Prices and Median Household Income (Indexed, 1984 Levels = 

100)
38

 

Preferred alternative 

For all of these reasons, the agencies are proposing to maintain the MY 2020 fuel economy and 

CO2 emissions standards for MYs 2021-2026.  Our goal is to establish standards that promote 

both energy conservation and safety, in light of what is technologically feasible and 

economically practicable, as directed by Congress.  

Energy Conservation 

EPCA requires that NHTSA, when determining the maximum feasible levels of CAFE standards, 

consider the need of the Nation to conserve energy.  However, EPCA also requires that NHTSA 

consider other factors, such as technological feasibility and economic practicability.  The 

analysis suggests that, compared to the standards issued previously for MYs 2021-2025, today’s 

proposed rule will eventually increase U.S. petroleum consumption by about 0.5 million barrels 

per day — about two to three percent of projected total U.S. consumption.  While significant, 

this additional petroleum consumption is, from an economic perspective, dwarfed by the cost 

                                                 
38

 Data on new vehicle prices are from U.S. Bureau of Economic Analysis, National Income and Product Accounts, 

Supplemental Table 7.2.5S, Auto and Truck Unit Sales, Production, Inventories, Expenditures, and Price 

(https://www.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=underlying&1903=2

055, last accessed July 20, 2018). Median Household Income data are from U.S. Census Bureau, Table A-1, 

Households by Total Money Income, Race, and Hispanic Origin of Householder: 1967 to 2016 

(https://www.census.gov/data/tables/2017/demo/income-poverty/p60-259.html, last accessed July 20, 2018). 

https://www.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=underlying&1903=2055
https://www.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=underlying&1903=2055
https://www.census.gov/data/tables/2017/demo/income-poverty/p60-259.html
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savings also projected to result from today’s proposal, as indicated by the consideration of net 

benefits appearing below. 

Safety Benefits from Preferred Alternative 

Today’s proposed rule is anticipated to prevent thousands of on-road fatalities and injuries as 

compared to the standards set forth in the 2012 final rule.  Some of these safety benefits will 

come from improved fleet turnover as more consumers will be able to afford newer and safer 

vehicles. Recent NHTSA analysis shows that the proportion of passengers killed in a vehicle 18 

or more model years old is nearly double that of a vehicle three model years old or newer.
39

  As 

the average car on the road is approaching 12 years old – apparently the oldest in our history
40

 – 

major safety benefits will occur by reducing fleet age.  Some safety benefits will come from 

avoiding the increased driving that would otherwise result from higher fuel efficiency (known as 

the rebound effect).  Still other on-road fatalities and injuries will be prevented from avoiding the 

mass reductions in passenger cars that might otherwise be required to meet the standards 

established in 2012.  Together these three factors (reduced exposure, accelerated fleet turnover, 

and avoided mass reduction) lead to estimated annual fatalities under the proposed standards that 

are significantly reduced relative to those that would occur under current (and augural) standards. 

The analysis for the 2012 standards deliberately limited the amount of mass reduction assumed 

for certain vehicles in order to avoid the appearance of adverse safety effects even while 

acknowledging that manufacturers would not necessarily choose to avoid mass reductions in the 

ways that the agencies assumed.
41

  By choosing where and how to limit assumed mass reduction, 

the 2012 rule’s safety analysis reduced the projected apparent risk to safety associated with 

aggressive fuel economy targets.  That specific assumption has been removed for today’s 

analysis; therefore,the analysis aims to take a more realistic approach to assumptions relating to 

mass reduction for purposes of fuel economy.  The agencies recognize that with more stringent 

CAFE and CO2 standards, manufacturers will employ cost-effective technologies wherever 

possible. The agencies also recognize that when it costs less to drive (as it does when vehicles go 

farther on a gallon of gas, as they do under more stringent fuel economy and CO2 standards), 

people will drive more and therefore be exposed to higher crash risks.  The analysis 

accompanying today’s proposal therefore contains an undistorted look at the overarching safety 

effects anticipated to be attributable to different regulatory alternatives, and these effects have 

been considered in developing the proposal consistent with the law.  

                                                 
39

 Passenger Vehicle Occupant Injury Severity by Vehicle Age and Model Year in Fatal Crashes, Traffic Safety 

Facts Research Note, DOT HS 812 528  Washington, DC: National Highway Traffic Safety Administration.  April 

2018. 

40
 See, e.g., IHS Markit, Vehicles Getting Older:  Average Age of Light Cars and Trucks in U.S. Rises Again in 2016 

to 11.5 years, IHS Markit Says, IHS Markit (Nov. 22, 2016), http://news.ihsmarkit.com/press-

release/automotive/vehicles-getting-older-average-age-light-cars-and-trucks-us-rises-again-201 (“…consumers are 

continuing the trend of holding onto their vehicles longer than ever.  As of the end of 2015, the average length of 

ownership measured a record 79.3 months, more than 1.5 months longer than reported in the previous year.  For 

used vehicles, it is nearly 66 months.  Both are significantly longer lengths of ownership since the same measure a 

decade ago”). 
41

 See 77 Fed. Reg. 62624, 62763 (Oct. 15, 2012). 
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The Preferred Alternative Would Have Negligible Environmental Impacts on Air Quality 

Improving fleet turnover will result in consumers getting into newer and cleaner vehicles, 

accelerating the rate at which older, more-polluting vehicles are removed from the roadways.  

Also, reducing fuel economy (relative to levels that would occur under previously-issued 

standards) would increase the marginal cost of driving newer vehicles, reducing mileage 

accumulated by those vehicles, and corresponding emissions.  On the other hand, increasing fuel 

consumption would increase emissions resulting from petroleum refining and related “upstream” 

processes.  Our analysis shows that none of the regulatory alternatives considered in this 

proposal would noticeably impact net emissions of smog-forming or other “criteria” or toxic air 

pollutants, as illustrated by the following graph.  In particular, the resultant tailpipe emissions 

reductions should be especially beneficial to highly trafficked corridors, such as those found in 

the Los Angeles region, which remains noncompliant with several federal air quality standards. 

 

 

Figure 2-3 - Annual Smog-Forming Emissions under Baseline and Proposed Standards 

Climate Change Impacts from Preferred Alternative  

The difference between the estimated effects of this proposal and the estimated effects of the 

2012 final rule, in terms of fuel savings and CO2 emissions, is presented below.  Again, the 
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results may be somewhat counter-intuitive.
42

  NHTSA’s Environmental Impact Statement 

performed for this rulemaking shows that the preferred alternative would result in 3/1,000
ths

 of a 

degree Celsius increase in global average temperatures by 2100, relative to the standards 

finalized in 2012.  On a net CO2 basis, the results are similarly minor. The following graph 

compares the estimated atmospheric CO2 concentration (789.76 ppm) in 2100 under the 

proposed standards to the estimated level (789.11 ppm) under the standards set forth in 2012 — 

or an 8/100
ths

 of a percentage increase: 

 

Figure 2-4 - Estimated Atmospheric CO2 Concentration in 2100 

Net Benefits from Preferred Alternative 

Maintaining the MY 2020 curves for MYs 2021-2026 will save American consumers, the auto 

industry, and the public in general a considerable amount of money as compared to if EPA 

retained the previously-set CO2 standards and NHTSA finalized the augural standards. This was 

identified as the preferred alternative, in part, because it maximizes net benefits compared to the 

other alternatives analyzed. Comment is sought on whether this is an appropriate basis for 

selection. 

                                                 
42

 Counter-intuitiveness is relative, however.  The estimated effects of the 2012 final rule on climate were similarly 

small in magnitude as shown in the Final EIS accompanying that rule and available on NHTSA’s website. 
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Table 2-4 - Estimated Costs and Benefits ($b) of Proposed Standards 

 CAFE CO2 

Costs (Savings) -502 -564 

Benefits (Foregone) -326 -363 

Net Benefits 176 201 

These estimates, reported as changes relative to impacts under the standards issued in 2012, 

account for impacts on vehicles produced during model years 2016-2029, as well as impacts 

(through changes in utilization) on vehicles produced in earlier model years, throughout those 

vehicles’ useful lives.  Reported values are in 2016 dollars, and reflect a three percent discount 

rate. 

Consideration of Reduction or Elimination of Flexibilities 

This proposal also seeks comment on a variety of changes to NHTSA’s and EPA’s compliance 

programs for CAFE and CO2, and to related programs.  Both programs provide for the 

generation of credits based upon fleet-wide over-compliance, provide for adjustments to the test 

measured value of each individual vehicle based upon the implementation of certain fuel saving 

technologies, and provide additional incentives for the implementation of certain preferred 

technologies (regardless of actual fuel savings).  Auto manufacturers and others have petitioned 

for a host of additional adjustment- and incentive-type flexibilities, often so specific as to seem 

intended to maximize benefit attributable to individual manufacturers’ technology pathways, 

without particular regard for consumer interest in the technologies to be incentivized nor for 

clear fuel-saving and emissions-reducing benefits to be derived from that incentivization.  The 

agencies seek comment on all of those requests as part of this proposal. 

Over-compliance credits, which can be built up in part through use of the above-described per-

vehicle adjustments and incentives, can be saved and either applied retroactively to account for 

previous non-compliance, or carried forward to mitigate future non-compliance.  Such credits 

can also be traded to other automakers for cash or for other credits for different fleets.  But such 

trading is not pursued openly. Under the CAFE program, the public is not made aware of inter-

automaker trades, nor are shareholders. And even the agencies are not informed of the price of 

credits. With the exception of statutorily-mandated credits, the agencies seek comment on all 

aspects of the current system.  The agencies are particularly interested in comments on 

flexibilities that may distort the market.  The agencies seek comment as to whether some or all 

adjustments and non-statutory incentives and other provisions should be eliminated and 

stringency levels adjusted accordingly in order to be directly achievable without the use of 

market-distorting flexibilities.  The agencies also seek comment requiring public disclosure of 

some or all aspects of credit trades, or, alternatively, on elimination of credit trading in the CAFE 

program altogether. 

Request for Comment 

The agencies look forward to all comments on this proposal and wish to emphasize that 

obtaining public input is extremely important to us in selecting from among the alternatives in a 

final rule.  While the agencies and the Administration met with a variety of stakeholders prior to 

issuance of this proposal, those meetings have not resulted in a predetermined final rule outcome.  
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The Administrative Procedure Act requires that agencies provide the public with adequate notice 

of a proposed rule followed by a meaningful opportunity to comment on the rule’s content.  The 

agencies are committed to following that directive. 
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3 Need for this Regulatory Action 

NHTSA and EPA are required by statute to set CAFE and CO2 standards, respectively, for the 

model years in question.  Executive Order 12866 states that “Federal agencies should promulgate 

only such regulations as are required by law, or are made necessary by compelling need, such as 

material failures of private markets to protect or improve the health and safety of the public, the 

environment, or the wellbeing of the American people. . ..”  NHTSA is required by the Energy 

Policy and Conservation Act (EPCA) of 1975, as amended by the Energy Independence and 

Security Act (EISA) of 2007, to set maximum feasible passenger car and light truck CAFE 

standards for every model year.  In the absence of regulatory action by NHTSA, there are no 

CAFE standards for the model year in question.  EPA is required by the Clean Air Act (CAA) to 

set emissions standards applicable to mobile sources (such as passenger cars and light trucks) 

when it has determined that emissions of a given pollutant cause or contribute to air pollution, 

which may reasonably be anticipated to endanger public health or welfare.  EPA has made such 

an endangerment finding for greenhouse gases, of which CO2 is the primary GHG pollutant for 

mobile sources.
43

  Therefore, both agencies must promulgate standards as required by law. 

The question of whether a market failure exists that these standards can correct is a difficult one.  

The CAFE program was originally intended to address the risk of gasoline price shocks in the 

wake of the oil embargoes of the 1970s.  The GHG program is intended to address the risk of 

global climate change.  To the extent that a market failure exists, it would appear to be that 

consumers do not voluntarily purchase enough fuel economy when buying new vehicles to 

protect -  

 themselves if gasoline prices suddenly rise significantly, in the case of the CAFE 

standards; or 

 the planet from the risks of unchecked climate change, in the case of the CO2 

standards.  

Consumer failure to purchase enough fuel economy to protect themselves against the risk of 

gasoline price shocks would, theoretically, be a lack of information about the significance or 

magnitude of that risk.  Congress decreed in EPCA that part of the solution to that problem was 

to increase the fuel economy of the fleet as a whole, and after a certain period, to set standards at 

“maximum feasible levels,” taking into account a number of factors including “the need of the 

United States to conserve energy.”  Consumer failure to purchase enough fuel economy to 

protect the planet from climate change would presumably count both as an externality (insofar as 

individual consumers’ decisions about which vehicle to purchase lead to greater or fewer CO2 

                                                 
43

 Endangerment and Cause or Contribute Findings for Greenhouse Gases Under Section 202(a) of the Clean Air Act, 

74 FR 66496, 66518 (December 15, 2009); “Technical Support Document for Endangerment and Cause or Contribute 

Findings for Greenhouse Gases Under Section 202(a) of the Clean Air Act,” Docket ID No. EPA-HQ-OAR-2009-

0472-11292.  See also Coalition for Responsible Regulation, 684 F.3d at 114; Massachusetts v. EPA, 549 U.S. at 

533. 
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emissions and thus to less or more climate change for the planet as a whole) and as a lack of 

information (insofar as some individual consumers might be more inclined to purchase more fuel 

economy if they realized the effect that fuel economy had on climate change).  The CAA 

requires EPA to regulate emissions once EPA has made an “endangerment finding,” as 

mentioned above, which suggests that Congress is concerned about the externality aspect of 

pollution. 

The sections below discuss the statutory needs for CAFE and CO2 standards and, in doing so, 

also discuss how the standards address the potential market failures to which Congress was 

responding in requiring regulation. 

EPA and NHTSA have also previously discussed a concept called the “energy paradox,” 

whereby consumers appear to undervalue investments in energy conservation even if those 

investments would pay off in the relatively near term.
44

  Recent research disagrees about whether 

there is such an energy paradox with fuel economy – that is, whether buyers of new vehicles 

consider the full lifetime value of fuel savings they would experience from purchasing models 

that feature higher fuel economy – and about how extensive it might be. Most studies produce a 

range of estimates for the percentage of discounted future fuel savings offered by models with 

higher fuel economy that buyers appear to value, drawing their estimates from one of three 

sources - (1) buyers’ choices among competing models with different purchase prices, fuel 

economy, and other features; (2) statistically “decomposing” vehicle prices into the values of 

their individual features, including fuel economy; or (3) analyzing changes in selling prices for 

vehicles with different fuel economy that occur when fuel prices vary. Of course, some of this 

range may simply reflect variation among buyers’ preferences for different vehicle features (such 

as fuel economy, size, or utility), in the financial constraints they face, or – most obviously – 

how much they drive. Taken as a whole, the ranges estimated by the most careful recent studies 

suggest that on average, buyers appear to undervalue the savings from higher fuel economy only 

slightly (and perhaps not at all), once the influence of vehicles’ other attributes on prices and 

purchasing decisions are accounted for.  

3.1 EPCA and the Need of the United States to Conserve Energy 

EPCA states: “When deciding maximum feasible average fuel economy…the Secretary of 

Transportation shall consider technological feasibility, economic practicability, the effect of 

other motor vehicle standards of the Government on fuel economy, and the need of the nation to 

conserve energy.”
45

  All factors should be considered, in the manner appropriate, and then the 

maximum feasible standards should be determined.  “The need of the United States to conserve 

energy,” specifically, means “the consumer cost, national balance of payments, environmental, 

                                                 
44

 See, e.g., EPA Final Regulatory Impact Assessment for the 2012 final rule, available at 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P1006V2V.PDF?Dockey=P1006V2V.PDF.   
45

 49 U.S.C. 32902(f). 

https://nepis.epa.gov/Exe/ZyPDF.cgi/P1006V2V.PDF?Dockey=P1006V2V.PDF
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and foreign policy implications of our need for large quantities of petroleum, especially imported 

petroleum.”
46

  The following sections discuss NHTSA’s interpretation of each of those elements, 

and then consider the need of the United States to conserve energy as it stands today. 

3.1.1 Consumer costs and fuel prices 

Fuel for vehicles costs money for vehicle owners and operators. All else equal, consumers 

benefit from vehicles that need less fuel to perform the same amount of work. Future fuel prices 

are a critical input into the economic analysis of potential CAFE standards, because they 

determine the value of fuel savings both to new vehicle buyers and to society, the amount of fuel 

economy that the new vehicle market is likely to demand in the absence of new standards, and 

they inform NHTSA about the “consumer cost…of our need for large quantities of petroleum.”  

In this proposal, NHTSA’s analysis relies on fuel price projections from the U.S. Energy 

Information Administration’s (EIA) Annual Energy Outlook (AEO) for 2017. Federal 

government agencies generally use EIA’s price projections in their assessment of future energy-

related policies. 

3.1.2 National balance of payments 

Historically, the need of the United States to conserve energy has included consideration of the 

“national balance of payments” because of concerns that importing large amounts of oil created a 

significant wealth transfer to oil-exporting countries and left the U.S. economically vulnerable.
47

  

As recently as 2009, nearly half the U.S. trade deficit was driven by petroleum,
48

 yet this concern 

has largely laid fallow in more recent CAFE actions, arguably in part because other factors 

besides petroleum consumption have since played a bigger role in the U.S. trade deficit. Given 

significant recent increases in U.S. oil production and corresponding decreases in oil imports, 

this concern seems likely to remain fallow for the foreseeable future.
49

  Increasingly, changes in 

the price of fuel have come to represent transfers between domestic consumers of fuel and 

domestic producers of petroleum, rather than gains or losses to foreign entities.  Some 

commenters have lately raised concerns about potential economic consequences for automaker 

and supplier operations in the U.S. due to disparities between CAFE standards at home and their 

counterpart fuel economy/efficiency and GHG standards abroad. NHTSA finds these concerns 

                                                 
46

 42 Fed. Reg. 63184, 63188 (Dec. 15, 1977). 
47

 See 42 Fed. Reg. 63184, 63192 (Dec. 15, 1977) (“A major reason for this need [to reduce petroleum consumption] 

is that the importation of large quantities of petroleum creates serious balance of payments and foreign policy 

problems. The United States currently spends approximately $45 billion annually for imported petroleum. But for 

this large expenditure, the current large U.S. trade deficit would be a surplus”). 
48

 See EIA, “Today in Energy -  Recent improvements in petroleum trade balance mitigate U.S. trade deficit,” July 

21, 2014. Available at https://www.eia.gov/todayinenergy/detail.php?id=17191 (last accessed Mar. 26, 2018).  
49

 For an illustration of recent increases in U.S. production, see, e.g., EIA’s Short Term Energy Outlook, at 

https://www.eia.gov/outlooks/steo/images/fig13.png. While it could be argued that reducing oil consumption frees 

up more domestically-produced oil for exports, and thereby raises U.S. GDP, that is neither the focus of the CAFE 

program nor consistent with Congress’ original intent in EPCA. 

https://www.eia.gov/outlooks/steo/images/fig13.png
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more relevant to technological feasibility and economic practicability than to the national 

balance of payments.  Moreover, to the extent that an automaker decides to globalize a vehicle 

platform to meet more stringent standards in other countries, that automaker would comply with 

United States standards and additionally generate overcompensation credits that it can save for 

future years if facing compliance concerns, or sell to other automakers.  While CAFE standards 

are set at maximum feasible rates, efforts of manufacturers to exceed those standards are 

rewarded not only with additional credits but a market advantage in that consumers who place a 

large weight on fuel savings will find such vehicles that much more attractive. 

3.1.3 Environmental implications 

Higher fleet fuel economy can reduce U.S. emissions of various pollutants by reducing the 

amount of oil that is produced and refined for the U.S. vehicle fleet but can also increase 

emissions by reducing the cost of driving, which can result in increased vehicle miles traveled 

(i.e., the rebound effect).  It also raises per-vehicle costs, which results in fewer new vehicle 

purchases and more people remaining in older, dirtier vehicles for longer and purchasing used 

replacement vehicles. Thus, the net effect of more stringent CAFE standards on emissions of 

each pollutant depends on the relative magnitudes of its reduced emissions in fuel refining and 

distribution, and increases in its emissions from vehicle use.  Fuel savings from CAFE standards 

also necessarily results in lower emissions of CO2, the main GHG emitted as a result of refining, 

distribution, and use of transportation fuels.  Reducing fuel consumption directly reduces CO2 

emissions because the primary source of transportation-related CO2 emissions is fuel combustion 

in internal combustion engines. 

NHTSA has considered environmental issues, both within the context of EPCA and the context 

of the National Environmental Policy Act (NEPA), in making decisions about the setting of 

standards since the earliest days of the CAFE program. As courts of appeal have noted in three 

decisions stretching over the last 20 years,
50

  NHTSA defined “the need of the United States to 

conserve energy” in the late 1970s as including, among other things, environmental implications. 

In 1988, NHTSA included climate change concepts in its CAFE notices and prepared its first 

environmental assessment addressing that subject.
51

  It cited concerns about climate change as 

one of its reasons for limiting the extent of its reduction of the CAFE standard for MY 1989 

passenger cars.
52

  Since then, NHTSA has considered the effects of reducing tailpipe emissions 

of CO2 in its fuel economy rulemakings pursuant to the need of the United States to conserve 

energy by reducing petroleum consumption. 

                                                 
50

 CAS, 793 F.2d 1322, 1325 n. 12 (D.C. Cir. 1986); Public Citizen, 848 F.2d 256, 262-63 n. 27 (D.C. Cir. 1988) 

(noting that “NHTSA itself has interpreted the factors it must consider in setting CAFE standards as including 

environmental effects”); CBD, 538 F.3d 1172 (9
th

 Cir. 2007). 
51

 53 Fed. Reg. 33080, 33096 (Aug. 29, 1988). 
52

 53 Fed. Reg. 39275, 39302 (Oct. 6, 1988). 
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3.1.4 Foreign policy implications 

U.S. consumption and imports of petroleum products impose costs on the domestic economy that 

are not reflected in the market price for crude petroleum or in the prices paid by consumers for 

petroleum products such as gasoline.  These costs include (1) higher prices for petroleum 

products resulting from the effect of U.S. oil demand on world oil prices, (2) the risk of 

disruptions to the U.S. economy caused by sudden increases in the global price of oil and its 

resulting impact of fuel prices faced by U.S. consumers, and (3) expenses for maintaining the 

strategic petroleum reserve (SPR) to provide a response option should a disruption in 

commercial oil supplies threaten the U.S. economy, to allow the U.S. to meet part of its 

International Energy Agency obligation to maintain emergency oil stocks, and to provide a 

national defense fuel reserve.
53

  Higher U.S. consumption of crude oil or refined petroleum 

products increases the magnitude of these external economic costs, thus increasing the true 

economic cost of supplying transportation fuels above the resource costs of producing them. 

Conversely, reducing U.S. consumption of crude oil or refined petroleum products (by reducing 

motor fuel use) can reduce these external costs. 

While these costs are considerations, the United States has significantly increased oil production 

capabilities in recent years, to the extent that the U.S. is currently producing enough oil to satisfy 

nearly all of its energy needs and is projected to continue to do so, or become a net energy 

exporter.  This has added new stable supply to the global oil market and reduced the urgency of 

the U.S. to conserve energy.  This issue is discussed in greater detail below and in Section V of 

the NPRM. 

3.1.5 The Current State of Energy Production: 

Table 3-1 presents historical trend data and the most recent projections of the production and 

consumption of petroleum from the U.S. Department of Energy. U.S. Petroleum consumption is 

expected to remain relatively stable over the next three decades, while increases in domestic 

petroleum production are expected to continue through this period as technological advances allow 

for easier and more cost-effective production of oil from conventional and unconventional 

resources.  This increase in domestic production is projected to decrease U.S. reliance on foreign 

oil substantially over the next two decades.  Net imports accounted for 24.1% of U.S. domestic 

production in 2015 but are projected to decline to 3.4% by 2025, and the U.S. is projected to 

become a net exporter of petroleum and petroleum products by 2030. 

                                                 
53

 While the U.S. maintains a military presence in certain parts of the world to help secure global access to 

petroleum supplies, that is neither the primary nor the sole mission of U.S. forces overseas.  Additionally, the scale 

of oil consumption reductions associated with CAFE standards would be insufficient to alter any existing military 

missions focused on ensuring the safe and expedient production and transportation of oil around the globe.  See 

Chapter 7 of the PRIA for more information on this topic. 
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Table 3-1 - Petroleum Production and Supply (Million Barrels per Day)
54

 

  

Domestic 

Petroleum 

Production
55, 56

 

Net 

Petroleum 

Imports
57, 58

 

U.S. Petroleum 

Consumption
59, 60

 

World Petroleum 

Consumption
61,

 
62

 

Net Imports as a 

Share of U.S. 

Consumption
63, 64

 

1975 10.0 5.8 16.3 56.2 35.8% 

1985 10.6 4.3 15.7 60.0 27.3% 

1995 8.3 7.9 17.7 70.0 44.5% 

2005 6.9 12.5 20.8 84.4 60.3% 

2010 7.5 9.4 19.2 89.0 49.2% 

2012 8.9 7.4 18.5 91.0 40.0% 

2014 11.8 5.1 19.1 93.6 26.5% 

2015 12.8 4.7 19.5 95.3 24.1% 

2016 12.4 4.8 19.7 96.9 24.4% 

2017 13.1 4.2 19.9 98.3 21.1% 

2020 (projected) 17.9 2.3 20.3 100.0 11.5% 

2025 (projected) 18.9 0.7 19.7 101.9 3.4% 

2030 (projected) 19.4 -0.2 19.2 104.2 -0.9% 

2035 (projected) 19.7 -0.6 19.1 108.0 -3.2% 
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 Petroleum data in Table 3-1is categorized under Petroleum and Other Liquids by the U.S. Department of Energy, 

Energy Information Administration (EIA). Defined as all petroleum including crude oil and products of petroleum 

refining, natural gas liquids, biofuels, and liquids derived from other hydrocarbon sources (including coal to liquids 

and gas to liquids). Not included are liquefied natural gas (LNG) and liquid hydrogen. 

https://www.eia.gov/tools/glossary/ (last accessed May 4, 2018). 
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 U.S. Department of Energy, Energy Information Administration (EIA), Petroleum and Other Liquids, Supply and 

Disposition, see “Field Production” for historical data. 
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 Ibid. Annual Energy Outlook 2017, see Table 21 and “Petroleum and Other Liquids Production” for projection 
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 Ibid. Petroleum and Other Liquids, U.S. Product Supplied of Crude Oil and Petroleum Products. EIA uses product 

supplied as a proxy for U.S. petroleum consumption. Product supplied measures the disappearance of these products 

from petroleum refineries, natural gas processing plants, blending plants, pipelines, and bulk terminals.  

https://www.eia.gov/dnav/pet/hist/LeafHandler.ashx?n=PET&s=MTTUPUS2&f=A (last accessed May 4, 2018). 
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https://www.eia.gov/outlooks/aeo/tables_ref.php (last accessed May 4, 2018). 
61

 Ibid. Petroleum and Other Liquids, see International Energy Statistics. https://www.eia.gov/petroleum/data.php 

(last accessed May 4, 2018). 
62

 Ibid. Annual Energy Outlook 2017, see Table 21. https://www.eia.gov/outlooks/aeo/tables_ref.php (last accessed 

May 4, 2018). 
63

 Ibid. Petroleum and Other Liquids, U.S. Net Imports by Country. 

https://www.eia.gov/dnav/pet/pet_move_neti_a_ep00_IMN_mbblpd_a.htm (last accessed May 4, 2018). 
64

 Ibid. Annual Energy Outlook 2017, see Table 11 and “Net Import Share of Product Supplied” for projection data. 

https://www.eia.gov/outlooks/aeo/tables_ref.php (last accessed May 4, 2018). 

https://www.eia.gov/tools/glossary/
https://www.eia.gov/dnav/pet/pet_sum_snd_d_nus_mbblpd_a_cur-5.htm
https://www.eia.gov/outlooks/aeo/tables_ref.php
https://www.eia.gov/dnav/pet/pet_move_neti_a_ep00_IMN_mbblpd_a.htm
https://www.eia.gov/outlooks/aeo/tables_ref.php
https://www.eia.gov/dnav/pet/hist/LeafHandler.ashx?n=PET&s=MTTUPUS2&f=A
https://www.eia.gov/outlooks/aeo/tables_ref.php
https://www.eia.gov/petroleum/data.php
https://www.eia.gov/outlooks/aeo/tables_ref.php
https://www.eia.gov/dnav/pet/pet_move_neti_a_ep00_IMN_mbblpd_a.htm
https://www.eia.gov/outlooks/aeo/tables_ref.php


 

116 

 

As NHTSA understands Congress’ original intent for the CAFE program, the goal was to raise 

fleet-wide fuel economy levels in response to the Arab oil embargo in the 1970s and protect the 

country from further gasoline price shocks and supply shortages.  Those price shocks, while they 

were occurring, were disruptive to the U.S. economy and significantly affected consumers’ daily 

lives. Congress therefore sought to keep U.S. energy consumption in a safe and sound state for 

the sake of consumers and the economy, and avoid such shocks in the future.  The need of the 

U.S. to conserve energy, as a factor in determining maximum feasible standards, originally 

flowed from those concerns. 

Today, the conditions that led both to those price shocks and to U.S. energy vulnerability overall 

have changed significantly. In the late 1970s, the U.S. was a major oil importer, importing 35.8% 

of its oil in 1975, and changes (intentional or not) in the global oil supply had massive domestic 

consequences, as Congress saw.  While oil consumption exceeded domestic production for many 

years after that, net energy imports peaked in 2005, and since then, oil imports have declined 

while exports have increased.   

The relationship between the U.S. and the global oil market has changed for two principal 

reasons.  The first reason is that the U.S. now consumes a significantly smaller share of global oil 

production than it did in the 1970s.  At the time of the Arab oil embargo, the U.S. consumed 

about 17 million barrels per day of the globe’s approximately 55 million barrels per day.
65

  

While OPEC (particularly Saudi Arabia) still has the ability to influence global oil prices by 

imposing discretionary supply restrictions, the greater diversity of both suppliers and consumers 

since the 1970s has reduced the degree to which a single actor (or small collection of actors) can 

impact the welfare of individual consumers.  Oil is a fungible global commodity, though there 

are limits to the substitutability of different types of crude for a given application.  The global oil 

market can, to a large extent, compensate for any producer that chooses not to sell to a given 

buyer by shifting other supply toward that buyer.  And while regional proximity, comparability 

of crude oil, and foreign policy considerations can make some transactions more or less 

attractive, as long as exporters have a vested interest in preserving the stability (both in terms of 

price and supply) of the global oil market, coordinated, large-scale actions (like the multi-nation 

sanctions against Iran in recent years) would be required to impose costs or welfare losses on one 

specific player in the global market.  As a corollary to the small rise in U.S. petroleum 

consumption over the last few decades, the oil intensity of U.S. GDP has continued to decline 

since the Arab oil embargo, suggesting that U.S. GDP is less susceptible to increases in global 

petroleum prices (sudden or otherwise) than it was at the time of EPCA’s passage or when these 

policies were last considered in 2012.  While the U.S. still has a higher energy intensity of GDP 
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 Energy Information Administration, Short-Term Energy Outlook, 2018, 

https://www.eia.gov/outlooks/steo/report/global_oil.php (last accessed Jun. 5, 2018). 
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than some other developed nations, our energy intensity has been declining since 1950 (shrinking 

by about 60%since 1950 and almost 30% between 1990 and 2015).
66

 

The second factor that has changed the United States’ relationship to the global oil market is the 

changing U.S. reliance on imported oil over the last decade.  U.S. domestic oil production began 

rising in 2009 with more cost-effective drilling and production technologies.
67

 

Domestic oil production became more cost-effective for two basic reasons. First, technology 

improved -  the use of horizontal drilling in conjunction with hydraulic fracturing has greatly 

expanded the ability of producers to profitably recover natural gas and oil from low-permeability 

geologic plays – particularly, shale plays – and consequently, oil production from shale plays has 

grown rapidly in recent years.
68

  And second, rising global oil prices themselves made using 

those technologies more feasible.  As a hypothetical example, if it costs $79 per barrel to extract 

oil from a shale play, when the market price for that oil is $60 per barrel, it is not worth the 

producer’s cost to extract the oil; when the market price is $80 per barrel, it becomes cost-

effective. 

Recent analysis further suggests that the U.S. oil supply response to a rise in global prices is 

much larger now due to the shale revolution, as compared to what it was when U.S. production 

depended entirely on conventional wells. Unconventional wells may be not only capable of 

producing more oil over time but also may be capable of responding faster to price shocks. One 

2017 study concluded that “The long-run price responsiveness of supply is approximately 6 

times larger for tight oil on a per well basis, and approximately 9 times larger when also 

accounting for the rise in unconventional-directed drilling.”  That same study further found that 

“Given a price rise to $80 per barrel, U.S. oil production could rise by 0.5 million barrels per day 

in 6 months, 1.2 million in 1 year, 2 million in 2 years, and 3 million in 5 years.”
69

  Some 

analysts suggest that shale drillers can respond more quickly to market conditions because, 

unlike conventional drillers, they do not need to spend years looking for new deposits, because 
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there are simply so many shale oil wells being drilled and because they are more productive 

(although their supply may be exhausted more quickly than a conventional well, the sheer 

numbers appear likely to make up for that concern).
70

  Some commenters disagree and suggest 

that the best deposits are already known and tapped.
71

 Other commenters raise the possibility that 

even if the most productive deposits are already tapped, any rises in global oil prices should spur 

technology development that improves output of less productive deposits.
72

  Moreover, even if 

U.S. production increases more slowly than, for example, EIA currently estimates, all increases 

in U.S. production help to temper global prices and the risk of oil shocks because they reduce the 

influence of other producing countries who might experience supply interruptions due to 

geopolitical instability or deliberately reduce supply in an effort to raise prices
73

 

These changes in U.S. oil intensity, production, and capacity cannot entirely insulate consumers 

from the effects of price shocks at the gas pump because although domestic production may be 

able to satisfy domestic energy demand, we cannot predict whether domestically produced oil 

will be distributed domestically or more broadly to the global market.  But it appears that 

domestic supply may dampen the magnitude, frequency, and duration of price shocks.  As global 

per-barrel oil prices rise, U.S. production is now much better able to (and does) ramp up in 

response, pulling those prices back down. Corresponding per-gallon gas prices may not fall 

overnight,
74

 but it is foreseeable that they could moderate over time, and likely respond faster 

than prior to the shale revolution. EIA’s Annual Energy Outlook for 2018 acknowledges 

uncertainty regarding these new oil sources but projects that while retail prices of gasoline and 

diesel will increase between 2018 and 2050, gasoline prices would not exceed $4/gallon (in real 

dollars) during that timeframe under EIA’s “reference case” projection.
75

  The International 

Energy Agency (IEA)’s Oil 2018 report suggests some concern that excessive focus on investing 

in U.S. shale oil production may increase price volatility after 2023 if investment is not applied 
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 See Ip, G. “America’s Emerging Petro Economy Flips the Impact of Oil,” Wall Street Journal, Feb. 21, 2018. 

Available at https://www.wsj.com/articles/americas-emerging-petro-economy-flips-the-impact-of-oil-1519209000 

(last accessed Feb. 22, 2018).  
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 See, e.g., “Shale Trailblazer Turns Skeptic on Soaring U.S. Oil Production,” Wall Street Journal, Mar. 5, 2018, 

available at https://www.wsj.com/articles/shale-trailblazer-turns-skeptic-on-soaring-u-s-oil-production-1520257595 
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 See LeBlanc, L. “In the Sweet Spot -  The Key to Shale,” Mar. 6, 2018, available at 

http://partners.wsj.com/ceraweek/connection/sweet-spot-key-shale/.  
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 See, e.g., Alessi, C. &  Sider, A. “U.S. Oil Output Expected to Surpass Saudi Arabia, Rivaling Russia for Top 

Spot,” Wall Street Journal, Jan. 19, 2018, available at https://www.wsj.com/articles/u-s-crude-production-expected-

to-surpass-saudi-arabia-in-2018-1516352405). 
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 To be clear, the fact that the risk of gasoline price shocks may now be lower than in the past is different from 
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more broadly but also states that U.S. shale oil is capable of and expected to respond quickly to 

rising prices in the future and that American influence on global oil markets is expected to 

continue to rise.
76

  From the supply side, it is possible that the oil market conditions that created 

the price shocks in the 1970s may no longer exist. 

Regardless of changes in the oil supply market, on the demand side, conditions are also 

significantly different from the 1970s.  If gas prices increase suddenly, American consumers 

have more options for fuel-efficient new vehicles.  Fuel-efficient vehicles were available to 

purchasers in the 1970s, but they were generally small entry-level vehicles with features that did 

not meet the needs and preferences of many consumers.  Today, most U.S. households maintain 

a household vehicle fleet that serves a variety of purposes and represents a variety of fuel 

efficiency levels.  Manufacturers have responded to fuel economy standards and to consumer 

demand over the last decade to offer a wide array of fuel-efficient vehicles in different segments 

and with a wide range of features.  A household may now respond to short-term increases in fuel 

price by shifting vehicle miles traveled within their household fleet away from less-efficient 

vehicles and toward models with higher fuel economy.  A similar option existed in the 1970s, 

though not as widely as today, and vehicle owners in 2018 do not have to sacrifice as much 

utility as owners did in the 1970s when making fuel-efficiency trade-offs within their household 

fleets (or when replacing household vehicles at the time of purchase).  On a longer-term basis, if 

oil prices rise, consumers have more options to invest in additional fuel economy when 

purchasing new vehicles than at any other time in history.  To some extent, this is a mark of the 

success of the CAFE program. 

Global demand conditions are also different than in previous years.  Countries that had very 

small markets for new light-duty vehicles in the 1970s are now driving global production as their 

economies improve and growing numbers of middle-class consumers are able to purchase 

vehicles for personal use.  The global increase in drivers inevitably affects global oil demand, 

which affects oil prices. However, these changes generally occur gradually over time, unlike a 

disruption that causes a gasoline price shock. Market growth happens relatively gradually and is 

subject to many different factors.  Oil supply markets likely have time to adjust to increases in 

demand from higher vehicle sales in countries like China and India; in fact, those increases in 

demand may temper global prices by keeping production increasing more steadily than if 

demand was less certain.  Clear demand rewards increased production and encourages additional 

resource development over time. It therefore seems unlikely that growth in these vehicle markets 

could lead to gasoline price shocks. Moreover, even as these vehicle markets grow, it is possible 

that these and other vehicle markets may be moving away from petroleum usage under the 
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direction of their governments.
77

  If this occurs, global oil production will fall in response to 

reduced global demand, but latent production capacity would exist to offset the impacts of 

unexpected supply interruptions and maintain a level of global production that is accessible to 

petroleum consumers.  This, too, would seem likely to reduce the risk of gasoline price shocks. 

Considering all of the above factors, if gasoline price shocks are no longer as much of a threat as 

they were when EPCA was originally passed, it seems reasonable to reconsider the need of the 

United States to conserve oil today and going forward.  Looking to the discussion above on what 

elements are relevant to the need of the United States to conserve oil, one may conclude that the 

U.S. is no longer as dependent upon petroleum as the engine of economic prosperity as it was 

when EPCA was passed.  The national balance of payments considerations are likely drastically 

less important than they were in the 1970s at least in terms of oil imports and vehicle fuel 

economy.  Foreign policy considerations appear to have shifted along with the supply shifts also 

discussed above.  

Whether and how environmental considerations create a need for CAFE standards is, perhaps, 

more complicated. As discussed earlier in this document, carbon dioxide is a direct byproduct of 

the combustion of carbon-based fuels in vehicle engines.
78

  Many argue that it is likely that 

human activities, especially emissions of greenhouse gases like carbon dioxide, contribute to the 

observed climate warming since the mid-20
th

 century.
79

  Even taking that premise as given, it is 

reasonable to ask whether rapid ongoing increases in CAFE stringency (or even, for that matter, 

electric vehicle mandates) can sufficiently address climate change to merit their costs.  

Some commenters have argued essentially that any petroleum use is destructive because it all 

adds incrementally to climate change.  They argue that as CAFE standards increase, petroleum 

use will decrease; therefore, CAFE standard stringency should increase as rapidly as possible. 

Other commenters, recognizing that economic practicability is also relevant, have argued 

essentially that because more stringent CAFE standards produce less CO2 emissions, NHTSA 

should simply set CAFE standards to increase at the most rapid of the alternative rates that 

NHTSA cannot prove is economically devastating.  The question here, again, is whether the 

additional fuel saved (and CO2 emissions avoided) by more rapidly increasing CAFE standards 

better satisfies the U.S.’s need to avoid destructive or wasteful use of energy than more moderate 

approaches that more appropriately balance other statutory considerations. 
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 Energy Information Administration, “Plug-in electric vehicles: future market conditions and adoption rates” 
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In the context of climate change, it is hard to say that increasing CAFE standards is necessary to 

avoid destructive or wasteful use of energy as compared to somewhat-less-rapidly-increasing 

CAFE standards.  The most stringent of the regulatory alternatives considered in the 2012 final 

rule and FRIA (under much more optimistic assumptions about technology effectiveness), which 

would have required a seven percent average annual fleetwide increase in fuel economy for MYs 

2017-2025 compared to MY 2016 standards, was forecast to decrease global temperatures in 

2100 by 0.02⁰C in 2100.  Under NHTSA’s current proposal, the agency anticipates that global 

temperatures would increase by 0.003⁰C in 2100 compared to the augural standards. As reported 

in NHTSA’s Draft EIS, compared to the average global mean surface temperature for 1986-

2005, global surface temperatures are still forecast to increase by 3.484-3.487⁰C, depending on 

the alternative.  Because the impacts of any standards are small, and in fact several-orders-of-

magnitude smaller, as compared to the overall forecast increases, this makes it hard for NHTSA 

to conclude that the climate change effects potentially attributable to the additional energy used, 

even over the full lifetimes of the vehicles in question, is “destructive or wasteful” enough that 

the “need of the U.S. to conserve energy” requires NHTSA to place an outsized emphasis on this 

consideration as opposed to others.
80

   

For example, consider that the U.S. light-duty vehicle fleet currently accounts for roughly eight 

percent of world petroleum consumption, and only three percent of world CO2 production.  

Current DOE projections indicate further declines in these proportions as China, India, and other 

countries increase motor vehicle ownership and use.  Whatever action is taken with respect to 

U.S. CAFE standards will thus influence only an increasingly small part of worldwide CO2 

production. 
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Table 3-2 - U.S. Light Vehicle Fleet Share of World Petroleum Consumption
81

 

 

U.S. Light 

Vehicle 

Petroleum 

Consumption 

U.S. Petroleum 

Consumption 

Share of U.S. 

Petroleum 

Consumption 

World 

Petroleum 

Consumption 

Share of World 

Petroleum 

Consumption 

1975 6.1 16.3 37.3% 56.2 10.8% 

1985 6.5 15.7 41.1% 60.1 10.7% 

1995 7.4 17.7 41.9% 70.1 10.6% 

2005 8.9 20.8 42.7% 84.1 10.6% 

2009 8.7 18.8 46.2% 84.3 10.3% 

2014 8.2 19.1 43.0% 94.4 8.7% 

2015 8.0 19.5 41.3% 95.3 8.4% 
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Sources - U.S. Department of Energy, Energy Information Administration, Monthly Energy Review, April 2012. 

See http://www.eia.gov/totalenergy/data/monthly/pdf/sec3_3.pdf (last accessed April 13, 2018); U.S. Department of 

Energy, Energy Information Administration, International Energy Statistics, Total Petroleum Consumption.  See 

http://www.eia.gov/cfapps/ipdbproject/IEDIndex3.cfm?tid=5&pid=5&aid=2 (last accessed, May 16, 2012); U.S. 

Department of Energy, Energy Information Administration, Annual Energy Outlook 2016 and Annual Energy 

Outlook 2018, Table A11 and Transportation Sector Key Indicators and Delivered Energy Consumption. Available 

at https://www.eia.gov/outlooks/aeo/pdf/0383(2016).pdf and https://www.eia.gov/outlooks/aeo/pdf/appa.pdf (last 

accessed April 13, 2018); U.S. Department of Energy, Energy Information Administration, International Energy 

Outlook 2017, Table A5. Available at https://www.eia.gov/outlooks/ieo/pdf/ieotab_5.pdf (last accessed April 13, 

2018); U.S. Department of Energy, Office of Energy Efficiency and Renewable Energy, Transportation Energy 

Data Book, Table 1.16. Available at http://cta.ornl.gov/data/chapter1.shtml (last accessed April 13, 2018); U.S. 

Department of Energy, Energy Information Administration, Performance Profiles of Major Energy Producers 2009, 

Report No. DOE/EIA-0206(09). Available at https://www.eia.gov/finance/performanceprofiles/pdf/020609.pdf (last 

accessed April 16, 2018). 

http://www.eia.gov/totalenergy/data/monthly/pdf/sec3_3.pdf
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Table 3-3 - U.S. Light-Duty Vehicle Share of World CO2 Emissions
82

 

 

 

U.S. Light-Duty 

Vehicle CO2 

Emissions (million 

metric tons per year) 

U.S. CO2 

Emissions 

(million metric 

tons per year) 

Share of U.S. 

CO2 

Emissions 

World CO2 

Emissions 

(million metric 

tons per year) 

Share of 

World CO2 

Emissions 

1990 888.1 5,121 17.3% 21,689 4.1% 

2005 1260.9 6,132 20.6% 28,479 4.4% 

2015 1083.5 5,421 20.0% 32,722 3.3% 

 

Consumer costs are the remaining issue considered in the context of the need of the U.S. to 

conserve energy. NHTSA has argued in the past, somewhat paternalistically, that CAFE 

standards help to solve consumers’ “myopia” about the value of fuel savings they could receive, 

when buying a new vehicle, if they chose a more fuel-efficient model.  There has been extensive 

debate over how much consumers do (and/or should) value fuel savings and fuel economy as an 

attribute in new vehicles, and that debate is addressed in Chapter 8.  For purposes of considering 

the need of the U.S. to conserve energy, the question of consumer costs may be closer to whether 

U.S. consumers so need to save money on fuel that they must be required to save substantially 

more fuel (through purchasing a new vehicle made more fuel-efficient by more stringent CAFE 

standards) than they would otherwise choose. 

Again, when EPCA originally passed, Congress was trying to protect U.S. consumers from the 

negative effects of another gasoline price shock.  It appears much more likely today that oil 

prices will rise only moderately in the future, and price shocks are less likely.  Accordingly, it is 

reasonable to believe that U.S. consumers value future fuel savings accurately and choose new 

vehicles based on that view.  This is particularly true, because federal law requires that new 

vehicles be posted with a window sticker providing estimated costs or savings over a five-year 

period compared to average new vehicles.
83

  Even if consumers do not explicitly think to 

themselves “this new car will save me $5,000 in fuel costs over its lifetime compared to that 

other new car,” gradual and relatively predictable fuel price increases in the foreseeable future 

                                                 
82

 Sources - Environmental Protection Agency, Greenhouse Gas Data Explorer. Available at 

https://www3.epa.gov/climatechange/ghgemissions/inventoryexplorer/#allsectors/allgas/econsect/all (last accessed 

April 16, 2018); Environmental Protection Agency, Inventory of U.S. Greenhouse Gas Emissions and Sinks - 1990-

2015, Report No. EPA 430-P-17-001. Available at https://www.epa.gov/sites/production/files/2017-

02/documents/2017_complete_report.pdf (last accessed April 16, 2018); U.S. Department of Energy, Energy 

Information Administration, International Energy Statistics. Available at 

https://www.eia.gov/beta/international/data/browser/index.cfm#/ (last accessed April 16, 2018); U.S. Department of 

Energy, Energy Information Administration, Annual Energy Outlook 2018. Available at 

https://www.eia.gov/outlooks/aeo/data (last accessed April 16, 2018); U.S. Department of Energy, Energy 

Information Administration, International Energy Outlook 2017. Available at https://www.eia.gov/outlooks/aeo/data 

(last accessed April 16, 2018). 
83

 49 CFR 575.401; 40 CFR 600.302-12. 
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allow consumers to roughly estimate the comparative value of fuel savings among vehicles and 

choose the amount of fuel savings that they want, in light of the other vehicle attributes they 

value.  It seems, then, that consumer cost as an element of the need of the U.S. to conserve 

energy is also less urgent in the context of the structural changes in oil markets over the last 

several years. 

Given the discussion above, NHTSA tentatively concludes that the need of the U.S. to conserve 

energy may no longer function as assumed in previous considerations of what CAFE standards 

would be maximum feasible.  The overall risks associated with the need of the U.S. to conserve 

oil have entered a new paradigm with the risks substantially lower today and projected into the 

future than when CAFE standards were first issued and in the recent past.  The effectiveness of 

CAFE standards in reducing the demand for fuel combined with the increase in domestic oil 

production have contributed significantly to the current situation and outlook for the near- and 

mid-term future.  The world has changed, and the need of the U.S. to conserve energy, at least in 

the context of the CAFE program, has also changed. 

3.2 The CAA and Climate Change Resulting from Light-Duty Vehicle Use 

Title II of the Clean Air Act (CAA) provides for comprehensive regulation of mobile sources, 

authorizing EPA to regulate emissions of air pollutants from all mobile source categories.  Under 

Section 202(a)
84

 and relevant case law, as discussed below, EPA considers such issues as 

technology effectiveness, its cost (both per vehicle, per manufacturer, and per consumer), the 

lead time necessary to implement the technology, and based on this the feasibility and 

practicability of potential standards; the impacts of potential standards on emissions reductions 

of both GHGs and non-GHGs; the impacts of standards on oil conservation and energy security; 

the impacts of standards on fuel savings by consumers; the impacts of standards on the auto 

industry; other energy impacts; as well as other relevant factors such as impacts on safety. 

This proposed rule would implement a specific provision from Title II, section 202(a).
85

  Section 

202(a)(1) of the Clean Air Act (CAA) states that “the Administrator shall by regulation prescribe 

(and from time to time revise) … standards applicable to the emission of any air pollutant from 

any class or classes of new motor vehicles …, which in his judgment cause, or contribute to, air 

pollution which may reasonably be anticipated to endanger public health or welfare.”  If EPA 

makes the appropriate endangerment and cause or contribute findings, then section 202(a) 

authorizes EPA to issue standards applicable to emissions of those pollutants.  Indeed, EPA’s 

obligation to do so is mandatory: Coalition for Responsible Regulation, 684 F.3d at 114; 

Massachusetts v. EPA, 549 U.S. at 533.   Moreover, EPA’s mandatory legal duty to promulgate 

these emission standards derives from “a statutory obligation wholly independent of DOT’s 
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mandate to promote energy efficiency.” Massachusetts, 549 U.S. at 532.  Consequently, EPA has 

no discretion to decline to issue greenhouse standards under section 202(a), or to defer issuing 

such standards due to NHTSA’s regulatory authority to establish fuel economy standards.  

Rather, “[j]ust as EPA lacks authority to refuse to regulate on the grounds of NHTSA’s 

regulatory authority, EPA cannot defer regulation on that basis.”  Coalition for Responsible 

Regulation, 684 F.3d at 127.    

Any standards under CAA section 202(a)(1) “shall be applicable to such vehicles … for their 

useful life.”  Emission standards set by the EPA under CAA section 202(a)(1) are technology-

based, as the levels chosen must be premised on a finding of technological feasibility.  Thus, 

standards promulgated under CAA section 202(a) are to take effect only after providing “such 

period as the Administrator finds necessary to permit the development and application of the 

requisite technology, giving appropriate consideration to the cost of compliance within such 

period” (CAA section 202 (a)(2); see also NRDC v. EPA, 655 F. 2d 318, 322 (D.C. Cir. 1981)).  

EPA must consider costs to those entities which are directly subject to the standards. Motor & 

Equipment Mfrs. Ass’n Inc. v. EPA, 627 F. 2d 1095, 1118 (D.C. Cir. 1979).  Thus, “the [s]ection 

202(a)(2) reference to compliance costs encompasses only the cost to the motor-vehicle industry 

to come into compliance with the new emission standards.”  Coalition for Responsible 

Regulation, 684 F.3d at 128; see also id. at 126-27 (rejecting arguments that EPA was required 

to consider or should have considered costs to other entities, such as stationary sources, which 

are not directly subject to the emission standards).  EPA is afforded considerable discretion 

under section 202(a) when assessing issues of technical feasibility and availability of lead time to 

implement new technology.  Such determinations are “subject to the restraints of 

reasonableness,” which “does not open the door to ‘crystal ball’ inquiry.”  NRDC, 655 F. 2d at 

328 (quoting International Harvester Co. v. Ruckelshaus, 478 F. 2d 615, 629 (D.C. Cir. 1973)).  

In developing such technology-based standards, EPA has the discretion to consider different 

standards for appropriate groupings of vehicles (“class or classes of new motor vehicles”), or a 

single standard for a larger grouping of motor vehicles (NRDC, 655 F. 2d at 338).  Finally, with 

respect to regulation of vehicular greenhouse gas emissions, EPA is not “required to treat 

NHTSA’s … regulations as establishing the baseline for the [section 202(a) standards].”  

Coalition for Responsible Regulation, 684 F.3d at 127 (noting further that “the [section 202 

(a)standards] provid[e] benefits above and beyond those resulting from NHTSA’s fuel-economy 

standards.”) 

Although standards under CAA section 202(a)(1) are technology-based, they are not based 

exclusively on technological capability.  EPA has the discretion to consider and weigh various 

factors along with technological feasibility, such as the cost of compliance (see section 202(a) 

(2)), lead time necessary for compliance (section 202(a)(2)), safety (see NRDC, 655 F.2d at 336 



 

126 

 

n. 31) and other impacts on consumers,
86

 and energy impacts associated with use of the 

technology (see George E. Warren Corp. v. EPA, 159 F.3d 616, 623-624 (D.C. Cir. 1998) 

(ordinarily permissible for EPA to consider factors not specifically enumerated in the Act).   

In addition, EPA has clear authority to set standards under CAA section 202(a) that are 

technology forcing when EPA considers that to be appropriate but is not required to do so (as 

compared to standards set under provisions such as section 202(a)(3) and section 213(a)(3)).  

EPA has interpreted a similar statutory provision, CAA section 231, as follows:  

While the statutory language of section 231 is not identical to other provisions in title II 

of the CAA that direct EPA to establish technology-based standards for various types of 

engines, EPA interprets its authority under section 231 to be somewhat similar to those 

provisions that require us to identify a reasonable balance of specified emissions 

reduction, cost, safety, noise, and other factors. See, e.g., Husqvarna AB v. EPA, 254 F.3d 

195 (D.C. Cir. 2001) (upholding EPA’s promulgation of technology-based standards for 

small non-road engines under section 213(a)(3) of the CAA). However, EPA is not 

compelled under section 231 to obtain the ‘‘greatest degree of emission reduction 

achievable’’ as per sections 213 and 202 of the CAA, and so EPA does not interpret the 

Act as requiring the agency to give subordinate status to factors such as cost, safety, and 

noise in determining what standards are reasonable for aircraft engines. Rather, EPA has 

greater flexibility under section 231 in determining what standard is most reasonable for 

aircraft engines, and is not required to achieve a “technology forcing” result.
87

  

This interpretation was upheld as reasonable in NACAA v. EPA, (489 F.3d 1221, 1230 (D.C. Cir. 

2007)).  CAA section 202(a) does not specify the degree of weight to apply to each factor, and 

EPA accordingly has discretion in choosing an appropriate balance among factors.  See Sierra 

Club v. EPA, 325 F.3d 374, 378 (D.C. Cir. 2003) (even where a provision is technology-forcing, 

the provision “does not resolve how the Administrator should weigh all [the statutory] factors in 

the process of finding the 'greatest emission reduction achievable’”); see also  Husqvarna AB v. 

EPA, 254 F. 3d 195, 200 (D.C. Cir. 2001) (great discretion to balance statutory factors in 

considering level of technology-based standard, and statutory requirement “[to give] appropriate 

consideration to the cost of applying … technology” does not mandate a specific method of cost 

analysis); Hercules Inc. v. EPA, 598 F. 2d 91, 106-07 (D.C. Cir. 1978) (“In reviewing a 

numerical standard, we must ask whether the agency’s numbers are within a ‘zone of 

reasonableness,’ not whether its numbers are precisely right”); Permian Basin Area Rate Cases, 

390 U.S. 747, 797 (1968) (same); Federal Power Commission v. Conway Corp., 426 U.S. 271, 
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 Since its earliest Title II regulations, EPA has considered the safety of pollution control technologies.  See 45 Fed. 
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involve serious safety problems. If during the development of the trap-oxidizer safety problems are discovered, EPA 
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278 (1976) (same); Exxon Mobil Gas Marketing Co. v. FERC, 297 F. 3d 1071, 1084 (D.C. Cir. 

2002) (same). 

As noted above, EPA has found that the elevated concentrations of greenhouse gases in the 

atmosphere may reasonably be anticipated to endanger public health and welfare.
88

   EPA 

defined the “air pollution” referred to in CAA section 202(a) to be the combined mix of six long-

lived and directly emitted GHGs: carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), 

hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), and sulfur hexafluoride (SF6).  The EPA 

further found under CAA section 202(a) that emissions of the single air pollutant defined as the 

aggregate group of these same six greenhouse gases from new motor vehicles and new motor 

vehicle engines contribute to air pollution.  As a result of these findings, section 202(a) requires 

EPA to issue standards applicable to emissions of that air pollutant.  New motor vehicles and 

engines emit CO2, CH4, N2O and HFC. EPA has established standards and other provisions that 

control emissions of CO2, HFCs, N2O, and CH4.  EPA has not set any standards for PFCs or SF6 

as they are not emitted by motor vehicles. 

3.2.1 Consideration of GHG Emissions  

As discussed above, the purpose of CO2 standards established under CAA Section 202 is to 

reduce GHG emissions, which contribute to climate change.  As shown in Table 3-4, below, the 

analysis projects that, compared to the baseline standards, the proposed CO2 standards for MYs 

2021-2026 would increase vehicle CO2 emissions by 713 million metric tons (MMT) over the 

lifetime of the vehicles produced from MY 1979 through MY 2029, with an additional 159 

MMT in CO2 reduction from upstream sources for a total increase of 872 MMT.   

As noted above, the purpose of Title II emissions standards is to protect the public health and 

welfare, and in establishing emissions standards the Administrator is cognizant of the importance 

of this goal.  At the same time, as discussed above, unlike other provisions in Title II, Section 

202(a) does not require the Administrator to set standards, which result in the greatest degree of 

emissions control achievable, though the Administrator has the discretion to do so.  Thus, in 

setting these standards, the Administrator takes into consideration other factors discussed above 

and below, including not only technological feasibility, lead-time, and the cost of compliance, 

but also potential impacts of vehicle emission standards on safety and other impacts on 

consumers.  Notwithstanding the fact that GHG emissions reductions would be lower under 

today’s proposal than for the existing EPA standards, in light of the new assessment indicating 

higher vehicle costs and associated impacts on consumers, and safety impacts, the Administrator 

believes from a cost/benefit perspective that the foregone GHG emission reduction benefits from 

the proposed standards are warranted.   

                                                 
88

 74 Fed. Reg. 66496 (Dec. 15, 2009). 
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Table 3-4 - Cumulative Changes in Fuel Consumption and GHG Emissions for MY’s 1977-

2029 Under CO2 Program 

Model Year Standards 

Through 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

TOTAL 

Upstream Emissions               

CO2 (million metric tons) 45.2 45.4 26.4 24.5 17.6 0.0 159 

CH4 (thousand metric tons) 398 403 234 268 234 0.0 1,540 

N2O (thousand metric tons) 6.0 6.0 3.5 4.1 3.7 0.0 23.3 

Tailpipe Emissions        

CO2 (million metric tons) 180 182 106 128 117 0.0 713 

CH4 (thousand metric tons) -2.8 -3.2 -2.5 -3.1 -2.7 0.0 -14.2 

N2O (thousand metric tons) -2.5 -3.0 -2.2 -2.6 -2.3 0.0 -12.6 

Total Emissions        

CO2 (million metric tons) 225 228 133 153 134 0.0 873 

CH4 (thousand metric tons) 396 400 232 265 231 0.0 1,520 

N2O (thousand metric tons) 3.5 3.1 1.3 1.5 1.4 0.0 10.7 

Fuel Consumption (billion 

Gallons)  

20.3 20.5 12.0 13.8 12.3 0.0 78.9 
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4 Proposed and Alternative CAFE and CO2 standards for MYs 2021-2026 

4.1 Form of the Standards 

NHTSA and EPA are proposing the form of the CAFE and CO2 standards for MYs 2021-2026 

would follow the form of those standards in prior model years.  NHTSA has specific statutory 

requirements for the form of CAFE standards - specifically, EPCA, as amended by EISA, 

requires CAFE standards be issued separately for passenger cars and light trucks, and each 

standard must be specified as a mathematical function expressed in terms of one or more vehicle 

attributes related to fuel economy.  While the CAA includes no specific requirements regarding 

GHG regulation, EPA has chosen to adopt standards consistent with the EPCA/EISA 

requirements in the interest of simplifying compliance for the industry since 2010.
89

 

For MYs since 2011 for CAFE and since 2012 for CO2, standards have taken the form of fuel 

economy and CO2 targets expressed as functions of vehicle footprint (the product of vehicle 

wheelbase and average track width).  NHTSA and EPA continue to believe footprint is the most 

appropriate attribute on which to base the proposed standards, as discussed in Preamble Section 

II.C.  Under footprint-based standards, the function defines a CO2 or fuel economy performance 

target for each unique footprint combination within a car or truck model type.  Using the 

functions, each manufacturer will have a CAFE and CO2 average standard for each year that is 

unique to each of its fleets,
90

 depending on the footprints and production volumes of the vehicle 

models produced by that manufacturer.  A manufacturer will have separate footprint-based 

standards for cars and for trucks.  The functions are mostly sloped, so that generally, larger 

vehicles (i.e., vehicles with larger footprints) will be subject to lower CAFE mpg targets and 

higher CO2 grams/mile targets than smaller vehicles.  This is because, generally speaking, 

smaller vehicles are more capable of achieving higher levels of fuel economy/lower levels of 

CO2 emissions because they tend not to have to work as hard to perform their driving tasks.  

Although a manufacturer’s fleet average standards could be estimated throughout the model year 

based on the projected production volume of its vehicle fleet (and are estimated as part of EPA’s 

certification process), the standards to which the manufacturer must comply will be determined 

by its final model year production figures.  A manufacturer’s calculation of its fleet average 

standards as well as its fleet’s average performance at the end of the model year will be based on 

the production-weighted average target and performance of each model in its fleet.
91

 

                                                 
89

 Such an approach is permissible under Section 202(a) of the CAA, and EPA has used the attribute-based approach 

in issuing standards under analogous provisions of the CAA. 
90

 EPCA/EISA requires NHTSA to separate passenger cars into domestic and import passenger car fleets; whereas, 

EPA combines all passenger cars into one fleet. 
91

 As in prior rulemakings, a manufacturer may have some vehicle models that exceed their target and some that are 

below their target.  Compliance with a fleet average standard is determined by comparing the fleet average standard 

(based on the production-weighted average of the target levels for each model) with fleet average performance 

(based on the production-weighted average of the performance of each model). 
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For passenger cars, consistent with prior rulemakings, NHTSA is proposing to define fuel 

economy targets as follows: 

Equation 4-1 - Passenger Car Fuel Economy Target Calculation 

𝑇𝐴𝑅𝐺𝐸𝑇𝐹𝐸 =
1

𝑀𝐼𝑁 [𝑀𝐴𝑋 (𝑐 × 𝐹𝑂𝑂𝑇𝑃𝑅𝐼𝑁𝑇 + 𝑑,
1
𝑎) ,

1
𝑏

]
 

where 

TARGETFE is the fuel economy target (in mpg) applicable to a specific vehicle model 

type with a unique footprint combination, 

a is a minimum fuel economy target (in mpg), 

b is a maximum fuel economy target (in mpg), 

c is the slope (in gallons per mile per square foot, or gpm, per square foot) of a line 

relating fuel consumption (the inverse of fuel economy) to footprint, and 

d is an intercept (in gpm) of the same line. 

 

Here, MIN and MAX are functions that take the minimum and maximum values, respectively, of 

the set of included values.  For example, MIN[40,35] = 35 and MAX(40, 25) = 40, such that 

MIN[MAX(40, 25), 35] = 35. 

For light trucks, also consistent with prior rulemakings, NHTSA is proposing to define fuel 

economy targets as follows: 

Equation 4-2 - Light Truck Fuel Economy Target Calculation 

𝑇𝐴𝑅𝐺𝐸𝑇𝐹𝐸

= 𝑀𝐴𝑋 (
1

𝑀𝐼𝑁 [𝑀𝐴𝑋 (𝑐 × 𝐹𝑂𝑂𝑇𝑃𝑅𝐼𝑁𝑇 + 𝑑,
1
𝑎) ,

1
𝑏

]
,

1

𝑀𝐼𝑁 [𝑀𝐴𝑋 (𝑔 × 𝐹𝑂𝑂𝑇𝑃𝑅𝐼𝑁𝑇 + ℎ,
1
𝑒) ,

1
𝑓

]
) 

where 

TARGETFE is the fuel economy target (in mpg) applicable to a specific vehicle model 

type with a unique footprint combination, 

a, b, c, and d are as for passenger cars, but taking values specific to light trucks, 

e is a second minimum fuel economy target (in mpg), 

f is a second maximum fuel economy target (in mpg), 

g is the slope (in gpm per square foot) of a second line relating fuel consumption (the 

inverse of fuel economy) to footprint, and 

h is an intercept (in gpm) of the same second line. 

 



 

131 

 

Although the general model of the target function equation is the same for each vehicle category 

(passenger cars and light trucks) and each model year, parameters of the function equation differ 

for cars and trucks.  For MYs 2020-2026, parameters are unchanged, resulting in the same 

stringency in each of those model years. 

Mathematical functions defining the proposed CO2 targets are expressed as functions that are 

similar, with coefficients a-h corresponding to those listed above.
92

  For passenger cars, EPA is 

proposing to define CO2 targets as follows: 

Equation 4-3 - Passenger Car CO2 Target 

𝑇𝐴𝑅𝐺𝐸𝑇𝐶𝑂2 = 𝑀𝐼𝑁[𝑏, 𝑀𝐴𝑋[𝑎, 𝑐 × 𝐹𝑂𝑂𝑇𝑃𝑅𝐼𝑁𝑇 + 𝑑]] 

where 

TARGETCO2 is the is the CO2 target (in grams per mile, or g/mi) applicable to a specific 

vehicle model configuration, 

a is a minimum CO2 target (in g/mi), 

b is a maximum CO2 target (in g/mi), 

c is the slope (in g/mi, per square foot) of a line relating CO2 emissions to footprint, and 

d is an intercept (in g/mi) of the same line. 

For light trucks, CO2 targets are defined as follows: 

Equation 4-4 - Light Truck CO2 Target 

𝑇𝐴𝑅𝐺𝐸𝑇𝐶𝑂2 = 𝑀𝐼𝑁[𝑀𝐼𝑁[𝑏, 𝑀𝐴𝑋[𝑎, 𝑐 × 𝐹𝑂𝑂𝑇𝑃𝑅𝐼𝑁𝑇 + 𝑑]], 𝑀𝐼𝑁[𝑓, 𝑀𝐴𝑋[𝑒, 𝑔

× 𝐹𝑂𝑂𝑇𝑃𝑅𝐼𝑁𝑇 + ℎ]] 

where 

TARGETCO2 is the is the CO2 target (in g/mi) applicable to a specific vehicle model 

configuration, 

a, b, c, and d are as for passenger cars, but taking values specific to light trucks, 

e is a second minimum CO2 target (in g/mi), 

f is a second maximum CO2 target (in g/mi), 

g is the slope (in g/mi per square foot) of a second line relating CO2 emissions to 

footprint, and 

h is an intercept (in g/mi) of the same second line. 

 

To be clear, as has been the case since the agencies began establishing attribute-based standards, 

no single vehicle needs to  meet the specific applicable fuel economy or CO2 targets because 

                                                 
92

 EPA regulations use a different but mathematically equivalent approach to specify targets.  Rather than using a 

function with nested minima and maxima functions, EPA regulations specify requirements separately for different 

ranges of vehicle footprint.  Because these ranges reflect the combined application of the listed minima, maxima, 

and linear functions, it is mathematically equivalent and more efficient to present targets as in this section. 
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compliance with either CAFE or CO2 standards is determined based on corporate average fuel 

economy or average CO2 emission rates.  The required CAFE level applicable to a given fleet in 

a given model year is determined by calculating the production-weighted harmonic average of 

fuel economy targets applicable to specific vehicle model configurations in the fleet, as follows: 

Equation 4-5 - Required Fleet Fuel Economy Target 

𝐶𝐴𝐹𝐸𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 =
∑ 𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝐼𝑂𝑁𝑖𝑖

∑
𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝐼𝑂𝑁𝑖

𝑇𝐴𝑅𝐺𝐸𝑇𝐹𝐸,𝑖
𝑖

 

where 

CAFErequired is the CAFE level the fleet is required to achieve, 

i refers to specific vehicle model/configurations in the fleet, 

PRODUCTIONi is the number of model configuration i produced for sale in the U.S., 

and 

TARGETFE,i the fuel economy target (as defined above) for model configuration i. 

 

Similarly, the required average CO2 level applicable to a given fleet in a given model year is 

determined by calculating the production-weighted average (not harmonic) of CO2 targets 

applicable to specific vehicle model configurations in the fleet, as follows: 

Equation 4-6 - Required Fleet CO2 Target 

𝐶𝑂2𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 =
∑ 𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝐼𝑂𝑁𝑖 × 𝑇𝐴𝑅𝐺𝐸𝑇𝐶𝑂2,𝑖𝑖

∑ 𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝐼𝑂𝑁𝑖𝑖
 

where 

CO2required is the average CO2 level the fleet is required to achieve, 

i refers to specific vehicle model/configurations in the fleet, 

PRODUCTIONi is the number of model configuration i produced for sale in the U.S., and 

TARGETCO2,i is the CO2 target (as defined above) for model configuration i. 

 

The NPRM seeks comment on these alternatives and on the analysis presented therein, in 

addition to any relevant information and data.  That review could lead the agencies to select one 

of the other regulatory alternatives for the final rule. 

4.2 Reconsideration of Footprint Curve Shapes 

As a part of this de novo rulemaking process, NHTSA is committed to reconsidering the 

mathematical function relating the fuel economy target for a given model to the chosen attribute 

for MY’s 2021 through 2026 standards. In efforts to harmonize with NHTSA, EPA has also 

reconsidered the attribute relationship used to define CO2 standards. This reconsideration 
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included both the attribute chosen to define the standards and the specific mathematical function 

used to do so, increase with increasing footprint), is theoretically vague and quantitatively 

uncertain; in other words, it is not so precise as to a priori yield only a single possible curve. 

The decision of how to specify this mathematical function therefore reflects some amount of 

judgment. The agencies can specify the function with a view toward achieving different 

environmental and petroleum reduction goals, encouraging different levels of application of fuel-

saving technologies, avoiding any adverse effects on overall highway safety, reducing disparities 

of manufacturers’ compliance burdens, and preserving consumer choice, among other aims. The 

following are among the specific technical concerns and resultant policy tradeoffs considered in 

selecting the details of specific past and future curve shapes:  

 Flatter standards (i.e., curves) increase the risk that both the size of vehicles will 

be reduced, potentially compromising highway safety, and reducing any utility 

consumers would have gained from a larger vehicle.  

 Steeper footprint-based standards may create incentives to upsize vehicles, 

potentially oversupplying vehicles of certain footprints beyond what consumers 

would naturally demand, thus increasing the possibility that fuel savings and CO2 

reduction benefits will be forfeited artificially.  

 Given the same industry-wide average required fuel economy or CO2 standard, 

flatter standards tend to place greater compliance burdens on full-line 

manufacturers.  

 Given the same industry-wide average required fuel economy or CO2 standard, 

dramatically steeper standards tend to place greater compliance burdens on 

limited-line manufacturers (depending of course, on which vehicles are being 

produced).  

 If cutpoints are adopted, given the same industry-wide average required fuel 

economy, moving small-vehicle cutpoints to the left (i.e., up in terms of fuel 

economy, down in terms of CO2 emissions) discourages the introduction of small 

vehicles and reduces the incentive to downsize small vehicles in ways that could 

compromise overall highway safety.  

 If cutpoints are adopted, given the same industry-wide average required fuel 

economy, moving large-vehicle cutpoints to the right (i.e., down in terms of fuel 

economy, up in terms of CO2 emissions) better accommodates the design 

requirements of larger vehicles, especially large pickups, and extends the size 

range over which downsizing is discouraged.  

4.3 What mathematical functions have the agencies previously used, and why?  

Data should inform any target curve, but how relevant data is defined and interpreted, as well as 

the choice of methodology for fitting a curve to that data, must include some consideration of 
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specific policy goals. This section summarizes the methodologies and policy concerns 

considered in developing previous target curves, including those that define the MYs 2017-2021 

CAFE standards and the MYs 2022-2025 augural CAFE standards (for a complete discussion see 

the 2012 FRIA). For further context, Figure 4-1 and Figure 4-2, show the history of final light 

duty footprint-based curves specified in MPG rather than gpm for MYs 2011-2021 for light 

trucks and passenger cars, respectively. 

 

 

Figure 4-1 - Final Light Truck MPG Target Curves for MYs 2011-2021 
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Figure 4-2 - Final Passenger Car MPG Target Curves for MYs 2011-2021 

 

As discussed below, the MY 2011 final curves followed a constrained logistic function defined 

specifically in the final rule.
93  

The MY 2012-2021 final standards and the MY 2022-2025 

proposed augural standards are defined by constrained linear target functions of footprint as 

defined below:
94

 

Equation 4-7 - Constrained Linear Target Function 

𝑇𝑎𝑟𝑔𝑒𝑡 =
1

min (max (𝑐 ∗ 𝐹𝑜𝑜𝑡𝑝𝑟𝑖𝑛𝑡 + 𝑑,
1
𝑎) ,

1
𝑏

)
 

Here, Target is the fuel economy target applicable to vehicles of a given footprint in square feet 

(Footprint). The upper asymptote, a, and the lower asymptote, b, are specified in MPG; the 

reciprocal of these values represent the lower and upper asymptotes, respectively, when the 

curve is instead specified in gallons per mile (gpm). The slope, c, and the intercept, d, of the 

linear portion of the curve are specified as gpm per change in square feet, and gpm, respectively.  

                                                 
93

 See 74 FR 14196, 14363-14370 (Mar., 30, 2009) for NHTSA discussion of curve fitting in the MY 2011 CAFE 

final rule. 
94

 The right cutpoint for the light truck curve was moved further to the right for MY’s 2017-2021 so that more 

possible footprints would fall on the sloped part of the curve. In order to ensure that, for all possible footprints, 

future standards would be at least as high as MY 2016 levels, the final standards for light trucks for MY’s 2017-

2021 is the maximum of the MY 2016 target curves and the target curves for the given MY standard. This is defined 

further in the 2012 FRM. 
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The min and max functions will take the minimum and maximum values within their associated 

parentheses. Thus, the max function will first find the maximum of the fitted line at a given 

footprint value and the lower asymptote from the perspective of gpm. If the fitted line is below 

the lower asymptote it is replaced with the floor, which is also the minimum of the floor and the 

ceiling by definition so that the target in MPG space will be the reciprocal of the floor in mpg 

space, or simply, a. If, however, the fitted line is not below the lower asymptote, the fitted value 

is returned from the max function and the min function takes the minimum value of the upper 

asymptote (in gpm space) and the fitted line. If the fitted value is below the upper asymptote, it is 

between the two asymptotes and the fitted value is appropriately returned from the min function, 

making the overall target in MPG the reciprocal of the fitted line in gpm. If the fitted value is 

above the upper asymptote, the upper asymptote is returned is returned from the min function, 

and the overall target in MPG is the reciprocal of the upper asymptote in gpm space, or b. 

In this way curves specified as constrained linear functions are specified by the following 

parameters: 

𝑎 = upper limit (mpg) 

𝑏 = lower limit (mpg) 

𝑐 = slope (gpm per sq. ft. ) 

𝑑 = intercept (gpm) 
 

The slope and intercept are specified as gpm per sq. ft. and gpm instead of MPG per sq. ft. and 

MPG because CAFE requirements are specified on an mpg basis, but the agencies have 

expressed the relationship to footprint as being linear with respect to the reciprocal of fuel 

economy — i.e., gpm.  Notice that the sloped portion of the target curves in  and  is non-linear. 

Compare Figure 4-3 and Figure 4-4, below, with Figure 4-1 and Figure 4-2, above, and notice 

that the sloped parts of the target curves are linear when specified as a gpm target rather than as a 

MPG target. 
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Figure 4-3 - Final Light Truck GPM Target Curves for MYs 2011-2021 

 

 

Figure 4-4 - Final Passenger Car GPM Target Curves for MYs 2011-2021 

 

4.3.1 NHTSA in MY 2008 and MY 2011 CAFE (constrained logistic)  
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For the MY 2011 CAFE rule, NHTSA estimated fuel economy levels by footprint from the MY 

2008 fleet after normalization for differences in technology,
95

 but did not make adjustments to 

reflect other vehicle attributes (e.g., power-to-weight ratios). Starting with the technology-

adjusted passenger car and light truck fleets, NHTSA used minimum absolute deviation (MAD) 

regression without sales weighting to fit a logistic form as a starting point to develop 

mathematical functions defining the standards. NHTSA then identified footprints at which to 

apply minimum and maximum values (rather than letting the standards extend without limit) and 

transposed these functions vertically (i.e., on a gallons-per-mile basis, uniformly downward) to 

produce the promulgated standards. In the preceding rule, for MYs 2008-2011 light truck 

standards, NHTSA examined a range of potential functional forms, and concluded that, 

compared to other considered forms, the constrained logistic form provided the expected and 

appropriate trend (decreasing fuel economy as footprint increases), but avoided creating “kinks” 

the agency was concerned would provide distortionary incentives for vehicles with neighboring 

footprints.
96

 

4.3.2 MYs 2012-2016 Light Duty GHG/CAFE (constrained linear)  

For the MYs 2012-2016 rule, the agencies jointly reevaluated potential methods for specifying 

mathematical functions to define fuel economy and GHG standards. NHTSA fit these methods to 

the same MY 2008 data as the MY 2011 standard.  Considering these further specifications, 

NHTSA concluded that the constrained logistic form, if applied to post-MY 2011 standards, 

would likely contain a steep mid-section that would provide undue incentive to increase the 

footprint of midsize passenger cars.
97  

The agencies judged that a range of methods to fit the 

curves would be reasonable, and used a minimum absolute deviation (MAD) regression without 

sales weighting on a technology-adjusted car and light truck fleet to fit a linear equation. This 

equation was used as a starting point to develop mathematical functions defining the standards. 

The agencies then identified footprints at which to apply minimum and maximum values (rather 

than letting the standards extend without limit).  Finally, the agencies transposed these 

constrained/piecewise linear functions vertically (i.e., on a gpm or CO2 basis, uniformly 

downward) by multiplying the initial curve by a single factor for each MY standard to produce 

the final attribute-based targets for passenger cars and light trucks described in the final rule.
98 

The agencies typically present these transformations as percentage improvements over a 

previous MY target curve. 

4.3.3 MYs 2017-2021 and Proposed MYs 2022-2025 Light Duty GHG/CAFE (constrained 

                                                 
95

 See 74 FR 14196, 14363-14370 (Mar., 30, 2009) for NHTSA discussion of curve fitting in the MY 2011 CAFE 

final rule. 
96

 See 71 FR 17556, 17609-17613 (Apr. 6, 2006) for NHTSA discussion of “kinks” in the MYs 2008-2011 light 

truck CAFE final rule (there described as “edge effects”). A “kink”, as used here, is a portion of the curve where a 

small change in footprint results in a disproportionally large change in stringency. 
97

 75 FR at 25362. 
98

 See generally 74 FR at 49491-96; 75 FR at 25357-62. 
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linear)  

The mathematical functions finalized for the MYs 2017-2021 standards, and proposed as the 

augural MYs 2022-2025 standards, changed somewhat from the functions for the MYs 2012-

2016 standards. These changes were made to both address comments from stakeholders, and to 

further consider some of NHTSA’s technical concerns and policy goals judged more preeminent 

under the increased uncertainty of the impacts of finalizing and proposing standards for model 

years further into the future.
99

  The agencies recognized full-line OEM concerns and concluded 

that further increases in the stringency of the light truck standards would be more feasible if the 

light truck curve is made steeper than the MY 2016 truck curve and the right (large footprint) 

cut-point is extended over time to larger footprints. To accommodate these considerations, 

NHTSA chose for the 2012 final rule to finalize the slope fit to the MY 2008 fleet using a sales-

weighted, ordinary least-squares regression, using a fleet that had technology applied to make the 

technology application across the fleet more uniform, and after adjusting the data for the effects 

of weight-to-footprint.  The agencies also considered information from an updated MY 2010 

fleet to support this decision. As the agencies vertically shifted the curve (with fuel economy 

specified as MPG instead of gpm or CO2 emissions) upwards, the agencies progressively moved 

the right cutpoint for the light truck curves with successive model years, reaching the final 

endpoint for MY 2021, as shown in Figure 4-1, above. These decisions for the 2012 final rule are 

defended further in the supporting 2012 Technical Support Document (TSD), where other 

considered curves are also presented.
100

 

4.4 How did the agencies reconsider the curves for the final MYs 2022-2025 

standards? 

4.4.1 Why is it important to reconsider the footprint curve shape? 

By shifting the developed curves by a single factor, as described above, it isassumed that the 

underlying relationship of fuel consumption (in gallons per mile) to vehicle footprint does not 

change significantly from the model year data used to fit the curves to the range of model years 

for which the shifted curve shape is applied to develop the standards. However, the relationship 

between vehicle footprint and fuel economy is not necessarily constant over time; newly 

developed technologies, and changes in consumer demand could influence the observed 

                                                 
99

 The MYs 2012-2016 final standards were signed April 1, 2010 — putting 6.5 years between its signing and the 

last affected model year, and the MYs 2017-2021 final standards were signed August 28th, 2012 — giving just over 

9 years between its signing and the last affected final standards. NHTSA also proposed standards MY 2022-2025 

with the understanding that they would be revisited concurrent with EPA’s mid-term evaluation so changes could be 

made if the proposed standards were no longer deemed appropriate. The next section fulfills the commitment to 

consider new mathematical functions for MY 2022-2025. 
100

 EPA and NHTSA, Joint Technical Support Document for Final Rulemaking for 2017-2025 Light-Duty Vehicle 

Greenhouse Gas Emission Standards and Corporate 

Average Fuel Economy Standards, EPA-420-R-12-901, 2012, Chapter 2. 
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relationships between the two vehicles characteristics. For example, if certain technologies are 

more effective or more marketable for certain types of vehicles, their application may not be 

uniform over the range of vehicle footprints. Further, if market demand has shifted between 

vehicle types, so that certain vehicles make up a larger share of the fleet, any underlying 

technological or market restrictions which inform the average shape of the curves could change. 

That is, changes in the technology or market restrictions themselves, or a mere re-weighting of 

different vehicles types could reshape the fit curves.  

For the above reasons, the curve shapes were reconsidered using the newest available data, from 

MY 2016. With a view toward corroboration through different techniques, a range of descriptive 

statistical analyses that do not require underlying engineering models of how fuel economy and 

footprint might be expected to be related were conducted.  Also a separate analysis that uses 

vehicle simulation results as the basis to estimate the relationship from a perspective more 

explicitly informed by engineering theory was conducted. Despite changes in the new vehicle 

fleet both in terms of technologies applied and in market demand, the underlying statistical 

relationship between footprint and fuel economy has not changed significantly since the MY 

2008 fleet used for the 2012 final rule, and therefore it is proposed to continue to use the curve 

shapes fit in 2012. The analysis and reasoning supporting this decision are as follows. 

4.4.2 What statistical analyses did the agencies consider? 

In assessing how to address the various policy concerns discussed above, the analysis considered 

data from the MY 2016 fleet and performed a number of descriptive statistical analyses (i.e., 

involving observed fuel economy levels and footprints) using various statistical methods, 

weighting schemes, and adjustments to the data to make the fleets less technologically 

heterogeneous. There were several adjustments to the data that were common to all of the 

statistical analyses considered. 

With a view toward isolating the relationship between fuel economy and footprint, the few 

diesels in the fleet, as well as the limited number of vehicles with partial or full electric 

propulsion were excluded.  When the fleet is normalized so that technology is more 

homogenous, application of these technologies is not allowed. This is consistent with the 

methodology used in the 2012 final rule. 

The above adjustments were applied to all statistical analyses the agencies considered, regardless 

of the specifics of each of the methods, weights, and technology level of the data, used to view 

the relationship of vehicle footprint and fuel economy.  Table 4-1, below, summarizes the 

different assumptions we considered and the key attributes of each. The analysis was performed 

considering all possible combinations of these assumptions, producing a total of eight footprint 

curves. 
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Table 4-1 - Summary of Assumptions Considered in the Statistical Analysis of the Current 

Footprint-FE Relationship 

Varying 

Assumptions 

Regression Type Regression Weights Technology Level 

Alternatives 

Considered 

OLS MAD Production-

weighted 

Model-

weighted 

Current 

Technology 

Max. 

Technology 

Details Ordinary Least 

Squares 

Regression 

Minimum 

Absolute 

Deviation 

Regression 

Points 

weighted by 

production 

volumes of 

each model. 

Equal weight for 

each model; 

collapses points 

with similar - 

footprint, FE, and 

curb weight.101 

Current MY 

2016 tech., 

excluding - 

HEV, PHEV, 

BEV, and 

FCV. 

Maximum tech. 

applied, 

excluding - 

HEV, PHEV, 

BEV, and FCV. 

Key 

Attributes 

Describes the 

average 

relationship 

between 

footprint and 

fuel economy; 

outliers can 

skew results. 

Describes 

the median 

relationship 

between 

footprint 

and fuel 

economy; 

does not 

give 

outliers as 

much 

weight. 

Tends 

towards 

higher-

volume 

models; may 

systematically 

disadvantage 

manufacturers 

who produce 

fewer 

vehicles. 

Tends towards 

the space of the 

joint distribution 

of footprint and 

FE with the most 

models; gives 

low-volume 

models equal 

weight. 

Describes 

current 

market, 

including 

demand 

factors; may 

miss changes 

in curve shape 

due to 

advanced 

technology 

application. 

Captures 

relationship 

with 

homogenous 

technology 

application; may 

miss varying 

demand 

considerations 

for different 

segments. 

 

4.4.2.1 Current Technology Level Curves 

In this next section the analysis compares the “current technology” level curves built using both 

regression types and both regression weight methodologies from the MY 2008, MY 2010, and 

MY 2016 fleets. The current technology level curves exclude HEV, PHEV, BEV, and FCV 

vehicles, and adjust diesel vehicle fuel economy values as discussed above, but make no other 

changes to each model year fleet. Comparing the MY 2016 curves to ones built under the same 

methodology from previous model year fleets, allows us to discern whether the observed curve 

shape has changed significantly over time as standards have become more stringent. Importantly, 

these curves will include any market forces which make technology application variable over the 

distribution of footprint. These market forces will not be present in the “maximum technology” 

level curves; by making technology levels homogenous, we remove this variation.Figure 4-5 and 

Figure 4-6 show the slope of the production-weighted regressions using an ordinary least squares 

(OLS) and minimum absolute deviation (MAD) regressions, respectively, for the MY 2008, MY 

2010, and MY 2016 light truck fleets. The size of the points varies with the production of that 

vehicle model. Both production-weighted regressions suggest that the slope of the curves have 

gotten progressively steeper for light trucks over time. Notice the increase in the production of 

                                                 
101

 We assume models from the same manufacturer where the footprint is within 0.1 square feet, fuel consumption is 

within 3% and curb weights are within 1000 pounds are variants of the same model. We collapse the fuel 

consumption and footprint values to be the production-weighted average of all models that meet this criterion. This 

ensures that manufacturers who have many models which vary slightly by footprint and/or fuel economy do not 

have these models counted multiple times in the model-weighted regressions. 
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smaller, more efficient vehicles on the light truck curve for MY 2016 relative to MY’s 2010 or 

2008. Recent trends in vehicle sales include higher sales of crossover vehicles, likely driving this 

result. 

 

Figure 4-5 - Light Truck Curves Fit with a Sales-weighted OLS Regression from the Full 

Dataset 

 

Figure 4-6 - Light Truck Curves Fit with a Sales-weighted MAD Regression from the Full 

Dataset 
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While a change in consumer demand has shifted the fitted lines for light trucks so that they have 

a steeper slope, when considering regressions where each unique model is weighted equally the 

slope has not noticeably changed because it was built from the MY 2010 fleet, see Figure 4-7 

and Figure 4-8.  This suggests that the slope of the linear relationship of the average and median 

achieved fuel economy of a model to its footprint has not significantly changed—manufacturers 

appear to have applied technologies evenly across the fleet, and the change in the production-

weighted slopes are largely due to changes in fleet mix across the joint distribution of footprint 

and fuel economy. 

 

Figure 4-7 - Light Truck Curves Fit with an Unweighted OLS Regression from the 

Collapsed Dataset 
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Figure 4-8 - Light Truck Curves Fit with an Unweighted MAD Regression from the 

Collapsed Dataset 

The production-weighted passenger car curves suggest that the average relationship between fuel 

economy and footprint (represented by the OLS regression in Figure 4-9) has become shallower 

over time, and that the median relationship between fuel economy and footprint (represented by 

the MAD regression in Figure 4-10) has become steeper over time. This suggests that there is no 

obvious directional change in the production-weighted slope. 
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Figure 4-9 - Passenger Car Curves Fit with a Sales-weighted OLS Regression from the Full 

Dataset 

 

 

Figure 4-10 - Passenger Car Curves Fit with a Sales-weighted MAD Regression from the 

Full Dataset 

The model-weighted regressions suggest that the average relationship between footprint and fuel 

economy for passenger cars has become slightly shallower over time (as shown in Figure 4-11), 
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and that the median relationship between footprint and fuel economy has become very slightly 

steeper over time (as shown in Figure 4-12). The small changes in the slopes of the model-

weighted regressions suggest that technology application has been largely uniform over the fleet. 

 

Figure 4-11 - Passenger Car Curves Fit with an Unweighted OLS Regression from the 

Collapsed Dataset 
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Figure 4-12 - Passenger Car Curves Fit with an Unweighted MAD Regression from the 

Collapsed Dataset 

 

4.4.2.2 Maximum Technology Level Curves 

Technology differences between vehicle models to be a significant factor producing uncertainty 

regarding the relationship between fuel consumption and footprint were considered. Noting that 

attribute-based standards are intended to encourage the application of additional technology to 

improve fuel efficiency and reduce CO2 emissions across the distribution of footprint in the fleet, 

the analysis considered approaches in which technology application is simulated for purposes of 

curve fitting in order to produce fleets that are less varied in technology content. This approach 

helps to reduce “noise” (i.e., dispersion) in the plot of vehicle footprints and fuel consumption 

levels and to identify a more technology-neutral relationship between footprint and fuel 

consumption. 

Figure 4-13 and Figure 4-14, below, show the production-weighted light truck curves built from 

the MY 2016 fleet using either regression type are slightly shallower than the MY 2021 standard 

finalized in the MY 2017-2021 final rule when maximum technology is applied to the fleet. This 

suggests that the shape of the sales-weighted relationship between footprint and fuel economy 

for a homogenous technology fleet has changed slightly since the curves were developed from 

the MY 2008 and MY 2010 fleets. 
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Figure 4-13 - Light Truck Curves Fit with a Sales-weighted OLS Regression from the Full 

Dataset 

 

Figure 4-14 - Light Truck Curves Fit with a Sales-weighted MAD Regression from the Full 

Dataset 
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Figure 4-15 and Figure 4-16, below, show the model-weighted relationship between footprint 

and fuel economy using an OLS and MAD regression, respectively, for light trucks. Both 

regression types suggest that the relationship of footprint to fuel economy is shallower for light 

trucks than it was in the 2017-2021 final rule. 

 

Figure 4-15 - Light Truck Curves Fit with an Unweighted OLS Regression from the 

Collapsed Dataset 
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Figure 4-16 - Light Truck Curves Fit with an Unweighted MAD Regression from the 

Collapsed Dataset 

 

Figure 4-17 and Figure 4-18, below, shows the production-weighted curves for passenger cars 

when maximum technology is applied to make the technology level of the fleet more 

homogenous. Both production-weighted curves suggest that the production-weighted 

relationship of footprint to fuel economy has become steeper over time. Reasons for this change 

are discussed further below. 

 

Figure 4-17 - Passenger Car Curves Fit with a Sales-weighted OLS Regression from the 

Full Dataset 
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Figure 4-18 - Passenger Car Curves Fit with a Sales-weighted MAD Regression from the 

Full Dataset 

 

Figure 4-19 and Figure 4-20 show the model-weighted passenger car curves when maximum 

technology is applied. Under both regression types, the passenger car curve appears to have 

become steeper over time. 
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Figure 4-19 - Passenger Car Curves Fit with an Unweighted OLS Regression from the 

Collapsed Dataset 

 

 

Figure 4-20 - Passenger Car Curves Fit with an Unweighted MAD Regression from the 

Collapsed Dataset 
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The statistical methods used above show how the average and median model-weighted and 

production-weighted relationship of footprint to fuel consumption change for different model 

year fleets. When technology application is not homogenize there is no consistent trend in the 

change in the slope of the relationship over time. However, when technology is homogenized, it 

appears that the relationship for passenger cars is steeper than the MY 2021 passenger car curve 

finalized in the 2017-2021 final rule, and the light truck relationship for the MY 2016 fleet is 

shallower than the MY 2021 light truck curve finalized in the 2017-2021 final rule.  

The cause of the change in slopes for passenger cars and light trucks is likely due to the increase 

of crossovers and SUVs which can be classified as either passenger cars or light trucks 

depending on the specific attributes of the vehicle. Consumers expect these vehicles to fulfill a 

variety of utilities, and in this way they have some of the characteristics of passenger cars and 

some of the characteristics of light trucks. This makes them tend to perform poorer on passenger 

car curves and better on light truck curves (given the same technology application), creating an 

incentive for OEMs to make more crossovers and SUVs fall on the less stringent light truck 

curves. The shallower is either curve, while maintaining the same industry level requirement, the 

larger is the incentive to make crossover and SUVs fall on the light truck curve. Given this 

potential to game the standards, the agencies have opted not to make the light truck curves 

shallower to follow the change in the statistical relationship when technology is homogenized.  

Making the passenger car steeper and holding the industry standard constant would require that 

the smallest vehicles face a more stringent standard. There are several reasons this may produce 

adverse policy effects. First, the smallest vehicles already face the most stringent standards and 

there are real limits on the ability of vehicles to meet more stringent targets, particularly as 

standards continue to increase. Second, smaller vehicles tend to be less expensive. Increasing the 

burden on the smallest vehicles may mean that more consumers are priced out of the market, or 

that manufacturers stop production on some of their smaller models altogether, affecting 

consumer choice.  Given these concerns, and the fact that curve shapes have not changed 

consistently or significantly when technology levels are not homogenized (this method captures 

any current market limitation to applying technology along the distribution of footprint in either 

passenger car or the light truck fleet), the passenger car curves have not been made steeper. 

4.4.3 What Other Methodologies did the Agencies Consider? 

As noted in the 2012 final rule, numerous manufacturers have confidentially shared what they 

described as “physics-based” curves, with each OEM showing significantly different shapes for 

the footprint-fuel economy relationships. This variation suggests either that manufacturers face 

different curves given the other attributes of the vehicles in their fleets (i.e. performance 

characteristics) and/or that their curves reflected different levels of technology application. In 

reconsidering the shapes of the proposed MYs 2022-2026 standards, the analysis takes pains to 

develop a similar estimation of physics-based curves leveraging third party simulation work form 
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Argonne National Laboratories (ANL). Developing estimations of physics-based curve ensures 

that technology and performance are held constant for all footprints.  

Tractive energy is the amount of energy it will take to move a vehicle. Here tractive energy 

effectiveness is defined as the share of the energy content of fuel consumed which is converted 

into mechanical energy, and used to move a vehicle—for ICE vehicles this will vary with the 

relative efficiency of specific engines. Data from ANL simulations suggest that the limits of 

tractive energy effectiveness are approximately 25% for vehicles with internal combustion 

engines which do not possess ISG, other hybrid, plug-in, pure electric, or fuel cell technology.  

Volpe developed a tractive energy prediction model; given a vehicle’s mass, frontal area, 

aerodynamic drag coefficient, and rolling resistance as inputs, the model will predict the amount 

of tractive energy required for the vehicle to complete the federal test cycle. This model was 

used to predict the tractive energy required for the average vehicle of a given footprint
102

 and 

“body technology package” to complete the cycle. The body technology packages considered are 

defined in Table 4-2, below. Using the absolute tractive energy predicted and tractive energy 

effectiveness values spanning possible ICE engines, NHTSA then estimated fuel economy values 

for different body technology packages and engine tractive energy effectiveness values. 

Table 4-2 - Summary of Body Technology Packages  

Considered for Tractive Energy Analysis 

Body Tech. 

Package 

Mass 

Reduction 

Level 

Aerodynamics 

Level 

Roll. 

Resistance 

Level 

1 0% 0% 0% 

2 0% 10% 10% 

3 10% 10% 10% 

4 10% 15% 20% 

5 15% 20% 20% 

 

Figure 4-21 through Figure 4-24 show the resultant CAFE levels estimated for the vehicle 

classes ANL simulates for Volpe and NHTSA at different footprint values and by vehicle “box.” 

Pickups are considered 1-box, hatchbacks and minivans are 2-box, and sedans are 3-box.  These 

estimates are compared with the MY 2021 standards finalized in the 2012 FRM.  Figure 4-21, 

below, shows the CAFE for moderate body packages using an advanced ICE engine. As can be 

seen, few vehicles with body technology package 2 with an advanced technology package meet 

the MY 2021 passenger car standard finalized in 2012, and the majority of 2-box and nearly all 

1-box vehicles — the majority of vehicles on the light truck curve — do not meet the MY 2021 

                                                 
102

 The mass reduction curves used elsewhere in this analysis were used to predict the mass of a vehicle with a given 

footprint, body style box, and mass reduction level. The ‘Body style Box’ is 1 for hatchbacks and minivans, 2 for 

pickups, and 3 for sedans — it is an important predictor of aerodynamic drag. Mass is an essential input in the 

tractive energy calculation. 
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light truck standard finalized in 2012. Technology package 3 with an advanced ICE engine 

performs better. 

 

Figure 4-21 - Estimated CAFE for Moderate Body Technology Packages, Advanced ICE 

Engine 

 

Figure 4-22 shows advanced body packages with advanced ICE engines. With technology 

package 4 the MY 2021 standards finalized in 2012 look achievable, and nearly all vehicles meet 

the standards with technology package 5.  It is important to note that the advanced body style 

packages may not be feasible for vehicles of all types, particularly for pickups which have a 

body style with inherent limits on aerodynamic efficiency improvements.  Further, the ANL 

simulations do not simulate the full range of vehicle performance characteristics, but instead a 

performance and non-performance version of each vehicle body style. 
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Figure 4-22 - Estimated CAFE for Advanced Body Technology Packages, Advanced ICE 

Engine 

 

Figure 4-23 shows the predicted CAFE for moderate body technology packages and a ‘best-in-

class’ ICE engine. Both appear to meet the MY 2021 standards finalized in 2012.  However, it 

may not be possible for every manufacturer to use the most efficient ICE technologies where 

there are intellectual property rights.  Again, as stated above, the ANL simulations may not fully 

capture the range of vehicle performance. 

 

Figure 4-23 - Estimated CAFE for Moderate Body Technology Packages 

 with ‘Best-in-Class’ ICE Engine 
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Figure 4-24, below, shows advanced body technology packages with a ‘best-in-class’ ICE 

engine. Most ANL simulated vehicles exceed the MY 2021 standards finalized in 2012. 

However, the same caveats listed above also apply here. Not all vehicle body styles can achieve 

the body-level improvements of technology packages 4 and 5; not all vehicles/manufacturers 

may be able to use the most advanced ICE engines; and the full range of performance values are 

not represented in the ANL simulations. 

 

 

Figure 4-24 - Estimated CAFE for Advanced Body Technology Packages,  

‘Best-in-Class’ ICE Engine 

Given the caveats of the analysis above, it should not be taken as any evidence about the 

appropriateness of the level of the previous MY 2021 standards.  However, notice that the 

general trend of the simulated data points follows the pattern of the previous MY 2021 standards 

for all technology packages and tractive energy effectiveness values presented here.  For 

brevity’s sake, all technology packages were not included, nor tractive energy effectiveness 

values analyzed.  It should be noted that the values not presented here also tracked the curve 

shape of the MY 2021 standards finalized in 2012.  The above tractive energy curves are 

NHTSA and Volpe’s attempt at validating the curve shapes against a physics-based alternative, 

and the presented figures suggest that the curve shape track the physical relationship between 

fuel economy and tractive energy for different footprint values.  

Note - Physical limitations are not the only forces manufacturers face; they must also produce 

vehicles that consumers will purchase. For this reason, in setting future standards, NHTSA 

should continue to consider information from statistical analyses which do not homogenize 

technology applications in addition to statistical analyses which do and a tractive energy analysis 

similar to the one presented above. The analysis of curves built without homogenizing 
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technology levels suggests that including current market limitations, the relationship of footprint 

to fuel economy has not changed over time in a consistent way across considered methodologies, 

nor has it changed by a large magnitude under any single methodology that does homogenize 

technology levels. This further supports the decision to keep the curve shapes developed for the 

2017-2021 final rule. 

4.5 Proposed Standards 

4.5.1 Passenger car standards 

For passenger cars, NHTSA and EPA are proposing CAFE and CO2 standards, respectively, for 

MYs 2021-2026 as defined by the following coefficients: 

Table 4-3 - Characteristics of Preferred Alternative – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg) 48.74 48.74 48.74 48.74 48.74 48.74 

b (mpg) 36.47 36.47 36.47 36.47 36.47 36.47 

c (gpm per s.f.) 0.000460 0.000460 0.000460 0.000460 0.000460 0.000460 

d (gpm) 0.00164 0.00164 0.00164 0.00164 0.00164 0.00164 

CO2 Targets 

a (g/mi) 182 182 182 182 182 182 

b (g/mi) 244 244 244 244 244 244 

c (g/mi per s.f.) 4.09 4.09 4.09 4.09 4.09 4.09 

d (g/mi) 14.6 14.6 14.6 14.6 14.6 14.6 

 

Section II.C of the Preamble accompanying this PRIA discusses how coefficients in Table 4-3 

were developed for this proposal.  The coefficients result in the footprint-dependent targets 

shown graphically below for MYs 2021-2026.  The MYs 2017-2020 standards are shown for 

comparison. 
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Figure 4-25 - Passenger Car Fuel Economy Targets 

 

 

Figure 4-26 - Passenger Car CO2 Targets
103

 

While we do not know yet with certainty what CAFE and CO2 levels will be required of 

individual manufacturers, because those levels will depend on the mix of vehicles they produce 

for sale in future model years, based on the market forecast of future sales NHTSA and EPA 

have used to examine today’s proposed standards, we currently estimate the target functions 

                                                 
103

 Prior to MY 2021, average achieved CO2 levels include adjustments reflecting the use of automotive refrigerants 

with reduced global warming potential (GWP) and/or the use of technologies that reduce the refrigerant leaks.   
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shown above would result in the following average required fuel economy and CO2 emissions 

levels for individual manufacturers during MYs 2021-2026.
104 

Table 4-4 - Average of OEMs’ CAFE and CO2  

Requirements for Passenger Cars 

 

Model Year 

Avg. of OEMs’ Requirements 

CAFE (mpg) CO2 (g/mi) 

2017 39.1 220 

2018 40.5 210 

2019 42.0 201 

2020 43.7 193 

2021 43.7 204 

2022 43.7 204 

2023 43.7 204 

2024 43.7 204 

2025 43.7 204 

2026 43.7 204 

 

We emphasize again that the values in these tables are estimates and not necessarily the ultimate 

levels with which each of these manufacturers will have to comply, for reasons described above. 

EPA seeks comments on whether to proceed with the proposal to discontinue accounting for A/C 

leakage, methane emissions, and nitrous oxide emissions as part of the CO2 emissions standards 

to provide for better harmony with the CAFE program and in consideration of a more-realistic 

proposed standard, or whether to continue to consider these factors toward compliance and retain 

that as a feature that differs between the programs. A/C leakage credits, which are accounted for 

in the baseline model, have been extensively generated by manufacturers, and make up a portion 

of their compliance with EPA’s CO2 standards. In the 2016 Model Year, manufacturers averaged 

6 grams per mile equivalent in A/C leakage credits, ranging from 3 grams per mile equivalent for 

Hyundai and Kia, to 17 grams per mile equivalent for Jaguar Land Rover.
105

 As related to 

methane (CH4) and nitrous oxide (N2O) emissions, manufacturers averaged 0.1 grams per mile 

equivalent in deficits for the 2016 Model Year, with deficits ranging from 0.1 grams per mile 

equivalent for GM, Mazda, and Toyota, to 0.6 grams per mile equivalent for Nissan.
106

 

EPA notes that since the 2010 rulemaking on this subject, the agencies have accounted for the 

ability to apply A/C leakage credits by increasing EPA’s CO2 standard stringency by the average 

                                                 
104

 The estimated averages of CAFE requirements reflect the “standard setting” analysis that sets aside the potential 

to apply CAFE credits after MY 2020, and that sets aside the potential to build alternative fuel vehicles beyond 

those present in the MY 2016 fleet. 
105

 Other manufacturers’ A/C leakage credit grams per mile equivalent include: BMW, Honda, Mistubishi, Nissan, 

Toyota, and Volkswagen at 5 g/mi; Mercedes at 6 g/mi; Ford, GM, and Volvo at 7 g/mi; and FCA at 14 g/mi. 
106

 Other manufacturers’ methane and nitrous oxide deficit grams per mile equivalent include BMW at 0.2 g/mi, and 

Ford at 0.3 g/mi. FCA and Volkswagen numbers are not reported due to an ongoing investigation and/or corrective 

actions. 
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anticipated amount of credits when compared to the CAFE stringency requirements.
107

   For 

model years 2021-2025, the A/C leakage offset, or equivalent stringency increase compared to 

the CAFE standard, is 13.8 g/mi equivalent for passenger cars and 17.2 g/mi equivalent for light 

trucks.
108

  For those model years, manufacturers are currently allowed to apply A/C leakage 

credits capped at 18.8 g/mi equivalent for passenger cars and 24.4 g/mi equivalent for light 

trucks.
109

    

For methane and nitrous oxide emissions, as part of the MY 2012-2016 rulemaking, EPA 

finalized standards to cap emissions of N2O at 0.010 g/mile and CH4 at 0.030 g/mile for MY 

2012 and later vehicles.
110

  However, EPA also provided an optional CO2-equivalent approach to 

address industry concerns about technological feasibility and leadtime for the CH4 and N2O 

standards for MY 2012-2016 vehicles.  The CO2 equivalent standard option allowed 

manufacturers to fold all 2-cycle weighted N2O and CH4 emissions, on a CO2-equivalent basis, 

along with CO2, into their CO2 emissions fleet average compliance level.
111

   EPA estimated that 

on a CO2 equivalent basis, folding in all N2O and CH4 emissions could add up to 3-4 g/mile to a 

manufacturer’s overall CO2 emissions level because the equivalent standard must be used for the 

entire fleet, not just for “problem vehicles.”
112

   To address this added difficulty, EPA amended 

the MY 2012-2016 standards to allow manufacturers to use CO2 credits, on a CO2-equivalent 

basis, to meet the light-duty N2O and CH4 standards in those model years.  EPA subsequently 

extended that same credit provision to MY 2017 and later vehicles.  EPA seeks comment on 

whether to change existing methane and nitrous oxide standards that were finalized in the 2012 

rule. Specifically, EPA seeks information from the public on whether the existing standards are 

appropriate, or whether they should be revised to be less stringent or more stringent based on any 

updated data. 

If the agency moves forward with its proposal to eliminate these factors, EPA would consider 

whether it is appropriate to initiate a new rulemaking to regulate these programs independently, 

which could include an effective date that would result in no lapse in regulation of A/C leakage 

or emissions of nitrous oxide and methane.  If the agency decides to retain the A/C leakage and 

nitrous oxide and methane emissions provisions for CO2 compliance, it would likely re-insert the 

current A/C leakage offset and increase the stringency levels for CO2 compliance by the offset 

amounts described above (i.e., 13.8 g/mi equivalent for passenger cars and 17.2 g/mi equivalent 

for light trucks), and retain the current caps.   (i.e., 18.8 g/mi equivalent for passenger cars and 

24.4 g/mi equivalent for light trucks). The agency will publish an analysis of this alternative 

approach in a memo to the docket for this rulemaking.  The agency seeks comment on whether 

                                                 
107

 75 FR 25330, May 7, 2010. 
108

 77 FR 62805, Oct. 15, 2012. 
109

 77 FR 62649, Oct. 15, 2012. 
110

 75 FR 25421-24, May 7, 2010. 
111

 77 FR 62798, Oct. 15, 2012. 
112

 In the final rule for MYs 2012-2016, EPA acknowledged that advanced diesel or lean-burn gasoline vehicles of 

the future may face greater challenges meeting the CH4 and N2O standards than the rest of the fleet.  [See 75 FR 

25422, May 7, 2010]. 
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the current offsets and caps would continue to be appropriate in such circumstances, or whether 

changes are warranted. 

4.5.1.1 Minimum domestic passenger car standards  

EPCA has long required manufacturers to meet the passenger car CAFE standard with their 

domestically-manufactured and imported passenger car fleets – that is, domestic and imported 

passenger car fleets must comply separately with the passenger car CAFE standard in each 

model year.
113

  In doing so, they may use whatever flexibilities are available to them under the 

CAFE program, such as the application of CAFE credits “carried forward” from prior model 

years, transferred from other fleets, or acquired from other manufacturers.  On top of this 

requirement, EISA expressly requires each manufacturer to meet a minimum flat fuel economy 

standard for domestically manufactured passenger cars.
114

  According to the statute, the 

minimum standard shall be the greater of (A) 27.5 miles per gallon; or (B) 92% of the average 

fuel economy projected by DOT for the combined domestic and nondomestic passenger 

automobile fleets manufactured for sale in the United States by all manufacturers in the model 

year, which projection shall be published in the Federal Register when the standard for that 

model year is promulgated.
115

  NHTSA discusses this requirement in more detail in Section V.A 

of the Preamble. 

The following table lists the proposed minimum domestic passenger car standards (which very 

likely will be updated for the final rule as the agency updates its overall analysis and resultant 

projection), highlighted as “Preferred (Alternative 3),” and also calculates what those standards 

would be under the no action alternative (as issued in 2012, and as updated by today’s analysis) 

and under the other alternatives discussed below. 

Table 4-5 - Minimum Standards for Domestic Passenger Car Fleets 

Alternative 2021 2022 2023 2024 2025 2026 

No Action (2012) 42.7 44.7 46.8 49.0 51.3  

No Action (updated) 41.9 43.8 45.9 48.0 50.3 50.3 

Preferred (Alternative 

1) 

40.2  40.2  40.2  40.2  40.2  40.2  

Alternative 2 40.4 40.6 40.8 41.0 41.2 41.4 

Alternative 3 40.4 40.6 40.8 41.0 41.2 41.4 

Alternative 4 40.6 41.0 41.4 41.8 42.2 42.7 

Alternative 5 41.9 42.3 42.7 43.1 43.6 44.0 

Alternative 6 41.0 41.8 42.7 43.5 44.4 45.3 

Alternative 7 41.0 41.8 42.7 43.5 44.4 45.3 

Alternative 8 41.9 42.7 43.6 44.5 45.4 46.3 

                                                 
113

 49 U.S.C. 32904(b). 
114

 Transferred or traded credits may not be used, pursuant to 49 U.S.C. 32903(g)(4) and (f)(2), to meet the 

domestically manufactured passenger automobile minimum standard specified in 49 U.S.C. 32902(b)(4) and in 49 

CFR 531.5(d). 
115

 49 U.S.C. 32902(b)(4). 
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4.5.2 Light truck standards 

For light trucks, NHTSA and EPA are proposing CAFE and CO2 standards, respectively, 

for MYs 2021-2026 as defined by the following coefficients: 

Table 4-6 - Characteristics of Preferred Alternative – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg) 39.11 39.11 39.11 39.11 39.11 39.11 

b (mpg) 25.25 25.25 25.25 25.25 25.25 25.25 

c (gpm per s.f.) 0.000514 0.000514 0.000514 0.000514 0.000514 0.000514 

d (gpm) 0.00449 0.00449 0.00449 0.00449 0.00449 0.00449 

e (mpg) 35.41 35.41 35.41 35.41 35.41 35.41 

f (mpg) 25.25 25.25 25.25 25.25 25.25 25.25 

g (gpm per s.f.) 0.000455 0.000455 0.000455 0.000455 0.000455 0.000455 

h (gpm) 0.00960 0.00960 0.00960 0.00960 0.00960 0.00960 

CO2 Targets 

a (g/mi) 227 227 227 227 227 227 

b (g/mi) 352 352 352 352 352 352 

c (g/mi per s.f.) 4.57 4.57 4.57 4.57 4.57 4.57 

d (g/mi) 39.9 39.9 39.9 39.9 39.9 39.9 

e (g/mi) 251 251 251 251 251 251 

f (g/mi) 352 352 352 352 352 352 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3 85.3 85.3 85.3 85.3 85.3 

 

Section II.C and III of the Preamble discusses how coefficients in Table 4-6 were developed for 

this proposal.  The coefficients result in the footprint-dependent targets shown graphically below 

for MYs 2021-2026.  The MYs 2017-2020 standards are shown for comparison. 
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Figure 4-27 - Light Truck Fuel Economy Targets 

 

 

Figure 4-28 - Light Truck CO2 Targets
116

 

 

                                                 
116

 Prior to MY 2021, average achieved CO2 levels include adjustments reflecting the use of automotive refrigerants 

with reduced global warming potential (GWP) and/or the use of technologies that reduce the refrigerant leaks.  

Because EPA is today proposing separate regulations to address air conditioner leakage, CO2 targets and resultant 

fleet average requirements for model years 2021 and beyond do not reflect these adjustments. 
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While we do not know yet with certainty what CAFE and CO2 levels will ultimately be required 

of individual manufacturers because those levels will depend on the mix of vehicles they produce 

for sale in future model years, based on the market forecast of future sales NHTSA and EPA 

have used to examine today’s proposed standards, we currently estimate the target functions 

shown above would result in the following average required fuel economy and CO2 emissions 

levels for individual manufacturers during MYs 2021-2026.
117, 118

 

Table 4-7 - Average of OEMs’ CAFE and CO2 Requirements for Light Trucks 

 

Model Year 

Avg. of OEMs’ Requirements 

CAFE (mpg) CO2 (g/mi) 

2017  29.5   294  

2018  30.1   284  

2019  30.6   277  

2020  31.3   271  

2021  31.3   284  

2022  31.3   284  

2023  31.3   284  

2024  31.3   284  

2025  31.3   284  

2026  31.3   284  

 

We emphasize again that the values in these tables are estimates and not necessarily the ultimate 

levels with which manufacturers will have to comply for reasons described above. 

4.5.3 Alternative Standards Considered 

Agencies typically consider regulatory alternatives in proposals as a way of evaluating 

comparative effects of different potential ways of accomplishing their desired goal.
119

  

Alternatives analysis begins with a “no-action” alternative, typically described as what would 

occur in the absence of any regulatory action.  Today’s proposal includes a no-action alternative, 

described below, as well as seven “action alternatives” besides the proposal.  The proposal may, 

in places, be referred to as the “preferred alternative,” which is NEPA parlance, but NHTSA and 

EPA intend “proposal,” “proposed action,” and “preferred alternative” to be used 

interchangeably for purposes of this rulemaking. 

                                                 
117

 The estimated averages of CAFE requirements reflect the “standard setting” analysis that sets aside the potential 

to apply CAFE credits after MY 2020 and that sets aside the potential to build alternative fuel vehicles beyond those 

present in the MY 2016 fleet. 
118

 Prior to MY 2021, average achieved CO2 levels include adjustments reflecting the use of automotive refrigerants 

with reduced global warming potential (GWP) and/or the use of technologies that reduce the refrigerant leaks.  

Because EPA is today proposing separate regulations to address air conditioner leakage, CO2 targets and resultant 

fleet average requirements for model years 2021 and beyond do not reflect these adjustments. 
119

 As Section V.A of the Preamble explains, NEPA requires agencies to compare the potential environmental 

impacts of their proposed actions to those of a reasonable range of alternatives.  Executive Orders 12866 and 13563 

and OMB Circular A-4 also encourage agencies to evaluate regulatory alternatives in their rulemaking analyses. 



 

166 

 

Today’s notice also presents the results of analysis estimating effects under a range of other 

regulatory alternatives the agencies are considering.  Aside from the no-action alternative, 

NHTSA and EPA defined the different regulatory alternatives in terms of percent-increases in 

CAFE and CO2 stringency from year to year.  Under some alternatives, the rate of increase is the 

same for both passenger cars and light trucks; under others, the rate of increase differs.  Two 

alternatives involve a gradual discontinuation of CAFE and average CO2 adjustments reflecting 

the application of technologies that improve air conditioner efficiency or, in other ways, improve 

fuel economy under conditions not represented by long-standing fuel economy test procedures.  

For increased harmonization with NHTSA CAFE standards, under Alternatives 1-8, EPA would 

regulate tailpipe CO2 only.  Under the no action alternative, EPA would continue to regulate AC 

refrigerant leakage, nitrous oxide, and methane emissions under the CO2 standard.
120

  Like the 

baseline no-action alternative, the alternatives are more stringent than the preferred alternative. 

The agencies have examined these alternatives because the agencies intend to continue 

considering them as options for the final rule.  Comment is sought on the analysis presented here.  

Review of comments could lead to the selection of one of the other regulatory alternatives for the 

final rule.  Table 4-8 shows the different alternatives evaluated in this proposal. 

  

                                                 
120

 For the CAFE program, carbon-based tailpipe emissions (including CO2, CH4 and CO) are measured and fuel 

economy is calculated using a carbon balance equation.  EPA uses carbon-based emissions (CO2, CH4 and CO, the 

same as for CAFE) to calculate tailpipe CO2 for its standards. In addition, under the no action alternative, EPA adds 

CO2 equivalent (using Global Warming Potential (GWP) adjustment) for AC refrigerant leakage, and optionally 

nitrous oxide and methane emissions. The CAFE program does not include AC refrigerant leakage, nitrous oxide, 

and methane emissions because they do not affect fuel economy.  Under Alternatives 1-8, standards are completely 

aligned for gasoline because compliance is based on tailpipe CO2, CH4, and CO for both programs. Diesel and 

alternative fuel vehicles would continue to be treated differently between the CAFE and CO2 programs.  



 

167 

 

Table 4-8 - Regulatory Alternatives Currently under Consideration
121

 

Alternative Change in stringency A/C efficiency 

and off-cycle 

provisions 

CO2 

Equivalent AC 

Refrigerant 

Leakage, 

Nitrous Oxide 

and Methane 

Emissions 

Included for 

Compliance? 

Baseline/ 

No-Action 

MY 2021 standards remain in place; MYs 

2022-2025 augural CAFE standards are 

finalized and CO2 standards remain 

unchanged; MY 2026 standards are set at MY 

2025 levels 

No change Yes, for all 

MYs 
122

 

1 

(Proposed) 

Existing standards through MY 2020, then 

0%/year increases for both passenger cars and 

light trucks, for MYs 2021-2026 

No change No, beginning 

in MY 2021
123

 

2 Existing standards through MY 2020, then 

0.5%/year increases for both passenger cars 

and light trucks, for MYs 2021-2026 

No change No, beginning 

in MY 2021 

3 Existing standards through MY 2020, then 

0.5%/year increases for both passenger cars 

and light trucks, for MYs 2021-2026 

Phase out these 

adjustments 

over MYs 2022-

2026 

No, beginning 

in MY 2021 

4 Existing standards through MY 2020, then 

1%/year increases for passenger cars and 

2%/year increases for light trucks, for MYs 

2021-2026 

No change No, beginning 

in MY 2021 

5 Existing standards through MY 2021, then 

1%/year increases for passenger cars and 

2%/year increases for light trucks, for MYs 

2022-2026 

No change No, beginning 

in MY 2021 

6 Existing standards through MY 2020, then 

2%/year increases for passenger cars and 

3%/year increases for light trucks, for MYs 

2021-2026 

No change No, beginning 

in MY 2021 

7 Existing standards through MY 2020, then 

2%/year increases for passenger cars and 

3%/year increases for light trucks, for MYs 

Phase out these 

adjustments 

over MYs 2022-

No, beginning 

in MY 2021 

                                                 
121

 These alternatives would apply to CO2. 
122

 Carbon dioxide equivalent of air conditioning refrigerant leakage, nitrous oxide and methane emissions are 

included for compliance with the EPA standards for all MYs under the baseline/no action alternative. Carbon 

dioxide equivalent is calculated using the Global Warming Potential (GWP) of each of the emissions. 
123

 Beginning in MY 2021, the proposal provides that the GWP equivalents of air conditioning refrigerant leakage, 

nitrous oxide and methane emissions would no longer be able to be included with the tailpipe CO2 for compliance 

with tailpipe CO2 standards.  
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2021-2026 2026 

8 Existing standards through MY 2021, then 

2%/year increases for passenger cars and 

3%/year increases for light trucks, for MYs 

2022-2026 

No change No, beginning 

in MY 2021 
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4.6 Definition of alternatives 

4.6.1 No-Action Alternative 

The No-Action Alternative applies the augural CAFE and final GHG targets announced in 2012 

for MYs 2021-2025. For MY 2026, this alternative applies the same targets as for MY 2025. 

Carbon dioxide equivalent of air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are included for compliance with the EPA standards for all model years under the 

baseline/no action alternative.  

Table 4-9 - Characteristics of No-Action Alternative – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg) 50.83 53.21 55.71 58.32 61.07 61.07 

b (mpg) 38.02 39.79 41.64 43.58 45.61 45.61 

c (gpm per s.f.) 0.000442 0.000423 0.000404 0.000387 0.000370 0.000370 

d (gpm) 0.00155 0.00146 0.00137 0.00129 0.00121 0.00121 

CO2 Targets 

a (g/mi) 157 150 143 137 131 131 

b (g/mi) 215 205 196 188 179 179 

c (g/mi per s.f.) 3.84 3.69 3.54 3.40 3.26 3.26 

d (g/mi) -0.4 -1.1 -1.8 -2.5 -3.2 -3.2 

 

Table 4-10 - Characteristics of No-Action Alternative – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg) 41.80 43.79 45.89 48.09 50.39 50.39 

b (mpg) 25.25 26.29 27.53 28.83 30.19 30.19 

c (gpm per s.f.) 0.000482 0.000461 0.000440 0.000421 0.000402 0.000402 

d (gpm) 0.00416 0.00394 0.00373 0.00353 0.00334 0.00334 

e (mpg) 35.41 35.41 35.41 35.41 35.41 35.41 

f (mpg) 25.25 25.25 25.25 25.25 25.25 25.25 

g (gpm per s.f.) 0.000455 0.000455 0.000455 0.000455 0.000455 0.000455 

h (gpm) 0.00960 0.00960 0.00960 0.00960 0.00960 0.00960 

CO2 Targets 

a (g/mi) 195 186 176 168 159 159 

b (g/mi) 335 321 306 291 277 277 

c (g/mi per s.f.) 4.28 4.09 3.91 3.74 3.58 3.58 

d (g/mi) 19.8 17.8 16.0 14.2 12.5 12.5 

e (g/mi) 318 318 318 318 318 318 

f (g/mi) 342 342 342 342 342 342 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 75.0 75.0 75.0 75.0 75.0 75.0 

4.6.2 Alternative 1 (Proposed) 
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Alternative 1 holds the stringency of targets constant and MY 2020 levels through MY 2026. 

Beginning in MY 2021, air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are no longer included with the tailpipe CO2 for compliance with tailpipe CO2 

standards.  Section 4.5 defines this alternative in greater detail. 

4.6.3 Alternative 2 

Alternative 2 increases the stringency of targets annually during MYs 2021-2026 (on a gallon per 

mile basis, starting from MY 2020) by 0.5% for passenger cars and 0.5% for light trucks. 

Beginning in MY 2021, air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are no longer included with the tailpipe CO2 for compliance with tailpipe CO2 

standards.   

Table 4-11 - Characteristics of Alternative 2 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  48.99   49.23   49.48   49.73   49.98   50.23  

b (mpg)  36.65   36.84   37.02   37.21   37.39   37.58  

c (gpm per s.f.)  0.000458   0.000456   0.000453   0.000451   0.000449   0.000447  

d (gpm)  0.00163   0.00163   0.00162   0.00161   0.00160   0.00159  

CO2 Targets 

a (g/mi)  181   181   180   179   178   177  

b (g/mi)  242   241   240   239   238   236  

c (g/mi per s.f.)  4.07   4.05   4.03   4.01   3.99   3.97  

d (g/mi)  14.5   14.5   14.4   14.3   14.2   14.2  

 

Table 4-12 - Characteristics of Alternative 2 – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  39.31   39.51   39.70   39.90   40.10   40.31  

b (mpg)  25.37   25.50   25.63   25.76   25.89   26.02  

c (gpm per s.f.)  0.000511   0.000509   0.000506   0.000504   0.000501   0.000499  

d (gpm)  0.00447   0.00445   0.00443   0.00440   0.00438   0.00436  

e (mpg)  35.41   35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25   25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455   0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960   0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi)  226   225   224   223   222   220  

b (g/mi)  350   348   347   345   343   342  

c (g/mi per s.f.)  4.55   4.52   4.50   4.48   4.45   4.43  

d (g/mi)  39.7   39.5   39.3   39.1   38.9   38.8  

e (g/mi)  251   251   251   251   251   251  

f (g/mi)  352   352   352   352   352   352  

g (g/mi per s.f.)  4.04   4.04   4.04   4.04   4.04   4.04  
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h (g/mi)  85.3   85.3   85.3   85.3   85.3   85.3  
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4.6.4 Alternative 3 

Alternative 3 phases out A/C and off-cycle adjustments and increases the stringency of targets 

annually during MYs 2021-2026 (on a gallon per mile basis, starting from MY 2020) by 0.5% 

for passenger cars and 0.5% for light trucks. The cap on adjustments for AC efficiency 

improvements declines from 6 grams per mile in MY 2021 to 5, 4, 3, 2, and 0 grams per mile in 

MYs 2022, 2023, 2024, 2025, and 2026, respectively. The cap on adjustments for off-cycle 

improvements declines from 10 grams per mile in MY 2021 to 8, 6, 4, 2, and 0 grams per mile in 

MYs 2022, 2023, 2024, 2025, and 2026, respectively.  Beginning in MY 2021, air conditioning 

refrigerant leakage, nitrous oxide, and methane emissions are no longer included with the 

tailpipe CO2 for compliance with tailpipe CO2 standards. 

Table 4-13 - Characteristics of Alternative 3 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  48.99   49.23   49.48   49.73   49.98   50.23  

b (mpg)  36.65   36.84   37.02   37.21   37.39   37.58  

c (gpm per s.f.)  0.000458   0.000456   0.000453   0.000451   0.000449   0.000447  

d (gpm)  0.00163   0.00163   0.00162   0.00161   0.00160   0.00159  

CO2 Targets 

a (g/mi) 181 181 180 179 178 177 

b (g/mi) 242 241 240 239 238 236 

c (g/mi per s.f.) 4.07 4.05 4.03 4.01 3.99 3.97 

d (g/mi) 14.5 14.5 14.4 14.3 14.2 14.2 

Table 4-14 - Characteristics of Alternative 3 – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  39.31   39.51   39.70   39.90   40.10   40.31  

b (mpg)  25.37   25.50   25.63   25.76   25.89   26.02  

c (gpm per s.f.)  0.000511   0.000509   0.000506   0.000504   0.000501   0.000499  

d (gpm)  0.00447   0.00445   0.00443   0.00440   0.00438   0.00436  

e (mpg)  35.41   35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25   25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455   0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960   0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi) 226 225 224 223 222 220 

b (g/mi) 350 348 347 345 343 342 

c (g/mi per s.f.) 4.55 4.52 4.50 4.48 4.45 4.43 

d (g/mi) 39.7 39.5 39.3 39.1 38.9 38.8 

e (g/mi) 251 251 251 251 251 251 

f (g/mi) 352 352 352 352 352 352 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3 85.3 85.3 85.3 85.3 85.3 
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4.6.5 Alternative 4 

Alternative 4 increases the stringency of targets annually during MYs 2021-2026 (on a gallon per 

mile basis, starting from MY 2020) by 1.0% for passenger cars and 2.0% for light trucks. 

Beginning in MY 2021, air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are no longer included with the tailpipe CO2 for compliance with tailpipe CO2 

standards.   

Table 4-15 - Characteristics of Alternative 4 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  49.23   49.73   50.23   50.74   51.25   51.77  

b (mpg)  36.84   37.21   37.58   37.96   38.35   38.73  

c (gpm per s.f.)  0.000456   0.000451   0.000447   0.000442   0.000438   0.000433  

d (gpm)  0.00163   0.00161   0.00159   0.00158   0.00156   0.00155  

CO2 Targets 

a (g/mi) 181 179 177 175 173 172 

b (g/mi) 241 239 236 234 232 229 

c (g/mi per s.f.) 4.05 4.01 3.97 3.93 3.89 3.85 

d (g/mi) 14.5 14.3 14.2 14.0 13.9 13.7 

Table 4-16 - Characteristics of Alternative 4 – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  39.91   40.72   41.56   42.40   43.27   44.15  

b (mpg)  25.76   26.29   26.82   27.37   27.93   28.50  

c (gpm per s.f.)  0.000504   0.000494   0.000484   0.000474   0.000465   0.000455  

d (gpm)  0.00440   0.00432   0.00423   0.00415   0.00406   0.00398  

e (mpg)  35.41   35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25   25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455   0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960   0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi) 223 218 214 210 205 201 

b (g/mi) 345 338 331 325 318 312 

c (g/mi per s.f.) 4.48 4.39 4.30 4.21 4.13 4.05 

d (g/mi) 39.1 38.4 37.6 36.8 36.1 35.4 

e (g/mi) 251 251 251 251 251 251 

f (g/mi) 352 352 352 352 352 352 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3 85.3 85.3 85.3 85.3 85.3 
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4.6.6 Alternative 5 

Alternative 5 increases the stringency of targets annually during MYs 2022-2026 (on a gallon per 

mile basis, starting from MY 2021) by 1.0% for passenger cars and 2.0% for light trucks. 

Beginning in MY 2021, air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are no longer included with the tailpipe CO2 for compliance with tailpipe CO2 

standards, and MY 2021 CO2 targets are adjusted accordingly.   

Table 4-17 - Characteristics of Alternative 5 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  50.83   51.34   51.86   52.39   52.92   53.45  

b (mpg)  38.02   38.40   38.79   39.18   39.58   39.98  

c (gpm per s.f.)  0.000442   0.000437   0.000433   0.000429   0.000425   0.000420  

d (gpm)  0.00155   0.00154   0.00152   0.00151   0.00149   0.00148  

CO2 Targets 

a (g/mi) 175 173 171 170 168 166 

b (g/mi) 234 231 229 227 225 222 

c (g/mi per s.f.) 3.93 3.89 3.85 3.81 3.77 3.73 

d (g/mi) 13.8 13.7 13.5 13.4 13.3 13.1 

Table 4-18 - Characteristics of Alternative 5 – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  41.80   42.65   43.52   44.41   45.32   46.24  

b (mpg)  25.25   25.76   26.29   26.82   27.37   27.93  

c (gpm per s.f.)  0.000482   0.000472   0.000463   0.000454   0.000445   0.000436  

d (gpm)  0.00416   0.00408   0.00400   0.00392   0.00384   0.00376  

e (mpg)  35.41   35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25   25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455   0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960   0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi) 213 208 204 200 196 192 

b (g/mi) 352 345 338 331 325 318 

c (g/mi per s.f.) 4.28 4.20 4.11 4.03 3.95 3.87 

d (g/mi) 37.0 36.3 35.5 34.8 34.1 33.4 

e (g/mi) 251 251 251 251 251 251 

f (g/mi) 352 352 352 352 352 352 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3 85.3 85.3 85.3 85.3 85.3 
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4.6.7 Alternative 6 

Alternative 6 increases the stringency of targets annually during MYs 2021-2026 (on a gallon per 

mile basis, starting from MY 2020) by 2.0% for passenger cars and 3.0% for light trucks. 

Beginning in MY 2021, air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are no longer included with the tailpipe CO2 for compliance with tailpipe CO2 

standards.   

Table 4-19 - Characteristics of Alternative 7 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  49.74   50.75   51.79   52.84   53.92   55.02  

b (mpg)  37.21   37.97   38.75   39.54   40.34   41.17  

c (gpm per s.f.)  0.000451   0.000442   0.000433   0.000425   0.000416   0.000408  

d (gpm)  0.00161   0.00158   0.00155   0.00152   0.00149   0.00146  

CO2 Targets 

a (g/mi) 179 175 172 168 165 162 

b (g/mi) 239 234 229 225 220 216 

c (g/mi per s.f.) 4.01 3.93 3.85 3.77 3.70 3.62 

d (g/mi) 14.3 14.0 13.7 13.5 13.2 12.9 

Table 4-20 - Characteristics of Alternative 6 – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  40.32   41.57   42.85   44.18   45.55   46.95  

b (mpg)  26.03   26.83   27.66   28.52   29.40   30.31  

c (gpm per s.f.)  0.000499   0.000484   0.000469   0.000455   0.000441   0.000428  

d (gpm)  0.00436   0.00423   0.00410   0.00398   0.00386   0.00374  

e (mpg)  35.41   35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25   25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455   0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960   0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi) 220 214 207 201 195 189 

b (g/mi) 341 331 321 312 302 293 

c (g/mi per s.f.) 4.43 4.30 4.17 4.04 3.92 3.80 

d (g/mi) 38.7 37.6 36.5 35.4 34.3 33.3 

e (g/mi) 251 251 251 251 251 251 

f (g/mi) 352 352 352 352 352 352 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3 85.3 85.3 85.3 85.3 85.3 
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4.6.8 Alternative 7 

Alternative 7 phases out A/C and off-cycle adjustments and increases the stringency of targets 

annually during MYs 2021-2026 (on a gallon per mile basis, starting from MY 2020) by 1.0% 

for passenger cars and 2.0% for light trucks. The cap on adjustments for AC efficiency 

improvements declines from 6 grams per mile in MY 2021 to 5, 4, 3, 2, and 0 grams per mile in 

MYs 2022, 2023, 2024, 2025, and 2026, respectively. The cap on adjustments for off-cycle 

improvements declines from 10 grams per mile in MY 2021 to 8, 6, 4, 2, and 0 grams per mile in 

MYs 2022, 2023, 2024, 2025, and 2026, respectively.  Beginning in MY 2021, air conditioning 

refrigerant leakage, nitrous oxide, and methane emissions are no longer included with the 

tailpipe CO2 for compliance with tailpipe CO2 standards. 

Table 4-21 - Characteristics of Alternative 7 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  49.74   50.75   51.79   52.84   53.92   55.02  

b (mpg)  37.21   37.97   38.75   39.54   40.34   41.17  

c (gpm per s.f.)  0.000451   0.000442   0.000433   0.000425   0.000416   0.000408  

d (gpm)  0.00161   0.00158   0.00155   0.00152   0.00149   0.00146  

CO2 Targets 

a (g/mi) 179 175 172 168 165 162 

b (g/mi) 239 234 229 225 220 216 

c (g/mi per s.f.) 4.01 3.93 3.85 3.77 3.70 3.62 

d (g/mi) 14.3 14.0 13.7 13.5 13.2 12.9 

Table 4-22 - Characteristics of Alternative 7 – Light Trucks 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  40.32   41.57   42.85   44.18   45.55   46.95  

b (mpg)  26.03   26.83   27.66   28.52   29.40   30.31  

c (gpm per s.f.)  0.000499   0.000484   0.000469   0.000455   0.000441   0.000428  

d (gpm)  0.00436   0.00423   0.00410   0.00398   0.00386   0.00374  

e (mpg)  35.41   35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25   25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455   0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960   0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi) 220 214 207 201 195 189 

b (g/mi) 341 331 321 312 302 293 

c (g/mi per s.f.) 4.43 4.30 4.17 4.04 3.92 3.80 

d (g/mi) 38.7 37.6 36.5 35.4 34.3 33.3 

e (g/mi) 251 251 251 251 251 251 

f (g/mi) 352 352 352 352 352 352 

g (g/mi per s.f.) 4.04 4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3 85.3 85.3 85.3 85.3 85.3 
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4.6.9 Alternative 8 

Alternative 8 increases the stringency of targets annually during MYs 2022-2026 (on a gallon per 

mile basis, starting from MY 2021) by 2.0% for passenger cars and 3.0% for light trucks. 

Beginning in MY 2021, air conditioning refrigerant leakage, nitrous oxide, and methane 

emissions are no longer included with the tailpipe CO2 for compliance with tailpipe CO2 

standards, and MY 2021 CO2 targets are adjusted accordingly.   

Table 4-23 - Characteristics of Alternative 8 – Passenger Cars 

 2021 2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  50.83   51.87   52.93   54.01   55.11   56.23  

b (mpg)  38.02   38.80   39.59   40.40   41.22   42.06  

c (gpm per s.f.)  0.000442   0.000433   0.000424   0.000416   0.000408   0.000399  

d (gpm)  0.00155   0.00152   0.00149   0.00146   0.00143   0.00141  

CO2 Targets 

a (g/mi) 175 171 168 165 161 158 

b (g/mi) 234 229 224 220 216 211 

c (g/mi per s.f.) 3.93 3.85 3.77 3.70 3.62 3.55 

d (g/mi) 13.8 13.5 13.3 13.0 12.7 12.5 

Table 4-24 - Characteristics of Alternative 8 – Light Trucks 

 2021  2022 2023 2024 2025 2026 

Fuel Economy Targets 

a (mpg)  41.80    43.09   44.42   45.80   47.21   48.67  

b (mpg)  25.25    26.03   26.83   27.66   28.52   29.40  

c (gpm per s.f.)  0.000482    0.000468   0.000453   0.000440   0.000427   0.000414  

d (gpm)  0.00416    0.00404   0.00392   0.00380   0.00369   0.00358  

e (mpg)  35.41    35.41   35.41   35.41   35.41   35.41  

f (mpg)  25.25    25.25   25.25   25.25   25.25   25.25  

g (gpm per s.f.)  0.000455    0.000455   0.000455   0.000455   0.000455   0.000455  

h (gpm)  0.00960    0.00960   0.00960   0.00960   0.00960   0.00960  

CO2 Targets 

a (g/mi) 213  206 200 194 188 183 

b (g/mi) 352  341 331 321 312 302 

c (g/mi per s.f.) 4.28  4.15 4.03 3.91 3.79 3.68 

d (g/mi) 37.0  35.9 34.8 33.8 32.8 31.8 

e (g/mi) 251  251 251 251 251 251 

f (g/mi) 352  352 352 352 352 352 

g (g/mi per s.f.) 4.04  4.04 4.04 4.04 4.04 4.04 

h (g/mi) 85.3  85.3 85.3 85.3 85.3 85.3 
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5 Effect of Other Governmental Vehicle Standards On Fuel Economy 

5.1 Introduction 

The Energy Policy and Conservation Act (EPCA or the Act) requires fuel economy standards for 

passenger cars and light trucks be set at the maximum feasible level after considering the 

following criteria: (1) technological feasibility, (2) economic practicability, (3) the effect of other 

government standards on fuel economy, and (4) the need of the nation to conserve energy. This 

chapter discusses effects of other government regulations on model year (MY) 2021-2026 

passenger cars and light trucks in terms of added vehicle weight, using MY 2016 as the baseline 

(or the model year to be compared with). The analysis includes the cost for offsetting the vehicle 

weight increase caused by other government regulations as part of the application of mass 

reduction technology. For mass reduction technology, the net amount of mass reduction includes 

the mass reduction associated with material substitution and redesign and the increase in mass 

associated with meeting requirements imposed by finalized safety regulations and voluntary 

National Highway Traffic Safety Administration (NHTSA) and IIHS guidelines. For other safety 

technology, this analysis assumes manufacturers choosing to add those safety features will 

remove enough weight from vehicles to offset the added weight of those technologies. This 

analysis notes this assumption was made in the analysis for the 2012 final regulatory impact 

analysis (FRIA) for the MY 2017 and later CAFE rule. 

5.2 The Effect on Weight of Safety Standards and Voluntary Safety Improvements 

Safety improvements affect a manufacturer’s ability to improve fuel economy to the extent 

technologies that improve fuel economy increase vehicle weight, therefore, reducing fuel 

economy. The agency’s estimates of how much weight various safety improvements might add 

are based on NHTSA-sponsored cost and weight tear-down studies. The studies are conducted on 

vehicles representing an average application of safety technology, so the weight and costs are 

representative of average applications. 

Regarding safety standards, this analysis has broken down into two parts - First, those NHTSA 

final rules with known effective dates between MY 2016 and MY 2026; second, proposed rules or 

potential rules that could become effective before MY 2026 but do not currently have effective 

dates. 

5.2.1 Weight Effects of Required Safety Standards (Final Rules with Known Effective 

Dates) 

NHTSA has issued two safety standards becoming effective for passenger cars and light trucks 

between MY 2016 and MY 2025. This analysis examined the potential effect of these final rules 

on the vehicle weight of passenger cars and light trucks using MY 2016 as the baseline. The safety 

standards with effective dates are summarized in Table 5-1. 
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Table 5-1 - Safety Standards and Effective Dates Using MY 2016 Vehicles as Baseline Fleet 

Safety Standard Effective Date 

FMVSS No.141, Minimum Sound Requirements for 

Hybrid and Electric Vehicles, final rule
124

 
This rule is effective September 1, 2020.

125
 

FMVSS No. 111, Rear Visibility This rule became effective June 6, 2016.
126

 

 

5.2.2 FMVSS 141, Minimum Sound Requirements for Hybrid and Electric Vehicles 

To reduce the risk of pedestrian crashes, especially for the blind and visually-impaired, and to 

satisfy the mandate in the Pedestrian Safety Enhancement Act (PSEA) of 2010, NHTSA issued a 

new Federal Motor Vehicle Safety Standard (FMVSS) setting minimum sound requirements for 

hybrid and electric vehicles. The new standard requires hybrid and electric passenger cars, light 

trucks and vans (LTVs), and low speed vehicles (LSVs) to produce sounds meeting the 

requirements of this standard. This final rule applies to electric vehicles (EVs) and to hybrid 

vehicles (HVs) capable of propulsion in any forward or reverse gear without the vehicle’s 

internal combustion engine (ICE) operating. This standard will help ensure blind, visually 

impaired, and other pedestrians are able to detect and recognize nearby hybrid and electric 

vehicles, as required by the PSEA. 

The addition of wiring and a speaker will add weight to vehicles, which would consequently 

increase their lifetime use of fuel. The average weight gain for a light vehicle is estimated to be 

1.5 pounds (based upon a similar waterproof speaker used for marine purposes).
127

 

5.2.3 FMVSS 111, Rear Visibility 

To reduce the risk of backover crashes involving vulnerable populations (including young 

children) and to satisfy the mandate of the Cameron Gulbransen Kids Transportation Safety Act 

of 2007, NHTSA issued a final rule expanding the required field of view for all passenger cars, 

                                                 
124

 Docket No. NHTSA–2016–0125, RIN 2127–AK93. 
125

 Compliance date - Compliance with FMVSS No. 141 and related regulations, is required for all hybrid and 

electric vehicles to which the regulations are applicable beginning September 1, 2020. (The initial compliance date 

for newly manufactured vehicles under the 50-percent phase-in as specified in FMVSS No. 141 is delayed by one 

year to September 1, 2019.)  A 50-percent phase-in must be achieved by September 1, 2019, and the deadline date 

for full compliance of all vehicles subject to requirements of the safety standard is September 1, 2020. 

https://www.federalregister.gov/documents/2018/02/26/2018-03721/federal-motor-vehicle-safety-standard-no-141-

minimum-sound-requirements-for-hybrid-and-electric  
126

 Compliance Date - Compliance is required, in accordance with the phase-in schedule, beginning May 1, 2016. 

Full compliance is required May 1, 2018. The phase-in - 0% of vehicles manufactured before May 1, 2016; 

10% of the vehicles manufactured on or after May 1, 2016, and before May 1, 2017; 40% of vehicles manufactured 

on or after May 1, 2017, and before May 1, 2018; and 100% of vehicles manufactured on or after May 1, 2018. 

https://www.federalregister.gov/documents/2014/04/07/2014-07469/federal-motor-vehicle-safety-standards-rear-

visibility 
127

 For the final regulatory analysis (FRIA), see - https://www.regulations.gov/document?D=NHTSA-2016-0125-

0011. 

https://www.federalregister.gov/documents/2018/02/26/2018-03721/federal-motor-vehicle-safety-standard-no-141-minimum-sound-requirements-for-hybrid-and-electric
https://www.federalregister.gov/documents/2018/02/26/2018-03721/federal-motor-vehicle-safety-standard-no-141-minimum-sound-requirements-for-hybrid-and-electric
https://www.federalregister.gov/documents/2014/04/07/2014-07469/federal-motor-vehicle-safety-standards-rear-visibility
https://www.federalregister.gov/documents/2014/04/07/2014-07469/federal-motor-vehicle-safety-standards-rear-visibility
https://www.regulations.gov/document?D=NHTSA-2016-0125-0011
https://www.regulations.gov/document?D=NHTSA-2016-0125-0011
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trucks, multipurpose passenger vehicles, buses, and low speed vehicles with a gross vehicle 

weight of less than 10,000 pounds.
128

 The agency anticipates the final rule will significantly 

reduce backover crashes involving children, persons with disabilities, the elderly, and other 

pedestrians, who currently have the highest risk associated with backover crashes. Specifically, 

the rule specifies an area behind the vehicle must be visible to the driver when the vehicle is 

placed into reverse and other related performance requirements. The agency anticipates, in the 

near term, vehicle manufacturers will use rearview video systems and in-vehicle visual displays 

to meet requirements. 

As part of the rear visibility rulemaking effort, NHTSA performed a teardown study. The 

objective of the study was to provide cost estimates for 3 ultrasonic sensor systems and 3 camera 

systems.
129

  The weight of the ultrasonic sensor systems ranges from 0.8683 lb. to 1.4803 lb.; the 

weight of the radar systems ranges from 1.3882 lb. (with camera and display in the mirror) to 

7.2209 lb. (camera and navigational display system).  

5.2.4 Weight Effects of Proposed Rules or Voluntary Safety Improvements Potentially 

Affecting MY 2021 and Later Vehicles  

NHTSA has proposed 31 motor vehicle-related safety rules during the last 7 years, September 1, 

2012, to February 8, 2018. Among the 31 proposed rules, only two proposed rules, V2V 

Communications (V2V) and Event Data Recorders (EDR, Part 563), could affect the weight of 

MY 2021 and later model year vehicles. For these two proposed rules, only V2V is considered 

for the CAFE rulemaking because any weight added to meet the prosed EDR rule would be 

insignificant. 

FMVSS No. 150 would mandate vehicle-to-vehicle (V2V) communications for new light 

vehicles and standardization of the message and format of V2V transmissions. This would create 

an information environment where vehicle and device manufacturers could create and implement 

applications to improve safety, mobility, and the environment.  

The agency estimated V2V requirements would add 3.06 lbs. to 3.38 lbs., for each vehicle,
130

 as 

shown in Table 5-2. 

  

                                                 
128

 49 CFR Part 571, Docket No. NHTSA–2010–0162, RIN 2127–AK43, Federal Motor Vehicle Safety, Standards; 

Rear Visibility. The final rule became effective June 6, 2014. Compliance Date - Compliance was required, in 

accordance with the phase-in schedule, beginning on May 1, 2016. Full compliance is required May 1, 2018.  
129

 For the FRIA, see - https://www.regulations.gov/document?D=NHTSA-2010-0162-0255. 
130

 49 CFR Part 571, Docket No. NHTSA–2016–0126, RIN 2127–AL55. 

https://www.regulations.gov/document?D=NHTSA-2010-0162-0255
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Table 5-2 - Summary of V2V Component Consumer Costs Per Affected Vehicle 

Items Weight (lbs.) 

One radio system Two radio system 

Parts 2.91 3.23 

Installation hardware 0.26 0.26 

Total 3.17 3.49 

 

5.2.5 Voluntary measures that could affect weight 

There are other voluntary measures some manufacturers identified as potentially increasing 

weight substantially. These include: 

 Voluntary Safety Improvements - On September 12, 2017, NHTSA released Automated 

Driving Systems 2.0 - A Vision for Safety (ADS 2.0) and requested public comment. 

NHTSA issued ADS 2.0 as the next step on the path forward for the safe testing and 

deployment of automated driving systems (ADSs).
131

  ADS 2.0 provides voluntary 

guidance to support the automotive industry and other key stakeholders as they consider 

and design best practices for the testing and deployment of ADSs, best practices for 

legislatures, as well as a framework for states to develop procedures and considerations 

for the safe operation of ADSs on public roadways. However, we note ADS 2.0 is non-

binding guidance that will be revised over time.  Nevertheless, we included estimates of 

additional weight that might be because of these ADSs to be conservative as to the 

potential effects of these ADSs on fuel economy. However, these additional weight 

estimates were not included in the passenger car or light duty truck cost curve, or these 

weights added to the resulting curb weight after mass reduction in the Autonomie drive 

cycle simulations to estimate increase in fuel consumption. 

 New Car Assessment Program (NCAP) - NHTSA issued a request for comments (RFC) in 

December 2015 to seek comments on NHTSA’s proposed plan to advance capabilities 

and safety outcomes of NCAP. These have yet to be proposed, so their effect is 

unknown.
132

 

 IIHS Testing of a Narrow Frontal Overlap Test - The test is to improve occupant 

protections in frontal crashes when the front left corner of a vehicle collides with another 

vehicle or an object like a tree or utility pole. NHTSA used the MY 2011 Honda 

                                                 
131

 Department of Transportation National Highway Traffic Safety Administration, Docket No. NHTSA–2017–

0082, Automated Driving Systems 2.0 - A Vision for Safety; Listening Session.  
132

 NHTSA’s NCAP provides comparative information on the safety of new vehicles to assist consumers with 

vehicle purchasing decisions and encourage motor vehicle manufacturers to make vehicle safety improvements. To 

keep pace with advancements in occupant protection and the introduction of advanced technologies, NHTSA has 

periodically updated the program. For additional information, see 

https://www.federalregister.gov/documents/2015/12/16/2015-31323/new-car-assessment-program. 

https://www.federalregister.gov/documents/2015/12/16/2015-31323/new-car-assessment-program
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Accord
133

 to estimate the countermeasure mass addition to meet IIHS narrow frontal 

overlap test (also known as small overlap test). This study estimated the mass addition of 

6.6kg to passenger car vehicles. The cost curves developed for passenger cars and full-size 

light duty trucks
134

 includes the mass addition from the countermeasure to meet the IIHS 

narrow frontal overlap test, light-weighting technology applied to the countermeasure and 

cost associated with light-weighting. 

 Pedestrian Protection - The agency may propose the Global Technical Regulation on 

pedestrian protection. Effective dates are undetermined. Potential weight increases for 

pedestrian head and leg protection have not yet been identified, but the leg protection part 

of the standard has the potential to add weight to the front of the vehicle by changing the 

material used on front end to a softer material. 

There are several advanced driver assistance systems being developed or implemented, as 

partially listed below: 

 Forward Collision Warning and Automated Braking, 

 Lane Departure Warning, and 

 Intelligent Headlamps. 

Forward Collision Warning and Automated Braking - As a NHTSA research project, we examined 

forward collision warning (FCW) and automated braking (AEB). As part of the effort, the agency 

conducted a cost teardown study of a variety of these systems. The cost teardown study shows 

these technologies would add less than one pound (0.694lbs., FCW only) to 0.64 pounds, as shown in 

Table 5-3.
135

 

 

  

                                                 
133

 DOT HS 812 237. 
134

 DOT HS 812 487. 
135

 Docket no. - NHTSA-2011-0066-0011. www.regulations.gov. 

http://www.regulations.gov/
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Table 5-3 - Weight of FCW and Automated Brakes 

Vehicle 

System Features 
Weight 

(lbs.) Camera Radar FCW 
Dynamic Brake 

Support (DBS)
136

 

Crash Imminent 

Braking (CIB) 

2012 Chevy 

Equinox LTZ 
Yes No Yes No No 0.694 

2010 Ford 

Taurus 
No Yes Yes Yes No 3.598 

2010 Lexus ES No Yes Yes yes No 2.610 

2010 Audi A6 Yes Yes Yes Yes Yes 4.762 

2010 Volvo 

S80 
Yes Yes Yes Yes Yes 6.449 

Lane Departure Warning - This is another research project that led to the conclusion lane departure 

warning systems could add 0.31 (0.3081) pounds to 3.00 (2.9708) pounds to each vehicle, on 

average of 1.22 (1.2226) pounds. It could use the same camera behind the mirror that might be 

used for a forward collision warning system, discussed above.
137

 

Intelligent Headlamps - There are several different types of intelligent headlamps being 

developed by vehicle manufactures. In general, these intelligent headlight systems automatically 

adjust depending on traffic conditions and environment. Although these technologies would add 

a certain amount of weight to the front of a vehicle, weight data is unavailable. 

5.3 Summary – Overview of Anticipated Weight Increases 

Table 5-4 through Table 5-6 summarizes estimates made by NHTSA regarding the weight added 

by the above discussed standards or potential voluntary safety improvements with the MY 2016 

baseline, which would have weight effects on MY 2021 and later MY vehicles. NHTSA 

estimates weight additions required by final rules will add 2.37-8.72 pounds for light vehicles 

(passenger cars and light trucks). Additionally, the proposed FMVSS No. 150 and the ADSs 

considered would add 3.17-3.49 pounds and 1.92-7.68 pounds, respectively.  

                                                 
136

 If the driver brakes, but not hard enough to avoid the crash, DBS automatically supplements the driver’s braking 

in an effort to avoid the crash. If the driver does not take any action to avoid the crash, CIB automatically applies the 

vehicle’s brakes to slow or stop the car, avoiding the crash or reducing its severity. In 2015, 33.4% of all police-

reported crashes involved a rear-end collision with another vehicle as the first harmful event in the crash. NHTSA 

believes advanced crash avoidance and mitigation technologies like DIB and CBS systems could help in this area. 

NHTSA’s extensive research on this technology and on relevant performance measures showed a number of AEB 

systems available in the marketplace are capable of avoiding or reducing the severity of rear-end crashes in certain 

situations. 
137

 Docket - NHTSA-2011-0066   https://www.regulations.gov/document?D=NHTSA-2011-0066-0033.  

https://www.regulations.gov/document?D=NHTSA-2011-0066-0033
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Table 5-4 - Summary Weight Additions Because of Final Rules  

Comparing MY 2021 to MY 2016 Baseline fleet 

Final Rules by 

FMVSS No. 

Passenger Cars 

Added Weight 

(pounds)* 

Passenger Cars 

Added Weight 

(kilograms) 

Light Trucks 

Added Weight 

(pounds) 

Light Trucks 

Added Weight 

(kilograms) 

FMVSS 141 1.50 0.68 1.50 0.68 

FMVSS 111 4.60
138

 2.09 4.60 2.09 

Final Rules Subtotal 6.1 2.77 6.1 2.77 

* The numbers were rounded to two decimal points. 

 

Table 5-5 - Summary Weight Additions Because of Proposed Rules  

Comparing MY 2021 to MY 2016 Baseline Fleet 

Final Rules by 

FMVSS No. 

Passenger Cars 

Added Weight 

(pounds) 

Passenger Cars 

Added Weight 

(kilograms) 

Light Trucks 

Added Weight 

(pounds) 

Light Trucks 

Added Weight 

(kilograms) 

FMVSS 150 3.17-3.49 1.44-1.58 3.17-3.49 1.44-1.58 

 

Table 5-6 - Summary Weight Additions Because of Voluntary Safety  

Improvements Comparing MY 2021 to MY 2016 Baseline fleet 

Technology 

Passenger Cars 

Added Weight 

(pounds) 

Passenger Cars 

Added Weight 

(kilograms) 

Light Trucks 

Added Weight 

(pounds) 

Light Trucks 

Added Weight 

(kilograms) 

FCW/AEB 0.69-6.45 0.31-2.93 0.69-6.45 0.31-2.93 

Lane Departure 

Warning 
1.226 0.55 1.226 0.55 

 

  

                                                 
138

 DOT HS 812 354. 



 

185 

 

6 Corporate Average Fuel Economy Compliance Simulation Modeling in 

Response to Regulatory Alternatives 

This analysis made significant use of results produced by the CAFE Compliance and Effects 

Model (commonly referred to as the “CAFE model”), which DOT’s Volpe National 

Transportation Systems Center developed specifically to support NHTSA’s CAFE rulemakings, 

and has since updated to account for EPA’s regulatory CO2 compliance provisions.  Further 

discussion of the decision to jointly rely on the CAFE model for compliance simulation is 

located in Preamble Section II.A. 

The CAFE model is designed to simulate compliance with a given set of CAFE or CO2 standards 

for each manufacturer that sells vehicles in the United States. The model begins with a 

representation of the MY 2016 vehicle model offerings for each manufacturer that includes the 

specific engines and transmissions on each model variant, observed sales volumes, and all fuel 

economy improvement technology that is already present on those vehicles. From there it adds 

technology, in response to the standards being considered, in a way that minimizes the cost of 

compliance and reflects many real-world constraints faced by automobile manufacturers.  The 

model addresses fleet year-by-year compliance, taking into consideration vehicle refresh and 

redesign schedules and shared platforms, engines and transmissions among vehicles. 

This analysis evaluated a wide array of technologies that manufacturers could use to improve the 

fuel economy of new vehicles, in both the near future and the timeframe of this proposed 

rulemaking, to meet the fuel economy and CO2 standards proposed in this rulemaking.  The 

analysis evaluated costs for these technologies, and examined how these costs may change over 

time.  How fuel-saving technologies may be used on many types of vehicles (ranging from small 

cars to trucks) was also considered, and how the technologies may perform in improving fuel 

economy and CO2 in combination with other technologies was considered as well.  With cost and 

effectiveness estimates for technologies, the analysis forecasts how manufacturers may respond 

to potential standards and can estimate the associated costs and benefits related to technology 

and equipment changes.  This assists the assessment of technological feasibility and is a building 

block for the consideration of economic practicability of potential standards. 

An updated version of the Autonomie model was also used for this analysis - an improved 

version of what NHTSA presented in the 2016 Draft TAR - to assess technology effectiveness of 

technologies and combinations of technologies.  The Department of Energy’s Argonne National 

Laboratory (ANL) developed Autonomie, and the underpinning model assumptions leveraged 

research from the DOE’s Vehicle Technologies Office and feedback from the public.  

Autonomie is commercially available and widely used; third parties such as suppliers, 

automakers, and academic researchers (who publish findings in peer reviewed academic 

journals) commonly use the Autonomie simulation software. 
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This analysis also uses an updated, peer-reviewed model developed by Argonne National 

Laboratory for the Department of Energy to provide an updated estimate for battery costs.  The 

new battery model estimates future battery costs for hybrids, plug-in hybrids and electric 

vehicles, taking into account the different battery design characteristics, and taking into account 

the size of the battery for different applications. 

The following chapter discusses in detail the approach to compliance simulation modeling for 

this proposed rulemaking, including an overview of Autonomie’s full vehicle simulation 

modeling to support vehicle simulation modeling with the CAFE model.  The chapter also 

discusses in detail assumptions related to fuel-economy improving technology cost and 

effectiveness. 

6.1 Technology Effectiveness based on Full Vehicle Simulation and Modeling 

Many of today’s automotive control-system simulation tools are suitable for modeling, but they 

provide rather limited support for model building and management. Setting up a simulation 

model requires more than writing down state equations
139

 and running them on a computer. With 

the introduction of hybrid and electric vehicles the number of components populating a vehicle 

has increased considerably, and more components translate into more possible drivetrain 

configurations and powertrain control options. Additionally, building hardware is expensive. 

Traditional design paradigms in the automotive industry often delay control-system design until 

late in the process — in some cases requiring several costly hardware iterations. To reduce costs 

and improve time to market, placing greater emphasis on modeling and simulation is imperative. 

This becomes truer as time goes on because of the increasing complexity of vehicles and number 

of vehicle configurations.  

With the large number of possible advanced vehicle architectures as well as time and cost 

constraints, it is impossible to manually build every powertrain configuration model. As a result, 

portions of the fleet-wide analysis were automated. 

Autonomie is a MATLAB©-based software environment and framework for automotive control-

system design, simulation, and analysis.
140

 The tool is designed for rapid and easy integration of 

models with varying levels of detail (low to high fidelity) and abstraction (from subsystems to 

systems and entire architectures), as well as processes (e.g., calibration, validation). Developed 

by Argonne National Laboratory (ANL) in collaboration with General Motors, Autonomie was 

designed to serve as a single tool to meet requirements of automotive engineering throughout the 
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development process from modeling to control. Autonomie was built to accomplish the 

following -  

 Support multiple modeling methods, from model-in-the-loop, software-in-the-loop, and 

hardware-in-the-loop to rapid-control prototyping;  

 Integrate math-based engineering activities through development, from feasibility studies 

to production release;  

 Promote re-use and exchange of model’s industry-wide through its modeling architecture 

and framework;  

 Support users’ customization of the entire software package, including system 

architecture, processes, and post-processing;  

 Mix and match models of different levels of abstraction for execution efficiency with 

higher-fidelity models where analysis and high-detail understanding are critical;  

 Link with commercial off-the-shelf software applications, including GT-Power©, 

AMESim©, and CarSim©, for detailed, physically-based models;  

 Provide configuration and database management.  

 

By building models automatically, Autonomie allows the quick simulation of a large number of 

component technologies and powertrain configurations. Autonomie -  

 Simulates subsystems, systems, or entire vehicles;  

 Predicts and analyzes fuel efficiency and performance;  

 Performs analyses and tests for virtual calibration, verification, and validation of 

hardware models and algorithms;  

 Supports system hardware and software requirements;  

 Links to optimization algorithms; and  

 Supplies libraries of models for propulsion architectures of conventional powertrains as 

well as EDVs.  

 

Autonomie is used to assess the energy consumption of advanced powertrain technologies. 

Autonomie has been validated for several powertrain configurations and vehicle classes using 

Argonne’s Advanced Powertrain Research Facility (APRF) vehicle test data.
141

 

With more than 400 pre-defined powertrain configurations, Autonomie is an ideal tool for 

analyzing advantages and drawbacks of different options within each family, including 
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conventional, parallel, series, and power-split Hybrid Electric Vehicles (HEVs). Various 

approaches have been used in previous studies to compare options ranging from global 

optimization to rule-based control. 
142

 

Autonomie also allows users to evaluate the effect of component sizing on fuel consumption for 

different powertrain technologies as well as to define component requirements (e.g., power, 

energy) to maximize fuel displacement for a specific application.
143

  To properly evaluate any 

powertrain-configuration or component-sizing influence, the vehicle-level control is critical, 

especially for EDVs. Argonne has extensive expertise in developing vehicle-level controls based 

on different approaches, from global optimization to instantaneous optimization, rule-based 

optimization, and heuristic optimization. 
144

 

The ability to simulate a large number of powertrain configurations, component technologies, 

and vehicle-level controls over numerous drive cycles has been used to support many DOE and 

manufacturer studies. These studies focused on fuel efficiency, cost-benefit analysis, or 

greenhouse gases.
145

 Developments performed in simulation can be implemented in hardware to 

account for non-modeled parameters, such as emissions and temperature.
146
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Autonomie is the primary vehicle simulation tool selected by DOE to support its U.S. DRIVE 

Program and Vehicle Technologies Office (VTO). Autonomie has been used for numerous 

studies to provide the U.S. government with guidance for future research.
147

  

The vehicle models in Autonomie are developed in Matlab/Simulink/Stateflow and are open for 

users to view and modify equations or algorithms. Several hundred powertrain configurations 

and more than 100 full vehicle models, including controls are available in the tool.  

6.2 Autonomie Full Vehicle Simulation for the MY 2021-2026 rulemaking 

6.2.1 Overview 

In the analysis supporting the 2012 final rule for MYs 2017 and beyond, the agencies applied 

technology effectiveness estimates to the DOT’s CAFE model and EPA’s OMEGA using EPA’s 

lumped parameter model. To support its analysis, EPA updated its lumped parameter model and 

calibrated it with updated vehicle simulation work performed by Ricardo, PLC. As in the MYs 

2012-2016 rulemaking, DOT calibrated inputs, including synergy factors, to the CAFE model to 

as fully as practical align with estimates produced by EPA’s lumped parameter model.
148

  

NHTSA structured its analysis in the final rule for MYs 2017 and beyond so that each successive 

technology was added to the preceding technology and the fuel consumption reduction 

effectiveness values were dependent on and incremental to each of the previous technologies that 

have already been applied. In many cases, this means accounting for synergies among 

technologies.
149

 For the 2015 National Academies of Sciences (NAS) study on the cost, 

effectiveness, and deployment of fuel economy technologies for light-duty vehicles, the NAS 

committee overseeing the study contracted with experts at the University of Michigan’s 

Department of Mechanical Engineering (U of M) to use full system simulation modeling to 

analyze the effects of technologies and further understand fuel consumption benefits.
150

 The 

committee recognized that as more technologies are added to vehicles that are aimed at reducing 

the same type of losses, the possibility of overestimating fuel consumption reduction becomes 

greater. Based on U of M’s findings, the NAS committee recommended that both agencies use 

full vehicle simulation to improve the analysis method of estimating effectiveness technologies. 

The committee acknowledged that developing and executing tens or hundreds of thousands of 
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constantly changing vehicle packages models in real-time is extremely challenging, but 

important for analysis of a heterogeneous fleet.  

While initially this approach was not considered practical to implement, the process developed 

by Argonne in collaboration with NHTSA and the DOT Volpe Center does exactly that. This 

approach offers multiple advantages, including the ability to apply varying levels of technologies 

across the vehicle fleet to account for the full range of vehicle attributes and performance 

requirements.  Today’s analysis uses Autonomie full vehicle simulations to estimate technology 

effectiveness values and to assess complex interactions between fuel saving technologies. 

The objective of the modeling described in this section is to determine the effectiveness of all 

possible combinations of technologies that are available to improve fuel economy, and make that 

data available for use as an input to the CAFE model, which identifies pathways manufacturers 

could use to comply with potential CAFE and CO2 standards. To achieve this objective, 

individual vehicles were simulated to represent every combination of vehicle, powertrain, and 

component technologies considered for the assessment. The sequential addition of these 

technologies to the ten vehicle classes currently considered generates more than 140,000 unique 

vehicle combinations. In addition, simulation modeling was conducted to determine the 

appropriate amount of engine downsizing needed to maintain overall vehicle performance when 

vehicle mass reduction was applied. Running the Autonomie powertrain sizing algorithms 

increased the total number of simulation runs to more than one million.  The result of this work 

is a useful dataset identifying the impacts of combinations of vehicle technologies on energy 

consumption that can be referenced as an input to the CAFE model for assessing regulatory 

compliance alternatives. 

The impact of engine technologies on fuel consumption, torque and other metrics was 

characterized using GT-POWER© simulation modeling conducted by IAV Automotive 

Engineering, Inc. (IAV). GT-Power is a commercially available engine simulation tool with 

detailed cylinder model and combustion analysis. GT-POWER is used to characterize and 

provide data on engine metrics including power, torque, airflow, volumetric efficiency, fuel 

consumption, turbocharger performance and matching and pumping losses, and other 

parameters. ANL used the engine maps resulting from this analysis as inputs for the Autonomie 

full vehicle simulation modeling. 

For this analysis, vehicle system simulations include: 

 10 vehicle classes 

o Standard - Compact, Midsize, Small SUV, Midsize SUV, Pickup 

o Performance - Compact, Midsize, Small SUV, Midsize SUV, Pickup 

 17 engine technologies 

 11 electrification levels  

 18 transmission technologies 

 6 light weighting levels 
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 3 rolling resistance levels 

 5 aerodynamic levels 

This analysis reflects a number of updates to modeling inputs based on the detailed assessment 

of comments received to the Draft TAR and new work. The agencies continue to research new 

technologies through vehicle benchmarking, review new studies and data as they become 

available, and consider stakeholder comments as they are received. 

The process used for this analysis includes the following steps: 

1. Select technology performance and component assumptions; 

2. Build the vehicle models; 

3. Size the reference vehicles to all meet the given technical specifications; 

4. Inherit corresponding vehicles to represent the sized vehicle; 

5. Run each vehicle model on the UDDS and HWFET driving cycles; 

6. Create a database with all the required inputs for the CAFE model; and 

7. Create a post-processing tool to validate the database content and the modeling 

results. 

Distributed computing was used to complete the modeling of more than 1 million combinations 

on a timely basis. 

The remaining subsections of this chapter describe each step of the analysis method. Further 

details on the Autonomie simulation methods can be found in the ANL documentation report;
151

 

further details on the CAFE model functionalities are discussed in 6.4.3 of this chapter, and can 

also be found in the CAFE model documentation.
152

 

6.2.1.1 Plant Model Overview 

Autonomie was designed for full plug-and-play support. Models in the standard format create 

building blocks, which are assembled at run time into a simulation model of a vehicle, system, or 

subsystem. All parts of the user interface are designed to be flexible to support architectures, 

systems, subsystems, and processes not yet envisioned. The software can be molded to individual 

uses, so it can grow as requirements increase and technical knowledge expands. This flexibility 

also allows for implementation of legacy models, including plant and controls.  

6.2.1.2 Internal Combustion Engine Model 

All Autonomie engine models use performance maps to predict fuel rate, operating temperature 

and, in some cases when maps are available, emissions. The output torque of the engine is 
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computed from the engine controller command, which takes a percentage of the spread between 

the maximum engine torque map and the minimum engine torque map. These maps are based 

primarily on two sources - test data that are measured from engines running at steady state points 

on an engine dynamometer (dyno), or from high fidelity engine models such as GT-POWER©. 

These GT-POWER engine maps can incorporate technologies such as gasoline direct injection 

(GDI), variable valve lift (VVL), variable valve timing (VVT), camless internal combustion 

engine and other engine technologies. In addition to these performance maps, engine models 

include a single time constant to represent the transient response of the engine output torque to 

the engine command. 

However, some engine models use specific logic to represent specific technology or fuels. For 

example, Autonomie uses a specific model for spark ignition engine with a turbo charger. The 

maps for turbo technologies were developed using GT-POWER. With turbo engines, there is a 

‘lag’ in torque delivery due to the operation of the turbo charger. This affects vehicle 

performance, as well as the vehicle’s ability to shift during aggressive cycles. Turbo lag has been 

modelled for turbo systems based on principles of a first order delay, where the turbo lag kicks in 

after the naturally aspirated torque limit of turbo engines has been reached. The model also 

accounts for the change in an internal combustion engine’s turbo response with engine speed 

(i.e., at higher speeds, the turbo response is faster because of higher exhaust flow rates). 

Autonomie also uses a specific engine model for cylinder deactivation, as this model has a more 

advanced fuel calculation subsystem, including different maps. Because of noise, vibration, and 

harshness (NVH) considerations in production vehicles, cylinder deactivation operation is not 

performed during several vehicle operation modes, like vehicle warm-up, lower gear operation, 

idle, and low engine speed. To provide a realistic evaluation of benefits of cylinder deactivation 

technology, cylinder deactivation is not used under the following vehicle and engine conditions: 

 Cylinder deactivation is disabled if the engine is at idle or any speed below 1,000 RPM or 

above 3,000 RPM. 

 Cylinder deactivation is disabled if the vehicle is in 1st or the 2nd gear. 

 Cylinder deactivation is disabled if the engine load is above half the max BMEP of the 

engine (and a certain hysteresis is maintained to prevent constant activation and 

deactivation). 

Typically, cylinder deactivation is not performed during the vehicle warm up phase, i.e. initially 

following a cold start. Because simulations considered in this study assume a ‘hot start’, wherein 

the engine coolant temperature is steady around 95 degrees Celsius (C), the cold start condition 

was not a factor for simulations. The impact of cold engine friction and operation is address 

through a cold start adjustment, which is discussed in the Autonomie model documentation.
153
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addition, changes in the transmission shifting calibration (like lugging speed limits) and 

additional torque converter slippage during cylinder deactivation have also been disregarded. 

Autonomie also has a separate engine model for the spark ignition engine with fuel cut off. This 

engine model has a specific torque calculation to simulate engine torque loss when the engine 

fuel is cut off during deceleration events. In general, engine models in Autonomie are of two 

types, throttled engines and un-throttled engines. As shown in the figure below, both types of 

models provide motoring torque when fuel is cut to the engine (e.g. fuel cut off during 

deceleration). With throttled engines, the motoring torque is a function of throttle position. 

 

Figure 6-1 - Engine Operating Regions for Throttled Engines 

 

 

Figure 6-2 - Engine Operating Region for Un-throttled Engines  
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6.2.1.2.1 Component Sizing Algorithm 

Components must be properly sized to achieve the greatest improvements in energy consumption 

and effectiveness. On this basis, several automated sizing algorithms were developed to assure 

all technologies are sized consistently for efficiency while also maintaining vehicle performance, 

utility and functionality. Algorithms have been defined depending on the powertrain (e.g., 

conventional, power split, series, electric) and application (e.g., HEV, PHEV). 

All algorithms are based on the same concept - the vehicle is built from the bottom up, meaning 

each component assumption (e.g., specific power, efficiency) is taken into account to define the 

entire set of vehicle attributes (e.g., weight). This process is iterative as the main component 

characteristics (e.g., maximum power, vehicle weight) are modified until all vehicle technical 

specifications are met. The transmission gear span or ratios are currently not modified to be 

optimized with specific engine technologies. On average, the algorithm takes between five and 

10 iterations to converge.   

6.2.1.2.2 Engine Displacement & Determining the Number of Engine Cylinders 

This analysis limited engine displacement and downsizing in full vehicle simulation results to 

mimic powertrain portfolio complexity of full line vehicle manufacturers. Analytical and 

empirical data were used to develop engine displacement and downsizing assumptions. For each 

vehicle class, each engine has eight power values, with four dedicated for conventional vehicles 

and four for pre-transmission HEVs. Analytically, the engine power was defined using 

performance tests such as acceleration and gradeability, which represent max rate engine power.  

Empirically, the analysis defined all number of cylinders as a function of engine displacement 

based on the data from light duty vehicle population.  Figure 6-3 below shows the distribution of 

all possible engine displacement developed for this analysis.  
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Figure 6-3 - Engine Displacement vs. Number of Engine Cylinders Relationship 

 

The flowchart below shows the method to calculate the engine displacement and number of 

cylinders.  Figure 6-4 shows the relationship of number of engine cylinders with respect to 

engine displacement from the existing vehicles in the U.S. market.  Sizing of the engine is only 

dependent on four levels of mass reduction; MR0 to MR2 received one power level, while MR3, 

MR4, and MR5 each receive one power level. Once these engine power levels are defined, they 

are not changed due to change in transmission, aero, or tire technologies. 

 

Figure 6-4 -Engine Displacement / Number of Engine Cylinder Relationship 

Using the relationship, certain thresholds are created to define the number (and type) of engine 

cylinders with respect to engine displacement.  The thresholds are defined in table below: 

Table 6-1 - Engine Displacement vs. Number of Engine Cylinders Threshold 

(Type and) Number of engine cylinders Engine displacement (L) 
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4-cylinder inline (I4) 

1.2  

1.4 

1.6 

1.8 

2.0 

2.2 

6 cylinder (V6) 

2.5 

2.7 

2.9 

3.1 

3.3 

3.5 

3.7 

8 cylinder (V8) 

4.0 

4.5 

5.0 

5.5 

6.0 

6.5 

7.0 

 

Finally, Figure 6-5 below shows the engine displacement versus number of cylinders from all the 

simulation results across the different vehicle classes.  

 

Figure 6-5 - Engine Displacement vs. Engine # of Cylinders from Simulation Results 
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6.2.1.3 Transmission Models 

6.2.1.3.1 Automatic Gearbox Model (AT) 

The gearbox model allows for torque multiplication and speed division based on the gear number 

command from the powertrain controller. As for other models, losses are taken into account 

using torque losses to address regenerative conditions. Figure 6-6 shows the main input/output of 

the automatic gearbox model in Autonomie.  

 

Figure 6-6 - Automatic Gearbox Model Input/Output 

 

The drivetrain is considered rigidly attached to the wheels. Because the wheel speed and 

acceleration are calculated in the wheel model and propagated backward throughout the rest of 

the drivetrain model, the gearbox unit is modeled as a sequence of mechanical torque gains. The 

torque and speed are multiplied and divided, respectively, by the current ratio for the selected 

gear. Furthermore, torque losses corresponding to the torque/speed operating point are subtracted 

from the torque input. Torque losses are defined on the basis of a three-dimensional efficiency 

lookup table that has shaft rotational speed, shaft torque, and gear number as inputs. 

When a gear is selected, the input inertia is fed to the next component after being reflected to the 

output shaft using the square of the gear ratio. When the neutral gear is engaged, the input 

gearbox rotational speed is calculated on the basis of the input shaft inertia. 

Because this is an automatic gearbox model, it can be shifted in sequence from one gear to 

another without having to pass through neutral and without a complete torque interruption at its 

output. The torque passing through the transmission during shifting is reduced, but does not go to 

zero as it does for a manual gearbox. Also, the torque converter model is separate from the 

automatic gearbox model. 

6.2.1.3.2 Dual Clutch Transmission (DCT) 

Dynamic models of the dual-clutch transmission (DCT) are obtained including the clutch and 

gear-train, but no synchronizer dynamics. Figure 6-7 illustrates an example of a DCT system that 

can be considered as a combination of two manual transmissions, with one providing odd gears 

connected to clutch1, and the other providing even gears connected to clutch2. With alternating 

control of the two clutches, the oncoming clutch engages, and the off-going clutch releases to 

complete the shift process without torque interruption. Preselecting gears is necessary to realize 
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the benefits of the DCT system. The various DCT plant models and controls have been validated 

using vehicle test data. 

 

Figure 6-7 - Dual Clutch Gearbox Model Input/Output 

 

The pre-selection of gears can be implemented by considering operating conditions of the DCT 

system.  For example, if the first synchronizer is at the first-gear position, and the third through 

fifth synchronizers are at the neutral position (as they must be), then the gear ratio between 

shaft1 and the output shaft is first gear. At the same time, the gear ratio between shaft2 and the 

output shaft can be selected in the same manner for the pre-selection mode. To achieve a desired 

input-output gear ratio, the corresponding synchronizer and clutch must be applied. 

6.2.1.3.3 Continuously Variable Transmission (CVT) 

The metal V-belt Continuously Variable Transmission (CVT) model considers hydraulic and 

mechanical loss. Hydraulic loss constitutes the majority of the total loss at low vehicle speed, 

whereas mechanical loss is the main source of inefficiency at high speed. Operating conditions 

of the metal V-belt CVT system can be described by the following parameters. 

Generally, with the primary and secondary pulleys, the belt is clamped by forces produced by 

hydraulic pressures in cylinders. These two clamping forces, FP and FS, counteract each other. 

Therefore, when the pulley ratio is constant, there is a balance between FP and FS. A ratio change 

occurs when balance is lost: 

1) Primary clamping force (FP) or primary pressure (PP);  

2) Secondary clamping force (FS) or secondary pressure (PS);  

3) Primary revolution speed (𝜔𝑃);  

4) Input torque (TIN); and  

5) Pulley ratio (i).  

The CVT ratio control and clamping force control strategies, including the CVT shift dynamics, 

focus in the following: 
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 The demanded CVT ratio is determined from the engine best efficient line; 

 The secondary pressure is determined for the given input torque and CVT ratio; and 

 The primary pressure is controlled to meet the required CVT ratio. 

 

Figure 6-8 shows a block diagram of the model-based ratio control and plant block. 

 

 

Figure 6-8 - CVT Model Block Diagram 

 

6.2.1.3.4 Torque Converter 

The torque converter is modeled as two separate rigid bodies when the coupling is unlocked and 

as one rigid body when the coupling is locked. The downstream portion of the torque converter 

unit is treated as being rigidly connected to the drivetrain.  Therefore, there is only one degree of 

dynamic freedom, and the model has only one integrator.  Figure 6-9 shows the main 

input/output of the torque converter model. 

 

 

Figure 6-9 - Autonomie Torque Converter Model Input/Output 

 

The effective inertias are propagated downstream until the point where integration takes place. 

When the coupling is unlocked, the engine inertia is propagated up to the coupling input, where 
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it is used for calculating the rate of change of the input speed of the coupling. When the coupling 

is locked, the engine inertia is propagated to the wheels. 

The torque converter model is based on a lookup table, which determines the output torque 

depending on the lockup command.  The upstream acceleration during slip and the downstream 

acceleration are taken into account in calculating the output speed. 

6.2.1.3.5 Torque Converter and Lock-up Assumptions 

A torque converter is a hydrodynamic fluid coupling used to transfer rotating power from a 

prime mover, such as an internal combustion engine, to a rotating driven load. It is composed of 

an impeller (drive element); a turbine (driven component); and a stator, which assist the torque 

converter function. The torque converter is filled with oil and transmits the engine torque by 

means of the flowing force of the oil. The device compensates for speed differences between the 

engine and the other drivetrain components and is therefore ideally suited for start-up function. 

The torque converter is modeled as two separate rigid bodies when the coupling is unlocked and 

as one rigid body when the coupling is locked. The downstream portion of the torque converter 

unit is treated as being rigidly connected to the drivetrain. Therefore, there is only one degree of 

dynamic freedom, and the model has only one integrator. This integrator is reset when the 

coupling is locked, which corresponds to the loss of the degree of dynamic freedom.  Figure 6-10 

shows the efficiency of the torque converter used for the study. 

The effective inertias are propagated downstream until the point where actual integration takes 

place. When the coupling is unlocked, the engine inertia is propagated up to the coupling input, 

where it is used for calculating the rate of change of the input speed of the coupling. When the 

coupling is locked, the engine inertia is propagated to the wheels. 
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Figure 6-10 - Torque Converter Efficiency Example 

 

Figure 6-10 describes conditions under which the torque converter will be locked. The same 

algorithm is used to represent current torque converter lockup logic, as well as future aggressive 

lockup logic. The torque converter is used as a start-up device in the first gear, with low slip 

(torque ratio of 0.95) at higher speeds, in the first gear. Recent trends in torque converter 

technology suggest operation in locked or controlled slip mode, in the 2nd and higher gears. In 

general, the torque converter is in controlled slip or mechanically locked based on vehicle speed 

and pedal position, for each gear apart from the 1st. To suggest advances in torque converter 

technology, it was assumed the torque converter would be in a mechanically locked state for the 

2nd and higher gears. This approach was applied to transmissions with 6 or more gears. 

 

Figure 6-11 - Torque Converter Lockup Control Algorithm 

6.2.1.4 Electric Machine Models 

Electric machine plant models in Autonomie can take in torque or power as the command and 

produce a torque output. Operating speed of the motor is determined by components connected 

to the motor. In a vehicle, the vehicle speed and gear ratios determine the operating speed of the 

motor. The lookup table used in a motor model estimates operational losses over the entire 

operating region of the motor. This map is typically derived from the efficiency map provided in 

the initialization file.  Figure 6-12 shows the main input/output of the electric machine model in 

Autonomie. 

 

Figure 6-12 - Autonomie Electric Machine Model Input/Output 

 

Vehicle Speed 

Pedal Position 

Gear Number 

Lockup Signal 
If the shifting is not in progress, the torque 

converter is locked (1) at a specific gear number 

and (2) pedal position for a given vehicle speed.  
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Typically, every motor has a continuous operating region, and a transient region where the motor 

can operate for a short period of time (peak torque capability of a motor is defined for a specific 

duration, e.g. 30 seconds). The maximum torque output gets de-rated to continuous torque levels 

when the electric machine temperature increases. The electric machine model in Autonomie has 

this general logic built into it. Autonomie provides a logic to scale an existing motor to a 

different power rating; the shape of the efficiency map is the same, but the torque axis is scaled 

to meet the desired power rating. 

6.2.1.5 Energy Storage Models 

Autonomie includes several energy storage models depending on the application (i.e. high 

power, high energy). The default battery model is a charge reservoir and an equivalent circuit 

whose parameters are a function of the remaining charge in the reservoir, also known as the state 

of charge (SOC). The equivalent circuit accounts for circuit parameters of the battery pack as if it 

were a perfect open circuit voltage source in series with an internal resistance. Another battery 

model in Autonomie is the one used for high energy batteries. The equations and schematic of 

this type of battery is shown in Figure 6-13. This model uses two time constants to represent the 

polarization behavior of the battery pack. This lumped parameter model can represent many 

different battery chemistries for internal resistances, capacitances, and open circuit voltage, 

which are all maps based on SOC and, in some cases, temperature. 
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Figure 6-13 - High Energy Battery Model Schematic 

Another important aspect to consider for sizing is the pulse power limits of the battery pack. 

There are several different options to represent the maximum power of the battery in Autonomie. 

The most basic represents maximum power as a function of SOC. Other models introduce a time 

constraint for the maximum power. These battery packs have different power limits for 10 

second, 2 second, and continuous power. The Autonomie model accounts for the duration of the 

pulse and limits power accordingly. This aspect is not necessarily a feature of the plant, but is 

handled by the low-level control and is dependent on the battery chemistry and plant’s 

performance characteristics. 

6.2.1.6 Chassis Models 

The chassis plant model in Autonomie translates the force from wheel to vehicle acceleration and 

linear speed. Losses related to moving the vehicle are estimated in this model. Two types of 

initialization data can be used for estimating this behavior. 

 Coefficients derived from a coast down test data. Losses estimated from these 

coefficients will cover both rolling resistance and aerodynamic losses. Dyno set values 

for nearly every vehicle are available from EPA. 

 Values for coefficient of drag, frontal area, rolling resistance of tires etc. 
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Coast down testing is conducted on vehicles, so that modeling method is used for validation 

purposes, while values for aerodynamic drag, frontal area and rolling resistance are used for 

modeling to predict the impact of combinations of technologies on vehicles that do not currently 

exist. 

6.2.1.7 Wheel Models 

Just as there are two chassis models, there are two wheel models corresponding to the chassis 

models. The initialization data for the wheel rolling resistance can be provided by the user in 

many ways. Wheel radius can be provided by the user, or this could be computed by Autonomie 

from a sidewall label of the tire (e.g. P225/50/R17). The tire losses model uses a constant and a 

speed term to represent the losses. 

6.2.1.8 Electrical Accessories Model 

Most powertrains in Autonomie have two accessory models - mechanical accessories driven by 

the engine through a belt and electrical accessories connected to the lower voltage bus. 

The main electrical accessory model in Autonomie is a constant power draw. If the vehicle has a 

high voltage bus, a step down power conditioner is connected between the high voltage bus and 

low voltage bus to supply electrical accessories. When a vehicle contains thermal models, a 

current draw is added to represent the electrical power draw of the cooling fans. 

 

Figure 6-14 - Autonomie Electrical Accessories Model 

 

6.2.1.9 Driver Models 

Autonomie uses a look-ahead driver to better approximate the behavior of a real driver. Forward 

looking models are especially sensitive to how well the driver follows the trace and how 

aggressively the driver does so. Both factors can noticeably affect fuel economy results when 

simulating advanced vehicles. For example, a driver who is too aggressive can add additional 

engine on events for a hybrid or delay transmission shifts for a conventional engine; both of 

these events lower fuel economy. For this reason, Autonomie employs a look-ahead driver, 

which at its core, is a PI controller with a feedforward part that uses time advanced copies of the 

trace to replicate the ability of a human driver to look a few seconds ahead on the driver’s aid to 

anticipate accelerations and decelerations. The result is a smoothing of the pedal demand from 
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the driver, which leads to a more representative fuel economy. The added complexity yields 

several additional dimensions of tuning to the model because relative weightings of the time 

advanced copies have to be optimized. 

The driver model also uses an additional layer of logic to manage the accelerator pedal demand, 

specifically, during shift events when the engine is disconnected from the wheels. On a manual 

transmission, during the shift through neutral, the driver must be capable of expecting a decrease 

in vehicle speed and not aggressively stomp on the accelerator pedal in an attempt to compensate 

for the decrease in vehicle speed. 

 

Figure 6-15 - Autonomie Driver Model 

 

6.2.1.10 Environment Models 

The environment model in Autonomie outputs relative information about the operating 

environment of a vehicle during a simulation such as ambient temperature, ambient pressure, 

relative humidity, air density, and grade. There are two versions of the environment model in 

Autonomie, one for which the grade is a function of time, such as would be encountered on a 

chassis dynamometer test, which follows a preset grade schedule, and the other for which the 

grade is a function of distance as when following a mapped route. 

6.2.1.11 Control Overview 

All the vehicle-level control algorithms used in the study were developed based on vehicle test 

data collected at Argonne’s Advanced Powertrain Research Facility D3 database, lists some of 

the vehicles tested.
154

 It is important to note that while the logic for the vehicle-level control 

algorithms were developed based on test data, only the logic has been used for the present study 

because the calibration parameters have been adapted for each vehicle to ensure energy 

consumption minimization with acceptable drive quality (i.e., number of engine on/off 

conditions, and shifting events).  

                                                 
154

 Downloadable Dynamometer Databse. https://www.anl.gov/energy-systems/group/downloadable-dynamometer-

database  

https://www.anl.gov/energy-systems/group/downloadable-dynamometer-database
https://www.anl.gov/energy-systems/group/downloadable-dynamometer-database
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6.2.1.12 Shift busyness - Total number of shifting events 

The total number of shifting events (up-shift and down-shift) and the frequency of shift events 

can impact drive quality and consumer satisfaction.  Acceptance criteria were established based 

on measuring the number of shifts observed on production vehicles. All of the modeling runs 

were compared to those criteria to assure the number of shifts did not exceed the criteria and thus 

the modeling reflects maintaining drive quality and consumer satisfaction.  

6.2.1.12.1 Automatic Transmission Shifting 

Figure 6-16 shows the total number of shifting events that occurred in the simulation modeling 

for each of the automatic transmission configurations that were modeled for the following 

vehicle configuration. The values reflect the combined total number of shifts over the UDDS.  

 Vehicle class - Midsize 

 Performance category - Non-performance 

 Engine - Engine 01 

 Mass Reduction - MR Level 0 (MR0) 

 Aerodynamic Reduction - AERO Level 0 (AERO0) 

 Rolling resistance reduction - ROLL Level 0 (ROLL0) 

 

Figure 6-16 - Total number of shifting events for automatic transmissions 

6.2.1.12.2 Manual Transmission Shifting 

Figure 6-17 shows the total number of shifting events for each of the manual transmission (DM) 

configurations that were modeled. 
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Figure 6-17 - Total Number of shifting events for manual (DM) transmissions 

 

6.2.1.12.3 DCT Transmission Shifting 

Figure 6-18 shows the total number of shifting events for each of the DCT transmission 

configurations that were modeled. 

 

Figure 6-18 - Total Number of shifting events for dual clutch transmissions  
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6.2.1.13 Fuel Cut-off Algorithm 

Engine fuel cut-off control algorithms used in the study were developed on the basis of vehicle 

test data collected at Argonne’s Advanced Powertrain Research Facility.  The fuel cut-off 

controller was implemented for gasoline and diesel engines through analysis as shown in Figure 

6-19.  In Autonomie, engine control and plant blocks are organized for idle fuel rate and fuel off 

conditions.  Engine fuel is cut off under the following conditions: 

 Vehicle is actively braking, for a certain minimum time. 

 Engine speed is above a minimum threshold (e.g. 1000 RPM). 

 

 

Figure 6-19 - Engine Fuel Cut-off Analysis Based on Test Data (data source APRF) 

6.2.1.14 Vehicle-Level Control for Electrified Powertrains 

Achieving fuel savings with a hybrid architecture depends on the vehicle performance 

requirements and the type of powertrain selected, as well as the component sizes and technology, 

the vehicle control strategy, and the driving cycle. The overall vehicle-level control strategy is 

critical to minimize energy consumption while maintaining acceptable drive quality. During 

small accelerations, only the energy storage power is used (EV mode) and during braking, some 

of the energy is absorbed and stored. The engine does not start to operate during low power 

demands, owing to its poor efficiency compared to the electrical system. The engine is only used 

during medium and high power demands, where its efficiency is higher. 

While different vehicle-level control strategy approaches have been studied for electric drive 

vehicles (e.g., rule-based, dynamic programming, instantaneous optimization), the vast majority 

of current and future electric drive vehicles are using, and are expected to use, rule-based control 

strategies. The vehicle-level control strategies logics used in the analysis are described below. 

It is important to note that while the control algorithms have been developed based on extensive 

vehicle test data, the calibration parameters used for the Autonomie modeling were adapted to 
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the component technologies and performance characteristics (i.e., power, energy, and efficiency) 

of each individual vehicle modeled. 

6.2.1.14.1 Micro and Mild HEV 

The vehicle-level control strategies of the micro- and mild (i.e., BISG and CISG) HEVs are 

similar in many aspects due to the low peak power and energy available from the energy storage 

system.  

For the micro HEV case, the engine is turned off as soon as the vehicle is fully stopped and 

restarted as soon as the brake pedal is released. No regenerative braking is considered. 

For the mild HEV cases, the engine is turned off as soon as the vehicle is fully stopped. 

However, because some regenerative braking energy is recovered, the vehicle is propelled by the 

electric machine during vehicle launch, allowing the engine to be restarted later. The electric 

machine also provides some limited assist during propelling to improve engine efficiency. 

6.2.1.14.2 Single-mode Power-Split HEV 

As shown in Figure 6-20, power split hybrids combine many components to create an extremely 

efficient system. The most common configuration, called an input split, is composed of a power 

split device (planetary gear transmission), two electric machines and an engine. Within this 

architecture, all these elements can operate differently. Indeed, the engine is not always on and 

the electricity from the generator may go directly to the wheels to help propel the vehicle, or go 

through an inverter to be stored in the battery. The operational phases for an input split 

configuration are the following: 

During vehicle launch, when driving, or when the state of charge (SOC) of the battery is high 

enough, the ICE is not as efficient as electric drive, so the ICE is turned off and the electric 

machine alone propels the vehicle. 

During normal operation, the ICE output power is split, with part going to drive the vehicle and 

part used to generate electricity. The electricity goes either to the electric machine, which assists 

in propelling the vehicle, or to charge the energy storage system. The generator also acts as a 

starter for the engine. 

During full-throttle acceleration, the ICE and electric machine both power the vehicle, with the 

energy storage device (e.g., battery) providing extra energy. 

During deceleration or braking, the electric machine acts as a generator, transforming the kinetic 

energy of the wheels into electricity to charge the energy storage system. 
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Figure 6-20 - Power Split Hybrid Electric Vehicle 

 

6.2.1.14.3 Single-mode power split PHEV 

The vehicle-level control strategy algorithm of a single-mode power split PHEV was based on 

the Toyota Prius Prime. The control logic implemented can be divided into three areas - engine-

on condition, battery SOC control, and engine operating condition. Each algorithm is described 

below.  

6.2.1.14.3.1 Engine-On Condition 

The operation of the engine determines the mode, such as pure electric vehicle (PEV) mode or 

HEV mode. The engine is simply turned on when the driver’s power demand exceeds a 

predefined threshold. As shown in Figure 6-21, the engine is on only when the battery SOC is 

under 17%. It means that only the electric energy is used in more than 17% of battery SOC 

called charge sustaining (CS) mode. Once the operating mode by SOC is determined, the engine 

is turned on early if the driver’s torque demand exceeds a predefined threshold, which means that 

the system is changed from PEV mode to HEV mode to meet the power demand. 
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Figure 6-21 - Engine-On Condition – 2017 Prius Prime Example Based on 25 Test Cycles 

 

6.2.1.14.3.2 SOC Control  

The desired output power of the battery is highly related to the energy management strategy. 

When the vehicle is in HEV mode, the battery power is determined by the current SOC, as 

shown in Figure 6-22. The overall trend shows that the energy management strategy tries to 

bring the SOC back to a regular value close to 14%. When the battery SOC decreases under 

13.5%, the battery is charged 10kW to sustain battery SOC. As battery SOC is increasing, the 

charging power is decreasing and the battery is discharged when the battery SOC is more than 

14.5%. If the battery output power is determined, engine output power can be calculated. 

 

Figure 6-22 - SOC Regulation Algorithm - 2017 Prius Prime Example Based On 25 Test 

Cycles 

6.2.1.14.3.3 Engine Operation 

The two previously described control concepts determine the power split ratio. The concepts do 

not, however, generate the target speed or torque of the engine because the power split system 

could have infinite control targets that produce the same power. Therefore, an additional 

algorithm is needed to determine the engine torque operating points according to the engine 

speed, as shown in Figure 6-23. An engine operating line is defined on the basis of the best 

efficiency curve to select the optimum engine speed for a specific engine power demand. 
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Figure 6-23 - Example of Engine Operating Target – 2017 Prius Prime Example Based on 

25 Test Cycles 

 

In summary, the engine is turned on based on the power demand at the wheel along with the 

battery SOC. If the engine is turned on, the desired output power of the battery is determined on 

the basis of the current SOC and the engine should provide appropriate power to drive the 

vehicle. The engine operating targets are determined by a predefined line, so the controller can 

produce required torque values for the electric machine and the generator on the basis of the 

engine speed and torque target. 

6.2.1.14.3.4 Pre-transmission HEV 

The vehicle-level control strategy logic of a pre-transmission HEV is based on the Volkswagen 

Jetta HEV APRF test data analysis. In the pre-transmission HEV, the engine is a main power 

source and the electric machine assists the engine according to the vehicle operating conditions 

and the driver request. Three driving modes are used - EV mode, engine mode, and HEV mode. 

When the vehicle is driving at low speed or the demanded power is low, the vehicle is operated 

only by the electric machine in EV mode. During high-speed operation, start-up, or aggressive 

acceleration, the vehicle is operated by the engine in engine mode or HEV mode. 

The driving mode control strategy is determined by the engine on/off state. When the vehicle 

drives at low speed, the system is operated only by the electric machine, without engine 

operation.  Figure 6-24 (left panel) shows the vehicle speed and wheel demand torque when the 

engine is turned on. The right figure shows the operating area of pure electric driving in the same 

index. 
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Figure 6-24 - Cycles Wheel Torque Vs Vehicle Speed, 2014 Jetta HEV Based on Test Cycles 

(data source APRF) 

 

In HEV and engine mode, the engine is operated to manage the demanded power at high speed 

or acceleration. In these modes, the engine is controlled to operate at higher engine thermal 

efficiency. However, because the range of the multi-gear transmission gear ratio is limited, the 

electric machine is used to provide additional control of the engine operating points. 

6.2.1.14.3.5 Plug-in Hybrid Electric Vehicle - Range Extender PHEV 

The 2nd generation of Voltec
155

 consists of one engine, two motor-generators (MG), and one 

battery. The two electric machines are connected to a main transmission shaft using an individual 

planetary gear set, as shown in Figure 6-25. By activating the brake (BK) and clutches, the 

vehicle can be driven in various modes. Normally, MG1 drives the vehicle only by holding the 

BK. When the BK and one-way clutch (OWC) are locked, both electric machines can provide 

the maximum torque, called two-motor electric vehicle (EV) mode. An additional planetary gear 

set is used for a compound power-split mode in extended-range operation. According to the 

clutches or the BK activation status, the input split or the compound split mode is determined. 

The input-split mode is activated by the BK by holding the ring gear of the second planetary gear 

set. The compound-split mode is activated by the clutch (CL) when it connects the sun gear of 

the first planetary gear set to the ring gear of the second gear set. 

                                                 
155

 Voltec is General Motors’ driveline for the Cheverolt Volt, and other plug-in hybrid vehicles.  The system is one 

of highest production volume plug-in hybrid systems sold in the United States.  ANL considered the Voltec system 

and 2
nd

 generation Voltec system operation to model PHEV’s with Autonomie.  
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Figure 6-25 - Configuration of the Chevrolet Volt 2016 Powertrain System 

 

Although a number of sophisticated control concepts were necessarily added to the supervisory 

control concepts, the main control flow of the vehicle based on test data can be summarized as 

shown in Figure 6-26. First, the engine on/off control is determined by the battery SOC and the 

driver’s demand power. During EV driving, the use of two electric machines allows for two EV 

driving modes to provide maximum output torque or increased efficiency by torque distribution. 

If the engine is on after most of the battery energy has been depleted by EV driving, the 

operational state of the clutch or brakes is defined to select the extended-range mode. Energy 

management between the engine and the battery is controlled depending on the powertrain 

operation mode. Once the operation mode is chosen, the battery power demand is determined by 

the proportional control power, which also determines the engine power demand by subtracting 

the battery power demand from the driver power demand. Then, each component operates 

according to an optimal target based on engine target and battery power demand. Finally, the 

entire powertrain model, including the vehicle-level controller was implemented into Autonomie. 



 

215 

 

 

Figure 6-26 - Summary of Control Analysis for The 2nd Generation of Voltec System 

 

6.2.1.14.3.6 Fuel Cell Hybrid Electric Vehicle 

Unlike the other vehicle-level controls previously discussed, the algorithm for the fuel cell HEVs 

was not derived from test data, due to the lack of test vehicles at that time. Instead, dynamic 

programming was used to define the optimum vehicle-level control algorithms for a fuel cell 

vehicle. A rule-based control was then implemented to represent the rules issued from the 

dynamic programming. Overall, owing to the high efficiency of the fuel cell system, energy 

storage only recuperates energy during deceleration and propels the vehicle under low-load 

operations; the fuel cell system does not necessarily recharge the battery because it depends on 

the configuration. Unlike electric drive powertrains with an engine, the battery does not smooth 

the transient demands. An example of fuel cell hybrid operations is shown in Figure 6-27. 

EV 1 EV 2

Torque distribution

Motor 1 only

Mode Selection 
During EV Operation

Low Extended Mode

Fixed Gear Ratio Mode

High Extended Mode

Engine On Engine Off

Mode Selection During 
Extended Range Operation

Opt. Op. Line + Batt. Char. Or Dis. 

Opt. Op. Line + Batt. Char. Or Dis.

MP2 + Opt. Op. Line + Batt. Char. Or Dis.
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Figure 6-27 - Component Operating Conditions of a FCV on the Urban EDC using 

Dynamic Programming  

 

6.2.1.14.3.7 Vehicle Model Validation 

Benchmarking is commonly used by vehicle manufacturers, automotive suppliers, national 

laboratories, and universities in order to gain a better understanding of how vehicles are 

engineered and to create large datasets that can be applied in modeling and other analyses. This 

analysis has leveraged extensive existing vehicle test data collected by Argonne National 

Laboratory under funding from the U.S. DOE Vehicle Technologies Office.
156

 Specific 

instrumentation lists and test procedures have been developed over the past 20 years to collect 

sufficient information to be able to develop and validate full vehicle models. Additional vehicles 

                                                 
156

 A list of the vehicles that have been tested at the APRF can be found under http://www.anl.gov/energy-

systems/group/downloadable-dynamometer-database. http://www.anl.gov/energy-systems/group/downloadable-

dynamometer-database.   
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are likely to be benchmarked at DOE’s Advanced Powertrain Research Facility (APRF) to 

inform the final rule. 

Since its inception in the nineties, the APRF has been focused on technology assessment of 

advanced technology vehicles for the U.S. Department of Energy and its partners through the 

generation and analysis of laboratory data. The staff also supports the development of 

automotive standards through its expertise and public data. The team has tested a large number 

of vehicles of different types, such as advanced technology conventional vehicles, hybrid electric 

vehicles, plug-in hybrid electric vehicles, battery electric vehicles, and alternative fuel vehicles. 

The researchers at the APRF have developed a broad and fundamental expertise in the testing of 

the next generation of energy-efficient vehicles. Over the last twenty years, many methods of 

vehicle instrumentation and evaluation have continuously been refined. The instrumentation 

intends to capture component level information while the powertrain is in the vehicle. This “in-

situ” instrumentation and testing approach enables the APRF to capture vehicle level and 

component level data over dynamic drive cycles as well as specific powertrain mapping tests. 

6.2.2 Defining the base vehicles 

For the full-vehicle simulations, Argonne National Labs worked to define reference vehicles 

(with vehicle attributes) that could be used to approximately model many production vehicles, 

spanning a range of equipment configurations.  With reasonable baseline vehicle assumptions, 

ANL added combinations of technologies to estimate technology effectiveness values with full 

vehicle simulations, and the analysis used these simulation results to project effectiveness values 

for additional fuel savings technologies on production vehicles in the CAFE model. 

6.2.2.1 Summary table of baseline assumptions for vehicle classes 

For this NPRM analysis, vehicle classes were expanded to reflect a wider range of the vehicle 

performance levels. The analysis was also updated the performance values to better reflect the 

characteristics of the MY 2016 fleet. Table 6-2 and Table 6-3 below show the assumptions for 

the ten vehicle classes used in ANL Autonomie simulation modeling for the NPRM. The 

analysis suggests these specifications are more representative of the array of vehicles in the MY 

2016 analysis fleet.  This analysis does not have specifications for several of the parameters for 

the vehicles in the analysis fleet, for example, the electrical base accessories load, and estimates 

are based on vehicle testing by Argonne’s APRF. 

Table 6-2 ANL - Reference Vehicle Assumptions for non-performance vehicle classes 

 

Compact 

Car 

Midsize 

Car 

Small 

SUV 

Midsize 

SUV Pickup 

Wheel mass (kg) 85 85 90 95 95 

Wheel radius (m) 0.31725 0.31725 0.35925 0.3677 0.38165 



 

218 

 

Glider mass (kg) 943 1155 1157 1200 1282 

Frontal Area (m2) 2.3 2.35 2.65 2.85 3.25 

Drag Coefficient (Cd) 0.31 0.3 0.36 0.38 0.42 

Rolling resistance (Crr) 0.009 0.009 0.009 0.009 0.009 

Electrical Base Acc Load (W) 240 240 240 240 240 

EXTRA - Electrical Acc Load for cooling 

for EV & PHEV 30&40 (W) 220 220 220 220 220 

Fuel Tank Size for Conventional (gal) 12 17 17 22 26 

Fuel Tank Size for HEV/PHEVs (gal) 10 13 13 17 20 

Fuel Tank size for Fuel Cell 320 miles 

320 

miles 

320 

miles 320 miles 

320 

miles 

Payload (kg) 0 0 0 0 900 

Towing Mass (kg) 0 0 0 0 3000 

 

Table 6-3 - ANL - Reference Vehicle Assumptions for Performance Vehicle Classes 

 

Compact 

Car 

Midsize 

Car 

Small 

SUV 

Midsize 

SUV Pickup 

Wheel mass (kg) 85 85 90 95 95 

Wheel radius (m) 0.31725 0.31725 0.35925 0.3677 0.38165 

Glider mass (kg) 1002 1188 1222 1377 1527 

Frontal Area (m2) 2.3 2.35 2.65 2.85 3.25 

Drag Coefficient (Cd) 0.31 0.3 0.36 0.38 0.42 

Rolling resistance (Crr) 0.009 0.009 0.009 0.009 0.009 

Electrical Base Acc Load (W) 240 240 240 240 240 

EXTRA - Electrical Acc Load for 

cooling for EV & PHEV 30&40 (W) 220 220 220 220 220 

Fuel Tank Size for Conventional (gal) 12 17 17 22 26 

Fuel Tank Size for HEV/PHEVs (gal) 10 13 13 17 20 

Fuel Tank size for Fuel Cell 320 miles 

320 

miles 

320 

miles 320 miles 

320 

miles 

Payload (kg) 0 0 0 0 900 

Towing Mass (kg) 0 0 0 0 4350 

 

Autonomie has multiple driver and chassis models that can either use vehicle dynamometer 

coefficients or aerodynamic equations. The first option is usually only selected when performing 

vehicle validation. The road load equation, leveraging Cd, Frontal Area, and Crr, were used to 

perform all simulations. 
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Figure 6-28 - Example of drag Coefficients for Compact Base Vehicle 

 

 

Figure 6-29 - Example of drag Coefficients for Compact Performance Vehicle 
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6.2.2.2 Vehicle classes and Attribute Selection 

 

Figure 6-30 - Example of vehicle attribute analysis for final drive ratio of 6AU transmission 

 

 

Figure 6-31 - Example of vehicle attribute analysis for gear span of 6AU transmission 
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6.2.2.3 Vehicle Weights in Autonomie Analysis 

In this this NPRM analysis, autonomie uses two set of weights in full vehicle simulation. The 

first weight is the test weight or loaded vehicle weight which defined by curb weight
157

 plus 136 

kilograms.
158

 The test weight is reflective of the certification testing and it is used for the drive 

cycle simulations. The second weight is the gross vehicle weight rating (GVWR) and this is 

metric is used for drivability analysis. The relationship between curb weight and gross vehicle 

weight rating (GVWR) for current technology-configuration-powertrain combinations is 

modeled from the existing vehicles in the market and it forms the basis for estimating the 

GVWRs of future vehicle scenarios. For this analysis, the 2015 Model Year was utilized for 

conducting the regression and this is shown in the Figure 6-32 below. 

 

Figure 6-32 shows the relation of GVWR 

 

Equation 6-1 - Equation used to define GVWR or test weight for autonomie simulation 

𝐺𝑉𝑊𝑅 = 1.224 × 𝐶𝑢𝑟𝑏𝑊𝑒𝑖𝑔ℎ𝑡 + 279.59 

 

 

 

                                                 
157

 Curb weight means the actual or the manufacturer's estimated weight of the vehicle in operational status with all 

standard equipment, and weight of fuel at nominal tank capacity, and the weight of optional equipment computed in 

accordance with § 86.1832-01; incomplete light-duty trucks shall have the curb weight specified by the 

manufacturer. 
158
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6.2.2.4 Observed baseline curb weight, observed performance 

For the 2016 Draft TAR, NHTSA defined and utilized the performance metrics in Autonomie 

shown below for all five vehicle classes: 

 0 - 60 mph time, by class (~9 seconds) 

 50 – 80 mph time, by class (~9 seconds) 

 Hold speed at 6% grade at 65 mph at GVWR. 

These criteria were used as a reference for determining the amount of engine downsizing that 

could be applied to maintain performance and capability similar to baseline vehicles, and to 

improve fuel economy. Although this method was simple and would work for some vehicle 

classes, the majority of the MY 2015 fleet had higher performance. Only 17% of the MY 2015 

fleet were reasonably approximated by the performance criteria used for the Draft TAR analysis.  

The Alliance and Global Automakers commented that these criteria did not adequately represent 

the overall fleet, and a fuller representation was important to showing the impact of technologies 

on fuel economy.  Similarly, other stakeholders commented that Draft TAR ANL simulations 

allowed for too much performance improvement as technologies were added.  Based on these 

comments, this analysis expanded the simulation set (by adding more vehicle classes with 

diverse, but representative performance specifications similar to many production vehicles), and 

updated baseline vehicle performance assumptions for each class.    

6.2.3 Technology groups in the Autonomie simulations and CAFE model  

The CAFE model currently relies on six decision trees to represent component technology 

options, including: 

• Powertrain Electrification 

• Engine  

• Transmission  

• Light-weighting  

• Aerodynamics  

• Rolling resistance  

In addition to the decision trees, the CAFE model accounts for synergies among technologies, 

recognizing that multiple technologies can address the same physical inefficiencies and some 

technology combinations can have greater impact that the sum of the technologies 

independently. For example, if an engine technology provides a 5% fuel consumption 

improvement and an advanced transmission provides a 4% improvement, the combination of 

both technologies may not provide 9% improvement – the actual improvement could be lower 

(negative synergy) or higher (positive synergy). Developing the relationships between multiple 

component technologies is challenging, but quantifying it is even more difficult, especially when 

more than one technology is involved. As the number of technologies increases, the number of 

technology combinations increases exponentially. Thus, a large number of simulations may be 
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required in order to calculate the complete set of synergy values for a modest number of 

technologies.  
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Figure 6-33 - Technology combination to represent the current technologies and future 

options
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 Not all of the technologies in the CAFE model decision tree were evaluated by Argonne. Compressed natural gas, 

liquid natural gas, liquid propane gas, and LGDI were not modeled by Argonne and are not included in this tree. 
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6.2.3.1 Simulating performance neutrality 

6.2.3.2 Towing capacity for trucks 

For this NPRM analysis, the pickup and premium pickup class payload and towing capacity were 

updated. In the Ford F-150 that was tested for NHTSA,
160

 three separate modes can be selected - 

Normal (default), Tow/Haul, and Sport. Specific testing was performed in order to determine 

vehicle operation and fuel consumption impact in each mode. The increased payload test was 

performed for a UDDS drive cycle and included three different cases - (1) standard vehicle 

weight of 5250lb with transmission in normal shift mode, (2) 10,000 lbs. vehicle weight with 

transmission in normal shift mode, and (3) 10,000 lbs. vehicle weight with transmission in tow 

mode.  

The fuel economy results and transmission gear histogram for the three test cases are shown in 

Figure 6-34. The additional pay load of 4,750 lbs. reduced the fuel economy by 29% in normal 

shift mode and by 36% in the tow shift mode. With the additional payload, the fuel economy is 

higher in normal shift mode compared to the tow mode. The reason for this can be seen in the 

transmission gear histogram in Figure 6-34. In the test with the 10,000 lbs. vehicle weight and 

normal shift mode, the transmission operates in significantly higher gears which results in lower 

engine speed and higher torque with increased powertrain efficiency. Conversely, the lower 

gears selected in the tow mode result in higher engine speeds and lower engine loads, thus 

reducing the powertrain efficiency.  The lower gear selection in tow mode reduces the 

mechanical and thermal loads on the powertrain due to lower torque output necessary from the 

engine. 

 

Figure 6-34 - Fuel economy results and transmission gear histogram for different payloads 

and shift modes on UDDS  

 

                                                 
160

 NHTSA Benchmarking, “Laboratory Testing of a 2017 Ford F-150 3.5 V6 EcoBoost with a 10 speed 

transmission.” DOT HS 812 520 



 

225 

 

The engine usage shifts dramatically between the three test cases as shown in Figure 6-35.  At a 

normal vehicle weight of 5,250 lbs., the engine operates in a narrow region with a mean engine 

speed around 1,200 rpm and absolute engine load between 10% to 30%.  Maximum absolute 

engine load is less than 100% and maximum engine speed is around 2,000 rpm on the UDDS 

drive cycle with no payload.  With the additional 4,750 lbs. payload and the transmission in 

normal shift mode, the engine operational region increases significantly, with maximum absolute 

engine load more than 160% and maximum engine speed faster than 2,500 rpm.  Finally, with 

the additional payload and the transmission in tow mode, the engine operation region shifts to 

significantly higher engine speed at lower loads where the maximum absolute engine load is 

approximately 110% and the maximum engine speed is 3,000 rpm.  Additionally, when tow 

mode is selected, the engine idle stop function is disabled so that the powertrain is ready to pull a 

heavy load from a stop. 

 

Figure 6-35 - Engine operation for the different payload conditions on UDDS cycle 

 

6.3 Simulating technology effectiveness and application on a vehicle fleet 

The objective of the modeling described in this section is to estimate the effectiveness of 

possible combinations of technologies that are currently available, or will be in the rulemaking 

timeframe, that could improve the fuel economy of light-duty vehicles in the US fleet.  The 

modeling process is time-intensive, consists of many steps, a combination of tools, and employs 

the best data available at the time of this proposed rulemaking.  The end result is a rich dataset 

that is utilized by the CAFE (“Volpe”) model to identify potential pathways manufacturers could 

use to comply with potential CAFE standards. Figure 6-36 shows the potential technology 

pathways modeled in this NPRM analysis.  

The technology simulation for this proposed rulemaking evaluated: 
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 17 engine technologies 

 11 electrification levels (conventional is equivalent to no electrification level) 

 18 transmission technologies (applied to low electrification level vehicles only) 

 6 light weighting levels 

 3 rolling resistance levels 

 5 aerodynamic levels 

 

 

Figure 6-36 - Overview of the CAFE Model Technology Potential Pathway 

 

The potential effectiveness of these technologies across 10 vehicle classes intended to represent 

the model types sold in the US light-duty market were modeled in this analysis. These 10 vehicle 

classes are: 

 Compact and Performance Compact 

 Midsize and Performance Midsize 

 Small SUV and Performance Small SUV 

 Midsize SUV and Performance Midsize SUV 

 Pickup and Performance Pickup 
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The sequential addition of these technologies to the ten vehicle classes considered generated 

more than 140,000 unique vehicle combinations resulting in a large dataset identifying the 

potential impacts of vehicle technologies on energy consumption.
161

 

6.3.1 Technology effectiveness simulation 

Full-scale physics-based vehicle simulation modeling is considered a thorough approach for 

estimating potential benefits of a package of new technologies.  This technique is used 

throughout the vehicle development community and is employed by a myriad commercially 

available and “in-house” developed toolsets.  Simulation offers multiple advantages, including - 

the ability to apply varying levels of technologies for a range of vehicle attributes and 

performance levels, a mechanism for estimating the effectiveness of technologies that do not 

currently exist in the fleet or as prototypes, and a way to quantify the efficiency of individual 

technologies and their synergy with other technologies, all while foregoing the need to physically 

construct and test the various combinations (something that is often not feasible). 

For this proposed rulemaking, IAV Automotive Engineering, Inc. (IAV) simulated the effect of 

potential engine technologies on fuel consumption using the GT-POWER© simulation modeling 

tool
162

  GT-POWER is a commercially available engine simulation tool with detailed cylinder 

model and combustion analysis.  GT-POWER is used to characterize and provide data on engine 

metrics including power, torque, airflow, volumetric efficiency, fuel consumption, turbocharger 

performance, and matching and pumping losses, among other parameters.  The primary outputs 

of GT-POWER for this analysis are engine maps for each engine combination evaluated in 

Autonomie and in the CAFE model.  The engine maps provide estimated operating 

characteristics of engines equipped with specific technologies.  The engine maps are then used as 

an input to the established and widely used for Autonomie, a software simulation tool developed 

by Argonne National Laboratory for full vehicle simulation modeling.
163

 

Finally, it is important to note that the analysis conducted for the proposed rulemaking reflects a 

number of updates to modeling inputs based on the detailed assessment of comments received to 

the Draft TAR.  In addition, the analysis also incorporates learnings from new work conducted to 

support of this proposal.  In an effort to ensure the analysis is using the best possible data and 

methods, research is continuing to be conducted through vehicle benchmarking, and new studies 

                                                 
161

 Simulation modeling was also conducted to determine the appropriate amount of engine downsizing needed to 

maintain overall vehicle performance when vehicle mass reduction was applied, further increasing the total number 

of simulation runs to over one million 
162

 GT-POWER© is the industry standard engine performance simulation and is used to predict engine performance 

quantities such as power, torque, airflow, volumetric efficiency, fuel consumption, turbocharger performance and 

matching, and pumping losses  
163

 Autonomie is a system simulation tool for vehicle energy consumption and performance analysis.  For further 

discussion of Autonomie, see sections 5.1 and 5.2, above.  



 

228 

 

and any new data are reviewed as they become available.  Stakeholder comments submitted to 

this proposal will also be fully considered. 

6.3.2 Engine Technology Effectiveness 

According to the 2017 Highlights of CO2 and Fuel Economy Trends released by the EPA, the 

gasoline-fueled, spark ignition (SI) engine is the predominant powertrain in the U.S.  While 

manufacturers have adapted and improved aspects of internal combustion engine technology 

over time, nearly all vehicles sold in MY 2016 still rely on some type of internal combustion 

engine as part of the powertrain. 

 

Figure 6-37 - Engine Technology Production Share, 1980-2017
164

 

 

                                                 
164

 U.S. Environmental Protection Agency “Highlights of CO2 and Fuel Economy Trends” 

https://www.epa.gov/fuel-economy-trends/download-report-co2-and-fuel-economy-trends, Accessed Jan 12, 2017. 
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The brake thermal efficiency (BTE) of gasoline fueled, spark-ignition (SI) engines has 

historically been approximately 25%.  Some researchers and manufacturers have suggested that 

there could be an opportunity to improve peak efficiency to 37% or above, for internal 

combustion engines.
165

  Many manufacturers continue to improve internal engine technology 

with efficiency improvements such as gasoline direct injection (GDI), turbo-charging smaller 

displacement engines, incorporating Atkinson and Miller Cycle valve timing strategies, 

integrating exhaust manifolds into cylinder heads, additional friction reduction, and cooled 

exhaust gas recirculation (EGR).
166

 

6.3.2.1 Overview 

Since the 2012 FRM, the agencies have continued to meet with automobile manufacturers, Tier 1 

automotive suppliers, and automotive engineering services firms to review publicly available 

information, confidential business information and data on development of their products and 

applications of advanced internal combustion technologies. The agencies have also sponsored 

and conducted new studies to better understand emerging technologies. This new information 

and data has been considered and used to help inform this proposed rulemaking. 

Several engine benchmarking programs that have produced detailed engine operating maps have 

been completed.  In this analysis, some of the best performing engines in production, and 

representative engine maps have been used at inputs to the Autonomie toolset to estimate the 

effectiveness of modern powertrain technology along a wide spectrum of vehicle applications.  

In addition, industry and academia have published information
167

, 
168

 on recently launched 

engines now available to the public. The internal simulation results were often compared as a 

form of validation for this analysis’ effectiveness estimations.  Additionally, continued use of 

computer-aided engineering tools and the development and analysis of advanced engine 

technologies to verify the validity of proof-of-concept and applied research for potential for 

further engine improvements.  Further details of some of these cases are provided in later 

sections.  

In the meetings with automobile manufacturers and Tier 1 suppliers, the agencies learned about 

the following engine technologies trends: 

In the near-term, many stakeholders discussed -  

                                                 
165

 “Mazda pitches Skyactiv-3 engine tech to rival EVs,” 

http://www.autonews.com/article/20180128/OEM06/180129795/mazda-pitches-skyactiv-3-engine-tech-to-rival-evs, 

(last accessed - March 23, 2018). 
166

 “2016 Pentastar V6 adds new VVT, cooled EGR,” http://articles.sae.org/14322/, (last accessed march 23, 2018) 
167

 “The New Toyota Inline 4-Cylinder 2.5L Gasoline Engine”, SAE 2017-01-1021. March 28, 2017. 
168

 “Mazda 2.5L SKYACTIV-G Engine with New Boosting Technology.” 2016 Internationales Wiener 

Mtorensymposium  

http://www.autonews.com/article/20180128/OEM06/180129795/mazda-pitches-skyactiv-3-engine-tech-to-rival-evs
http://articles.sae.org/14322/
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 Reducing engine friction and parasitic accessory loads on next generation engines, 

especially as manufacturers adopt Turbo systems and high compression ratio engine 

architectures. 

 Considerable diversity of engine technologies in development for smaller light duty 

vehicles: 

o including turbocharged GDI engines, dual direct and port injected (dual GDI/PFI) 

engines
169

, 
170

, 
171

 

o both turbocharged and naturally aspirated GDI engines with external cooled EGR, 

and engines that combine GDI with operation over the Atkinson Cycle and use of 

Atkinson Cycle outside of HEV applications 

 Considerable diversity of engine technologies in development for larger, heavier vehicles, 

including full-size SUVs and pickup trucks with significant towing utility: 

o some manufacturers will rely on naturally aspirated GDI engines with cylinder 

deactivation 

o some will rely turbocharged-downsized engines,  

o and others will be use a variety of engine technologies, including light-duty 

diesels.  

 

And in the longer view, vehicle manufacturers indicated they are at advanced stages of research 

with respect to -  

 multi-mode combustion approaches
172

 

o homogenous charge, compression ignition, lean-burn operation at light loads  

o stratified-charge, lean-burn spark ignition at moderate loads  

o stoichiometric homogenous charge, spark ignition at high loads  

 variable-compression ratio (VCR) engines
173

 

 variable displacement engines 

The 2012 final rule did not project diesel powertrains would be widely used to improve fuel 

economy and reduce CO2 emissions, however, because then a number of new light-duty vehicles 

have been introduced to the U.S. market with diesel engines.  These include the Ram 1500 full-

size pickup truck, the Chevrolet Colorado mid-size pickup truck, the Jeep Grand Cherokee SUV, 

and the Chevrolet Cruze, with at least one more expected application in the Ford F-150.   

                                                 
169

 “Toyota Advances D4s with self-cleaning feature on Tacoma,” Aug. 27, 2015. 

http://wardsauto.com/technology/toyota-advances-d4s-self-cleaning-feature-tacoma 
170

 “Ford F-150 and Expedition's New Advanced Engines Maximize Lightweight Materials for Greater 

Performance, Efficiency” https://media.ford.com/content/fordmedia/fna/us/en/news/2017/06/16/ford-f150-and-

expedition-new-advanced-engines-maximize-lightweight-materials-greater-performance.pdf 
171

 Don Sherman, Explained - Why Some Engines Have Both Port and Direct Injection, Car and Driver (May 2, 

2017) https://blog.caranddriver.com/explained-why-some-engines-have-both-port-and-direct-injection/.  
172

  
173

 Nissan Motor Corporation recently introduced a variable compression ratio engine to the US market, “VC-Turbo 

– The world’s first production-ready variable compression ratio engine,” 2017/12/13. https://newsroom.nissan-

global.com/releases/release-917079cb4af478a2d26bf8e5ac00ae49-vc-turbo-the-worlds-first-production-ready-

variable-compression-ratio-engine
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Diesel engines are continuing to evolve by using technologies similar to those being introduced 

in new light-duty gasoline engines and heavy-duty diesel truck engines.  This includes: 

 the use of advanced friction reduction measures 

 increased turbocharger boost pressures that enable smaller displacements 

 engine “downspeeding,” or the use of advanced cooled EGR systems 

 improved integration of charge air cooling into the air intake system 

 and improved integration of exhaust emissions control systems for criteria pollutant 

control 

The best BTE of advanced diesel engines under development for light duty applications is now 

46% and thus is approaching that of heavy-duty diesel truck engines.
174

  Despite recent 

compliance actions with respect to light-duty diesel NOx emissions,
175

 diesel engines are still 

considered to be a viable technology to improve fuel economy and reduce CO2 emissions from 

light-duty vehicles.  

Finally, this analysis re-evaluated all technology cost and effectiveness values considered in the 

2012 final rule and 2016 Draft TAR for this proposed rulemaking.  This re-assessment included 

evaluations of technologies where substantial new information has emerged, such as the potential 

application of cylinder deactivation and the potential application and effectiveness of Atkinson 

cycle engines, specifically what was modeled in the Draft TAR as HCR2. 

6.3.2.2 Technologies modeled for the proposed rulemaking 

6.3.2.2.1 Cylinder Deactivation (DEAC) 

In conventional spark-ignited engines, throttling the airflow controls engine torque output. At 

partial loads, efficiency can be improved by using cylinder deactivation instead of throttling. 

Cylinder deactivation (DEAC) can improve engine efficiency by disabling or deactivating 

cylinders when the load is significantly less than the engine’s total torque capability. When the 

valves are kept closed and no fuel is injected, the trapped air within the deactivated cylinders is 

simply compressed and expanded as an air spring, with reduced friction and heat losses. The 

active cylinders operate at higher loads to compensate for the deactivated cylinders. Pumping 

losses are significantly reduced as when the engine is operated in this “part-cylinder” mode.  

Cylinder deactivation control strategy may use a maximum manifold absolute pressure or 

predicted torque threshold for enabling cylinder deactivation. Noise, vibration and harshness 

(NVH) issues (i.e., customer satisfaction considerations) reduce the operating range in which 

                                                 
174 

Stanton, D.W. “Light Duty Efficient, Clean Combustion.” Final Report by Cummins, Inc., to the U.S. 

Department of Energy, Report No. DE-FC26-07NT43279, June 3, 2011. 

http://www.osti.gov/scitech/servlets/purl/1038535/.   
175 

Advances in NOx and PM emissions control technology are bringing light-duty diesels fully into compliance with 

Federal Tier 3 and California LEV III emissions 5-15 standards at a cost that is competitive with the cost-

effectiveness other high efficiency, advanced engine technologies. 
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cylinder deactivation is enabled, although manufacturers continue exploring vehicle changes that 

enable increasing the amount of time that cylinder deactivation might be acceptable.  Some 

manufacturers have adopted active engine mounts and/or active noise cancellations systems to 

address NVH concerns and to allow a greater operating range of activation. 

6.3.2.2.2 Advanced Cylinder Deactivation (ADEAC) 

Rolling or dynamic cylinder deactivation systems allow a further degree of cylinder deactivation 

which can vary the percentage of cylinders deactivated and the sequence in which cylinders are 

deactivated, which was not possible with previous cylinder deactivation system designs. This 

allows for additional fuel economy improvements by increasing the amount of time an engine 

can operate with lower pumping losses. The sequence of engine firing varies with ADEAC, and 

requires more sophisticated control algorithms and additional hardware to achieve acceptable 

NVH targets. 

6.3.2.2.3 Application of DEAC and ADEAC 

NHTSA has historically limited its analysis of cylinder deactivation to engines with six or more 

cylinders. There were concerns that application of cylinder deactivation to 3 or 4-cylinder 

engines would result in unacceptable NVH and there were no known sub-6 cylinder US market 

applications of cylinder deactivation.  

In MY 2013, Volkswagen introduced their 1.4L TSI EA 211 turbocharged GDI engine with 

“active cylinder management” in Europe.
176

 This engine is the first production application of 

cylinder deactivation to an I4 engine and can deactivate 2 cylinders via cam-shifting under light 

load conditions. VW recently introduced a Miller Cycle variant of the same EA211 engine 

family with cylinder deactivation, providing indication the system has been accepted in the 

European marketplace, thus far, and will continue to be offered.
177

  

Additionally, a system developed by Schaeffler employs a dynamic cylinder deactivation for I3 

and I5 engines. The system alternates or “rolls” the deactivated cylinders allowing all cylinders 

to be deactivated after every ignition cycle and reactivated during the next cycle. Cylinder 

deactivation thus alternates within a single deactivation phase and not each time a new 

deactivation mode is introduced. The net result is that engines with an odd number of cylinders 

can operate, on average, with half their cylinder displacement (for example, a 3-cylinder engine 

could drop down to “1.5” cylinders on average or an I5 can drop to “2.5” cylinders on average). 

Ford and Schaeffler investigated both rolling cylinder deactivation and a system to deactivate 

one cylinder with Ford’s EcoBoost 1.0L I3 engine and found that, with appropriate vibrational 

dampening, either strategy could be implemented with no NVH deterioration and with 3% or 

                                                 
176

 Volkswagen. 2015. http://www.volkswagen.co.uk/technology/petrol/active-cylinder-technology-act, last accessed 

January 19, 2018.   
177

 Eichler, F., Demmelbauer-Ebner, W., Theobald, J., Stiebels, B., Hoffmeyer, H., Kreft, M. “The New EA211 TSI® 

evo from Volkswagen.” 37. Internationales Wiener Motorensymposium 2016.   
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greater improvement in both real-world and EU drive cycle fuel economy.
178

 Finally, Tula 

Technology has demonstrated a system, termed “Dynamic Skip Fire”, with the capability of 

deactivating any cylinder.
179, 180

  That system may see production implementation during the 

timeframe of this proposed rulemaking. 

In light of these new, production-feasible developments, DEAC and ADEAC may be applied on 

engines with less than six cylinders in the NPRM analysis, though the modeling for ADEAC 

technology remains speculative at this time and will improve with additional benchmarking of 

production technologies. 

6.3.2.2.4 Variable Valve Timing (VVT) Systems 

Variable valve timing (VVT) is a family of valve-train designs that dynamically alter the opening 

and closing of the intake valve, exhaust valve, or both, in relation to piston travel.  VVT uses a 

cam phaser to adjust the camshaft angular position relative to the crankshaft position, and is 

more generically referred to as “camshaft phasing.” The majority of current cam phaser 

applications use hydraulically-actuated units, powered by engine oil pressure and managed by a 

solenoid that controls the oil pressure supplied to the phaser. 

VVT reduces pumping losses, increases specific power, increases control of the level of residual 

gases in the cylinder, and improves volumetric efficiency at higher engine speeds and load over 

the engine operating range and loading. Additionally, VVT can be used to alter (and optimize) 

the effective compression ratio where it is advantageous for certain engine operating modes.  

VVT has now become a widely adopted technology in the U.S. fleet.  In MY 2015, more than 

98% of light-duty vehicles sold in the U.S. used some form of VVT. 

6.3.2.2.5 Intake Cam Phasing (ICP) 

Valvetrains with ICP modify the timing of the opening and closing of cylinder inlet valves.  

6.3.2.2.6 Coupled Cam Phasing (CCP) 

Coupled cam phasing results from applying cam phasing to an engine architecture that has only 

one camshaft actuating both intake and exhaust valves. Coupled cam phasing dynamically 

adjusts the angular position of the camshaft in relation to the crankshaft which affects the timing 

of both the intake exhaust valve timing equally.  CCP is the only VVT implementation option 

available and requires only one cam phaser, and can be more cost effective than two cam phasers 
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 Schamel, A., Scheidt, M., Weber, C. & Faust, H. “Is Cylinder Deactivation a Viable Option for a Downsized 3-

Cylinder Engine?” Vienna Motor Symposium, 2015.   
179

 Wilcutts, M., Switkes, J., Shost, M. & Tripathi, A. “Design and Benefits of Dynamic Skip Fire Strategies for 

Cylinder Deactivated Engines,” SAE Int. J. Engines 6(1):2013, doi - 10.4271/2013-01-0359.   
180

 Eisazadeh-Far, K. & Younkins, M., “Fuel Economy Gains through Dynamic-Skip-Fire in Spark Ignition 

Engines,” SAE Technical Paper 2016-01-0672, 2016, https://doi.org/10.4271/2016-01-0672. 
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depending on the application. However, its limited availability could outweigh its reduced cost 

and complexity. 

6.3.2.2.7 Dual Cam Phasing (DCP) 

The most flexible VVT design is dual (independent) cam phasing, where the intake and exhaust 

valve opening and closing events are controlled independently. This option allows the option of 

controlling valve overlap, which can be used as an internal EGR strategy. At low engine loads, 

DCP creates a reduction in pumping losses, resulting in improved fuel consumption. Increased 

internal EGR also results in lower engine-out NOx emissions. The amount by which fuel 

consumption is improved and CO2 emissions are reduced depends on the residual tolerance of 

the combustion system and on the combustion phasing achieved. Additional improvements are 

observed at idle, where low valve overlap could result in improved combustion stability, 

potentially reducing idle fuel consumption.  

6.3.2.2.8 Variable Valve Lift (VVL) 

Controlling the lift of the valves provides a potential for further efficiency improvements. By 

optimizing the valve-lift profile for specific engine operating regions, the pumping losses can be 

reduced by reducing the amount of throttling required to produce the desired engine power 

output. By moving the throttling losses further downstream of the throttle valve, the heat transfer 

losses that occur from the throttling process are directed into the fresh charge-air mixture just 

prior to compression, delaying the onset of knock-limited combustion. Variable valve lift control 

can also be used to induce in-cylinder mixture motion, which improves fuel-air mixing and can 

result in improved thermodynamic efficiency. Variable valve lift control can also potentially 

reduce overall valvetrain friction. At the same time, such systems may incur increased parasitic 

losses associated with their actuation mechanisms. A number of manufacturers have already 

implemented VVL into all (BMW) or portions of their fleets (Toyota, Honda, GM, and FCA), 

but overall this technology is still available for application to most vehicles. There are two major 

classifications of variable valve lift, discrete variable valve lift (DVVL, also known as cam 

profile switching, or CPS) and continuous variable valve lift (CVVL).  

DVVL systems allow the selection between two or three discrete cam profiles by means of a 

hydraulically-actuated mechanical system. By optimizing the cam profile for specific engine 

operating regions, the pumping losses can be reduced by reducing the amount of throttling 

required to produce the desired engine power output. This increases the efficiency of the engine. 

These cam profiles may consist of a low and a high-lift lobe or other combinations of cam 

profiles, and may also include an inert or blank lobe to incorporate cylinder deactivation (in the 

case of a 3-step DVVL system). DVVL is normally applied together with VVT control. DVVL is 

a mature technology with low technical risk.  

In CVVL systems, valve lift is varied by means of a mechanical linkage or hydraulic actuators, 

driven by an actuator controlled by the engine control unit. The valve opening and phasing vary 
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as the lift is changed and the relation depends on the geometry of the mechanical system. BMW 

has considerable production experience with CVVL systems and has versions of its 

“Valvetronic” CVVL system since 2001. CVVL allows the airflow into the engine to be 

regulated by means of intake valve opening reduction, which improves engine efficiency by 

reducing pumping losses from throttling the intake system further upstream as with a 

conventionally throttled engine. CVVL provides greater effectiveness than DVVL, because it 

can be fully optimized for all engine speeds and loads, and is not limited to a two or three step 

compromise. There may also be a small reduction in valvetrain friction when operating at low 

valve lift, resulting in improved low load fuel consumption for cam phase control with variable 

valve lift as compared to cam phase control only. Most of the fuel economy effectiveness is 

achieved with variable valve lift on the intake valves only; for example, FCA’s Multiair 

electrohydraulic system is implemented on the intake valves only. CVVL is only applicable to 

double overhead cam (DOHC) engines. 

6.3.2.2.9 Stoichiometric Gasoline Direct Injection, SGDI or GDI 

Stoichiometric gasoline direction injection (SGDI) engines inject fuel directly into the 

combustion chamber of the intake port, as in many current engines with port fuel injections. 

From MY 2012 to MY 2016, the penetration rate of SGDI has increased from 23% to 48% in 

both car and truck segments. Nearly all vehicles using turbocharged spark-ignition engines also 

used GDI to improve suppression of knocking combustion. GDI provides direct cooling of the 

in-cylinder charge via in-cylinder fuel vaporization.
181

 Use of GDI allows an increase of 

compression ratio of approximately 0.5 to 1.5 points relative to naturally aspirated or 

turbocharged engines using port-fuel-injection (e.g., an increase from 9.9:1 for the 5.3L PFI GM 

Vortec 5300 to 11:1 for the 5.3L GDI GM Ecotec3 with similar 87 AKI gasoline octane 

requirements).7 

Toyota's D-4S system combines GDI and PFI systems, with two injectors per cylinder (one 

directly in-cylinder and one immediately upstream of the intake port).
182

,
183

,
184

 As of 2015, all 

Toyota vehicles in the U.S. with GDI appear to be using a variation of the D-4S dual GDI/PFI 

fuel injection system. This system increases peak BMEP, provides additional flexibility with 

respect to calibration of the EMS for improved cold-start emissions and offers an efficiency 

improvement over GDI alone.  
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The recently redesigned Ford turbocharged 3.5L “EcoBoost
TM

” engine in the 2017 Ford F150 

also uses a dual GDI/PFI injection system to increase power, reduce emissions, and improve 

efficiency,
185

 but other engines in Ford’s EcoBoost lineup use GDI. In MY 2015, Ford offered a 

version of the EcoBoost turbocharged GDI engines as standard or optional engines in nearly all 

of models of light-duty cars and trucks. Ford’s world-wide production of EcoBoost engines 

exceeded 200,000 units per month during CY 2015.
186

 Figure 6-38 below shows NHTSA’s test 

data for the operation of dual fuel injection system of 2017 Ford F150 3.5L EcoboostTM on 

UDDS, HWFET, and US06 test cycles. The figure shows the split of operation of DI and PFI 

system on the 2017 Ford F150 3.5L engine with outline of varies test cycles. It shows that 

combination of PFI and DI are required in standard federal 2-cycle tests.  The PFI system 

provides the fuel to the engine when the absolute engine load is below 40%. The DI system is 

quickly blended in above 40% absolute engine load. Between 60% to 140% absolute load, 70% 

to 80% of the fuel is delivered through the DI system. At absolute engine loads above 140% the 

PFI system provides an increase proportion of the fuel up to 40%. 

 

Figure 6-38 - DI and PFI usage map as function of engine speed and load for a 2017 Ford 

F150 3.5L Ecoboost
187

 

 

                                                 
185

 Ford Motor Company. 2016. “More Torque and Better Boost - 2017 Ford F-150 to Debut with All-New 3.5-Liter 

Ecoboost Engine and 10-Speed Transmission.”  

https://media.ford.com/content/fordmedia/fna/us/en/news/2016/05/03/2017-ford-f150-more-torque-better-boost.pdf, 

last accessed July 5, 2016.   
186

 Ford Motor Company. 2015. “Ford Marks Production Milestone as 5-Millionth EcoBoost-Equipped Vehicle 

Rolls Off Assembly Line.” https://media.ford.com/content/fordmedia/fna/us/en/news/2015/03/17/ford-marks-

production-milestone-as-5-millionth-ecoboost-equipped.pdf, last accessed July 5, 2016.   
187

 NHTSA Benchmarking, “Laboratory Testing of a 2017 Ford F-150 3.5 V6 EcoBoost with a 10-speed 

transmission.” DOT HS 812 520 



 

237 

 

6.3.2.2.10 Turbocharging and Downsizing 

Turbocharging increases the engine airflow and specific power output, allowing engine 

displacement reductions while maintaining a desired level of performance. As a result, friction 

and pumping losses are reduced at lighter loads relative to a larger, naturally aspirated engine. 

Recent turbocharger improvements have included use of lower-mass, lower inertia components 

and lower friction ball bearings to reduce turbocharger lag and enable higher peak rotational 

speeds. Improvements have also been made to turbocharger compressor designs to improve 

compressor efficiency and to expand the limits of compressor operation by improving surge 

characteristics. 

Turbochargers with variable nozzle turbines (VNT) or variable geometry turbocharger (VGT) 

use moveable vanes within the turbocharger to allow adjustment of the effective exhaust turbine 

aspect ratio, allowing the operation of the turbocharger to be better matched across the entire 

speed and load range of an engine. VNT turbochargers are commonly used in modern light-duty 

and heavy-duty diesel engines. 

The use of head-integrated exhaust manifolds (IEM) and split-coolant loops within the engine 

and the use of cooled EGR (See sections 6.3.2.2.11 ) can reduce peak exhaust temperatures 

sufficiently to allow lower cost implementation of VNT turbochargers in spark ignition engines. 

There are also synergies between the application of VNT to Miller cycle operating engines, 

where increased low-speed torque, improved torque response are possible.
188

  

A comparison of the same 2.4L PFI engine with a more recent, MY 2017 Honda 1.5L 

Turbocharged GDI engine with IEM.
189,190

 The torque characteristics of the Honda engine are a 

closer match to the 2.4L PFI engine and the Honda engine represents approximately 37% 

downsizing relative to the 2.4L PFI engine due to turbocharging and includes other 

improvements (friction reduction, dual cam phasing, higher rates of internal EGR). The Honda 

1.5L turbocharged GDI engine has significantly improved efficiency when comparing BTE 

across 20 speed and load points of significance for the regulatory drive cycles (1500 -2500 rpm 

and 2-bar to 8-bar BMEP as referenced to the 2.4l ENGINE). The BTE of the Honda 1.5L 

turbocharged engine showed an incremental effectiveness of 6% to 30% across this entire range 

of operation. The difference was more pronounced at lighter loads. Incremental effectiveness 

was 16% to 30% below 6-bar BMEP relative to the 2.4L engine. 
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6.3.2.2.11 EGR 

Exhaust gas recirculation (EGR) is a broad term used for systems that control and vary the 

amount of inert, residual exhaust gases left in cylinder during combustion.  EGR can improve 

efficiency at part-load by reducing pumping losses due to engine throttling.  EGR also reduces 

combustion temperatures and thus reduces NOx formation.  The use of cooled EGR (cEGR) can 

reduce knocking combustion, thus allowing compression ratio and/or turbocharger boost 

pressure to be increased or spark timing to be advanced.  EGR also slows the rate of combustion, 

so its use is often accompanied by other changes to the engine (e.g., inducing charge motion and 

turbulent combustion) to shorten combustion duration and allow improved combustion phasing.  

Internal EGR uses changes in independent cam-phasing to vary the overlap between intake and 

exhaust valve timing events, thus changing the amount of residual gases trapped in cylinder after 

cylinder scavenging.  External EGR recirculates exhaust gases downstream of the exhaust valve 

back into the air induction system. 

With turbocharged engines, there are variants of external EGR that use a low pressure loop, a 

high pressure loop or combinations of the two system.  External EGR systems can also 

incorporate a heat-exchanger to lower the temperature of the recirculated exhaust gases (e.g., 

cooled EGR or cEGR), improving both volumetric efficiency and enabling higher rates of EGR.  

Nearly all light-duty diesel engines are equipped with cEGR as part of their NOx emission 

control system.  Some diesel applications also use relatively large amounts (>25%) of cEGR at 

light- to part-load conditions to enable dilute low-temperature combustion (see Section 

6.3.2.2.18.5 for a more detailed description of light-duty diesel technologies).  Research is also 

underway to apply similar forms of low-temperature combustion using high EGR rates to 

gasoline engine applications
191

 

The use of cEGR technology was analyzed for post-2017 light-duty vehicles with engines at 24-

bar BMEP, primarily as a means to prevent pre-ignition at the high turbocharger boost levels 

needed at 24-bar BMEP and above.  The analysis did take into account efficiency benefits from 

the use of cEGR with turbocharged engines due primarily to part-load reductions in pumping 

losses and the reduction or elimination of commanded fuel enrichment under high-load 

conditions. 

Prior to 2012, there were no examples of production vehicles equipped with turbocharged GDI 

engines using cEGR.  The PSA 1.2L EB PureTech Turbo engine was launched in the MY 2014 

Peugeot 308 in Europe as the first high-volume production application of cEGR on a 

turbocharged GDI engine.  This engine has over 24-bar BMEP and also operates using Miller 

Cycle (see Section 6.3.2.2.13 for a more detailed description of Miller-Cycle). The MY 2016 

Mazda CX-9 2.5L SKYACTIV Turbo engine similarly combines the use of Miller Cycle with 
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cEGR.
192

 In another variant, Chrysler has implemented liquid-cooled cEGR on the 2016 3.6L 

Pentastar V-6 with natural aspiration and PFI.
193

Atkinson Cycle 

Conventional 4-cycle internal combustion engines have an effective compression ratio and 

effective expansion ratio that are approximately equivalent.  Current and past production 

Atkinson Cycle engines use changes in valve timing (e.g., late-intake-valve-closing or LIVC) to 

reduce the effective compression ratio while maintaining the expansion ratio (see Figure 6-39 

and Figure 6-40)  

This approach allows a reduction in top-dead-center (TDC) clearance ratio (e.g., increase in 

“mechanical” or “physical” compression ratio) to increase the effective expansion ratio without 

increasing the effective compression ratio to a point that knock-limited operation is encountered.  

Increasing the expansion ratio in this manner improves thermal efficiency but also lowers peak 

brake-mean-effective-pressure (BMEP), particularly at lower engine speeds.
194

 Depending on 

how it is implemented, some Atkinson Cycle engines may also have sufficient cam-phasing 

authority to widely vary effective compression ratio and can use this variation as a means of load 

control without use of the standard throttle, resulting in additional pumping loss reductions. 

 

Figure 6-39 - Comparison of The Timing of Valve Events for Otto-Cycle (black and orange 

lines) and LIVC Implementations of Atkinson- Or Miller-Cycle (black and green lines). 
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Figure 6-40 - Diagrams of Cylinder Pressure Vs. Cylinder Volume for A Conventional 

Otto-Cycle SI Engine (orange line) Compared to A LIVC Implementation of Atkinson 

Cycle (green line) Highlighting the Reduction in Pumping Losses. 

 

Prior to 2012, the use of naturally-aspirated Atkinson Cycle engines has been limited to HEV 

and PHEV applications where the electric machine could be used to boost torque output, 

particularly at low engine speeds.  Because of this, the 2012 FRM analyses did not include the 

use of Atkinson Cycle engines outside of HEV and PHEV applications.  Nearly all HEV/PHEV 

applications in the U.S. use Atkinson Cycle, including the Honda Insight, Toyota Prius, Toyota 

Camry Hybrid, Lexus 400h, Hyundai Sonata Hybrid and Chevrolet Volt.  The Toyota 2ZR-FXE 

used in the third-generation Toyota Prius and Lexus 200h uses a combination of LIVC Atkinson 

Cycle, cooled EGR, and port-fuel-injection (PFI) to achieve a peak BTE of 38.5%.  Further 

refinements to this engine, including increased tumble to increase both the speed of combustion 

and EGR tolerance, have resulted in peak BTE of 40%.
195

 

Since 2012, Atkinson Cycle engines have been introduced into non-hybrid applications.  These 

applications use camshaft-phasing with a high degree of authority together with GDI (e.g., 

Mazda SKYACTIV-G 1.5L, 2.0L and 2.5L engines) or a combination of PFI with cooled EGR 

(Toyota 1NR-FKE and 2NR-FKE engines).  The effective compression ratio can be varied using 
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camshaft phasing to increase BMEP and the use of GDI (Mazda) or cEGR (Toyota) are used, in 

part, for knock mitigation.  These engines from Mazda and Toyota also incorporate other 

improvements, such as friction reduction from valvetrain and piston design enhancements.  The 

Toyota 1NR-FKE 1.3L I3 and 2NR-FKE 1.5L I4 engines achieve a peak BTE of 38%, very close 

to the BTE achieved with the 2ZR-FXE engine used in the Toyota Prius.
196,197

  EPA testing of 

2.0L and 2.5L variants of the Mazda SKYACTIV-G engine achieved peak BTE of 37% while 

using 92 AKI (96 RON) fuel.  Note that on the UDDS and HWFET test cycles, the engine 

operates within the best BTE island a relatively small portion of the time, as shown in Figure 

6-41 and Figure 6-42.  In the case of the Mazda SKYACTIV-G engines, the use of GDI and 

cam-phasing resulted in increased BMEP and rated power relative to the previous PFI, non-

Atkinson versions of this engine and allowed a small degree of engine downsizing (e.g., 

replacement of the previous 2.5L PFI engine with the 2.0 SKYACTIV-G) on some Mazda 

platforms with equal or improved performance.  In the case of the Toyota 1NR-FKE, the use of 

cEGR and cam-phasing allowed BMEP to be maintained relative to peak BMEP of the Non-

Atkinson Cycle engine it replaced and allowed the use of a lower cost PFI fuel system.  Both the 

Mazda and Toyota Atkinson Cycle engines use electro-mechanical systems for camshaft phasing 

on the intake camshaft. 

 

Figure 6-41 - BTE for a Representative MY 2010 2.4L NA PFI   tested by EPA.
198, 199 
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Figure 6-42 - Engine operating Area on certification cycles of 2016 Mazda CX-9 

benchmarked by NHTSA
200

  

 

In the Mazda SkyActiv powertrain design, Mazda noted that with the increase of compression 

ratio, the temperature at compression top dead center (TDC) also rises, increasing the probability 

of knocking.
 
 In order to lower the temperature at compression TDC, reducing the amount of hot 

exhaust gas remaining inside the combustion chamber is effective. Mazda introduced a 4-2-1 

exhaust system to mitigate the high temperature that leads to knocking.  Figure 6-43 shows the 

difference between the tradition exhaust system and Mazda’s exhaust system designed to reduce 

high temperature exhaust residual. However, this long runner exhaust system could pose 

packaging issues for I4 vehicles with limited engine compartment space and for V6 or V8 

engines. One major challenge with the 4-2-1 exhaust system is that the long distance cools the 

exhaust gas before it reaches the catalyst, delaying the catalyst light-off, particularly considering 

Tier 3 emission requirements.   

                                                 
200
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Figure 6-43 - Mazda SkyActiv 4-2-1 exhaust system to mitigate knocking by reducing 

residual gas.
201

 

 

EPA’s recent benchmarking analysis of a 2014 Mazda SKYACTIV-G naturally aspirated (NA) 

gasoline direct injection (GDI) engine showed a peak BTE of approximately 37%, relatively high 

for SI engines.
202,203

 This was in part due to an ability to use late-intake-valve-closing (LIVC) 

Atkinson-cycle operation to decouple the knock-limited effective CR from the expansion ratio 

available from a very high 14:1 geometric CR. The max BTE of approximately 37% was 

achieved using high-octane fuel in the European configuration of this SkyActiv engine (but note, 

Mazda uses a lower compression ratio engine in the US due to difference in fuel octane). The 

Mazda SKYACTIV-G is one of the first implementations of a naturally-aspirated, LIVC 

Atkinson-cycle engine in U.S. automotive applications outside of hybrid electric vehicles (HEV) 

and also appears to be the first Atkinson-cycle engine to use GDI. Port-fuel-injected (PFI) 

Atkinson-cycle engines have been used in hybrid electric vehicle applications in the U.S. for 

more than a decade.  PFI/Atkinson-cycle engines have demonstrated peak BTE of approximately 

39% in the 2015 Honda Accord HEV and 40% in the 2016 Toyota Prius HEV.  

With a thermal efficiency of 40%,
204

 the 2.5L, 13.5:1 compression ratio, SGDI in the 2018 

Toyota Camry
205

 is currently the highest thermal efficiency gasoline engine in the U.S. market.  
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Notably, this engine used advanced manufacturing methods in the valves and engine head to 

produce a design with improved airflow and combustion.
206

  The vehicle utilizes a number of 

technologies including a high compression ratio engine to provide high thermal efficiency, and 

an 8-speed automatic transmission. 

6.3.2.2.12 Compression ignition gasoline engines 

For many years, engine developers, researchers, manufacturers have explored ways to achieve 

the inherent efficiency of a diesel engine while maintaining the operating characteristics of a 

gasoline engine.  A potential pathway for striking this balance is utilizing compression ignition 

for gasoline fueled engines, more commonly referred to as Homogeneous Charge Compression 

Ignition (HCCI). 

Gasoline powered engines have used an electric spark to ignite a fuel and air mixture to produce 

power since their invention.  A fuel and air mixture is drawn into an engine cylinder and ignited 

at a defined, precise moment releasing energy as a controlled explosion.
207

  The energy released 

during this explosion is translated to the engine crankshaft and then out of the engine to perform 

whatever work the engine is tasked to do. 

Diesel fueled engines ignite the fuel and air mixture without an electric spark.  They rely on the 

heat generated by squeezing the fuel and air mixture until it ignites; this is commonly referred to 

auto-ignition.  Diesel engines utilize very high compression ratios to achieve auto- ignition and, 

therefore, produce more power per unit of energy.  Aside from efficiency, however, gasoline and 

diesel fueled engines maintain very distinct characteristics such as the rates (time) power is 

achieved, emissions, component weight, and more. 

In ongoing, periodic discussions with manufacturers on future fuel saving technologies and 

powertrain, manufacturers’ plans have, generally, included HCCI as part of a long-term strategy.  

The technology appears to always be a strong consideration as, in theory, it provides the “best of 

both worlds” – meaning a way to provide diesel engine efficiency with gasoline engine 

performance and emissions levels. 

Developments in both the research and the potential production implementation of HCCI for the 

U.S. market are continually being monitored.  In 2017, Mazda announced a significant 

production breakthrough regarding a gasoline-fueled engine employing HCCI for a portion of it 
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normal operation.
208

  Soon after, Mazda publicly stated they plan to introduce this engine as part 

of the Skyactiv family of engines in 2019.
209

 

However, HCCI has not been included in simulation and vehicle fleet modeling for past 

rulemakings and has not been included HCCI in this rulemaking as well; this is primarily due to 

the fact that manufacturers were not manufacturing HCCI engines at the time of the 2012 

rulemaking, and accordingly there was a lack of conclusive and independently verifiable 

effectiveness, cost, and mass market implementation data available. 

The NPRM requests comment on the potential use of HCCI technology in the analysis for the 

timeframe proposed for this rulemaking.  More specifically, should HCCI be included in the final 

rulemaking analysis for this proposed rulemaking? Why or why not? Please provide supporting 

data, including effectiveness values, costs in relation varying engine types and applications, and 

production timing that supports the timeframe of this rulemaking. 

6.3.2.2.13 Miller Cycle 

Like Atkinson Cycle, Miller Cycle engines use changes in valve timing to reduce the effective 

compression ratio while maintaining the expansion ratio. Automakers have investigated both 

early intake valve closing (EIVC) and LIVC variants. There is some disagreement over the 

application of the terms Atkinson or Miller Cycle to EIVC and LIVC valve event timing and 

sometimes the terms are used interchangeably. For the purpose of this analysis, Miller Cycle is a 

variant of Atkinson cycle with intake manifold pressure boosted by either a turbocharger and/or a 

mechanically or electrically driven supercharger. More simply, it is an extension of Atkinson 

Cycle to boosted engines. The first production vehicle offered using Miller Cycle was the MY 

1995 Mazda Millenia S, which used the KJ-ZEM 2.3L PFI engine with a crankshaft-driven 

Lysholm compressor for supercharging. Until recently, no Miller Cycle gasoline SI engines were 

in mass production after 2003, and Miller Cycle was not evaluated as a potential gasoline engine 

technology as part of the rulemaking for MYs 2017-2025. 

As with Atkinson Cycle engines, the use of GDI and camshaft-phasing with a high degree of 

authority have significant synergies with Miller Cycle. Modern turbocharger and aftercooler 

systems allow Miller Cycle engines to attain BMEP levels approaching those of other modern, 

downsized, turbocharged GDI engines. The 1.2L I3 PSA “EB PureTech Turbo” Miller engine 

recently launched in Europe, N. Africa and S. America in the MY 2014 Peugeot 308.210 In 
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addition to Miller Cycle, the engine also uses cEGR. This engine has a maximum BMEP of 24-

bar and is similar in many respects to the Ford 1.0L I3 EcoBoost but achieves 35% BTE. 

In MY 2016, VW launched a Miller Cycle variant of the 2.0L EA888 turbocharged GDI engine 

in the U.S. The VW implementation of Miller Cycle has a second Miller Cycle cam profile and 

uses camshaft lobe switching on the intake cam to go into and out of an EIVC version of Miller 

Cycle.211,212 The peak BTE of 37% is higher than that of the PSA Miller cycle engine, in part 

due to a higher expansion ratio (11.7:1 for the VW engine vs. 10.5:1 for the PSA engine). Like 

the PSA engine, the VW uses high-pressure cEGR. Peak BTE is comparable to the Mazda 

SKYACTIV-G engines but is available over a broader range of speed and load conditions. Both 

Atkinson and Miller Cycle engines show broad areas of operation at greater than 32% BTE. 

Light-duty Diesel Engines 

Diesel engines have characteristics that differ from gasoline spark ignition (SI) engines and 

allow improved fuel efficiency, particularly at part-load conditions. These include reduced 

pumping losses due to lack of (or greatly reduced) throttling, and a combustion cycle that 

operates at a higher compression ratio and at very lean air/fuel ratio when compared with an 

equivalent-performance gasoline engine. Operating with a lean-of-stoichiometric air/fuel ratio 

poses challenges with respect to NOx control, requiring either a NOx adsorption catalyst (NAC), 

urea or ammonia-based selective catalytic reduction (SCR) or some combination of NAC and 

SCR in order to meet Federal Tier 3 and California LEV III NOx emissions standards. Beginning 

with Federal Tier 2 emission standards, it has also been necessary to equip light-duty diesels with 

catalyzed diesel particulate filters (CDPFs) in order to comply with light duty PM emission 

standards. 

Detailed analysis of the vehicle simulation results used within the 2012 FRM uncovered some 

shortcomings within the MSC EASY5 vehicle simulations used as light-duty diesel vehicle GHG 

effectiveness inputs into the Ricardo Surface Response Model. The modeled light-duty diesel 

technology packages did not operate in the most efficient regions of engine operation. This may 

have been in part due to inconsistencies in the application of the optimized shift strategy and in 

part due to an oversight that resulted in the apparent oversizing of light-duty diesel engine 

displacements. For example, plotting the average engine speed and load operating points over the 

regulatory drive cycles for the MSC EASY5 diesel simulations on top of the diesel engine maps 

showed that there was significant potential for improvement in the choice of selected gear. These 

issues were addressed for the Draft TAR CAFE analysis, and for the CO2 and CAFE analyses for 

this NPRM through the use of the Autonomie shift schedules and control models described in 

this chapter.   
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Light-duty diesel engines have also evolved considerably over the last five years, particularly in 

Europe. Modern light-duty diesel engine designs appear to be following similar trends to those of 

turbocharged GDI engines and, in some cases, heavy-duty diesel engine designs, including: 

1) Engine downsizing (increased peak BMEP)  

2) Engine down-speeding  

3) Advanced friction reduction measures  

4) Reduced parasitic  

5) Improved thermal management  

6) Use of a combination of both low- and high-pressure-loop cooled EGR  

7) Advanced turbocharging, including the use of VNT and sequential turbocharging  

8) Incorporation of highly-integrated exhaust catalyst systems with high NOx and PM 

removal efficiencies  

9) Adoption of high-pressure common rail fuel injection systems with higher injection 

pressures and increased capability (i.e., multiple injections per firing cycle)  

The highest BMEP engines currently in mass-production for high-volume light-duty vehicle 

applications are all diesel engines. MY 2016-2017 light-duty diesel engines are available from 

Honda, BMW and Mercedes Benz in the EU with approximately 26-bar to 29-bar BMEP and 

peak cylinder pressures at or above 200-bar.213, 214, 215 The light-duty diesel technology 

packages used in the 2012 FRM analyses relied on engine data with peak BMEP in the range of 

18 - 20 bar. These were engine configurations using single-stage turbocharging with electronic 

wastegate control, high-pressure or low-pressure (single-loop) cooled EGR, and common-rail 

fuel injection with an 1800 bar peak pressure. The cost analysis in the 2012 FRM for advanced 

light-duty diesel vehicles assumed use of using a DOC+DPF+SCR system for meeting emissions 

standards for criteria pollutants. 

This NPRM analysis utilizes two diesel technology levels. The first technology level represents 

the modern diesel engines as offered in the current MY 2016 LD vehicles. The second level of 

diesel would incorporate combination of low pressure and high pressure EGR, reduced parasitic 

loss, advanced friction reduction, incorporation of highly-integrated exhaust catalyst with low 

temp light off temperatures, and closed loop combustion control. In both of these packages, the 

analysis includes the cost of the after-treatment systems to meet the emissions standards for 

criteria pollutants.
216
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6.3.2.2.14 Thermal Management  

Most recent turbocharged engine designs now use head-integrated, water-cooled exhaust 

manifolds and coolant loops that separate the cooling circuits between the engine block and the 

head/exhaust manifold(s).  Examples include the head-integrated exhaust manifolds (IEM) and 

split-coolant loops used with the Ford 1.0L I3, 1.5L I4, 2.0L I4 and 2.7L V6 EcoBoost engines, 

the 2.0L VW EA888 engine, the GM EcoTec SGE 1.0L 3-cylinder and 1.4L 4 cylinder engines, 

and the PSA 1.2L EB PureTech Turbo. The use of IEM and split-coolant-loops is now also 

migrating to some naturally aspirated GDI and PFI engines, including the GM 3.6L V6 LFX and 

EcoTec 1.5L engines and the 1.0L 3-cylinder Toyota 1KR-FE ESTEC. These types of thermal 

management systems were included in the 2012 final rule analysis of turbocharged GDI engines 

at BMEP levels of 24-bar and above but were not considered for turbocharged engines at lower 

BMEP levels or for naturally aspirated engines. Benefits include: 

 Improved under-hood thermal management (reduced radiant heat-load) 

 Reduced thermal gradients across the cylinder head 

 Reduction in combustion chamber hot spots that can serve as pre-ignition sources 

 Improved knock limited operation 

 Reduce or eliminate enrichment required for component protection, particularly at 

low-speed/high-load conditions 

o Enable additional engine “down-speeding” without encountering enrichment 

 Improved control of turbine inlet temperature (turbocharged engines only) 

o Enable use of lower-cost materials turbine and turbine housing materials 

o Enable use of variable-geometry turbines similar to light-duty diesel 

applications 

 Improved catalyst durability 

 Shorter time to catalyst light-off after cold-start 

 Improved coolant warmup after cold start 

 Reduced noise 

 Lower cost and parts count 

o Improved durability (fewer gaskets to fail) 

 Reduced weight (savings of approximately 1 kg/cylinder) 

This analysis has not defined technology for thermal management in Autonomie, as available 

data varies significantly. The NPRM requests comment on data and cost of thermal management 

systems, in addition to how they could be incorporated with current technology offerings.  

6.3.2.2.15 Low Friction Lubrications and Engine Friction reductions (LUBEFR) 

One of the most basic methods of reducing fuel consumption in gasoline engines is the use of 

lower viscosity engine lubricants. More advanced multi-viscosity engine oils are available today 

with improved performance in a wider temperature band and with better lubricating properties. 

This can be accomplished by changes to the oil base stock (e.g., switching engine lubricants from 

a Group I base oils to lower-friction, lower viscosity Group III synthetic) and through changes to 

lubricant additive packages (e.g., friction modifiers and viscosity improvers). The use of 5W-30 
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motor oil is now widespread and auto manufacturers are introducing the use of even lower 

viscosity oils, such as 5W-20, and 0W-20 to improve cold-flow properties and reduce cold start 

friction.
217

 However, in some cases, changes to the crankshaft, rod and main bearings and 

changes to the mechanical tolerances of engine components may be required. In all cases, 

durability testing is required to ensure that durability is not compromised. The shift to lower 

viscosity and lower friction lubricants also improve the effectiveness of valvetrain technologies 

such as cylinder deactivation, which rely on a minimum oil temperature (viscosity) for operation. 

In addition to low friction lubricants, manufacturers can also reduce friction and improve fuel 

consumption by improving the design of engine components and subsystems. Approximately 8% 

of the fuel energy consumed by a vehicle is lost to friction, and just over half is due to frictional 

losses within the engine.
218

  Examples include improvements in low-tension piston rings, piston 

skirt design, roller cam followers, improved crankshaft design and bearings, material coatings, 

material substitution, more optimal thermal management, and piston and cylinder surface 

treatments. Additionally, as computer-aided modeling software continues to improve, more 

opportunities for evolutionary friction reductions may become available.  

All reciprocating and rotating components in the engine are potential candidates for friction 

reduction, and minute improvements in several components can add up to a measurable fuel 

economy improvement.
219, 220,221,222

 

6.3.2.2.16 Sources of Engine Effectiveness Data 

This analysis used engine data from a wide range of sources to update engine effectiveness for 

this assessment -  

 Newly available public data (e.g., peer-reviewed journals, peer-reviewed technical 

papers, conference proceedings);  

 Data directly acquired by EPA via engine dynamometer testing at EPA-NVFEL or at 

contract laboratories;  

 Benchmarking and simulation modeling of current and future engine configurations; 
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 EPA’s benchmarking and simulation modeling of current transmission configuration;  

 Confidential data from OEMs, Tier 1 suppliers, and major automotive engineering 

services firms; 

 NHTSA benchmarking of production vehicles with advanced engine and transmission 

technologies;  

 Data from the U.S. Department of Energy Vehicle Technologies Program; and   

 Sources of engine effectiveness data used in the analysis supporting the light-duty CAFE 

and CO2 rule covering MYs 2017 and beyond 

Data gleaned from each source is discussed in turn, below. 

6.3.2.2.16.1 Publicly available literature 

A considerable amount of brake-specific fuel consumption (BSFC), brake-thermal efficiency 

(BTE) and chassis-dynamometer drive cycle fuel consumption data for advanced powertrains has 

been published in journals, technical papers and conference proceedings since the 2012 final 

rule.  In some cases, published data includes detailed engine maps of BSFC and/or BTE over a 

wide area of engine operation. In addition, these publications provide a great deal of information 

regarding the specific design changes made to an engine which allow the engine to operate at an 

improved BSFC and vehicles to operate with improved fuel consumption. These design details 

often include changes to engine friction, changes to valvetrain and valve control, combustion 

chamber design and combustion control, boosting components and boosting control, and exhaust 

system modifications. This information provides an indication of which technologies to 

investigate in more detail and offer the opportunity to correlate testing and simulation results 

against currently available and future designs. 

Literature is referenced throughout this RIA and Preamble. Additionally, CAFE model 

documentation and Autonomie model documentation also provide individual references for 

individual technologies. Many of these papers are published and publicly available from 

organization like Society of Automotive Engineers (SAE), American Society of Mechanical 

Engineers (ASME), International Wiener Motor Symposium, and others.   

6.3.2.2.16.1.1 Engine and Chassis Dynamometer Testing 

Since 2012, many examples of advanced engine technologies have gone into production for the 

U.S., European and Japanese markets. EPA has acquired many vehicles for chassis dynamometer 

testing and has developed a methodology for conducting detailed engine dynamometer testing of 

engines and engine/transmission combinations. Engine dynamometer testing was conducted both 

at the EPA-NVFEL facility in Ann Arbor, MI and at other test facilities under contract with 

EPA. Engine dynamometer testing of production engines outside of the vehicle chassis required 

the use of a vehicle-to-engine (or vehicle-to-engine/transmission) wiring tether and simulated 

vehicle feedback signals in order to allow use of the vehicle manufacturer’s engine management 

system and trained control parameters.  
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NHTSA conducted engine dynamometer testing of light-duty truck engines at Southwest 

Research Institute and vehicle testing at ANL Advanced Powertrain Research Facility (APRF). 

In addition to measuring fuel consumption and regulated emissions, many of the engines were 

also instrumented with piezo-electric cylinder pressure transducers and crankshaft position 

sensors to allow calculation of the apparent rate of heat release and combustion phasing. Engines 

with camshaft-phasing were also equipped with camshaft position sensors to allow monitoring of 

the timing of valve events. Engine dynamometer testing also incorporated hardware-in-the-loop 

simulation of drive cycles so that vehicle packages with varying transmission configurations and 

road-loads could be evaluated.  

6.3.2.2.16.2 Confidential business information 

While the confidential data provided by vehicle manufacturers, suppliers, and engineering firms 

cannot be published in the NPRM, these sources of data were important as they allowed the 

agency to perform quality and rationality checks against the data that we are making publicly 

available. In each case where a specific technology was benchmarked, the agencies met with the 

vehicle manufacturers. 

In cases where expected combinations of future engine technologies were not available for 

testing from current production vehicles, a combination of proof-of-concept engine 

dynamometer testing and engine and vehicle Computer Aided Engineering (CAE) simulations 

were used to determine drive cycle effectiveness.  

6.3.2.2.16.3 Benchmark data 

NHTSA worked with ANL and IAV to develop the engine maps used for this NPRM analysis. 

IAV is one the world’s leading engineering services partners to the global automotive industry 

and has extensive experience in testing and modeling engines and combustion. NHTSA updated 

the list of engine technologies included in the NPRM analysis based on consultations with EPA, 

CARB, ANL and IAV. The technology list builds on the technologies that were considered in the 

2012 final rule and includes new technologies that are being implemented or that are under 

development and to be feasible in that timeframe. 

IAV used benchmark production engine test data to develop a 1-D GT-POWER engine model 

for the baseline engine technology configuration. Technologies were incrementally added to the 

baseline model to assess the impacts of the various technologies on fuel consumption. 

Assumptions and inputs to the modeling and validation of results leveraged IAV’s global engine 

database that included benchmarking data, engine test data, single cylinder test data and prior 

modeling studies, and also technical publications and information presented in conferences. 

The rulemaking analysis uses the incremental impact of technologies on fuel economy and CO2 

emissions and applies those incremental impacts to the fuel economy and emissions of each 

model in the MY 2016 analysis fleet. Using a single engine model as the reference for engine 
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technologies provides a common base for all of the incremental technologies and anchors the 

incremental effectiveness values to a common reference. 

The potential future MY fuel economy of each individual vehicle model is based on the vehicle 

model’s MY 2016 actual fuel economy and the incremental effectiveness of the combination of 

technologies that the CAFE model applies. Because each vehicle model in the analysis fleet has a 

unique technology configuration and fuel economy value, applying the same incremental set of 

technologies to two different vehicle models produces different fuel economy impacts results 

between the vehicles modeled.  

6.3.2.2.16.4 IAV Process to Develop Engine Maps  

For the Draft TAR analysis, all NHTSA engine models were derived from a single parent 

naturally aspirated engine and from a single parent turbocharged engine. The naturally aspirated 

and turbocharged engines were trained using engine test data in fixed ambient conditions of 25 

degrees Celsius and 990 millibar.
223

 In the original modeling of the turbocharged engines, IAV 

had utilized 93 octane fuel to develop the fuel maps. As discussed above, for this NPRM the fuel 

maps have been updated for 87 AKI fuel to reflect the fuel that manufacturers specify for the 

majority of vehicles. Figure 6-44 shows the overview of the engine models utilized by IAV to 

develop engine maps for the Draft TAR and this NPRM analysis. In addition of use of GT-

POWER, many other hardware models and computational fluid dynamic models were utilized to 

convert test data for use in the submodels shown below.  

 

Figure 6-44 - Overview of the engine model development 

 

                                                 
223

 Within this PRIA, the term “normal-temperature operating conditions” refers to conditions specified in 40 CFR 

Part 86 control of emissions from new and in-use highway vehicles and engines, which specifies operation with 

fixed ambient conditions of 25 degrees Celsius and 990 millibar. 
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Figure 6-45 below shows the first step in setup and calibration of the engine model. The first 

steps of the modeling involve defining the different characteristics of the geometries of an engine 

and correlating the model results with test data for gas exchange. This process has been 

automated in IAV’s analysis for this NPRM to minimize development time of each individual 

engine configuration. With the definition of geometries of any engine defined, the friction model 

is also trained based on combination of physics and empirical data.  

 

Figure 6-45 shows the gas exchange setup and calibration  

 

The predictive combustion model is then used to calculate the premixed combustion in gasoline 

engines. This step involves modeling turbulence and flame propagation of the combustion based 

on the consideration of the geometrical characteristics of the combustion chamber.  

The final and most important part of the engine modeling is the knock model. GT Kinetics Fit 

knock model, a modification of the Arrhenius function, was used to develop the maps based on 

the fuel properties defined in section 6.3.2.2.17 . The model is further developed with test data to 

predict knocking behavior due to lean combustion process and cooled EGR.  Knock modeling 

remains an important step in understanding the performance constraints of an engine, especially 

if the engine is aggressively down-sized in vehicle application or in simulation.  
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Figure 6-46 - Example of advanced calculation of knock tendency due to cylinder 

deactivation. 

 

6.3.2.2.17 Fuel Octane 

6.3.2.2.17.1 What is fuel octane level? 

Gasoline octane levels are an integral part of potential engine performance.  According the 

United States Energy Information Administration (EIA), octane ratings are measures of fuel 

stability.  These ratings are based on the pressure at which a fuel will spontaneously combust 

(auto-ignite) in a testing engine.
224

  Spontaneous combustion is an undesired condition that will 

lead to serious engine damage and costly repairs for consumers if not properly managed.  The 

higher an octane number, the more stable the fuel, mitigating the potential for spontaneous 

combustion, also commonly known as “knock.”  Modern engine control systems are 

sophisticated and allow manufacturers to detect when “knock” occurs during engine operation.  

These control systems are designed to adjust operating parameters to reduce or eliminate 

“knock” once detected. 

In the United States, consumers are typically able to select from three distinct grades of fuel, 

each of which provides a different octane rating.  The octane levels can vary from region to 

region, but on the majority, the octane levels offered are regular (the lowest octane fuel–

generally 87 Anti-Knock Index (AKI) also expressed as (the average of Research Octane + 

Motor Octane), midgrade (the middle range octane fuel–generally 89–90 AKI), and premium 

(the highest octane fuel–generally 91–94 AKI).
225

  At higher elevations, the lowest octane rating 

available can drop to 85 AKI.
226
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Currently, throughout the United States, pump fuel is a blend of 90% gasoline and 10% ethanol.  

It is standard practice for refiners to manufacture gasoline and ship it, usually via pipelines, to 

bulk fuel terminals across the country.  In many cases, refiners supply lower octane fuels than the 

minimum 87-octane required by law to these terminals.  The terminals then perform blending 

operations to bring the fuel octane level up to the minimum required by law, and higher.  In some 

cases, typically to lowest fuel grade, the “base fuel” is blended with ethanol, which has a typical 

octane rating of approximately 113.  For example, in 2013, the State of Nebraska Ethanol Board 

defined requirements for refiners to 84-octane gas for blending to achieve 87-octane prior to final 

dispensing to consumers.
227

 

6.3.2.2.17.2 Fuel octane level and engine performance 

A typical, overarching goal of optimal spark-ignited engine design and operation is to maximize 

the greatest amount of energy from the fuel available, without manifesting detrimental impacts to 

the engine over its expected operating conditions.  Design factors, such as compression ratio, 

intake and exhaust value control specifications, combustion chamber and piston characteristics, 

among others, all are impacted by octane (stability) of the fuel consumers are anticipated to 

use.
228

 

Vehicle manufacturers typically develop their engines and engine control system calibrations 

based on the fuel available to consumers.  In many cases, manufacturers may recommend a fuel 

grade for best performance and to prevent potential damage.  In some cases, manufacturers may 

require a specific fuel grade for best performance and/or to prevent potential engine damage. 

Consumers, though, may or may not choose to follow the recommendation or requirement for a 

specific fuel grade.  Additionally, regional fuel availability could also limit consumer choice or, 

in the case of higher elevation regions, present an opportunity for consumers to use a fuel grade 

that is below the minimum recommended.  As such, vehicle manufacturers employ strategies for 

scenarios where a lower than recommended, or required, fuel grade is used, mitigating engine 

damage over the life of a vehicle. 

When knock (also referred to as detonation) is encountered during engine operation, at the most 

basic level, non-turbo charged engines can reduce or eliminate knock by adjusting the timing of 

the spark that ignites the fuel, as well as the amounts of fuel injected at each intake stroke 

(“fueling”).  In turbo-charged applications, boost levels are typically reduced along with spark 

timing and fueling adjustments.  Past CAFE rulemakings have also discussed other techniques 

                                                                                                                                                             
for higher octane fuels as compared to at lower elevations where engine airflow, torque and power levels are 

higher..,, “What is 85 octane, and is it safe to use in my vehicle?” 
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that may be employed to allow higher compression ratios, more optimal spark timing to be used 

without knock, such as the addition of cooled exhaust gas recirculation (EGR).  Regardless of the 

type of spark-ignition engine or technology employed, reducing or preventing knock results in 

the loss of potential power output, creating a “knock-limited” constraint on performance and 

efficiency. 

In spite of the limits imposed by available fuel grades, manufacturers continue to make progress 

in extracting more power and efficiency from spark-ignited engines.  Production engines are 

safely operating with regular 87 AKI fuel with compression ratios and boost levels once viewed 

as only possible with premium fuel.  According to the Department of Energy, the average 

gasoline octane level has remained fundamentally flat starting in the early 1980’s and decreased 

slightly starting in the early 2000’s.  During this time, however, the average compression ratio 

for the U.S. fleet has increased from 8.4 to 10.52, a more than 20% increase, yielding the 

statement that, “There is some concern that in the future, auto manufacturers will reach the limit 

of technological increases in compression ratios without further increases in the octane of the 

fuel.”
229

 

As such, manufacturers are still limited by the available fuel grades to consumers and the need to 

safeguard their products for all of the available fuels, thus, the potential improvement in the 

design of spark-ignition engines continues to be overshadowed by the fuel grades available to 

consumers. 

6.3.2.2.17.3 Potential of higher octane fuels 

Automakers and advocacy groups have expressed support for increases to fuel octane levels for 

the US market and are actively participating in Department of Energy research programs on the 

potential of higher octane fuel usage.
230,231

  Some positions for potential future octane levels 

include advocacy for today’s premium grade becoming the base grade of fuel available, which 

could enable low cost design changes that would improve fuel economy and CO2.  Challenges 

associated with this approach include the increased fuel cost to consumers who drive vehicles 

designed for current regular octane grade fuel that would not benefit from the use of the higher 

cost higher octane fuel. The net costs for a shift to higher octane fuel would persist well into the 

future. Net benefits for the transition would not be achieved until current regular octane fuel is 

not available in the North American market, and manufacturers then redesign all engines to 
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operate the higher octane fuel, and then after those vehicles have been in production a sufficient 

number of model years to largely replace the current on-road vehicle fleet. The transition to net 

positive benefits could take many years.  

In anticipation of this proposed rulemaking, organizations such as the High Octane Low Carbon 

Alliance (HOLC) and the Fuel Freedom Foundation, have met with the agencies to share their 

positions on the potential for making higher octane fuels available for the U.S. market.  Other 

stakeholders also commented to past CAFE/GHG rulemakings and/or the Draft TAR regarding 

the potential for increasing octane levels for the U.S. market. 

The NPRM seeks comment on the potential benefits, or dis-benefits, of considering the impacts 

of increased fuel octane levels available to consumers for purposes of the model.  More 

specifically, comments are invited on how increasing fuel octane levels would play a role in 

product offerings and engine technologies.  Are there potential improvements to fuel economy 

and CO2 reductions from higher octane fuels? Why or why not?  What is an ideal octane level for 

mass-market consumption balanced against cost and potential benefits?  What are the negatives 

associated with increasing the available octane levels and, potentially, eliminating today’s lower 

octane fuel blends?  Please provide supporting data for your position(s). 

6.3.2.2.17.4 Fuel property comments to Draft TAR 

The agencies received comments to the Draft TAR from the Alliance and Global Automakers 

that the engine maps used for the analysis over-estimated potential fuel economy improvements 

because they assumed engine specifications and calibrations would be developed for high octane 

Tier 2 certification fuel. The commenters stated engine maps should reflect engines that are 

specified and trained for regular octane pump fuel (87AKI) to assure they account for real world 

engine constraints that impact durability, drivability and noise, vibration and harshness. For 

rulemaking analyses, technology pathways were modeled that can improve fuel economy while 

maintaining vehicle performance, capability and other attributes. This includes assuming there 

would be no change in the fuel octane required to operate the vehicle. It is important to reflect 

these constraints, and for the NPRM analysis updated engine maps to reflect engine 

specifications and calibrations capable of operating on 87 AKI Tier 3 certification fuel. Using the 

updated criteria assures the NPRM analysis reflects the real world constraints and addresses the 

over-estimation of potential fuel economy improvements in the Draft TAR. 

Table 6-4 shows the fuel specifications used for engine specification, calibration and for the 

development of engine maps. The impact of this change will be described in the later sections.  

Table 6-4 - Fuel Properties for the IAV modeled Engines 
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Because there is a difference in the energy content of 87 AKI Tier 3 used for engine maps and 

Tier 2 certification fuel which is the reference fuel for CAFE and CO2 standards, compliance, 

and MY 2016 analysis fleet fuel economy values, it is necessary to adjust the modeling data to 

reflect Tier 2 certification fuel. This adjustment was applied to the Autonomie simulation 

modeling outputs and is reflected in the inputs used in the CAFE model.  An adjustment factor 

was applied to the Autonomie simulation results to adjust them to reflect Tier 2 certification fuel. 

ANL adjusted the vehicle fuel economy results to represent certification fuel by using the ratio of 

the lower heating values of the test and certification fuels. For Tier 2 certification fuel, LHV of 

43.10 MJ/kg recommended by DOE was used.  

 

6.3.2.2.18 Engine packages used for full vehicle simulation modeling 

6.3.2.2.18.1 DOHC Engine packages 

A dual overhead camshaft (DOHC) valvetrain design is characterized by two camshafts located 

within the cylinder head with one operating the intake valves and the other operating the exhaust 

valves. In this NPRM analysis ten combinations of technologies that can improve the fuel 

economy of DOHC engines were considered, as shown in Table 2, below. Table 6-5 shows the 

summary of all engines considered in this analysis with more details defined in the later sections. 

Additionally, for this analysis four new engines were added that cover combinations of existing 

technologies that were not utilized in the Draft TAR. These new engines are eng18, eng19, 

eng20 and eng21. 
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Table 6-5 - NHTSA’s list of DOHC engines evaluated for this NPRM
232

 

Engines Technologies Notes 

Engine 

Reference Peak 

Power (kW) 

eng01 DOHC VVT Parent NA engine, Gasoline, 2.0L, 4 cyl, 

NA, PFI, DOHC, VVT 

108 

eng02 DOHC VVT+VVL 
VVL added to Eng01 

108 

eng03 DOHC VVT+VVL+GDI 
DI added to Eng02 

113 

eng04 
DOHC 

VVT+VVL+GDI+DEAC Cylinder deactivation added to Eng03 

113 

eng18 DOHC VVT + SGDI 
Gasoline, 2.0L, 4 cyl, NA, GDI, DOHC, 

VVT 

113 

eng19 DOHC VVT + DEAC 
Cylinder deactivation added to Eng01 

113 

eng20 
DOHC VVT + VVL + 

DEAC Cylinder deactivation added to Eng02 

113 

eng21 
DOHC VVT + SGDI + 

DEAC Cylinder deactivation added to Eng18 

113 

eng24 
Current SkyActiv 2.0l 

93AKI 

Non-HEV Atkinson, Gasoline, 2.0L, 4 cyl, 

DOHC, NA, GDI, VVT, CR 13.1, 93 AKI 

101 

eng25 

Future SkyActiv 2.0l 

CEGR 93AKI+DEAC 

Non-HEV Atkinson, Gasoline, 2.0L, 4 cyl, 

DOHC, NA, GDI, VVT, cEGR, DEAC CR 

14.1, 93 AKI 

101 

 

  

                                                 
232

 ANL - Summary of Main Component Performance Assumptions excel file provides the raw data for commenters 

to review in detail. 
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6.3.2.2.18.1.1 Comments on the DOHC engine maps in the Draft TAR and Agency 

Responses 

It is expected that engines with the same combination of technologies produced by different 

manufacturers will have differences in BSFC and performance due to differences in the design of 

engine hardware (e.g., intake runners and head ports, valves, combustion chambers including the 

piston top, compression ratios, exhaust runners and ports, turbochargers, etc.), control software 

and calibration. Therefore, it is expected that the engine maps developed for this analysis will 

differ from manufacturers’ engine maps. However, it is intended and expected that the 

incremental improvements for the technologies and combinations of technologies will be similar 

for the modeling supporting this NPRM and manufacturers’ engines. The NPRM seeks comment 

on whether this updated analysis accurately reflects the incremental changes in BSFC that would 

be achieved through the application of each of the technology combinations. All of the engine 

maps developed for the NPRM analysis reflect fully warmed up operation where the engine 

coolant temperature at 95 degrees Celsius. Cold start and transient operation is addressed through 

the use of a “cold start penalty” offset in the Autonomie modeling. 

The Alliance of Automobile Manufactures (the Alliance) submitted several comments regarding 

the engine maps and assumptions used in the Draft TAR;
233

 this analysis discusses those 

comments in turn. The Alliance commented that for Eng01, “for low- to medium-load and sub-

1,000 revolutions-per-minute (RPM) conditions, the brake specific fuel consumption (BSFC) 

data was optimistic for typical dual overhead cam (DOHC) engines.  Also, that the Base Engine 

Map did not reflect cam control limitations that are typical of commercial calibrations.”  The 

Alliance provided the engine map in Figure 6-47, which shows their assessment of the BSFC 

differences between Draft TAR engine 01 and their own benchmarking data of an OEM 2.0L, 

four cylinder, naturally aspirated, port fuel injection, DOHC, dual cam variable valve timing 

(VVT), 10.2 CR engine.  The Alliance appears to have extrapolated of data between idle and 

1000 rpm. 

This analysis notes that the Draft TAR engine maps did not include data below 1000 rpm.  The 

maps did provide fuel flow (BSFC) down to 1 bar BMEP. Fuel flow data for idle and no load 

were provided separately, but they were not intended to be “blended” with the overall map, as 

was done by the Alliance in producing the engine map in Figure 6-47. Interpolating between the 

two sets to provide data below 1000rpm is not representative of the data that NHTSA used in the 

Draft TAR analysis.  It is concluded that using engine map 01 (Eng01) and separate idle and no 

load fuel data accurately reflects the fuel consumption in those operating ranges, and those inputs 

were used for this NPRM analysis. 

                                                 
233

 Alliance of Automobile Manufactures Comments on Draft Technical Assessment Report - Midterm Evaluation of 

Light-Duty Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 

2022-2025 (EPA-420-D-16-900, July 2016). 
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Figure 6-47 - Alliance of Automobile Manufacturers’ Comparison of Eng01 to an OEM 

2.0L Benchmarked Engine and comments 

 

For Eng01, the Alliance also commented that the “[l]ow RPM torque and knock are aggressive 

for a port fuel injection (PFI) gasoline engine with 10.2 compression ratio (CR).” The analysis 

notes that the low speed torque is provided for the sake of completeness as it is possible to 

operate the engine at that torque level. However, for practical reasons due to excessive fuel 

consumption, poor NVH, shift scheduling, etc., the engine would not typically operate in that 

area of the map.  While this region of the engine map could be addressed, there is no operation in 

that region in the 2-cycle Autonomie simulation modeling, or during performance simulation 

modeling.  Addressing the identified region of the engine map would have no impact on the 2-

cycle fuel consumption or vehicle performance. Therefore, this region of the engine map was not 

changed for the NPRM. The operation on 2-cycle tests is discussed in the ANL modeling Section 

6.2.1. 

Another Alliance comment on Eng01 was that “the NHTSA Base Engine Map is also very 

aggressive at lower loads. This is evidenced by a comparison of industry benchmark data for an 

engine that as the benefit of additional technology such as variable valve lift (VVL) and higher 

compression ratio.” The analysis notes that the AAM benchmark Honda Accord 2.4L is a larger 

displacement engine that is of higher performance. As such it will carry more friction which is 

especially detrimental at lower loads.  The Honda engine is also a 2-step VVL system with a 

switching point that is speed dependent, therefore it is unclear whether there would be any BSFC 
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benefits at low loads. Accordingly, this region of the engine map was not changed for the 

NPRM. 

 

Figure 6-48 - Alliance Comparison of eng01 to Honda Accord 2.4L engine and comments 

 

For Eng02, which adds VVL to Eng01, the Alliance commented that “the increased torque and 

knock relief levels at low RPM are aggressive for just the addition of VVL to the base engine.” 

For the same reasons addressed above in regard to Eng01, addressing these issues would have no 

impact on vehicle level fuel consumption modeling or performance for this NPRM analysis; 

accordingly, this region of the engine map was not changed for this NPRM. 

The Alliance also commented regarding Eng02 that, “[a]t low load (less than two bar) the CVVL 

benefit modeled assumes excellent combustion, and the pumping work reduction with CVVL is 

overstated.” The analysis notes that the Honda VVL is a 2-step system that operates independent 

of load. IAV’s model is for an engine with continuous VVL that is optimized for each load and 

speed point, hence true benefits from “unthrottled” operation is realizable at low loads. 

Therefore, this region of the engine map was not changed for this NPRM. 
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Figure 6-49 - Alliance Comparison of Eng02 map to Eng01 and comments 

 

For Eng03, which adds SGDI to Eng02, the Alliance commented that “the GDI pump friction 

isn’t properly taken into account” and “optimistic knock relief assumptions are used.” The 

additional loading from a GDI pump in the low load region is very low at around 0.2kW. This is 

readily offset by the benefits from direct injection. At low speeds and high loads most engines 

are knock-limited; Eng03 is no exception. There are however many factors that will influence the 

knock tolerance, including volumetric efficiency, mixture formation, swirl, tumble, TKE, local 

hot spots in the combustion chamber, cooling, injection timing, and calibration. It was concluded 

that the modeled Eng03 and Honda engine are not directly comparable in this case; the modeled 

Eng03 performs better in some regions, while the Honda engine shows better results in others. 
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Figure 6-50 - Alliance Comparison of Eng03 to Eng02 and comments 

 

Other Alliance comments regarding Eng03 centered on CVVL of this engine compared to the 

two-step VVL system. The Alliance stated that the “aggressive CVVL assumptions for the low 

load operation were made across the speed band,” and “[t]he pumping work reduction is 

overstated, especially considering that the benchmark Honda engine used for comparison here is 

already a 2-Step VVL engine.” This analysis concludes that with CVVL, it is possible to 

optimize phasing and lift to minimize pumping losses at all speeds and loads. Additionally, the 

CVVL system scales both lift and duration by the same ratio, i.e., if lift is reduced 50% than 

duration is also reduced by 50%. A 2-step VVL system has a reduced range of operation 

compared to a CVVL system. Furthermore, the Honda engine VVL switch point is speed-

dependent. Therefore, for this analysis, this engine map was not changed. 
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Figure 6-51 - Alliance Comparison of Eng03 to Honda Accord 2.4L engine and comments. 

 

Other Alliance comments regarding DOHC engines concerned Eng04, which adds cylinder 

deactivation to Eng03. The Alliance indicated that “[t]he typical range of cylinder deactivation 

for production engines is limited to engine operation greater than 1,000 RPM to avoid idle 

interaction. However, IAV Engine4 Map does not display a low RPM limitation.” This analysis 

concludes that cylinder deactivation, due to NVH and efficiency considerations, is typically 

limited to 1000-3000rpm and below 4 bar BMEP. Also, it would be incorrect to interpolate data 

points that reside outside the immediate boundaries of cylinder deactivation operation. Outside 

the cylinder deactivation range, the Eng03 engine map should be used explicitly. The cylinder 

deactivation model in Autonomie has been updated.  Details are provided in the simulation 

section 6.2. 

The Alliance also commented that, “low load two-cylinder deactivation benefit is typically 

limited to the value seen at one bar brake mean effective pressure (BMEP). The IAV Engine4 

map suggests benefits below the one bar threshold and the map is overly optimistic in this area.” 

This analysis concludes that operation of the engine in cylinder deactivation mode down to 0 bar 

BMEP is technically possible. However, the practical implementation is determined by noise, 

vibration and harshness limitations. In the Autonomie modeling, an engine lugging limit is 

specified that prevents low load operation.  
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The Alliance also noted that “[t]he cylinder deactivation control system hysteresis for the 

transitions in and out of cylinder deactivation mode has been neglected. Hysteresis is required to 

prevent frequent switching from normal to deactivated mode.” In this analysis hysteresis is 

incorporated in ANL’s simulation.  The engine map provides the BSFC when cylinder 

deactivation is operating. 

Finally, the Alliance noted that “[t]he approach of using a single map to characterize engines 

with cylinder deactivation technology may not take into account the transitional fuel usage 

during transitions in and out of cylinder deactivation mode.” This analysis concludes again that 

the Autonomie model uses both engine maps 3 and 4 with hysteresis to prevent frequent mode 

switching and address the transition of going in and out of cylinder deactivation. Therefore, the 

engine map was not changed for the NPRM. 

 

 

Figure 6-52 - Alliance Comparison of Engine 4 map to Engine 3 map and comments 

 

6.3.2.2.18.2 SOHC Engine packages  

In the 2016 Draft TAR, IAV modeled four engine maps for SOHC engines, as shown in Table 

6-6 below. This NPRM analysis carried over the same four engines for the analysis without any 

changes. As mentioned above, cylinder deactivation in the Autonomie full vehicle simulation 

model has been updated to address comments.  
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Eng5b was developed to assess the impacts of reduced friction. Reduction in engine friction can 

be achieved through low-tension piston rings, roller cam followers, improved material coatings, 

more optimal thermal management, piston surface treatments, cylinder wall treatments and other 

improvements in the design of engine components and subsystems that improve engine 

operation. A SOHC engine with VVT was used and its FMEP reduced by 0.1 bar relative to over 

its entire operating range. Valve timing was optimized for a fixed overlap camshaft. Eng6a was 

developed to assess the friction reduction impact on Eng2. Reduced friction will improve 

efficiency at all load points as well as raise the full load line. Eng7a was developed to assess the 

friction reduction impact on Eng3. Eng8a was developed to assess the friction reduction impact 

on Eng4. 

Table 6-6 - List of SOHC engines evaluated for this NPRM
234

 

Engines Technologies Notes 

Engine 

Reference 

Peak Power 

(kW) 

Eng5a SOHC VVT+PFI Eng01 converted to SOHC Reference only 

eng5b 
SOHC VVT (level 1 

Red. Friction) 

Eng5a with valvetrain friction 

reduction (small friction reduction) 

109 

eng6a 
SOHC VVT+VVL (level 

1 Red. Friction) 

Eng02 with valvetrain friction 

reduction (small friction reduction) 

109 

eng7a 
SOHC VVT+VVL+GDI 

(level 1 Red. Friction) 

Eng03 with valvetrain friction 

reduction (small friction reduction), 

addition of VVL and GDI 

114 

eng8a 

SOHC 

VVT+VVL+GDI+DEAC 

(level 1 Red. Friction) 

Eng04 with valvetrain friction 

reduction (small friction reduction), 

addition of DEAC 

114 

 

6.3.2.2.18.2.1 Comments on the SOHC engine maps in the Draft TAR and Agency 

Responses 

The Alliance had several Draft TAR comments relating to the analyzed SOHC engine maps. The 

Alliance commented that “[l]ower RPM torque reduction does not appear to be accounted for 

accurately,” and “[t]he benefit in the 2-4 bar region appears to be overstated given that the cams 

cannot move relative to each other in SOHC engines.”  NHTSA notes that the low speed torque 

is provided for the sake of completeness as it is possible to operate the engine at that torque 

level. However, for practical reasons due to excessive fuel consumption, poor NVH, shift 

scheduling, etc., the engine would not typically operate in that area of the map.  While this 

region of the engine map could be addressed, there is no operation in that region in the 2-cycle 

Autonomie simulation modeling or in performance modeling. Doing so would have no impact on 
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 ANL - Summary of Main Component Performance Assumptions excel file provides the raw data for commenters 

to review in detail. 
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the 2-cycle fuel consumption or vehicle performance. Therefore, this region of the engine map 

was not changed for the NPRM. The operation on 2-cycle tests is discussed in the ANL 

modeling section 6.2. 

Also, the Draft TAR engine maps did not include data below 1000 rpm. IAV’s maps provide fuel 

flow (BSFC) down to 1 bar BMEP. Fuel flow data for idle and no load were provided separately, 

but they were not intended to be “blended” with the overall map, as was done by the Alliance in 

producing the engine map in Figure 6-53. Interpolating between the two sets to provide data 

below 1000rpm is not representative of the data that NHTSA used in the Draft TAR analysis. 

The difference at 1000 rpm and 4 bar equates to a difference of 2g/kWh or 0.6%. The low RPM 

extrapolation exaggerates the small reduction. It is concluded that using the Draft TAR engine 

maps and separate idle and no load fuel data accurately reflects the fuel consumption in those 

operating ranges, and those inputs were used for this NPRM analysis.  

The Alliance also commented, “[a]ll four engine maps assume a large friction reduction (0.1 bar) 

across the board,” and “[a]dditional losses, due to loss in Effective Expansion Ratio (EER) and 

the change to a fixed overlap volume (OLV), are not taken into account.” It is acknowledged that 

a 0.1 bar reduction in friction is fairly large amount. Improvements that could reduce friction 

include the combination of lower viscosity oil with added friction modifiers, improvements in 

low-tension piston rings, piston skirt design, roller cam followers, improved crankshaft design 

and bearings, material coatings, material substitution, more optimal thermal management, and 

piston and cylinder surface treatments. As mentioned in sections 6.3.2.2.14 and 6.3.2.2.15, 

technologies are being introduced to reduce friction.  Comments are welcome on the current 

level of these technologies in the fleet and the potential further application of these technologies. 
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Figure 6-53 - Alliance Comparison of Eng5b map to eng01 and comments 

 

 

Figure 6-54 - Alliance Comparison of eng6a map to eng02 and comments 
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Figure 6-55 - Alliance Comparison of Eng7a to Eng03 and comments 

 

 

Figure 6-56 - Alliance Comparison of eng8a to eng04 and comments 
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6.3.2.2.18.3 Turbocharged and Downsized Engine Packages 

In the 2016 Draft TAR analysis, NHTSA included three levels of turbocharged and downsized 

engine technologies, using engine maps developed by IAV for the Autonomie simulation 

modeling. The Alliance submitted several comments regarding the use of premium fuel for those 

engine maps, including specific concerns with IAV maps Engine12, Engine13, Engine14, and 

Engine15.  The Alliance also submitted concerns that NHTSA modeled turbocharged engines 

with premium fuel that may not require premium fuel, and noted that “automakers have to design 

for much lower octane commercial fuel available in the marketplace and Tier 3 91 RON 

certification fuel, unless the engine is one that requires premium fuel.” 

For rulemaking analyses, the modeled technology pathways can improve fuel economy while 

maintaining vehicle performance, capability and other attributes. This includes assuming there 

would be no change in the fuel octane required to operate the vehicle. For this analysis, it is 

agreed that it is important to reflect these constraints, and for the NPRM analysis, IAV updated 

engine maps to reflect engine specifications and calibrations capable of operating on 87 AKI Tier 

3 certification fuel. Using the updated criteria assures the NPRM analysis reflects the real world 

constraints, and addresses the over-estimation of potential fuel economy improvements in the 

Draft TAR.   

Because there is a difference in the energy content of 87 AKI Tier 3 used for engine maps and 

Tier 2 certification fuel, which is the reference fuel for CAFE standards, compliance and MY 

2016 analysis fleet fuel economy values, it is necessary to adjust the modeling data to reflect Tier 

2 certification fuel. This adjustment was applied to the Autonomie simulation modeling outputs 

and is reflected in the inputs used in the CAFE model.  Details of the adjustments are discussed 

in Fuel Octane section.  

Table 6-7 below provides a short description of the turbocharged and downsized engines used for 

this NPRM analysis. The details of the engines are described in the next section.   

Table 6-7 - NHTSA’s list of Turbocharged engines evaluated for this NPRM
235

 

Engines Technologies Notes 
Engine Reference 

Peak Power (kW) 

eng12 
DOHC Turbo 1.6l 

18bar 

Parent Turbocharged Engine, Gasoline, 1.6L, 

4 cyl, turbocharged, GDI, DOHC, dVVT, 

VVL 

132 

eng13 
DOHC Turbo 1.2l 

24bar 
Eng12 downsized to 1.2L 

133 

eng14 
DOHC Turbo 1.2l 

24bar + Cooled EGR 
Cooled external EGR added to Eng13 

133 
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 ANL - Summary of Main Component Performance Assumptions excel file provides the raw data for commenters 

to review in detail. 
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For this NPRM, the turbocharged engines outlined in Table 6-7 were modeled using 87 AKI 

fuel. Compression ratios of all engines remained at 10.5, the same level used for the Draft TAR. 

Continuous variable valve lift was used for intake valves with duration scaled to 1:1 with lift (i.e. 

50% lift also results in 50% duration). The exhaust valve lift was fixed. Independent cam 

phasing on intake and exhaust was utilized. The most significant change from the Draft TAR is 

shifting from 93 octane fuel to 87 octane fuel.
236

 For eng14, cooled external EGR was added at 

to higher speed where further reduction in combustion temperature was required. 

Each knock model was trained on production and development engines tested at IAV to quantify 

the effects of different octane fuels. Below the knock threshold, there is no change to the fuel 

consumption maps. Generally, in the regions where the engine is knock-limited there are two 

major effects. First, spark timing is retarded causing a reduction in combustion efficiency and 

hence an increase in BSFC. Second, increase in combustion temperature requires fuel enrichment 

for the component protection a resultant increase in BSFC.  

Exhaust gas temperatures and knock were primarily addressed via spark retard and fuel 

enrichment. With the dVVT, internal EGR was induced via a valve overlap through cam 

phasing. This was done at low speeds and loads as a means to improve breathing efficiency. For 

engines with cEGR, cEGR was added at the higher speeds where further reduction in combustion 

temperature was required. Due to the higher specific heat capacity of cEGR, it reduced the need 

for fuel enrichment by lowering combustion temperatures and limited the amount of spark retard 

necessary to manage spark knock. With increasing load, cEGR is also used as a means to lower 

combustion temperatures to reduce NOx emissions. Because IAV’s models are not trained for 

emissions, cEGR was only considered for areas that are knock-limited and/or to reduce 

combustion temperatures. Because cEGR has the impact of slowing down burn rates, the amount 

of cEGR that could be utilized was balanced in order to still maintain efficient combustion. 

6.3.2.2.18.4 HEV and PHEV Atkinson Cycle Gasoline Engine used in full vehicle simulation 

analysis 

Atkinson engine technology was also used for power split hybrid powertrains. The engine map 

was developed based on APRF test data and published literature.
237, 238

 The engine was used with 

both pre-transmission hybrids and multi-mode hybrids that were simulated using Autonomie. 

The eng26 HEV-Atkinson engine incorporates a many engine technologies and achieves a 

maximum of 40% BTE. The technologies include thermal management to reduce cold start 

friction, high compression ratio engine architecture, GDI and EGR. 

                                                 
236

 Knock models are based on Gamma Technology’s kinetic fit model per the technical paper titled, “A combustion 

model for IC engine combustion simulations with multi-component fuels,” by YoungChul Ra, Rolf D. Reitz – 

Engine Research Center, University of Wisconsin-Madison. 
237

 DOE ANL Autonomie Technical Publications on HEV, PHEV and EV. 

https://www.autonomie.net/publications/papers.html  
238

 Kim, N., Rousseau, A., & Rask, E., “Autonomie Model Validation with Test Data for 2010 Toyota Prius,” SAE 

Technical Paper 2012-01-1040, 2012, https://doi.org/10.4271/2012-01-1040. 

https://www.autonomie.net/publications/papers.html


 

273 

 

Table 6-8 - NHTSA’s hybrid and Plug-in engine evaluated for this NPRM
239

 

Engines Technologies Notes 
Engine Reference 

Peak Power (kW) 

eng26 Atkinson 
HEV and PHEV Atkinson Engine Map 

1.8L 

73 

 

6.3.2.2.18.5 Diesel Engine used in full vehicle simulation analysis 

For this NPRM, the same diesel engine modeled in the Draft TAR is being used for this analysis. 

Diesel engines have several characteristics that give superior fuel efficiency, including reduced 

pumping losses due to lack of (or greatly reduced) throttling, and a combustion cycle that 

operates at a higher compression ratio, with a very lean air/fuel mixture, than an equivalent-

performance gasoline engine. This technology requires additional enablers, such as NOx trap 

catalyst after-treatment or selective catalytic reduction NOx after-treatment. For the diesel 

engine, measured data, including engine speed, BMEP, brake torque, brake power, BSFC 

channels were provided. 

Table 6-9 - NHTSA’s Diesel engine evaluated for this NPRM 

Engines Technologies Notes 
Engine Reference 

Peak Power (kW) 

eng17 Diesel Diesel, 2.2L (measured on test bed) 141 

 

6.3.2.2.19 Advanced Cylinder Deactivation in full vehicle simulation 

The advanced cylinder deactivation (ADEAC) discrete fuel consumption effectiveness values 

used for this NPRM analysis are based on IAV Eng04 with the adoption of ADEAC. The 

assumptions for ADEAC were based on published and supplier information on operating 

conditions where cylinder deactivation can be used on the 2-cycle test procedures.
240,241 

For this 

analysis, the effectiveness based on confidential business information, across different 

technologies classes and taking into account the engine architecture was estimated. In practice, 

the analysis took the effectiveness values as predicted by full vehicle simulations of a DEAC 

engine with SGDI, VVL, and VVT, and added 3% or 6% respectively for I-4 engines and V-6 or 

V-8 engines.  Figure 6-57 below shows the effectiveness band of ADEAC across different 

technology classes in form of a box-and-whisker plot, with improvements referenced to a VVT 

engine. There is an intention to continue reviewing this technology effectiveness and application 

limitations.  
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 ANL - Summary of Main Component Performance Assumptions excel file provides the raw data for commenters 

to review in detail.  
240

 Fuschetto et al., 2017, Oral-Only Presentation, SAE World Congress 
241

 “Delphi and Tula show NVH benefits from Dynamic Skip Fire,” http://articles.sae.org/15485/ - 16 June 2017 

http://articles.sae.org/15485/
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Figure 6-57 - Advanced Cylinder Deactivation Effectiveness range across different tech 

classes 

Advanced cylinder deactivation may be included in the full scale ANL full simulation modeling 

analysis for this final rule. Two approaches for incorporating ADEAC will be investigated; the 

first approach involves using a new IAV engine #25a, which was developed from the perspective 

of capturing the maximum benefits of advanced cylinder deactivation with several specific 

constraints. The engine specifications are show below. 

IAV engine 25a– Advanced Variable Cylinder deactivation 

 Fuel - Tier 3, 87 AKI 

 Number of Cylinders - 4 

 Displacement - 2.0 Liters 

 Injection Type - SGDI 

 Compression Ratio - 10.5:1 

 Valvetrain - DOHC with dVVT  

 Aspiration - Turbocharged 25 bar with cooled EGR 

 

Figure 6-58 below shows preliminary engine 25a bsfc fuel map in normal operation with all four 

cylinders active.  
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Figure 6-58 - IAV engine 25a BSFC map in 4-cylinder mode 

 

Figure 6-59 shows the preliminary engine 25a BSFC fuel map in cylinder deactivation mode 

with three cylinders active. Figure 6-60 shows the incremental difference between four and 

three-cylinder operation of IAV engine 25a.  

 

Figure 6-59 - IAV engine 25a BSFC map in 3-cylinder mode 
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Figure 6-60 - IAV engine 25a incremental difference between 4-cylinder mode versus 3-

cylinder mode 

 

Figure 6-61 shows the preliminary engine 25a BSFC fuel map in cylinder deactivation mode 

with two cylinders being active. 

 

Figure 6-61 - IAV engine 25a BSFC map in 2-cylinder mode 
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Figure 6-62 - IAV engine 25a incremental difference between 3-cylinder mode versus 2-

cylinder mode 

 

 

Figure 6-63 - IAV engine 25A BSFC map in 1-cylinder mode 
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Figure 6-64 - IAV engine 25a incremental difference between 2-cylinder mode versus 1-

cylinder mode 

The second approach involves using a technique developed by ANL in coordination with 

NHTSA. This concept splits the overall engine data into individual cylinder data and computes 

overall torque and the fuel consumption rate by accounting for whether each cylinder is active or 

inactive. The number of active cylinders is determined by a PI controller that matches delivered 

torque to required torque, and is uniquely derived for each vehicle class. Each cylinder is either 

at optimum load for BSFC or deactivated throughout the drive cycles. Figure 6-65 shows an 

example of this concept for an 8-cylinder engine. Cylinder deactivation would not be used during 

idling, first gear operation, or wide-open-throttle. The details of this approach are also expanded 

in the ANL model documentation.
242 

 

                                                 
242

 ANL advanced engine maps phase 3 report.  



 

279 

 

 

Figure 6-65 - Example of 8-cylinder Energy Density of cylinders operating points in 

optimum load 

The NPRM requests comment on using these approaches in the analysis to support the final rule 

to best capture the benefits of advanced cylinder deactivation.   

6.3.2.2.20 Engine maps used for the rulemaking analysis 

6.3.2.2.20.1 Engine 01 – DOHC, VVT, and PFI 

Engine 1 is a naturally aspirated PFI 2.0-L gasoline engine with VVT, developed from a MY 

2013 vehicle, which is consistent with the timeframe in which the engine technology was 

commonly used. A brake specific fuel consumption (BSFC) engine map was generated from 

dynamometer testing of the production engine, which then served as brake specific fuel 

consumption (i.e., baseline fuel map) for all simulated naturally aspirated engines (Engines 1-8a, 

18-21). The engine calibrations were fully optimized for best BSFC and maximum torque.  

Each subsequent engine (BSFC map) represents an incremental increase in technology 

advancement over the previous engine. Engines 2-4 add variable valve lift (VVL), direct 

injection (DI), and cylinder deactivation (deac) sequentially to the baseline engine. Engine 5a 

converts Engine 1 from DOHC to SOHC. Engines 5b, 6a, 7a, and 8a add some friction reduction 

to Engines 5a, 2, 3, and 4.
243

 Figure 6-66 below shows the IAV engine 1 BSFC map used for this 

NPRM analysis. 

                                                 
243

 In stage 1, FMEP is reduced by 0.1 bar and in level 2 FMEP is reduced by 25% over the entire operating range. 
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Figure 6-66 - Engine efficiency map for eng01 

 

6.3.2.2.20.2 Engine 02 – DOHC, VVT, VVL, and PFI 

For Engine 2, a VVL system was added to the intake valves of Engine 1. Both valve lift and 

timing were optimized. The compression ratio was raised from 10.2 to 11.0. This engine allows 

for reduced pumping work at low loads and more torque at low speeds by using reduced intake 

duration and lift. Figure 6-67 below shows the IAV engine 2 BSFC map used for this NPRM 

analysis. 

 

Figure 6-67 - Engine efficiency map for eng02 

 



 

281 

 

Figure 6-68 shows the incremental difference BSFC and thermal efficiency between IAV engine 

1 versus engine 2. 

 

 

Figure 6-68  incremental BSFC and thermal efficiency difference between eng01 versus 

eng02 

 

6.3.2.2.20.3 Engine 03 – DOHC, VVT, VVL, and DI 

PFI Engine 2 was converted to direct injection to model engine 3. The compression ratio was 

raised from 10.2 to 11.0 and injection timing optimized. Direct injection provides greater knock 

tolerance, allowing higher compression ratio and increased efficiency over the entire operating 

range (map).  Figure 6-69 below shows the IAV engine 3 BSFC map used for this NPRM 

analysis. 
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Figure 6-69 - Engine Efficiency Map for Eng03 

 

Figure 6-70 shows the incremental difference BSFC and thermal efficiency between IAV engine 

2 versus engine 3. 

 

Figure 6-70  incremental BSFC and thermal efficiency difference between eng02 versus 

eng03 

 

6.3.2.2.20.4 Engine 04 – DOHC, VVT, VVL, DI, and DEAC 

Cylinder deactivation was added to engine 3 to model engine 4. Cylinder deactivation 

deactivates the intake and exhaust valves and prevents fuel injection into the deactivated 

cylinders during light-load operation. The engine runs temporarily as though it were a smaller 

displacement engine which substantially reduces pumping losses. For 4 cylinder applications, the 

engine fires only 2 cylinders at low loads and speeds below 3000 RPM and less than 5 bar 
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BMEP by deactivating valves on 2 cylinders. The main benefit is that the effective load is 

doubled on 2 cylinders reducing pumping work and increasing efficiency. 

Figure 6-71 below shows the IAV engine 4 BSFC map used for this NPRM analysis. 

 

Figure 6-71 - Engine Efficiency Map for Eng04 

 

 

Figure 6-72 - incremental BSFC and Thermal Efficiency difference between eng03 versus 

eng04 

 

6.3.2.2.20.5 Engine 5b – SOHC, VVT, and PFI 

Engine 5b has reduced friction. Reduction in engine friction can be achieved through low-tension 

piston rings, roller cam followers, improved material coatings, more optimal thermal 
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management, piston surface treatments, cylinder wall treatments and other improvements in the 

design of engine components and subsystems that reduce parasitic losses. A SOHC engine with 

VVT was used as the base and its FMEP was reduced by 0.1 bar over its entire operating range. 

Valve timing was optimized for a fixed overlap camshaft. Figure 6-73 below shows the IAV 

engine 5b BSFC map used for this NPRM analysis. 

 

Figure 6-73 - Engine efficiency map for eng5b 

Figure 6-74 shows the incremental difference BSFC and thermal efficiency between IAV engine 

4 versus engine 5b. 

 

Figure 6-74- incremental BSFC and thermal efficiency difference between eng04 versus 

eng05b 
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6.3.2.2.20.6 Engine 6a – SOHC, VVT, VVL and PFI 

Engine 6a reduces the friction of Engine 2. FMEP was reduced by 0.1 bar over its entire 

operating range. The engine also incorporated VVL technology. Reduced friction will improve 

efficiency at all load points as well as increase the full load torque.  Figure 6-75 below shows the 

IAV engine 4 BSFC map used for this NPRM analysis.  

 

Figure 6-75 - Engine Efficiency Map for eng6a 

 

Figure 6-76 shows the incremental difference BSFC and thermal efficiency between IAV engine 

5b versus engine 6a. 

 

 

Figure 6-76 - incremental BSFC and thermal efficiency difference between eng05b versus 

eng6a 
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6.3.2.2.20.7   Engine 7a – SOHC, VVT, VVL, and GDI 

Engine 7a was developed to assess the friction reduction impact on Engine 3. FMEP was reduced 

by 0.1 bar over its entire operating range.  Reduced friction will improve efficiency at all load 

points as well as increase the full load torque.  Figure 6-77 below shows the IAV engine 7a 

BSFC map used for this NPRM analysis. 

 

Figure 6-77 - Engine efficiency map for eng7a 

 

Figure 6-78 shows the incremental difference BSFC and thermal efficiency between IAV engine 

6a versus engine 7a.

  

Figure 6-78 - Incremental BSFC and thermal efficiency difference between eng6a versus 

eng7a 
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6.3.2.2.20.8   Engine 8a – SOHC, VVT, VVL, GDI and DEAC 

Engine 8a was developed to assess the friction reduction impact on Engine 4. FMEP was reduced 

by 0.1 bar over its entire operating range.  Reduced friction will improve efficiency at all load 

points as well as increase the full load torque. Figure 6-79 below shows the IAV engine 8a BSFC 

map used for this NPRM analysis.

 

Figure 6-79 - Engine efficiency map for eng8a 

 

Figure 6-80 shows the incremental difference BSFC and thermal efficiency between IAV engine 

7a versus engine 8a. 

 

Figure 6-80 - incremental BSFC and thermal efficiency difference between eng7a versus 

eng8a 
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6.3.2.2.20.9   Engine 12 - Turbocharged, DOHC, VVT, VVL, and DI 

IAV Engine 12 is the base engine for all the simulated turbocharged engines (Engines 13-16). 

The map was validated using engine dynamometer test data. Turbocharging and downsizing 

increases the available airflow and specific power, allowing a reduced engine size while 

maintaining performance. This also reduces pumping losses at lighter loads in comparison to a 

larger engine.  Engine 12 is a 1.6L, 4 cylinder turbocharged, direct injection DOHC engine with 

dual cam VVT and intake VVL. The compression ratio is 10.5:1 and the engine uses side 

mounted direct fuel injectors and a twin scroll turbocharger. The calibrations were fully 

optimized for best BSFC.  Figure 6-81 below shows the IAV engine 12 BSFC map used for this 

NPRM analysis. 

 

Figure 6-81 - Engine efficiency map for eng12 

 

Figure 6-82 shows the incremental difference BSFC and thermal efficiency between IAV engine 

8a versus engine 12a. 
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Figure 6-82 - incremental BSFC and thermal efficiency difference between ENG8A versus 

ENG12 

 

Figure 6-83 below shows BSFC map of the 87 octane fuel and the 93 octane fuel for engine 12. 

 

Figure 6-83 - BSFC of 93 (right) versus 87 (left) octane fuel for eng12 

 

Figure 6-84 below shows the BSFC difference between the 87 octane and the higher octane fuel.  
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Figure 6-84 - Delta BSFC of 93 (right) versus 87 (left) octane fuel for eng12 

 

Figure 6-85 below shows the thermal efficiency difference between the new and old engine 12 

maps.  

 

Figure 6-85 - Engine efficiency difference in percent for 93- vs. 87-octane fuel for engine 12 

 

6.3.2.2.20.10 Engine 13 – Turbocharged, Downsized, DOHC, VVT, VVL, and DI 

Engine 12 has been further downsized to a 1.2L to create engine 13. The turbocharger maps 

scaled to improve torque at low engine speeds. All the turbocharged direct injection engines 

described below have been developed using 87 octane fuel.  

Figure 6-86 below shows the IAV engine 13 BSFC map used for this NPRM analysis. 
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Figure 6-86 - Engine efficiency map for eng13 

 

Figure 6-87 shows the incremental difference BSFC and thermal efficiency between IAV engine 

12 versus engine 13. 

 

Figure 6-87 - Incremental BSFC and Thermal Efficiency between ENG12 and ENG13 
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Figure 6-88 below shows BSFC map of the 87 octane fuel and the 93 octane fuel for engine 13. 

 

Figure 6-88 - BSFC of 93 (right) versus 87 (left) octane fuel for eng13 

 

Figure 6-89 below shows the BSFC difference between the 87 octane fuel and the higher octane 

fuel.  

 

Figure 6-89 - Delta BSFC of 93 (right) versus 87 (left) octane fuel for eng13 

 

Areas where 93 octane 

engine was knock 

limited 
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Figure 6-90 below shows the thermal efficiency difference between the new and old engine 13 

maps. 

 

 

Figure 6-90 - Engine efficiency difference in percent for 93- vs. 87-octane fuel for engine 13 

 

6.3.2.2.20.11 Engine 14 – Turbocharged, Downsized, DOHC, VVT, VVL, DI, and cEGR 

High pressure cooled EGR was added to engine 13 to develop engine 14. Exhaust gas 

recirculation boost increases the exhaust-gas recirculation used in the combustion process to 

increase thermal efficiency and reduce pumping losses. Levels of exhaust gas recirculation 

approach 25% by volume in these highly boosted engines (this, in turn raises the boost 

requirement by approximately 25%). Cooled EGR target set points were optimized for best 

BSFC and torque. Figure 6-91 below shows the IAV engine 13 BSFC map used for this NPRM 

analysis. 
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Figure 6-91 - Engine efficiency map for eng14. 

 

Figure 6-92 shows the incremental difference BSFC and thermal efficiency between IAV engine 

13 versus engine 14. 

 

 

Figure 6-92 shows incremental BSFC and thermal efficiency difference between ENG13 

versus ENG14 

 

Figure 6-93 below shows BSFC map of the 87 octane fuel and the 93 octane fuel for engine 14. 

 

 



 

295 

 

 

Figure 6-93 - BSFC of 93 (right) versus 87 (left) octane fuel for eng14 

 

Figure 6-94 below shows the BSFC difference between the 87 octane fuel and the higher octane 

fuel.  

 

Figure 6-94 - Delta BSFC of 93 (right) versus 87 (left) octane fuel for eng14 

 

Figure 6-95 below shows the thermal efficiency difference between the new and old engine 14 

maps. 
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Figure 6-95 - Engine efficiency difference in percent for 93 vs. 87 octane fuel for engine 14 

6.3.2.2.20.12 Engine 17 – Diesel 2.2L 

Diesel engines have several characteristics that give superior fuel efficiency, including reduced 

pumping losses due to lack of (or greatly reduced) throttling, and a combustion cycle that 

operates at a higher compression ratio, with a very lean air/fuel mixture, than an equivalent-

performance gasoline engine. This technology requires emission controls, such as a NOx trap 

catalyst after-treatment system or a selective catalytic reduction NOx after-treatment system. 

Diesel engine maps were created from measured data, including engine speed, BMEP, brake 

torque, brake power, and BSFC. 

Figure 6-96 below shows engine 17 BSFC map used for this NPRM analysis. 
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Figure 6-96 - Engine Efficiency map for eng17 

 

Figure 6-97 shows the incremental difference BSFC and thermal efficiency between IAV engine 

14 versus engine 17. 

 

 

Figure 6-97 - Incremental BSFC and thermal efficiency difference between eng14 versus 

eng17   
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6.3.2.2.20.13 Engine 18 – DOHC, VVT, DI 

Eng18 adds SGDI to Eng1, and assumes open valve injection and homogeneous operation.  

SGDI improves knock tolerance and volumetric efficiency due to in cylinder vaporization of the 

fuel. The engine map is unchanged from the Draft TAR. Figure 6-98 below shows the IAV 

engine 18 BSFC map used for this NPRM analysis.

 

Figure 6-98 - Engine Efficiency map for eng18 

Figure 6-99 shows the incremental difference BSFC and thermal efficiency between IAV engine 

18 versus engine 1. 

 

Figure 6-99 - Incremental BSFC and thermal efficiency between IAV eng18 versus eng01 
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6.3.2.2.20.14 Engine 19 – DOHC, VVT, and DEAC 

Eng19 was developed from Eng01 with the addition of cylinder deactivation. The VVT timing 

and IMEP of active cylinders are from Eng01, which does not have cylinder deactivation.  The 

change in the manifold pressure dynamics is not large enough to warrant re-optimizing valve 

timing in the cylinder deactivation zone. Figure 6-100 below shows the IAV engine 19 BSFC 

map used for this NPRM analysis. 

 

Figure 6-100 - Engine Efficiency map for eng19 

Figure 6-101 shows the incremental difference BSFC and thermal efficiency between IAV 

engine 19 versus engine 1. 

 

 

Figure 6-101 - Engine BSFC and Efficiency difference between engine 19 and  

engine 1 
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6.3.2.2.20.15 Engine 20 – DOHC, VVT, VVL and DEAC 

Eng20 was developed from Eng02 with the addition of cylinder deactivation. The VVT timing 

and lift, and IMEP of active cylinders are from Eng02 which does not have cylinder deactivation.  

The change in the manifold pressure dynamics is not large enough to warrant re-optimizing valve 

timing in the cylinder deactivation zone. Figure 6-102 below shows the IAV engine 20 BSFC 

map used for this NPRM analysis.

 

Figure 6-102 - Engine Efficiency Map for eng20 

 

Figure 6-103 shows the incremental difference BSFC and thermal efficiency between IAV 

engine 20 versus engine 2. 

 

Figure 6-103 - Engine BSFC and efficiency difference between engine 20 and  

engine 2 
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6.3.2.2.20.16 Engine 21 – DOHC, VVT, DI, and DEAC 

Eng21 was developed from Eng18 with the addition of cylinder deactivation.  The VVT timing 

and lift, and IMEP of active cylinders are from Eng18 which does not have cylinder deactivation.  

The change in the manifold pressure dynamics is not large enough to warrant re-optimizing valve 

timing in the cylinder deactivation zone. 

Figure 6-104 below shows the IAV engine 21 BSFC map used for this NPRM analysis. 

 

 

Figure 6-104 - Engine Efficiency for eng21 

 

Figure 6-105 shows the incremental difference BSFC and thermal efficiency between IAV 

engine 21 versus engine 18. 

 

Figure 6-105 - Engine efficiency difference between engine 21 and engine 18 
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6.3.2.2.20.17 Engine 24 – HCR1 

Engine 24 represents the current generation of non-HEV Atkinson cycle engine.  The engine 

map for Eng24 was developed by EPA from testing of the 2.0L variate of the 2014 Mazda 

SkyActiv-G engine. This engine’s compression ratio is 13:1 with VVT and SGDI.  

Figure 6-106 below shows the engine 24 BSFC map used for this NPRM analysis. 

 

Figure 6-106 - Engine Efficiency map for eng24 

 

Figure 6-107 shows the incremental difference BSFC and thermal efficiency between IAV 

engine 21 versus engine 24. 

 

Figure 6-107 shows incremental BSFC and thermal efficiency difference between ENG21 

versus ENG24 
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6.3.2.2.20.18 Engine 25 – HCR2 

The 2016 Draft TAR included a future Atkinson engine concept which compared to Atkinson 

engine 24, increased the engine compression ratio to 14:1 (compared to 13.0:1 for engine 24), 

and added cooled EGR and cylinder deactivation.  This engine was developed based on the 

Eng24 using GT-POWER by EPA staff as a theoretical engine. For this NPRM, this analysis did 

not include this technology because it was developed assuming high octane Tier 2 fuel, and had 

unresolved issues associated with knock mitigation and cylinder deactivation at the time of this 

NPRM analysis.  

As discussed in section 6.3.2.2.17, this analysis is using Tier 3 87 AKI fuel as a constraint for 

engine technologies so as to retain the functionality of baseline vehicles, the majority of which 

are specified to operate on 87 AKI fuel. It is concluded that operating Engine 25 on Tier 3, 87 

AKI fuel would likely impact BSFC, and there could potentially be engine durability issues if the 

engine was operated on Tier 3 fuel. As discussed in the EPA Proposed Determination Technical 

Support Document, the GT-POWER modeling that was used to develop the Engine 25 map did 

not use a validated kinetic knock model to indicate the knock limit of the higher compression 

ratio with cEGR; knock mitigation and fuel consumption benefits of cEGR are modest compared 

to benefits of high octane fuel.  IAV’s GT-POWER model incorporates validated kinetic knock 

model (see section 6.3.2.2.16.4), and shows combustion stability issues at higher coefficient of 

variation (COV).
244

 Under best case conditions, cEGR recovers only a fraction of the lost 

efficiency associated with low octane fuel.  

Also, the cylinder deactivation concept used on Eng25 was derived from the 2014 Chevrolet 

Silverado. Because of the significant differences in vehicle architecture between full size pick-up 

trucks and other light trucks and passenger cars, it is concluded that noise, vibration and 

harshness (i.e., consumer acceptance issues) could limit the operation of cylinder deactivation on 

non-pick-up trucks. Engine 25 may overstate the potential improvement with cylinder 

deactivation technology for the other vehicle classes.  Figure 6-108 below shows the engine 24 

BSFC map used for 2016 Draft TAR analysis. 

                                                 
244

 IAV advanced engine modeling phase 3 test data comparison of cEGR and different combustion stability. Report 

submitted to docket. 
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Figure 6-108 - Engine Efficiency Map for eng25 

 

Figure 6-109 shows the incremental difference BSFC and thermal efficiency between IAV 

engine 24 versus engine 25. 

 

Figure 6-109 - Incremental BSFC and Thermal Efficiency between ENG24 and ENG25 
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6.3.2.2.20.19 Engine 26 – Atkinson Cycle Engine- HEV and PHEV applications  

Engine 26 is carry over from the 2016 Draft TAR and no updates were made to this change for 

this NPRM analysis. The engine test data was from 2010 Toyota Prius with 1.8-L, 4-cylinder 

73KW Atkinson engine.
245

  

Figure 6-110 below shows the engine 26 BSFC map used for this NPRM analysis. As stated 

before, this map is only used for HEV and PHEV vehicle class.  

 

Figure 6-110 - Engine Efficiency Map for eng26 

 

6.3.2.2.20.20 Future and Emerging Engine Technologies Not Included in this NPRM 

analysis 

6.3.2.2.20.20.1 IAV Engine 26a - Variable Compression Ratio Technology 

Engines using variable compression ratio (VCR) technology appear to be at a production-intent 

stage of development, but also appear to be targeted primarily towards limited production, high 

performance and very high BMEP (27-30 bar) applications. At lower BMEP levels, other 

concepts (e.g., Atkinson Cycle for naturally aspirated applications, Miller Cycle for boosted 

applications) provide a similar means to vary effective compression ratio for knock mitigation at 

lower cost and complexity, however, have with some tradeoffs with respect to volumetric 

efficiency. 

IAV is developing an engine map for variable compression ratio technology, using the following 

specifications. The NPRM seeks comment on the specifications that are being used for the 

modeling.   

                                                 
245

 “2010 Toyota Prius”. http://www.anl.gov/energy-systems/group/downloadable-dynamometer-database/hybrid-

electric-vehicles/2010-toyota-prius Accessed April 2018. 
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Variable Compression Ratio - Specifications for Modeling 

 Fuel - Tier 3, 87 AKI 

 Number of Cylinders - 4 

 Displacement - 2.0 Liters 

 Injection Type - SGDI 

 Compression Ratio - 9:1 to 12:1 

 Valvetrain - DOHC dVVT  

 Aspiration - Turbocharged 27 bar BMEP with cooled EGR 

 

Figure 6-111, Figure 6-112, and Figure 6-113 below shows the maps for this VCR technology 

that may be considered for final rulemaking.  

 

Figure 6-111 - IAV’s 2-step VCR engine 26a merged in normal operation 
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Figure 6-112 - IAV’s 2-step VCR engine 26a in 12:1 CR mode 

 

 

Figure 6-113 - IAV’s 2-step VCR engine 26a in 9:1 CR mode 
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6.3.2.2.20.20.2 Other Engine Technologies  

NHTSA is sponsoring work to develop engine maps for additional combinations of 

technologies. Below is a list of the engine specifications for the new modeling work. The NPRM 

seeks comment on the specifications that are being used for the modeling. In comparing the 

engine technology, this analysis uses incremental effectiveness from previous technology.    

6.3.2.2.20.20.2.1 IAV engine 22b - High Compression Atkinson Cycle Engine 

 

 Fuel - Tier 3, 87 AKI  

 Number of Cylinders - 4 

 Displacement - 2.5 Liters 

 Injection Type - PFI 

 Compression Ratio - 14:1 

 Valvetrain - DOHC dVVT  

 Aspiration -  Naturally Aspirated 18 bar BMEP  

 

 

Figure 6-114 - IAV’s High Compression Atkinson Cycle ENGINE 22b’s BSFC MAP 

 

6.3.2.2.20.20.2.2 IAV engine 23b - High Compression Miller Cycle Engine with 

Variable Geometry Turbocharger 

 

 Fuel - Tier 3, 87 AKI  

 Number of Cylinders - 4 

 Displacement - 2.0 Liters 
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 Injection Type - SGDI 

 Compression Ratio - 12:1 

 Valvetrain - DOHC dVVT and VVL 

 Aspiration -  Turbocharged VGT 24 bar BMEP with cEGR 

 

 

Figure 6-115 - IAV ENGINE 23b’s BSFC MAP 

 

6.3.2.2.20.20.2.3  IAV engine 24 - High Compression Miller Cycle Engine with Electric 

Supercharger 

 

 Fuel - Tier 3, 87 AKI  

 Number of Cylinders - 4 

 Displacement - 2.0 Liters 

 Injection Type - SGDI 

 Compression Ratio - 12:1 

 Valvetrain - DOHC dVVT 

 Aspiration -  Electric Supercharger 24 bar BMEP with cEGR 
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Figure 6-116 IAV’s High Compression Miller Cycle ENGINE with E-boost 24’s BSFC 

MAP 

 

6.3.2.2.20.20.3 Tractive energy Efficiency ranges for modeled engine technologies 

In comments submitted in response to the Draft TAR, the Alliance of Automobile Manufacturers 

referenced work done by Novation Analytics and commented that NHTSA and EPA should 

implement “plausibility checks” using a measure of powertrain efficiency and apply some 

estimated limit criteria to the analysis’ modeling.  The IAV engine modeling and ANL 

Autonomie vehicle modeling use a range of other constraints and criteria that impact inputs to 

the modeling and screen the modeling outputs and, on balance these other constraints avoid 

inappropriate results.
246,247

  Nevertheless, this analysis have incorporated the calculation of 

powertrain efficiency into the quality control processes to assure that the overall effectiveness 

values used in the NPRM analysis are appropriate.  

Powertrain efficiency (𝜂𝑝), as defined by Thomas,
248

 is the ratio of the amount of propulsive 

energy exerted by a vehicle over a given set of driving conditions to the energy content of the 

expended fuel. The former term is also denoted as tractive energy (𝐸𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒), while the latter is 

denoted as fuel energy (𝐸𝑓𝑢𝑒𝑙). Therefore: 

                                                 
246

 Reference CAFE Model Report 
247

 Islam S. Ehsan. Moawad, Ayman. Kim, Namdoo. Rousseau, Aymeric. “A Detailed Vehicle Simulation 

Process to Support CAFE Standards.” ANL/ESD-18/6. Energy Systems Division, Argonne National Laboratory. 

2018 [docket ID] 
248

 Thomas, J. “Drive Cycle Powertrain Efficiencies and Trends Derived from EPA Vehicle Dynamometer Results,” 

SAE Int. J. Passeng. Cars - Mech. Syst. 7(4):2014, doi:10.4271/2014-01-2562.   
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Equation 2 Powertrain Efficiency 

𝜂𝑝 =  
𝐸𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒

𝐸𝑓𝑢𝑒𝑙
 

Thomas defines tractive energy (𝐸𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒, also referred to as powertrain energy) as the energy 

necessary propel the vehicle at a given rate while also overcoming the cumulative resistive forces 

acting on it. The difference between these two terms is equal to the total tractive energy that the 

vehicle exerts. In addition to estimating the tractive energy of the vehicle, the energy 

theoretically available in the fuel to determine powertrain efficiency must also be calculated. On 

a per-unit of distance traveled basis (here defined as fuel energy intensity 𝐸𝑓𝑢𝑒𝑙. 

Figure 6-117 shows an example of distribution of all of the combinations of technologies 

modeled for automatic transmissions. ANL Autonomie documentation expands on other 

technology combinations.   

 

Figure 6-117 - Powertrain efficiency values of different engine types with automatic 

transmissions having different numbers of gears 

 

6.3.2.2.20.21 Effectiveness Summary for Engines 

This analysis considered different ways to show the range of effectiveness for engine 

technologies and other technologies in this NPRM analysis. It was concluded to use box-and-

whisker plot with designation for five points of interest in the distribution.
249

 For each 

                                                 
249

 “Box Plot”, https://en.wikipedia.org/wiki/Box_plot. Last Accessed April 2018. 
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technology, the analysis show the 5%, 25%, 50%, 75% and 95% effectiveness values represented 

in the population of similar
250

 simulations with the technology in the CAFE model. Figure 6-118 

below shows the basic engine technology effectiveness by technology class or vehicle class 

relative to a basic engine with VVT, and similar complementary vehicle and transmission 

equipment. Please provide comments in representing CAFE model technology effectiveness this 

way.  

 

Figure 6-118 shows the effectiveness of engine technologies across different other 

technologies 

 

Figure 6-119 shows the effectiveness range for advanced engine technologies used in this NPRM 

analysis.  

 

                                                 
250

 Holding all other technologies constant. 
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Figure 6-119 shows the effectiveness of advanced engine technologies across different other 

technologies 

 

6.3.2.2.20.22 Cost Summary for Engines 

The following tables summarize incremental costs of engine technologies in 2016 dollars. These 

costs do not reflect the additional costs that the CAFE model applies over the previous step in the 

technology track for a specific piece of technology. The following cost tables show the direct 

manufacturing costs (DMC). The costs for all years are relevant inputs for the CAFE model. 

Many technologies have projected costs that vary by application. For instance, the incremental 

cost of many engine technologies takes into account the engine configuration, like number of 

banks and number cylinders. Similarly, many advanced vehicle technologies have a specific cost 

for each vehicle 

 

Table 6-10 below shows DMC used for this NPRM analysis for engine technologies.  
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Table 6-10 - DMCs used for engine technologies in this NPRM analysis 

Gasoline Engine Technologies - Direct Manufacturer Costs (2016$)  

Tech Basis 

Unit 

DMC DMC for DMC for DMC for DMC for DMC for 

 

   

4-

Cylinder 

4-

Cylinder 

6-

Cylinder 

6-

Cylinder 

8-

Cylinder 

 

   

1-Bank 

Engine 

2-Bank 

Engine 

1-Bank  

Engine 

2-Bank 

Engine 

2-Bank 

Engine 

Incremental  

To 

LUBEFR1 cylinder $13.93  $55.71  $55.71  $83.57  $83.57  $111.42  BaseE 

LUBEFR2 cylinder $0.84  $3.36  $3.36  $5.04  $5.04  $6.72  LUBEFR1 

LUBEFR3 cylinder $0.76  $3.02  $3.02  $4.54  $4.54  $6.05  LUBEFR2 

VVT bank $78.38  $78.38  $156.75  $78.38  $156.75  $156.75  BaseE 

VVL cylinder $53.48  $213.92  $213.92  $320.89  $320.89  $427.85  VVT 

SGDI cylinder $59.16  $236.64  $236.64  $354.95  $354.95  $473.27  VVT 

DEAC none $29.39  $29.39  $29.39  $29.39  $29.39  $29.39  VVT 

ADEAC cylinder 

$188.93- 

206.17 $835.52  $835.52  $1,253.29  $1,253.29  $1,671.05  VVT 

HCR none - $550.15  $550.15  $811.46  $811.46  $1,108.01  VVT 

TURBO1 none - $838.99  $838.99  $845.09  $845.09  $1,384.75  VVT 

TURBO2 none - $231.28  $231.28  $231.28  $231.28  $389.85  TURBO1 

CEGR1 none - $277.02  $277.02  $277.02  $277.02  $277.02  TURBO2 

ADSL none - $3,328.34  $3,328.34  $3,925.09  $3,925.09  $4,178.32  VVT 

DSLI none - $367.74  $367.74  $478.94  $478.94  $478.94  ADSL 
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Table 6-11, Table 6-12, and Table 6-13 below show examples of absolute costs for this NPRM 

analysis for future years with learning and retail price equivalent taken into account. 

Table 6-11 - Summary of Absolute Engine Technology Cost vs. I4 Basic Engine, including 

learning effects and retail price equivalent 

Name Technology Pathway C-2017 C-2021 C-2025 C-2029 

VVT  Basic Engine   $      111.97   $      108.79   $      106.24   $     104.13  

VVL  Basic Engine   $      417.59   $      405.74   $      396.22   $     388.34  

SGDI  Basic Engine   $      450.04   $      437.26   $      427.00   $     418.51  

DEAC  Basic Engine   $      153.95   $      149.58   $      146.07   $     143.17  

TURBO1  Turbocharged Engine   $ 1,147.98   $ 1,078.90   $ 1,044.43   $ 1,022.34  

TURBO2  Turbocharged Engine   $ 1,722.96   $ 1,612.78   $ 1,490.01   $ 1,403.80  

CEGR1  Turbocharged Engine   $ 2,138.49   $ 2,001.73   $ 1,849.36   $ 1,742.36  

HCR1  HCR Engine   $      735.65   $      692.23   $      683.64   $     681.67  

HCR2  HCR Engine   $      980.78   $      980.78   $      980.78   $     980.78  

ADEAC Adv. DEAC Engine  $ 1,370.86   $ 1,237.93   $ 1,156.83   $ 1,108.63  

ADSL Diesel Engine  $ 5,110.08   $ 5,110.08   $ 5,110.08   $ 5,110.08  

DSLI Diesel Engine  $ 5,661.68   $ 5,661.68   $ 5,661.68   $ 5,661.68  

CNG Alt. Fuel Engine  $      159.54   $      156.22   $      153.41   $     150.72  

Table 6-12 - Summary of Absolute Engine Technology Cost vs.  V6 Basic Engine, including 

learning effects and retail price equivalent 

Name Technology Pathway C-2017 C-2021 C-2025 C-2029 

VVT  Basic Engine   $    223.94   $    217.58   $    212.48   $    208.25  

VVL  Basic Engine   $    682.38   $    663.00   $    647.45   $    634.57  

SGDI  Basic Engine   $    731.05   $    710.29   $    693.63   $    679.83  

DEAC  Basic Engine   $    265.92   $    258.37   $    252.31   $    247.29  

TURBO1  Turbocharged Engine   $ 1,253.70   $ 1,178.26   $ 1,140.61   $ 1,116.49  

TURBO2  Turbocharged Engine   $ 1,849.68   $ 1,731.39   $ 1,599.60   $ 1,507.05  

CEGR1  Turbocharged Engine   $ 2,265.21   $ 2,120.35   $ 1,958.95   $ 1,845.60  

HCR1  HCR Engine   $ 1,133.23   $ 1,066.34   $ 1,053.11   $ 1,050.09  

HCR2  HCR Engine   $ 1,490.32   $ 1,490.32   $ 1,490.32   $ 1,490.32  

ADEAC Adv. DEAC Engine  $ 2,115.07   $ 1,909.98   $ 1,784.85   $ 1,710.48  

ADSL Diesel Engine  $ 6,122.76   $ 6,122.76   $ 6,122.76   $ 6,122.76  

DSLI Diesel Engine  $ 6,841.17   $ 6,841.17   $ 6,841.17   $ 6,841.17  

CNG Alt. Fuel Engine  $    159.54   $    156.22   $     153.41   $    150.72  
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Table 6-13 - Summary of Absolute Engine Technology Cost vs. V8 Basic Engine, including 

learning effects and retail price equivalent 

Name Technology Pathway C-2017 C-2021 C-2025 C-2029 

VVT  Basic Engine   $    223.94   $    217.58   $    212.48   $    208.25  

VVL  Basic Engine   $     835.19   $    811.47   $    792.44   $    776.68  

SGDI  Basic Engine   $     900.08   $    874.52   $    854.01   $    837.03  

DEAC  Basic Engine   $     265.92   $    258.37   $    252.31   $    247.29  

TURBO1  Turbocharged Engine   $ 1,929.02   $ 1,812.94   $ 1,755.01   $ 1,717.90  

TURBO2  Turbocharged Engine   $ 2,897.03   $ 2,711.76   $ 2,505.34   $ 2,360.38  

CEGR1  Turbocharged Engine   $ 3,312.55   $ 3,100.71   $ 2,864.69   $ 2,698.94  

HCR1  HCR Engine   $ 1,480.31   $ 1,392.94   $ 1,375.66   $ 1,371.71  

HCR2  HCR Engine   $ 1,935.14   $ 1,935.14   $ 1,935.14   $ 1,935.14  

ADEAC Adv. DEAC Engine  $ 2,741.71   $ 2,475.87   $ 2,313.66   $ 2,217.26  

ADSL Diesel Engine  $ 6,502.61   $ 6,502.61   $ 6,502.61   $ 6,502.61  

DSLI Diesel Engine  $ 7,221.02   $ 7,221.02   $ 7,221.02   $ 7,221.02  

CNG Alt. Fuel Engine  $    159.54   $    156.22   $    153.41   $    150.72  

 

6.3.2.2.20.23 Engine technology learning curve 

Table 6-14 below shows the applied learning rates for the engine technologies analyzed for this 

NPRM. For details of learning methodology see chapter 7 of this RIA.  
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Table 6-14 - Learning rates for this NPRM’s engine technologies 

Technology Model Years 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

LUBEFR1 0.8 0.76 0.74 0.72 0.71 0.69 0.68 0.67 0.66 0.65 0.64 0.64 0.63 0.62 0.62 0.61 0.61 

LUBEFR2 1 1 1 0.86 0.78 0.72 0.67 0.64 0.62 0.6 0.58 0.57 0.56 0.55 0.54 0.53 0.53 

LUBEFR3 1 1 1 1 1 1 1 1 0.85 0.77 0.72 0.68 0.66 0.64 0.62 0.61 0.59 

VVT, VVL, 

SGDI, 

DEAC 

0.97 0.96 0.95 0.94 0.94 0.93 0.93 0.92 0.91 0.91 0.9 0.9 0.89 0.89 0.89 0.88 0.88 

ADEAC 1.06 1.04 1 0.97 0.95 0.92 0.9 0.88 0.87 0.86 0.84 0.83 0.82 0.82 0.81 0.8 0.8 

HCR1 0.82 0.8 0.78 0.77 0.75 0.74 0.73 0.73 0.73 0.73 0.73 0.72 0.72 0.72 0.72 0.72 0.72 

TURBO1 0.87 0.85 0.83 0.82 0.8 0.79 0.78 0.78 0.77 0.76 0.76 0.75 0.75 0.75 0.74 0.74 0.74 

TURBO2, 

CEGR1 

1.02 1.01 1 0.99 0.97 0.96 0.94 0.92 0.9 0.88 0.86 0.85 0.84 0.83 0.81 0.81 0.8 

ADSL, 

DSLI 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
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6.3.3 Transmission Technology Effectiveness 

The function of a transmission system is to reduce the relatively high engine speed and increase 

the torque, so that the power output of the engine can be coupled to the wheels. The complete 

drivetrain includes a differential (integral to the transmission on front-wheel-drive vehicles; 

separate on rear-wheel-drive vehicles) which provides further speed reduction, and often a 

hydraulic torque converter which provides significant torque multiplication at low speed 

conditions. The complete drivetrain – torque converter, transmission, and differential – is 

designed as a set to best match the power available from the engine to that required to propel the 

vehicle. 

Different transmission architectures are available for use in light duty vehicles. Conventional 

planetary gear automatic transmissions (ATs) are the most popular type, and still dominate the 

light-duty fleet, as seen in Figure 6-120. Manual transmissions (MTs), although less popular than 

in the past, are also still part of the fleet. Both ATs and MTs have, among other improvements, 

seen an increase in the number of gears employed. Figure 6-123 shows the recent gains in six, 

seven, and eight-speed transmissions in both the car and light truck segment.  Recent 

introductions of nine-speed and ten-speed transmissions in the same market indicates that 

conventional automatic transmissions are going to be the dominant transmission type for the 

foreseeable future. The other transmission type that has also seen an increase in market share is 

the continuously variable transmissions (CVTs), which can vary their ratio to target any place 

within their overall spread. The CVT transmissions do have limited torque capacity which will 

limit their application on larger vehicle segments. Dual-clutch transmissions (DCTs), which have 

significantly lower parasitic losses than ATs, have decreased in overall penetration due past 

reliability issues and consumer acceptance of the shift quality.  

Each of these four types of transmissions is discussed in more detail in the sections below. 
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Figure 6-120 - Transmission Technology Production Share, 1980-2017
251

 

 

                                                 
251

 “Highlights of CO2 and Fuel Economy Trends,” https://www.epa.gov/fuel-economy-trends/download-report-co2-

and-fuel-economy-trends, Accessed Jan 12, 2017. 

https://www.epa.gov/fuel-economy-trends/download-report-co2-and-fuel-economy-trends
https://www.epa.gov/fuel-economy-trends/download-report-co2-and-fuel-economy-trends
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6.3.3.1 Transmission Technologies  

This analysis considered a number of types of transmissions.  

 Six, seven, eight, nine and ten-speed automatic transmissions – the gear ratio spacing and 

transmission ratio are optimized to enable the engine to operate in a more efficient 

operating range over a broader range of vehicle operating conditions.  

 Dual clutch transmission (DCT) - are similar to a manual transmission, but the vehicle 

controls shifting and launch functions. A dual-clutch automated shift manual 

transmission uses separate clutches for even-numbered and odd-numbered gears, so the 

next expected gear is pre-selected, which allows for faster, smoother shifting.  

 Continuously Variable Transmission (CVT) – uses a belt between two variable ratio 

pulleys allowing an infinite set of gear ratios to enable the engine to operate in a more 

efficient operating range over a broad range of vehicle operating conditions.  

 Manual 6 and 7-speed transmissions offers an additional gear ratio, often with a higher 

overdrive gear ratio, than a 5-speed manual transmission.  

 1
st
 level and 2

nd
 level High Efficiency Gearbox (automatic, DCT, CVT, or manual) – 

continuous improvement in seals, bearings and clutches, super finishing of gearbox parts, 

and development in the area of lubrication, all aimed at reducing frictional and other 

parasitic load in the system for an automatic, DCT or manual type transmission.  

Notably, for each of these configurations, the analysis assumed that the high gear ratio remained 

approximately the same as the number of gears increased.  In practice, manufacturers tend to be 

widening gear spreads as they increase the number of gears offered in transmissions, so the 

agencies are evaluating assumptions about low and high gear spreads for future simulation 

efforts.  The comments are sought on assumed gear spreads and ratios, and seek information on 

advantages and disadvantages of changing low-high gear spreads as manufacturers offer 

transmissions with additional gears. 

6.3.3.2 Sources of Transmission Effectiveness Data 

In addition to the sources of transmission effectiveness data cited in the 2012 final rule and 2016 

Draft TAR, this analysis also considered data from other sources to update and refine 

transmission effectiveness estimates for this analysis. These sources included: 

1) Peer-reviewed journals, peer-reviewed technical papers, and conference proceedings 

presenting research and development findings; 

2) Data obtained from transmission and vehicle testing programs, carried out at EPA-

NVFEL, ANL, and other contract laboratories; 

3) Modeling results from simulation of current and future transmission configurations; and 

4) Confidential data obtained from OEMs and suppliers on transmission efficiency. 

For transmission testing programs, EPA contracted with FEV Engine Technologies to test 

specific transmissions in a transmission component test stand. The testing program was primarily 
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designed to determine transmission efficiency and torque loss over a range of input speeds, input 

loads, and temperatures. In addition, other driveline parameters, such as transmission rotational 

inertia and torque converter K-factor were characterized. Two automatic transmissions have been 

characterized in this test program, which is still on-going. Torque loss maps were generated for 

both a six-speed 6T40 GM automatic transmission and an eight-speed 845RE FCA automatic 

transmission, see Figure 6-121 and Figure 6-122. 

 

Figure 6-121 - Average Torque Losses in Each Gear for an Eight-Speed 845RE 

Transmission
252

 

 

 

Figure 6-122 - And Efficiency (Right) in Each Gear for an Eight-Speed 845RE 

Transmission
253

  

 

                                                 
252

  From testing of a Ram pickup truck at 100 °C and with line pressures matching those measured in the vehicle. 

Torque losses are average more than 1000 rpm - 2500 rpm. 
253

 From testing of a Ram pickup truck at 100 °C and with line pressures matching those measured in the vehicle. 

Torque losses are average more than 1000 rpm - 2500 rpm.  
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In addition to contracting to test specific transmissions, NHTSA and EPA obtained torque loss 

maps and/or operational strategies for the current and future generation transmissions from 

manufacturers and suppliers.  The estimates for effectiveness and assumptions on technology 

application in the CAFE model are partially informed by confidential business information 

supplied by vehicle manufacturers and suppliers and shared with the agencies. Information 

obtained from the manufacturers and suppliers included information on advanced CVTs and 

ATs. 

This analysis has also leveraged work performed over the past 15 years by Argonne National 

Laboratory with Autonomie under funding from the U.S. Department of Energy. Argonne 

developed and validated shifting algorithms for multiple transmission technologies (i.e., 

automatic, CVT, DCT) and gear numbers (i.e., 6 and 8 speed transmissions), using vehicle test 

data from a large number of vehicles measured at Argonne’s Advanced Powertrain Research 

Facility.
254

 Detailed instrumentation was also critical in developing component models and 

controls for advanced transmissions such as dual clutch.
255

 While specific transmission gear 

ratios and shifting algorithms were used during the validation process, a different approach was 

used to design the transmission gear ratios to properly quantify the effectiveness of the 

technology. Argonne used an algorithm published by Naunheimer, along with a range of 

constraints, to design their transmission gear ratios.
256

 A set of efficiencies for each gear was 

selected to represent today’s leading technologies across all transmission types to ensure proper 

comparison. Calibration of the shifting algorithms was performed within a set of constraints to 

ensure proper driving quality. The constraints were defined based on vehicle test data. 

Below is the list of transmissions that this analysis have considered for the NPRM analysis. The 

expansion of transmissions offerings are in line with industry developments and direction, and 

are expected to achieve fuel economy improvements, while also meeting durability, reliability, 

drivability and consumer acceptance needs. Further details of each transmission type are 

discussed below.  

 5-speed automatic (5AU) 

 6-speed automatic (6AU) 

o Level 1 Improvements  

o Level 2 Improvements 

 7-speed automatic (6AU) 

 8-speed automatic (8AU) 

                                                 
254

  Kim, N., Rousseau, N., Lohse-Bush, H. “Advanced Automatic Transmission Model Validation Using 

Dynamometer Test Data,” SAE 2014-01-1778, SAE World Congress, Detroit, April 2014.   
255

 Kim, N., Lohse-Bush, H., Rousseau, A. “Development of a model of the dual clutch transmission in Autonomie 

and validation with dynamometer test data,” International Journal of Automotive Technologies, March 2014, 

Volume 15, Issue 2, pp 263-271.   
256

 Naunheimer, H. et al., “Automotive Transmissions – Fundamentals, Selection, Design and applications,” 

Springer Publications.    



 

323 

 

o Level 1 Improvements 

o Level 2 Improvements 

o Level 3 Improvements  

 9-speed automatic (9AU) 

 10-speed automatic (10AU) 

o Level 1 Improvements 

o Level 2 Improvements 

 6-speed dual-clutch (6DCT) 

 8-speed dual-clutch (8DCT) 

 Continuously variable (CVT) 

o Level 1 Improvements 

o Level 2 Improvements 

 5-speed manual (5DM) 

 6-speed manual (6DM) 

 7-speed manual (7DM) 

Progressive transmission gear ratios have been designed for each transmission type considering 

trends in gear span and ratios, as well as expected differences in vehicle performance and energy 

consumption based on the transmission technology.  

This analysis used the following criteria to select transmission gear ratios, final drive ratios, and 

shift parameters. The criteria were based on literature review and confidential business 

information from vehicle manufacturers and suppliers.  In addition, this analysis used test data 

and information collected from multiple vehicles using Argonne’s APRF chassis dynamometer 

test facility.  

 The vehicle should shift to top gear above a certain vehicle speed (i.e. 45 mph). 

 In top gear, the engine should operate at or above a minimum engine speed (i.e. 1,250 

rpm) to prevent engine lugging. 

 The number of gear shifts for specific transmission on each cycle was defined using 

APRF vehicle test data and SWRI vehicle test data. For example, for a 6-speed 

transmission, on the Urban Dynamometer Driving Schedule cycle, the number of shifts 

should be around 110 to 120 based on a review of chassis dynamometer test data. Note 

that this constraint is only evaluate after the simulations and is only used to highlight 

vehicles with potential drive quality issues. 

 Gear span and final drive ratios should be based on industry trends. 

 Engine operation will be restricted in the low-speed/high torque region to prevent noise, 

vibration, and harshness issues and ensure drive quality. 

 The span of the 8-speed transmissions is higher than that of the 6-speed transmission. 

 The span of the 8-speed DCT is slightly higher than the span of the 8-speed automatic to 

compensate for the lack of torque multiplication of the torque converter for the automatic 

transmission. 

 DCT transmissions are modeled without a torque converter. As stated in Draft TAR, a 

significant majority of the DCT transmissions in the MY 2016 fleet do not use a torque 

converter device 
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 The vehicle should be able to meet or exceed Vehicle Technical Specifications (VTSs) 

related to grade (in first and top gear) and passing performance. 

 For all advanced automatic transmissions, the torque converters lock-up in 2
nd

 gear. 

 For CVTs, vehicle application will have maximum torque limitations (i.e. less 250 ft-lbs) 

 With introduction of performance classes to better capture the MY 2016 analysis fleet, 

the automatic transmissions will have two versions to be able to handler higher engine 

torques. This will be explained in the later sections for transverse versus longitudinal 

designs.  

6.3.4 Automatic Transmissions 

6.3.4.1 Automatic transmission overview 

Conventional planetary automatic transmissions remain the most numerous type of transmission 

in the light duty fleet. These transmissions will typically contain at least three or four planetary 

gear sets, which are connected to provide the various gear ratios. Gear ratios are selected by 

activating solenoids which engage or release multiple clutches and brakes. 

Automatic transmissions are packaged with torque converters, which provide a fluid coupling 

between the engine and the driveline, and provide a significant increase in launch torque. When 

transmitting torque through this fluid coupling, energy is lost due to the churning fluid. These 

losses can be eliminated by engaging (“locking up”) the torque convertor clutch to directly 

connect the engine and transmission. A discussion of torque converter lockup is continued in the 

next section below. 

In general, ATs with a greater number of forward gears (and the complementary larger ratio 

spread) offer more potential for fuel consumption reduction, but at the expense of higher control 

complexity. Transmissions with a higher number of gears offer a wider speed ratio and more 

opportunity to operate the engine near its most efficient point. 

In the past few years, manufacturers have taken advantage of ATs with a greater number of 

forward gears to improve fuel economy. Four- and five-speed automatic transmissions, which 

dominated the market in 2005, have substantially declined in number, being replaced by six-

speed and higher transmissions.  In fact, the average number of AT gears in the fleet has rapidly 

increased, and in 2016 was above six for both cars and trucks. 
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Figure 6-123 - Average Number of Transmission Gears for New Vehicles
257

 

 

Seven-speed transmissions currently available include the RWD 7G-Tronic from Mercedes and 

the JATCO JR710E available in Nissan products. RWD eight-speed transmissions available 

include offerings from General Motors and Hyundai, as well as transmission suppliers Aisin and 

ZF. The ZF 8HP, introduced in 2009, has been incorporated into offerings from a range of 

manufacturers, including Fiat/Chrysler, Jaguar/Land Rover, and Volkswagen. ZF has begun 

production of a second generation of 8HP transmissions (the 8HP50), which features a higher 

ratio spread, lower drag torque, and improved torsional vibration absorption compared to the first 

generation.
258

 Aisin also offers a FWD eight-speed used by multiple manufacturers. This 

includes use in the compact 2016 Mini Cooper Clubman, a vehicle smaller than those assumed 

eligible for eight-speed transmissions in the FRM.
259

 

In the 2012 final rule for MYs 2017 and beyond, the agencies limited their consideration of the 

effect of additional gears to eight-speed transmissions. However, some ATs with more than eight 

gears are already in production, and more examples are in development. At this time, nine-speed 
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transmissions are being manufactured by ZF 
260

 (which produces a FWD nine-speed incorporated 

into Fiat/Chrysler, Honda, and Jaguar/Land Rover vehicles
261

) and Mercedes
262

 (which produces 

a RWD nine-speed). In addition, Ford and General Motors have announced plans to jointly 

design and build nine-speed FWD transmissions and ten-speed RWD transmissions (2017 F150 

and 2017 Camaro ZL1), and Honda is developing a ten-speed FWD transmission.
263

 

Manufacturers have claimed substantial fuel consumption benefits associated with newer 

transmissions. ZF claims its first generation 8HP can reduce fuel consumption by 6% on the 

NEDC compared to a circa 2005 ZF 6HP, using the same engine, along with improving vehicle 

acceleration performance.
264

 ZF also outlined a series of potential improvements to the first 

generation 8HP that could provide an additional 5 to 6% fuel consumption reduction on the U.S. 

combined cycle.
265

 The second generation ZF eight-speed
266

 is expected to achieve up to 3% 

efficiency gain on the NEDC due to the improvements noted above; ZF also outlined additional 

potential savings associated with a third generation eight-speed transmission.
267

 Likewise, 

Mercedes clamed a 6.5% fuel consumption improvement on the NEDC with its nine-speed 

transmission compared to the previous seven-speed.
268

 For the references in regards to fuel 

consumption improvement shown in NEDC, the values will be much higher than U.S, combined 

cycles due to a gap between NEDC and real-world.
269

  

In FWD vehicles, ZF claims its nine-speed FWD transmission reduces fuel consumption by 10% 

– 16% compared to an early- 2000s six-speed transmission.
270

 Aisin claims its new FWD eight-
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speed transmission decreases fuel consumption 16.5% compared to an early generation six-

speed, and nearly 10% compared to the previous generation six-speed.
271

 In addition, the new 

eight-speed improves acceleration performance. BMW, using the Aisin FWD transmission, 

reports a 14% fuel consumption reduction on the NEDC over the previous six-speed 

transmission.
272

 Mercedes claims a total of 6.5% fuel economy improvement on the NEDC by 

using its nine-speed 9G-TRONIC in place of the earlier generation seven-speed.
273

 

These purported efficiency improvements are due to a range of design changes in the 

transmissions, in addition to improved interactions with complementary equipment. In addition 

to improving the engine operation efficiency through changing the number of gears, overall ratio, 

and shift points, these transmissions also reduce parasitic losses, change torque converter 

behavior, and/or shift to neutral during idle.  Due to the complexity of interactions between the 

transmission and other vehicle technologies, this analysis relies on full vehicle simulations to 

estimate the effectiveness of additional transmission technology on a vehicle. 

With the positive consumer acceptance, higher effectiveness, and increasing production of 

transmissions with up to ten forward gears, it may be possible that transmissions with even more 

gears will be designed and built before 2025. Researchers from General Motors have authored a 

study showing that there is some benefit to be gained from transmissions containing up to 10 

speeds.
274 

However, this appears to be near the limit for improved fuel consumption, and studies 

have shown that there is no added potential for reduction in fuel consumption beyond nine or ten 

gears.
275, 276

  In fact, ZF CEO Stefan Sommer has stated that ZF would not design transmissions 

with more than nine gears - “We came to a limit where we couldn't gain any higher ratios. So, 

the increase in fuel efficiency is very limited and almost eaten up by adding some weight and 

friction and even size of the transmission.”
277

  Although manufacturers may continue to add 

gears in response to consumer preference for other performance attributes, this analysis assumes 

that it is unlikely that further increases will provide fuel consumption benefits beyond that of 

optimized eight, nine or ten-speeds. 
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Recent development and publications by Aisin AW CO., Honda, Ford, and GM have identified 

release of new advanced transmissions into the mass market. Aisin AW Co. has introduced a 

new FWD 8-speed and RWD 10-speed transmission that have shown significant improvements 

in clutches and brakes, off-axis oil pump, reduction in mass, and increased area of torque 

converter lock-up area.
278, 279

 Honda has introduced the first FWD 10-speed automatic 

transmission. Compared to the previous 6-speed automatic, the 10AT is 22 lbs. lighter and has a 

68% wider overall ratio range with a 43% lower first gear and a 17% taller top gear.
280

 Ford and 

GM has released a jointly developed RWD that has indicated fuel economy improvements over 

the existing 6-speed transmission.
281

  As discussed in these recent publications, these new 

transmissions are either replacing first level of 8-speed transmissions or 6-speed transmission in 

order to improvement fuel economy and performance.  

6.3.4.2 Losses in ATs, Torque Converter, and Lockup Strategy 

A study by ZF suggests that the largest sources of losses over the combined city/highway cycle 

in conventional automatic transmissions are the oil supply and the drag torque.
282

 This is 

followed by the creep torque (on the city cycle), with the electrical requirements and gearing 

efficiency being relatively minor. 

For conventional ATs, power required to supply oil to the transmission is one of the largest 

sources of parasitic loss. An oil pump is required for lubrication and for hydraulic pressure for 

clamping the clutches. A baseline transmission would typically use a gerotor-type pump driven 

off the torque converter. Replacing or resizing the oil pump can result in a substantial decrease in 

torque losses. For example, Aisin claims a 33% reduction in torque loss in its new generation 

transmission from optimizing the oil pump,
283 

and Mercedes claims a 2.7% increase in fuel 

economy on the NEDC by changing the pumping system.
284

 Pump-related losses can be reduced 

by substituting a more efficient vane pump for the gerotor. Losses can be further reduced with a 

variable-displacement vane pump, and by reducing the pressure of the system. Losses can be 

further decreased by using an on-demand electric pump - Mercedes claims an additional 0.8% 
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increase in fuel economy on the NEDC by implementing a lubrication on demand system.
285

 

Another way to reduce losses from the pump is by reducing leakage in the system. Reducing 

leakage reduces parasitic losses by reducing the amount of fluid that needs to be pumped through 

the system to maintain the needed pressure. 

A second large source of parasitic loss in ATs is the drag torque in the transmission from the 

clutches, brakes, bearings, and seals. These components have the potential to be redesigned for 

lower frictional losses. New clutch designs offer potential reductions in clutch drag, promising 

up to a 90% reduction in drag.
286

 Replacing bearings can reduce the associated friction by 50 to 

75%. New low-friction seals for can reduce friction by 50% to provide an overall reduction in 

bearing friction loss of approximately 10%.
287

 

Optimizing shift elements improved fuel economy on the Mercedes 9G-TRONIC by 1% over the 

NEDC.
288

 

Drag torque can be further reduced by decreasing the viscosity of the automatic transmission 

fluid used to lubricate the transmission. A study of transmission losses indicates that an 

approximate 2% fuel consumption reduction was obtained on the FTP 75 cycle by switching to 

the lowest viscosity oil.
289

 However, reduction of transmission fluid viscosity may have an 

adverse effect on long-term reliability. 

Torque converters are typically associated with conventional ATs and CVTs, although they have 

appeared on Honda's newest eight-speed DCT. Torque converters provide increased torque to the 

wheels at launch, and serve as a torsional vibration damper at low engine speeds. However, this 

comes at the cost of energy loss in the torque converter fluid, and modern torque converters 

typically have a lockup clutch that mechanically locks the impeller and turbine together, 

bypassing the fluid coupling. 

Although in the past torque converters remained unlocked up to high vehicle speeds, recent 

trends are to lock at much lower speeds. Improvements in torsional vibration dampers, and the 

ability to utilize micro-slip across the lockup clutch has enabled lower lockup speeds. Mazda, for 
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example, claims torque converter lockup as low as 5 mph for its SKYACTIV-Drive AT.
290

 

Although not as aggressive, BMW claims a 1% reduction in CO2 from an early torque converter 

lockup.
291

 

6.3.4.3 Automatic transmissions for Autonomie modeling 

In the 2016 Draft TAR analysis, NHTSA had identified five automatic transmission technologies 

for adoption in the light duty fleet for MYs 2017-2025 – AT5, AT6, AT6P, AT8 and AT8P.  For 

the NPRM analysis, it has been expanded the number of transmission technologies to include ten 

automatic transmission configurations based on new literature, press information, and 

information acquired in meetings with manufacturers and supplies. Going from five to ten 

automatic transmissions allows this analysis to both capture the updated transmission 

technologies in the MY 2016 analysis fleet, and to incorporate future improvements in friction, 

lubrication, packaging, torque loss reduction and other incremental improvements. 

Table 6-15 - Final Drive ratio of Automatic Transmissions  

Transmission 

Type 
Number of Gears 

ANL Final 

Drive Ratio 

Value 

Automatic 5 3.31 

Automatic 6 3.65 

Automatic 7 3.13 

Automatic 8 3.6 

Automatic 9 3.3 

Automatic 10 3.31 
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Table 6-16 - Summary of Simulation Automatic Transmission Gear Ratios  

Simulation 

Name 

Gear 

1 2 3 4 5 6 7 8 9 10 

5AU 3.85 2.3262 1.5039 1.0403 0.77      

5DM 3.85 2.2714 1.4339 0.9685 0.7      

6AU 4.074 2.4867 1.6241 1.135 0.8487 0.679     

6DM 4.074 2.4867 1.6241 1.135 0.8487 0.679     

6DCT  4.074 2.4867 1.6241 1.135 0.8487 0.679     

7AU 4.78 3.10 1.98 1.37 1.00 0.87 0.78    

7DM 4.298 2.624 1.7141 1.1981 0.8961 0.7171 0.614    

8AU 4.284 2.6593 1.7763 1.2553 0.9546 0.7768 0.6763 0.63   

8DCT 4.284 2.6593 1.7763 1.2553 0.9546 0.7768 0.6763 0.63   

9AU 4.69 2.902 1.9213 1.3611 1.0317 0.8368 0.7262 0.6743 0.67  

10AU 4.7 2.99 2.15 1.8 1.52 1.28 1 0.85 0.69 0.64 

CVT Ratios from 0.529 to 3.172 

CVTp Ratios from 0.45 to 3.6 

Planetary 

Gear 

Sun = 30, Ring = 78 

Voltec Sun = 37, Ring = 83 

 

Table 6-17 - Summary of Simulation Automatic Transmission Gear Span Values 

Transmission 

Type 

Number of Gears ANL Value 

Automatic 5 5.00 

Automatic 6 6.00 

Automatic 7 6.16 

Automatic 8 6.80 

Automatic 9 7.00 

Automatic 10 7.34 
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Table 6-18 - Simulation Automatic Transmission Selections 

Simulation Name Transmission Type Description/ Source 

5AU 5-speed automatic 

(premium class) 

1:1 ratio efficiency from 6AU (premium) and use rule 

to generate the efficiency for other ratios 

6AU 6-speed automatic 

(base class) 

Transmission used for low-torque engines. 

Source - U.S. EPA test data – GM 6T40 

6AU 6-speed automatic 

(premium class) 

Transmission used for high-torque engines 

Source - NHTSA test data - GM 6L80E 

6AUp 6-speed automatic+ 1:1 ratio efficiency from 8AU+ and use rule to 

generate the efficiency for other ratios  

7AUp 7-speed automatic+ 1:1 ratio efficiency from 8AU+ and use rule to 

generate the efficiency for other ratios  

8AU 8-speed automatic Source - U.S. EPA test data – Ram 845RE  

8AUp 8-speed automatic+ 845RE (8AU) with improved efficiency (NHTSA data) 

8AUpp 8-speed automatic++ 845RE (8AU) with improved efficiency (NHTSA data) 

9AUp 9-speed automatic+ 1:1 ratio efficiency from 8AU+ and use rule to 

generate the efficiency for other ratios  

10AUp 10-speed automatic+ 1:1 ratio efficiency from 8AU+ and use rule to 

generate the efficiency for other ratios  

10AUpp 10-speed automatic++ 1:1 ratio efficiency from 8AU++ and use rule to 

generate the efficiency for other ratios  

 

Like engines, transmissions in the market always include multiple improvements from one 

generation to the next (such as increased gear number and efficiency). The objective of the 

transmission selection was to separate the benefits of increased gear number from those of 

improved efficiency. For example, 6AT to 8AT is used to quantify the effectiveness of increased 

gear span and gear number while 8AT to 8AT Level 2 quantifies the impact of efficiency. As a 

result, while the test data were used to model several transmissions, a rule was used to develop 

some transmission models to ensure appropriate effectiveness value. 
292

 

6.3.4.3.1 Automatic transmission efficiency 

In the equations below, 𝜏 is the normalized torque (Torque/Max rated input torque). In the 

specific data set that was used to generate these equations, the maximum torque was taken to be 

450 Nm.  

The maximum efficiency is given by 

𝜂 = 100 − 1.385 × 𝜏−1.0127      (1) 
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The temperature dependence is considered as a function of torque for temperatures ranging from 

𝑇 = 38 °𝐶 𝑡𝑜 𝑇 = 93 °𝐶: 

Δ𝜂 = 0.3612 × 𝜏−0.9238       (2) 

The speed dependence is a function of input torque, for speeds ranging from 500 rpm to 5000 

rpm: 

Δ𝜂 = 0.6394 × 𝜏−1.3068       (3) 

The efficiency data is generated using the following steps: 

 Start with the “maximum efficiency curve,” which essentially represents the efficiency 

for direct drive (1:1 ratio) at 93°C.  

 The temperature offset is applied when calculating efficiency at 38°C. 

 The speed offset is applied. 

 The gear ratio other than the direct drive is scaled. 

Figure 6-124 shows the plot of the efficiency for direct drive, for the range of temperatures and 

speeds considered. For other gears, the results are scaled down by a factor ranging between 0.97 

and 1.0. 

 

Figure 6-124 - Efficiency for direct drive 
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6.3.4.4 TRANSMISSION – 5AU Base and Performance 

 

Figure 6-125 - Efficiency map of 5-speed automatic - non-performance classes 

 

 

Figure 6-126 - Efficiency map of 5-speed automatic - performance classes 

For this NPRM analysis, NHTSA’s 5-speed transmission has been carried over from the 2016 

Draft TAR for the base vehicles and new performance transmission maps have been developed. 

This technology is still utilized by the low-cost vehicles that are still part of the MY 2016 

analysis fleet.  These transmissions were developed based on the benchmarked 6-speed 

automatic as discussed in section 6.3.3.2 using the 1:1 ratio of each gear.  
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6.3.4.5 TRANSMISSION – AU6 Level 1 and Level 2 

 

Figure 6-127 - Efficiency map - Base 6-speed automatic level 1 

 

 

Figure 6-128 - Efficiency map - Performance 6-speed automatic Level 1 
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Figure 6-129 - Efficiency map - 6-speed Automatic level 2 

 

For this NPRM analysis, we carried over the 2016 Draft TAR six-speed transmission.  Figure 

6-120 shows that the six-speed transmission is still a dominant option for gearbox in MY 2016. 

For the two levels of improvements in the six-speed transmission, NHTSA differentiated the two 

by the drivetrain configuration of RWD and FWD, for cars and trucks. The agencies received 

feedback from vehicle manufacturers on the potential torque limitation of vehicles with advanced 

six-speed transmissions that also have towing performance requirements.  Some supporting 

information for this feedback included confidential business information shared with the 

agencies. 

6.3.4.6 TRANSMISSION – AU7 

 

Figure 6-130 - Efficiency map - 7-speed automatic 
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The seven-speed transmission developed for this NPRM is based on the efficiencies of the eight-

speed transmission level 2. In the MY 2016 analysis fleet, manufacturers have incorporated 

seven-speed automatics transmissions that NHTSA would consider an improvement over the 

existing five or six-speed transmissions.  In practice, this transmission was meant to simulate 7-

speed transmissions typically found in European sedans in MY 2016.  The CAFE model does not 

build additional 7-speed automatic transmissions. 

6.3.4.7 TRANSMISSION – AU8 Level 1, Level 2 and Level 3 

 

Figure 6-131 - Efficiency map - 8-speed automatic Level 1 

 

Figure 6-132 - Efficiency map - 8-speed automatic Level 2 
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Figure 6-133 - Efficiency map - 8-speed automatic Level 3 

 

In the 2016 Draft TAR analysis, NHTSA offered two levels of eight-speed transmission. For the 

NPRM analysis, we have split the eight-speed transmission into three levels. The first level 

represents the first generation of eight-speed transmissions introduced in market. The second 

level introduces improvements oil supply and drag losses. The third level further improves oil 

supply and drag losses over the second-level eight-speed.   

6.3.4.8 TRANSMISSION – AU9 

 

Figure 6-134 - Efficiency map for the 9-speed automatic 
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Like the seven-speed automatic transmission, this nine-speed transmission was developed based 

on the efficiencies of the eight-speed transmission level 2. In the MY 2016 analysis fleet, 

manufacturers have incorporated nine-speed automatics transmissions that NHTSA would 

consider an improvement over the existing five or six-speed transmissions.  The CAFE model 

does not build additional 9-speed automatic transmissions.  

6.3.4.9 TRANSMISSION – AU10 Level 1 and Level 2 

 

Figure 6-135 - Efficiency map for the 10-speed automatic level 1 

 

 

Figure 6-136 - Efficiency map for the 10-speed automatic Level 2 
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In the 2016 Draft TAR analysis, NHTSA did not model any ten-speed transmissions. For this 

NPRM analysis, two efficiency levels of the ten-speed automatic transmission was introduced. 

The first level represents the first generation of ten-speed transmissions introduced in market, 

with the efficiency values based on the efficiencies of the eight-speed transmission level 2. The 

second level of the ten-speed transmission is based on the eight-speed transmission level 3. 

6.3.4.10 Torque Converter Lock-up Maps 

Torque converter lock-up maps have been updated since the 2016 Draft TAR using test data. 

 

Figure 6-137 - Base vehicle Torque Converter Lock Up map 

 

 

Figure 6-138 - Performance Vehicle Torque Converter Lock up map 
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6.3.5 Continuously Variable Transmissions (CVT) 

Conventional continuously variable transmissions consist of two cone-shaped pulleys, connected 

with a belt or chain. Moving the pulley halves allows the belt to ride inward or outward radially 

on each pulley, effectively changing the speed ratio between the pulleys. This ratio change is 

smooth and continuous, unlike the step changes of other transmission varieties. CVTs were not 

chosen in the fleet modeling for the MY 2017-2025 analysis because of the predicted low 

effectiveness associated with CVTs (due to the high internal losses and narrow ratio spans of 

CVTs in the fleet at that time). However, improvements in CVTs in the current fleet have 

increased their effectiveness, leading to increased adoption rates in the fleet. In their 2015 report, 

the NAS recommended CVTs be added to the list of considered technologies, and the agencies 

are accordingly re-evaluating the cost and effectiveness numbers for this analysis. 

One advantage of CVTs is that they continue to transmit torque during ratio changes. In ATs and 

some DCTs, energy from the engine is wasted during a ratio change or shift. ATs and some 

DCTs have a hesitation during shifts caused by the torque disruption during gear changes.  As 

mentioned above, ATs’ efficiency peaks with 9 to 10 gears, while going to a CVT (with an 

effectively “infinite” number of gear steps) adds a new level of efficiency to the overall system. 

This is in part due to the fact that CVTs do not need to stop transmitting torque to change ratios. 

Another advantage of a CVT is that, within its ratio range, it can maintain engine operation 

closer to the maximum efficiency for the required power. CVTs were not considered in the final 

rule for MYs 2017 and beyond because, at the time, CVTs had a ratio range of near 4.0, limiting 

the range where the engine operation could be optimized. In addition, the CVTs were less than 

80% efficient,
293

 and thus required more total output energy from the engine.  

However, CVTs have demonstrated some limitations.  The launch, acceleration and ratio 

variation characteristics of powertrains with CVTs may be significantly different than ATs 

leading to consumer complaints. Several manufacturers have told the agencies that they employ 

strategies that mimic AT shifting under some conditions for to address these issues. Also, some 

manufacturers have encountered significant engineering challenges in employing CVTs for use 

in high torque or high load applications. 

Nonetheless, in the recent past, manufacturers and suppliers have intensified development of 

CVTs, reducing the parasitic losses and increasing the ratio spread. The current generation of 

CVT is now nearly 85% efficient, with ongoing work by suppliers to push that number to 

90%.
294

 Ratio spreads for new CVTs from Honda, Toyota, and JATCO now range between 6.0 
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and 7.0.
295, 296,

 
297

 JATCO has introduced a very small CVT that has a two speed output with take 

a CVT with a small ratio spread and doubles it for an overall ratio spread of 7.3
298

 in the base 

version and 8.7 in the “wide range” version.
299

 As in ATs and DCTs, it is expected that 

additional increase in ratio range above the current ranges will not significantly decrease fuel 

consumption and resulting CO2 emissions.
300

 

Reducing losses in CVTs has been a particular focus of manufacturers. The JATCO CVT8 

featured a 40% reduction in mechanical losses compared to their earlier generation CVT.
301

 The 

losses were reduced by decreasing the size of the oil pump, implementing a new, higher 

efficiency belt, and reducing the fluid churning losses. Honda's new compact car CVT increased 

efficiency 1% to 1.5% at higher vehicle speeds compared to their previous generation CVT.
302

 

The increased efficiency was primarily due to a reduction in oil pump losses and bearing friction. 

Honda’s new midsize CVT increased efficiency by up to 5% compared to the earlier generation 

CVT, primarily by reducing the required hydraulic pressure (by up to 38%).
303

 Toyota’s new 

K114 CVT reduced torque losses by 22%, compared to the earlier generation of CVTs, primarily 

by reducing the losses associated with the oil pump, and reducing the size of the bearings.
304

  

The JATCO CVT8 demonstrated a 10% improvement in fuel economy for both the highway and 

city cycles compared to earlier generation CVTs.
305

 Honda’s new compact car CVT increased 

fuel economy approximately 7% compared to the earlier generation CVT over both the U.S. test 

cycle and the Japanese JC08 test cycle.
306

 Honda’s new midsize CVT increased fuel economy 

10% over the earlier generation 5AT on the U.S. cycle, and 5% compared to the earlier 
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generation CVT on the Japanese JC08 test cycle.
307

  Toyota’s new K114 CVT increased fuel 

economy by 17% on the Japanese JC08 test cycle compared to the earlier generation CVT.
308

 

Similar to other automatic transmissions, this analysis rely on full-vehicle simulations to 

consider complex interactions between CVT’s and complementary engine and vehicle 

technologies to assess effectiveness values. 

Initial introductions of CVTs suffered from consumer acceptance issues, where customers 

complained of the “rubber band” feel of the transmission, due to the indirect connection between 

the driver’s throttle input and the vehicle’s acceleration response. To combat this perception, 

vehicle manufacturers have added a shift feel calibration to the CVT control strategy, which 

mimics the feel of a conventional AT.
309

 This calibration, although having a slight effect on fuel 

economy, has improved consumer acceptance.
310

 

Nissan continued improving their third generation of The Xtronic CVT with D-Step Logic 

Control in both performance and fuel economy.
311

 As discussed by Nissan, “In the 2016 Versa 

and 2016 Sentra models equipped with third-generation XTRONIC transmission, the gear ratio 

range from low to high is expanded. In fact, the transmission ratio is 7.3:1, which is a broader 

ratio than you'll find in an average automatic, and far superior to the 6.0:1 you'd find in a similar 

model vehicle. The CVT is more streamlined, too, as it is 13% lighter and 10% smaller. The goal 

is to ensure the fuel efficiency improves at least 10%.” Nissan’s Xtronic CVT has been equipped 

in all of the passenger and crossover vehicles offered in MY 2016, MY 2017 and MY 2018.  

In this document, only conventional belt or chain CVTs are considered. At least two other 

technologies – toroidal CVTs and Dana’s VariGlide® technology
312

 – are under development 

and may be available in the 2020-2025 timeframe. The Dana VariGlide is considered a CVP 

(Continuously Variable Planetary), with the major design difference being that it uses balls to 

transmit torque and vary the ratio. 

6.3.5.1 Losses in CVTs 
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CVTs tend to have higher losses than either ATs or DCTs, in large part due to the high oil 

pressures required to keep the belt and pulleys securely clamped. These losses increase 

significantly at high input torques, as even higher pressures are required to maintain the 

clamping force.
313

 

A study by JATCO suggests that losses in the CVT are dominated by oil pump torque and losses 

in the belt-pulley system, with fluid churning losses as the next largest player.
314

 By reducing 

leakage in the oil system and reducing line pressure when possible, JATCO's CVT8 was able to 

run with a reduced size oil pump and considerable reduction in oil pump torque loss. JATCO 

also redesigned the belt for lower loss, and reduced the oil level and viscosity to reduce churning 

losses. The overall result was a 40% reduction in mechanical losses compared to the earlier 

generation CVT. 

Honda developed a new CVT using a comparable strategy.
315

 They decreased the required pulley 

thrust by refining the control strategy and by using a fluid with increased coefficient of friction, 

which combined for a transmission efficiency increase of 2.8%. They also altered the belt 

trajectory around the pulley for an added 0.4% efficiency increase. 

6.3.5.2 CVT definition in Autonomie 

Table below shows the assumptions for the CVT technologies.   

 

Table 6-19 - NPRM CVT Selection 

Simulation Name Transmission Type Description/ Source 

CVT CVT Source - ANL
316

 

CVTp CVT+ CVT with improved efficiency 

(NHTSA data) 
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6.3.5.3 TRANSMISSION – CVT Level 1  

 

Figure 6-139 - Oil Pump efficiency map of CVT Level 1 

 

 

Figure 6-140 - Mechanical efficiency map of CVT level 1 at 16 mph 
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Figure 6-141 - Mechanical Efficiency Map of CVT Level 1 at 37 mph 

 

Figure 6-142 - Mechanical Efficiency map of CVT Level 1 at 62 mph 
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Figure 6-143 - Mechanical Efficiency map of CVT Level 1 at 93 mph 

 

In this NPRM analysis, CVT level 1 technology was carried over from the 2016 Draft TAR 

analysis. The details of the CVT map can be found in the Autonomie documentation report.  

6.3.5.4 Transmission – CVT Level 2 

 

Figure 6-144 - Oil pump efficiency map of CVT Level 2 

 



 

348 

 

 

Figure 6-145 - Mechanical Efficiency map of CVT level 2 at 16 mph 

 

 

Figure 6-146 - Mechanical Efficiency map of CVT level 2 at 37 mph 
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Figure 6-147 - Mechanical Efficiency map of CVT level 2 at 62 mph  

 

 

Figure 6-148 - Mechanical Efficiency map of CVT level 2 at 93 mph 
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CVT Level 2 technology is an upgrade from the CVT level 1 with increased efficiency, a larger 

ratio spread, and use of low friction parts. In the 2015 NAS study, the committee discussed that 

the major losses in CVT occur with the hydraulic pump and the belt, in approximately equal 

proportions. For this NPRM, the analysis applied improvements to improve pump efficiency and 

decrease mechanical losses in the belts.  

6.3.6 Dual Clutch Transmissions (DCT) 

Dual clutch transmissions are similar in their basic construction to manual transmissions, but use 

two coaxial input shafts with two clutches to shift between the two shafts. By simultaneously 

opening one clutch and closing the other, the DCT “hands off” power from one shaft to the other, 

and thus to sequential gears. Unlike the MT, the DCT selects the appropriate gear automatically 

(as in an AT). DCTs offer an efficiency advantage over a typical automatic because their 

parasitic losses are significantly lower. In addition, DCTs in general do not require a torque 

converter, as gradually engaging the clutch (much like with a manual transmission) provides the 

application of launch torque. 

Multiple DCTs have been introduced into the marketplace, primarily in six- and seven-speed 

versions. Volkswagen has used multiple generations of DCTs in their products. Ford has used 

six-speed DCTs jointly developed with Getrag. Fiat has another version of a six-speed DCT, 

while both Honda and Hyundai have developed seven-speed versions. Honda introduced an 

eight-speed DCT with a torque converter on the 2015 Acura TLX.
317

 

However, DCTs have encountered issues with customer acceptance-some so extreme as to 

prompt vehicle buyback campaigns, and, as the NAS stated in its 2015 report, “are not likely to 

reach the high penetration rates predicted by EPA/NHTSA ... primarily due to customer 

acceptance issues.”
318

 As noted by the NAS in their 2015 report, “This difference in drivability 

and consumer acceptance [between wet and dry clutch DCTs] can be seen in the comparison of 

two of Volkswagen’s MY 2015 vehicles, the VW Golf and the VW Polo. The Golf, with a wet-

clutch DCT, has received many positive reviews and awards, while the Polo, with a dry-clutch 

DCT, has received poor reviews for transmission-related drivability.”
319

 The ICCT also 

commented that DCTs are more difficult to package in a vehicle and the dry clutch is limited by 

(high) temperature constraints.  

Getrag announced the 7DCT300, which has a wet clutch with lubrication on demand, equaling 

the efficiency of a dry DCT. The wet clutch is also smaller and has a higher tolerance for engine 
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irregularities.
320

 Wet clutch DCTs tend to have better consumer acceptance than dry clutch 

DCTs. The 7DCT300 is available in Europe on the 2015 Renault Espace. 

As in ATs, it is expected that additional gears above the current maximum will not significantly 

decrease fuel consumption and resulting GHG emissions. A 2012 study by DCT manufacturer 

Getrag indicated that additional gears above seven and additional ratio spread above 8.5 provided 

minimal additional fuel economy benefits.
321

 

Generally, DCTs are very cost effective technologies in simulation, but consumer acceptance 

issues currently limit their appeal in the American market.  For these reasons, the agencies limit 

the application of additional DCT technology to vehicles that already use DCT technology.   

6.3.6.1 Losses in DCTs 

Advanced DCTs typically have lower losses than ATs, largely due to having an on-demand 

pump, splash lubrication, and fewer open clutches. The primary losses in DCTs are load-

independent drag and splash losses. Unlike ATs, DCTs typically depend on splash lubrication for 

their internal components rather than forced lubrication. This eliminates the losses associated 

with oil supply pumps, but adds churning losses due to rotating components moving through the 

oil. Churning losses can be minimized by keeping oil levels low and warming up the lubrication 

oil. 

A primary consideration in DCT losses is the use of wet or dry clutches.
322

 Dry clutches do not 

require oil cooling flow, and therefore do not contribute to oil churning losses that are incurred 

with wet clutch systems; this has traditionally meant that dry clutch reduced fuel consumption by 

an additional 0.5 to 1% over wet clutch DCTs. However, dry clutches have a limited maximum 

torque capacity, and have suffered from customer acceptance issues.  

6.3.6.2 DCT Technology Definition in Autonomie 

Table 6-20 below shows the assumptions used to develop the DCT technologies.  

Table 6-20 - NPRM DCT selection  

Simulation Name Transmission Type Description/ Source 

6DCT 6-speed DCT Source - ANL
323

  

8DCT 8-speed DCT 1:1 ratio efficiency from 6DCT 

and use rule to generate the 
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efficiency for other ratios 

 

6.3.6.2.1 Dual-clutch transmission efficiency rule 

The efficiency of the DCT is broken down into a speed-dependent term (spin loss) and a load 

dependent term (gear train mechanical efficiency).  

For the speed-dependent part, the turning torque (Nm) is given by the following equations 

through curve fit as a function of the overall gear ratio R: 

 @ 93°C, 500 rpm 

o 𝑇 = 4.89 × (
1

𝑅
)

2

+ 0.135 × (
1

𝑅
) + 0.21       (1) 

 @ 93°C, 5000 rpm 

o 𝑇 = 23.5 × (
1

𝑅
)

2

+ 1.4 × (
1

𝑅
) + 1.7               (2) 

The turning torque is approximately linear between 500 rpm and 5000 rpm.  

The gear mechanical efficiency is very high, and can be assumed to be in the range of 99% to 

99.5% per gear mesh. The mesh efficiency is higher when the meshing gears are of similar size.  

The efficiency data is generated by the following steps: 

 The torque loss is subtracted from the input torque. 

 The additional torque loss due to constant mechanical efficiency is calculated by 

multiplying the difference between the input torque and the torque loss by (1 - 

efficiency). 

 The efficiency is calculated by taking the sum of the (spin) torque loss and the loss due to 

mechanical efficiency and dividing it by the input torque. 

The data set is based on a DCT with a rated input torque of up to 250 Nm. 

 

6.3.6.3 TRANSMISSION – DCT6 
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Figure 6-149 - Efficiency map for the 6-speed Dual Clutch Transmission  

For this NPRM analysis, the 6-speed dual clutch transmission was based on the 2016 Draft TAR 

technology.  
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6.3.6.4 TRANSMISSION – DCT8 

 

Figure 6-150 - Efficiency map for the 8-speed Dual Clutch Transmission 

 

For this NPRM analysis, the 8-speed DCT was based on the 2016 Draft TAR technology. This 

analysis concluded that the 7-speed DCT will have similar performance as the 8-speed DCTs, 

and vehicles that have initially started in the MY 2016 analysis fleet with 7-speed DCT will be 

replaced with 8-speed DCT. More details of the MY 2016 analysis fleet are discussed in Section 

6.4.3.  

6.3.7 Manual Transmission  

In a manual transmission, gear pairs along an output shaft and parallel layshaft are always 

engaged. Gears are selected via a shift lever, operated by the driver. The lever operates 

synchronizers, which speed match the output shaft and the selected gear before engaging the gear 

with the shaft. During shifting operations (and during idle), a clutch between the engine and 

transmission is disengaged to decouple engine output from the transmission. 

Manual transmissions are in general lighter, cheaper to manufacture, and have lower parasitic 

losses than automatic transmissions. The 2015 NAS report found the overall energy loss in a 

manual transmission to be approximately 4%, as compared to a 13% loss in automatic 

transmissions.
324
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As with ATs, the average number of gears in MTs has increased in the MY 2016 analysis fleet, 

albeit at a reduced rate compared to ATs. As in ATs, the higher number of gears and associated 

increase in ratio spread increases potential fuel savings. 

However, manual transmissions have only a small market share, estimated at only 2.2% in MY 

2016.
325

 Automatic transmissions (ATs, CVTs, and DCTs) are more popular at least in part 

because customers prefer not to manually shift gears. 

6.3.7.1 Manual Transmission technology for Autonomie modeling 

Table shows definitions of manual transmission assumptions used for Autonomie modeling.  

Table 6-21 - NPRM Manual Transmission Selection 

Simulation Name Transmission Type Description/ Source 

5DM 5-speed manual 1:1 ratio efficiency from 6DCT and use rule to 

generate the efficiency for other ratios 

6DM 6-speed manual 1:1 ratio efficiency from 6DCT and use rule to 

generate the efficiency for other ratios 

7DM 7-speed manual (premium 

class) 

1:1 ratio efficiency from 6DCT and use rule to 

generate the efficiency for other ratios 

6.3.7.2 Effectiveness summary for transmissions 

Figure 6-151, shows effectiveness ranges for all automatic tranmissions in the CAFE model 

relative to a 5-speed automatic transmission, given a similar vehicle and on-vehicle equipment. 

Details of the how the vehicle adopts individual transmission technologies in the CAFE model 

are discussed in Section 6.4.3. 
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Figure 6-151 - Range of effectiveness for Automatic Transmissions across all different 

technologies and vehicle classes  

 

Figure 6-152 shows effectiveness ranges for all CVT and DCT tranmissions in the CAFE model 

relative to a 5-speed automatic transmission, given a similar vehicle and on-vehicle equipment. 
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Figure 6-152 - Range of effectiveness for DCTs and CVTs across all different technologies 

and vehicle classes 
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Figure 6-153 - Range of effectiveness for Manual Transmissions across all different 

technologies and vehicle classes 

 

Figure 6-153 shows the range of effectiveness for all manual tranmissions in the CAFE model 

relative to a 5-speed manual transmission, given a similar vehicle and on-vehicle equipment.  

6.3.7.3 Cost summary for Transmissions 

This section describes the cost analysis for transmission technologies conducted for this 

proposed rulemaking. The majority of transmission technology costs used by this analysis in this 

NPRM analysis are the same as those used in the 2016 Draft TAR, with exception of the new 

added transmission technologies. These costs have been updated to 2016 dollars as all costs in 

the analysis are in 2016 dollars. Based on new information, stakeholder feedback, and the 2015 

NAS report, the analysis updated the direct manufacturing costs (DMC) for the technologies 

discussed below. As mentioned previously, the CAFE model applies a given technology to a 

given vehicle and estimates the incremental improvement in fuel consumption from the new 

combination of technologies on that vehicle – with the ultimate goal of applying the lowest cost 

technology combination that allows the vehicle to meet the CAFE or CO2 standard. In this 
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analysis the transmission technologies can obtain internal improvements without increasing 

number of gears. In the 2015 NAS study, the committee discussed these new improvements as 

High-Efficiency Gearbox – Level 1 (HEG1, Level 2 (HEG2), and Level 3 (HEG3).
326

  

The 5-speed automatic transmission (AT5) is the reference base transmission for the CAFE 

model in this NPRM analysis. It was also the same reference baseline transmission assumed in 

the 2016 Draft TAR.  

The 6-speed automatic transmission (AT6) is the same transmission from the 2016 Draft TAR 

with the updated cost to reflect the 2016$ and is incremental to the AT5. The 6-speed automatic 

transmission level 2 (AT6L2) was updated for this NPRM analysis. The cost basis for AT6L2 in 

this NPRM analysis is the 2015 NAS HEG1 of $120.00 in 2010$ for the improvement over the 

AT6 transmission. The updated cost in 2016$ is $131.84.  

The 7-speed automatic (AT7) is a new transmission in this analysis and the 2015 NAS study did 

not provide a cost estimate for this type of technology. In this NPRM, the cost basis for this 

transmission is based assessment advanced AT6 and advanced AT8 transmissions that are -

$73.08 in2016$ relative to the AT6 Level 2 transmission. 

The 8-speed automatic (AT8) is from the 2016 Draft TAR and the DMC for this analysis is $-

46.18 in 2016$ relative to AT6 level 2 transmission. The new Level 2 and Leve 3 AT8 cost basis 

is from the 2015 NAS HEG1 and HEG2. In 2016$, these new transmission DMCs are $213.15 

relative to AT8 and $164.80 relative to AT8 Level 2. 

The 9-speed automatic (AT9) is new for this NPRM analysis, and the cost basis for this new 

technology is based on 2015 NAS estimate for AT9s. The DMC in this NPRM analysis for AT9 

is -$295.55 relative to AT8L3 in 2016$.  

The two 10-speed automatics (AT10 and AT10 level 2) are new for this NPRM analysis and the 

cost basis for these new technologies is based on the 2015 NAS estimate for AT10s and HEG1. 

For this NPRM analysis, the AT10 DMC is -$295.55 relative to AT8L3, and AT10L2 DMC is 

$164.80 relative to AT10 in 2016$. 

For dual clutch transmissions (DCTs), the agencies, rely on the 2016 Draft TAR analysis for cost 

basis. The DCT6 DMC is $19.83 from the 2016 Draft TAR analysis updated to the 2016$. The 

agencies updated the DCT8 DMC from the Draft TAR to $348.71, in 2016$. The new cost 

considers the additional gears, synchronizer, shift rail and fork, actuator, and positions sensor. 

The agencies still adhere to the NAS committee’s findings that the currently high costs of DCTs 

stem from the relatively low sales volumes, compounded by the fact that DCTs used by different 

vehicle manufactures have different components.  
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DMC for the CVT technology was sourced from the 2016 Draft TAR. The DMC for this analysis 

is updated to $182.79 to reflect 2016$. CVT Level 2 is new for this analysis, and incorporates the 

HEG technologies discussed in the 2015 NAS report. The estimated NAS incremental DMC for 

CVT-HEG was $125 in 2010$. For this NPRM, the agencies used a DMC of $137.33 in 2016$.  

DMC for 5-, 6- and 7-speed manual transmissions (MT5, MT6, and MT7) was sourced from the 

2016 Draft TAR. The costs were updated to reflect 2016$. Using MT5 as the base reference 

manual transmission, the cost for MT6 is $257.91, and MT7 is $249.24.  

Table 6-22 - Shows the DMC used for transmissions in this NPRM analysis 

Transmission Technologies - Direct Manufacturer Costs (2016$) 

Transmission Direct manufacturing Cost 

Incremental 

to 

AT5 $0.00  BaseT 

AT6 ($14.31) AT5 

AT6L2 $131.84  AT6 

AT7 ($73.08) AT6L2 

AT8 ($46.18) AT6L2 

AT8L2 $213.15  AT8 

AT8L3 $164.80  AT8L2 

AT9 ($295.55) AT8L3 

AT10 ($295.55) AT8L3 

AT10.2 $164.80  AT10 

DCT6 $19.83  AT5 

DCT8 $348.71  DCT6 

CVT $182.79  AT5 

CVTL2A/CVTL2B $137.33  CVT 

MT5 $0.00  BaseT 

MT6 $257.91  MT5 

MT7 $249.24  MT6 

6.3.7.4 Transmission technology learning curves 

Table 5-23 below shows the learning rates applied to the transmission technologies. For details 

of learning methodology see Chapter 7 of this PRIA.  
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Table 6-23 - shows the learning rates for transmission technologies  

Technology Model Year    

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

MT5 0.98 0.98 0.97 0.97 0.96 0.96 0.96 0.96 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 

MT6 0.95 0.94 0.93 0.92 0.91 0.9 0.9 0.89 0.89 0.88 0.88 0.87 0.87 0.87 0.86 0.86 0.86 

MT7 1.14 1.06 1 0.96 0.89 0.84 0.78 0.75 0.72 0.7 0.68 0.65 0.63 0.62 0.61 0.59 0.58 

AT5, AT6, 

AT8, 

DCT6, 

DCT8 

0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.98 0.98 0.98 0.98 0.98 0.98 

AT6L2, 

AT7, 

AT8L2, 

AT8L3, 

AT9, 

AT10, 

AT10L2 

1 1 1 0.89 0.84 0.8 0.78 0.76 0.74 0.73 0.72 0.71 0.7 0.7 0.69 0.69 0.68 

CVT, 

CVTL2A, 

CVTL2B 

0.93 0.91 0.9 0.89 0.87 0.87 0.86 0.85 0.84 0.84 0.83 0.82 0.82 0.81 0.81 0.8 0.8 
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6.3.8 Electrification Technologies 

6.3.8.1 Technology Overview 

For this NPRM, the analysis of electrification technologies relies primarily on research published 

by the Department of Energy, Argonne National Laboratory (ANL).
327

  This analysis adopted 

ANL’s assumptions regarding all hybrid systems, including belt-integrated starter generators, 

strong parallel and series hybrids, plug-in hybrids, and battery electric vehicles, and most 

projected technology costs.  In addition, this analysis rely on the most recent ANL BatPaC model 

to estimate battery costs. 

This analysis did include one major structural update to the battery costing methodology used by 

NHTSA in the Draft TAR.  Previously, NHTSA considered battery re-sizing for simulations, but 

used one cost value for the battery pack for each technology, and each technology class.  For 

today’s analysis,  battery pack costs is adjusted as the pack size changes in the ANL simulations.  

This results in some synergies between high levels of mass reduction technology and PHEV and 

BEVs, as the battery packs may be smaller if road loads are lower. 

Because the analysis now consider battery costs separately from other electrification hardware, 

the presentation of costs is different from Draft TAR.  The cost for each electrification 

technology (other than 12VSS) does not include battery costs.  The costs only include other 

hardware, like wires, motors, controllers, and other essential non-battery systems.  As a result, 

the costs of some technologies with large battery packs (like PHEV50, or BEV200) look very 

low in the cost tables.  To estimate the total cost of advanced electrification technologies, this 

analysis added together the battery costs and other technology costs. The other technology costs 

consist of several components and these may include the following: 

• Body Modifications required on HEVs and PHEVs include changes to sheet metal to 

accommodate electric drive components and the addition of fasteners to secure components such 

as electric cables.   

• Brake System changes include the addition of a braking system that can control the 

vehicle’s regenerative braking system—a key enabler of electric drive vehicle efficiency.   

• Climate Control System includes components such as an electric air conditioning 

compressor that enables operation while the engine is off for HEVs and PHEVs as well as for an 

EV which has no engine.   

                                                 
327

 ANL/ESD-15/28.  Assessment of vehicle sizing, energy consumption, and cost through large-scale simulation of 

advanced engine technologies, Moawad, Kim, Shidore, Rousseau, Energy System Division, Argonne National 

Laboratory (March 2016). 
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• Conventional vehicle battery and alternator are deleted in these vehicles, for a cost 

savings, replaced by the DC-DC converter which converts the high-voltage traction battery to a 

nominal 12V DC to operate the vehicle’s accessories.   

• DC-DC converter converts the high-voltage battery voltage to a nominal 12V battery 

voltage to run vehicle accessories such as the radio, lights and wipers.   

• Power distribution and Control consists of those components which route electricity to 

the motor, inverter and contains the controllers to operate and monitor the electric drive system.   

• On-Vehicle Charger consists of the components necessary to charge a PHEV or EV from 

an outlet.  It includes the charging port, wiring and electronics necessary to convert a 120V or 

240V AC input to the high-voltage DC power necessary to charge the battery.   

• Supplemental heating is required for passenger comfort on PHEVs and EVs which may 

operate for long periods with no engine heat available.   The supplemental heater on the EV is 

assumed to be more costly than the PHEV because the entire cabin comfort is dependent on the 

supplemental heater. 

• High Voltage Wiring is an item used on EVs only.  It includes the high voltage cabling 

from the battery to the inverter and motor as well as control components.  It is equivalent to the 

power distribution and control used on HEVs and PHEVs. 

• Battery Discharge System for HEVs, PHEVs and EVs, it is expected that manufacturers 

will provide the means to safely discharge battery packs following a vehicle crash. The agencies 

have assumed that this would include dedicated DC terminals, an access panel for the terminals, 

and a diagnostics port.  

In addition, the agency relied on the most recent Battery Performance and Cost model (BatPaC) 

to estimate battery costs.
328

 The BatPaC model is the product of long-term research and 

development at ANL. Over a period of years, ANL has developed methods to design Li-ion 

batteries for electric-drive vehicles based on modeling with Microsoft Office Excel spreadsheets. 

These design models provided all the data needed to estimate the annual materials requirements 

for manufacturing the batteries being designed. The BatPac’s assumptions can be adjusted to 

specific battery type, and for today’s analysis the agencies relied on DOE ANL’s battery experts 

to provide cost and battery size data for full vehicle simulation.
329

 ANL also extended the 

modeling to include estimates for battery manufacturing costs. The battery pack design and cost 

calculated in BatPaC represent projections for production in 2020 and a specified level of annual 

battery production of 20,000-500,000 units. As the goal is to predict the future cost of 

                                                 
328

 “BatPaC - A Lithium-Ion Battery Performance and Cost Model for Electric-Drive Vehicles” 

http://www.cse.anl.gov/batpac/index.html, April 2018. 
329

 ANL vehicle component input file [Docket ID]. 

http://www.cse.anl.gov/batpac/index.html
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manufacturing batteries, a mature manufacturing process is assumed (this has some learning 

implications regarding right learning curves and cumulative volumes). The model designs a 

manufacturing plant with the sole purpose of producing the battery being modeled. 

6.3.8.2 Infrastructure for Electric Vehicle 

Over 190,000 electric vehicles (encompassing both plug-in hybrid electric vehicles, or PHEVs, 

and battery electric vehicles, or BEVs – collectively referred to here as EVs to encompass 

vehicles with batteries that require charging from the grid) were sold in 2017,
330

 accounting for 

1.1 percent of the 2017 total vehicle sales. However, EVs are still only a small percentage of the 

total light-duty fleet – in 2016, EVs comprised 0.23% of the nearly 250 million light-duty 

vehicle registrations.
331

  

Although total electricity use for light-duty vehicles currently only comprises a small percentage 

of total national electricity generation,
332

 some view potential additional EV charging electricity 

demand as beneficial to utilities. For example, EV charging could supplement reduced utility 

revenue due to flat or declining electricity demand.
 333

 In addition, if implemented, vehicle-to-

grid (V2G) technology has the potential to store surplus electricity during non-peak periods and 

feed power back to the grid when needed.
334

  

However, there are risks to the increased load that could be caused by EV charging, namely in 

the potential need for new generation capacity and upgrades to electrical equipment, in addition 

to the cost of developing a recharging infrastructure to support EVs. While large-scale 

deployment of EVs may not require additional electricity generation capacity if charging occurs 

at night-time when electrical demand is well below peak, uncontrolled charging can have 

significant negative impacts such as voltage stability control,
335

 faster aging of transformers,
336

 

and shortened insulation life,
337

 among other impacts to the electricity distribution grid.
338

  

                                                 
330

 Argonne National Laboratory, Impacts of Electrification of Light-Duty Vehicles in the United States, 2010 – 

2017 (January 2018), available at http://www.ipd.anl.gov/anlpubs/2018/01/141595.pdf. 
331

 Id.  Through 2017, over 750,000 EVs have been sold. 
332

 Id.  The total electricity use for light-duty vehicles in 2015 was 5.4 terawatt-hours, compared to 3,902 terawatt-

hours of total national electricity generation. 
333

 U.S. Energy Information Administration, “In 2017, U.S. electricity sales fell by the greatest amount since the 

recession” (April 03, 2018), https://www.eia.gov/todayinenergy/detail.php?id=35612.  
334

 U.S. Department of Energy National Renewable Energy Laboratory, Connecting Electric Vehicles to the Grid for 

Greater Infrastructure Resilience (April 20, 2017), https://www.nrel.gov/news/program/2017/connecting-electric-

vehicles-to-the-grid-for-greater-infrastructure-resilience.html. 
335

 Clement-Nyns et al., The impact of vehicle-to-grid on the distribution grid, Electric Power Systems Research, 

Volume 81, Issue 1, January 2011, Pages 185-192. 
336

 Q. Gong, S. Midlam-Mohler, V. Marano and G. Rizzoni, “Study of PEV Charging on Residential Distribution 

Transformer Life,” in IEEE Transactions on Smart Grid, vol. 3, no. 1, pp. 404-412, March 2012. 
337

 Burnham et al., Enabling fast charging – Infrastructure and economic considerations, Journal of Power Sources 

367 (2017) 237-249.  
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With regard to peak load increases, a recent analysis found the introduction of EVs – even 

considering the less powerful level 1 charging option (120 volt, 1.2 kW) – leads to a significant 

increase in peak demand at the distribution transformer.
339

 Level 2 (240 volt) charging was found 

to significantly exacerbate the impact of EVs on the residential distribution infrastructure, since 

charging events are shorter but at higher rates. This coupled with the fact that EV sales will 

likely be concentrated in geographic areas could significantly alter peak transformer loads and 

lead to decreased transformer life. With clustered charging, a study of one utility district in 

California found that 17 percent of transformers may need replacement due to EV overloads, 

costing approximately $7,000 per transformer or $84 million for the district alone.
340

 

In addition to costs associated with existing electric grid system upgrades, developing an EV 

infrastructure requires significant investment. As shown in Table 6-24 below, EVs can be 

charged with different types of chargers; level 1 chargers (generally standard household outlet 

chargers) provide 2 to 5 miles of EV range per one hour of charging, level 2 chargers provide 10 

to 20 miles of range per one hour of charging, and level 3/direct current fast chargers (DCFC) 

provide 60 to 80 miles of range per 20 minutes of charging.  Charger installation and operating 

costs increase with the capacity of the charger.  Survey data and simulation modeling indicate 

that currently, over 80 percent of energy for EVs comes from home charging.
341

 However, 

analysts expect that a public charging network will be needed to give EV owners the ability to 

drive longer distances in their vehicles and greater confidence that EVs can meet their travel 

needs.  

Should EV sales increase, significant additional public charging infrastructure (with both public 

and private chargers) will be required. The National Renewable Energy Laboratory (NREL) 

conducted a study in 2017 to estimate national EV non-residential charging requirements within 

communities and along Interstate corridors.
342

 The study concluded that 8,000 level 3/DCFC 

stations are required to provide a minimum level of coverage nationwide. The study estimated 

that if the EV market expands to 15 million vehicles 25,000 level 3/DCFC plugs would be 

required, in addition to 600,000 non-residential level 2 plugs. It is anticipated that a nationwide 

system of level 3/DCFCs would be needed to support widespread electric vehicle adoption.  

The cost associated with this additional infrastructure could be substantial - level 1 chargers with 

installation are estimated to cost between $300 and $1,500 per charger; level 2 chargers cost 

                                                                                                                                                             
338

 P. Denholm and W. Short “An Evaluation of Utility System Impacts and Benefits of Optimally Dispatched Plug-

In Hybrid Electric Vehicles” National Renewable Energy Laboratory, 2006. 
339

 Muratori, Matteo, Impact of uncoordinated plug-in electric vehicle charging on residential power demand. Nature 

Energy 3 (2018) 193-201.  
340

 Smart Electric Power Alliance, Utilities and Electric Vehicles The Case for Managed Charging (2017). 
341

 Idaho National Laboratory, Plugged-In - How Americans Charge Their Electric Vehicles (2015), available at 

https://avt.inl.gov/sites/default/files/pdf/arra/PluggedInSummaryReport.pdf. 
342

 U.S. Department of Energy Office of Energy Efficiency and Renewable Energy, National Plug-In Electric 

Vehicle Infrastructure Analysis (2017), available at https://www.nrel.gov/docs/fy17osti/69031.pdf. 
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between $400 and $6,500; and level 3/DCFC cost between $10,000 and $40,000 each.
343

 Level 

3/DCFC costs include electric vehicle supply equipment (EVSE) unit hardware cost, installation, 

including connecting the EVSE to the electrical service (e.g. panel work, trenching/boring, and 

repaving), new electrical service or upgrades (e.g., transformers), and meeting Americans with 

Disabilities Act (ADA) specifications.  

For higher power chargers, the cost of electricity is often greatly increased by demand charges.  

Demand charges are generally determined based on the highest measured use during the billing 

period. This highest rate of demand establishes the billing rate for as long as one year. With level 

3/DCFCs, demand charges often result in a substantial cost to the system owner, since the spikes 

in energy usage that can occur with multiple vehicles charging simultaneously increase system 

power demand, which results in a long term increase in electricity costs. Thus, the development, 

operation, and deployment of a network of level 3/DCFC stations present a challenge due to lack 

of a sustainable business model. Moreover, two geographic challenges are associated with the 

development of a national network of level 3/DCFC stations - 1) availability of commercial land 

for siting level 3/DCFC stations, and 2) proximity of electric substations to the interstate corridor 

network.  

Table 6-24 - Types of EV Chargers, Energy Requirements, and Costs 

Type Description Vehicle Range 

Added per 

Charging 

Time  

Peak 

Load 

(kW) 

Unit Cost 

Range ($) 

Level 1 

J1772
344

 

Standard 

household 

outlet (110 

Volts AC, 15 

Amps) 

2 to 10 miles 

of range per 

one hour of 

charging 

1.2 kW $300 - 

$1,500 

Level 2 

J1772 

Dedicated 240 

Volt AC line, 

16-40 Amps 

10 to 60 miles 

of range per 

one hour of 

charging 

19 kW $400 - 

$6,500 

Level 3 

(DCFC) 

Dedicated 

208/480V AC 

three-phase 

input 

24 to 90 miles 

of range per 20 

minutes of 

charging 

50 kW $10,000 - 

$40,000 

                                                 
343

 U.S. Department of Energy Office of Energy Efficiency and Renewable Energy, Costs Associated with Non-

Residential Electric Vehicle Supply Equipment (November 2015), available at 

https://www.afdc.energy.gov/uploads/publication/evse_cost_report_2015.pdf. 
344

 SAE J1772 - SAE Electric Vehicle and Plug in Hybrid Electric Vehicle Conductive Charge Coupler. This SAE 
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6.3.9 HEV, PHEV and BEV battery pack design and cost analysis using the ANL BatPac 

model 

Battery packs are the most expensive components in PHEVs and EVs, and a significant cost in 

HEVs. Therefore, it is important to design battery packs that are cost effective and provide the 

necessary functionality depending on the application. This analysis used ANL’s BatPac model to 

determine the size (power and energy rating) of the battery pack for different vehicle classes and 

for different types of vehicle electrification. EVs and PHEVs require bigger batteries as they 

provide propulsion only from stored electrical energy and therefore, the weight of the battery 

must be known in advance to determine the vehicle glider weight and to optimize the 

performance of the vehicle. Because the weight of the battery pack itself can change the energy 

required to move the vehicle, that extra weight can accordingly affect the vehicle range or per-

mile energy consumption. 

The BatPac model uses the bill of materials
345

 (BOM) approach in addition to specific design 

criteria for the intended application of a battery pack for developing cost estimates. The BOM 

approach allows more granular battery pack design since the performance of the materials within 

the battery directly affects the end energy density and cost of the integrated battery pack. The 

ANL BatPac model has the distinct advantage of using the bottom-up cost and design model so 

that power and energy is balanced between performance and cost. The BatPac model also 

accounts for physical limitations of the electrochemical process so that unrealistic inputs to the 

model will penalize the energy density and cost. However, the BatPac model provides the 

flexibility to examine some new materials as long as bench test values are providing realistic 

energy density values, so the agencies may estimate future costs if there are rapid advancements 

in materials science.  Also, the BatPac model assumes the existence of mature, high volume 

manufacturing of Li-ion batteries for transportation applications. If production volumes lags in 

real world, the estimated cost could be lower than real world cost for batteries. Subsequently, the 

BatPac model was updated to narrow the cost and performance differential by making 

adjustments in the following areas: 

1. Battery pack cost is adjusted upward. This adjustment is based on the feedback 

from several peer-reviewers, and changes are related to limiting electrode 

thickness to 100 microns, changing allocation of overhead cost to more closely 

represent a Tier 1 auto supplier, increasing cost of tabs, changing capital cost of 

material preparation, etc.; 

                                                 
345

 Bill of material (BOM) is a list of the raw materials, sub-assemblies, parts and quantities needed to manufacture 

an end product. 
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2. Battery management system (BMS) cost 
346

 is increased to represent the 

complete monitoring and control needs for proper battery operation and safety, 

as shown in Table 6-25; 

3. Battery automatic and manual disconnect unit cost is added based on safety 

considerations as shown in Table 6-25; and 

4. Liquid thermal management system is added. ANL stated in the report that the 

liquid-cooled closure design it uses in the model would not have sufficient 

surface area and cell spacing to be cooled by air effectively as shown in Table 

6-25. 

Table 6-25 - BMS details from BatPac Model
347

  

Battery Pack Integration System       

  

Micro 

HEV 
HEV 

PHEV & 

HEV 

Current and Voltage Sensing, $ 40 70 100 

Module controls, $/module 10 10 20 

Auto battery disconnect, $ 50 70 200 

Manual disconnect per pack, $ 15 15 15 

Additional for parallel modules and packs, $/string     100 

        

Thermal Controls       

  
Micro 

HEV 
HEV 

PHEV & 

HEV 

Baseline thermal system*, $ 30 80 120 

Additions to AC system**, $/kw 40 40 40 

Heating system**, $/Kw/pack 20 20 20 

Additional for multiple packs, $/additional pack     100 
*60 additional for each added pack 

** No charge for cabin air cooling 

 

The cost of the BMS will scale with magnitude of battery current and with the need to charge 

from the electrical grid. Therefore, the PHEV and EV batteries will have a higher burden from 

the BMS. BISGs and CISGs are assumed to have less complicated management and thus cost 

less than the HEV/PHEV/EV.  

6.3.9.1 Start-Stop systems (12VSS) and cost estimates by vehicle class and vehicle size  

                                                 
346

 ANL-12/55 Modeling the Performance and Cost of Lithium-Ion Batteries for Electric-Drive Vehicles., Docket 

No. NHTSA-2018-0067. 
347
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The start-stop technology, also known as a micro-hybrid system, is the most basic hybrid system 

that facilitates idle start-stop capability. In this system, the integrated starter generator is coupled 

to the internal combustion (IC) engine. With this system, when the vehicle comes to an idle-stop 

the IC engine completely shuts off, and with the help of 12-volt battery, the engine cranks and 

starts again in response to throttle to move the vehicle. This technology is beneficial to reduce 

fuel consumption and emissions when the vehicle frequently stops such as in city driving 

conditions or in stop and go traffic. This technology can be applied to all classes of vehicles. The 

12-volt battery used for the start-stop system is an improved unit capable of higher power, 

increased life cycle, and capable of minimizing voltage drop on restart. 

Micro-hybrid systems may continue to use lead-acid batteries with capability to prevent steep 

discharge. The regular lead acid battery is traditionally used for starting, lighting and ignition. 

Deeply discharging the traditional batteries may greatly shorten its life span. The technology 

costs for 12VSS do include any incremental battery costs.  For only this specific electrification 

technology, this analysis developed the battery cost estimate and as ANL did not provide costs 

for this battery configuration.  

6.3.9.2 Mild Hybrid 

Mild hybrid systems offer start-stop functionality, but use larger electric machines and higher 

capacity batteries, typically 42 volts and above, thus enabling a limited level of regeneration 

unavailable in the regular 12-volt start-stop system. In the mild hybrid system, the conventional 

alternator is replaced by either a belt driven starter/alternator (BISG) or by a crank integrated 

starter generator (CISG). In the BISG system, the 48-volt starter generator uses 3-phase 

alternating current (AC) electric machines with an integrated inverter. The inverter has two roles; 

convert the direct current (DC) from the battery to AC to power the electric machine when it is in 

motor mode, and convert the AC generated by the electric machine to DC when in generator 

mode so that energy can be stored in the battery.   

For today’s analysis, the costs assumed a higher voltage system would be needed for BISG and 

CISG on larger vehicles (MedSUV, MedSUVPerf, Pickup, PickupHT), but the agencies are 

evaluating the functionality of lower voltage systems on larger vehicles.  The agencies seek 

comment on whether lower voltage systems should be considered on these larger vehicles for the 

final rule analysis, and why. 

6.3.9.3 Strong hybrid vehicles, plug-in hybrid vehicles, battery electric vehicles and fuel 

cell vehicle technologies. 

A hybrid vehicle is a vehicle that combines two or more sources of propulsion energy, where one 

uses a consumable fuel (like gasoline), and one is rechargeable (during operation, or by another 

energy source). Hybrids reduce fuel consumption through three major mechanisms, including - 

(1) potential engine downsizing, (2) optimizing the performance of the engine to operate at the 

most efficient operating point and under some conditions storing excess energy such as by 
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charging the battery, and (3) capturing energy during braking and some decelerations that might 

otherwise be lost to the braking system and using the stored energy such as the battery to provide 

launch assist, coasting, and propulsion during stop and go traffic conditions. The effectiveness of 

the hybrid systems depends on how the above factors are balanced, taking into account 

complementary equipment and vehicle application. For some performance vehicles, the hybrid 

technologies are used for performance improvement without any engine downsizing. Depending 

on the location of electric machine (motor with or without inverter), the hybrid technologies are 

classified as P0 – motor located at the primary side of the engine, P1– motor located at the 

flywheel side of the engine, P2 – motor located between engine and transmission, P3 – motor 

located at the transmission output, and P4 – motor located on the axle. 

Any one of these configurations would provide start-stop or idle-stop functionality and all other 

configurations except P0 would provide either electric powered coasting and/or vehicle launch 

assist. This analysis evaluated the following technologies for cost and effectiveness in the CAFE 

model - SHEVP2 (P2 strong hybrid electric vehicle), SHEVPS (power split strong hybrid electric 

vehicle), PHEV30 (30-mile plug-in hybrid electric vehicle), PHEV50 (50-mile plug-in hybrid 

electric vehicle) and BEV200 (200-mile battery electric vehicle). 

6.3.9.4 SHEVP2 

A P2 hybrid is hybrid technology that uses a transmission-integrated electric motor placed 

between the engine and a gearbox or CVT, and coupled to the engine crankshaft via a clutch. 

The engine and the drive motor are mechanically independent of each other, allowing the engine 

or motor to power the vehicle separately or in combination. The P2 HEV system has an added 

clutch to engage or disengage the motor from the engine. Disengaging the engine clutch allows 

all-electric operation and more efficient brake-energy recovery. Examples of this include the MY 

2016 Hyundai Sonata Hybrid and MY 2016 Chevrolet Malibu Hybrid, among others. The 

effectiveness of P2 systems varies and battery sizing depends on the vehicle class. 

6.3.9.5 SHEVPS 

Power-split hybrid (SHEVPS) is a hybrid electric drive system that replaces the traditional 

transmission with a single planetary gear set and two motors/generators. The smaller 

motor/generator uses the engine to either charge the battery or to supply additional power to the 

drive motor. The second, more powerful motor/generator is permanently connected to the 

vehicle’s final drive and always turns with the wheels. The planetary gear splits engine power 

between the first motor/generator and the drive motor to either charge the battery or supply 

power to the wheels.  



 

371 

 

The SHEVPS system is inappropriate for larger load vehicles due to the higher power demand of 

those vehicles
348

.  

6.3.9.6 PHEV 

Plug-in hybrid electric vehicles (PHEVs) allow all electric driving for a limited range.  PHEV 

have three significant functionality differences versus strong hybrids. The first is the addition of 

a means to charge the battery pack from an outside source of electricity (e.g., the electric grid). 

Second, a PHEV would have a larger battery pack with more energy storage, and a greater 

capability to be discharged. Finally, a PHEV battery management system allows the battery pack 

to be significantly depleted during normal operation in contrast to strong hybrids. PHEVs 

generally derive propulsion energy from the electric grid.  

For this NPRM, this analysis sized the battery energy to achieve the specified all-electric range 

(AER) on the combined cycle (UDDS + HWFET), on the basis of adjusted energy values.
349

 As 

mentioned above, the PHEV would provide propulsion energy for a limited range in addition to 

start-stop or idle-stop. This analysis have classified PHEV into two levels - (1) PHEV30 

indicating a vehicle with an AER of 30 miles, and (2) PHEV50 indicating a vehicle with AER of 

50 miles.   

Unlike other alternative fuel systems that require specific infrastructure for refueling or 

recharging (e.g., hydrogen vehicles or rapidly charged battery electric vehicles), PHEV batteries 

can be charged using existing infrastructure, although widespread adoption may require upgrades 

to electrical power distribution systems.
350

 PHEVs are considerably more expensive than 

conventional vehicles and more expensive than SHEVPS technologies because of larger battery 

packs and charging systems capable of connecting to the electric grid. The effectiveness of the 

PHEV system depends on the battery pack size and the range, among other variables. The battery 

pack DMC is calculated using the ANL BatPac model.  

6.3.9.7 Battery Electric Vehicles 

Battery electric vehicles (BEVs) are vehicles with all-electric drive and with vehicle systems 

powered by energy-optimized batteries charged primarily from grid electricity. The range of the 

battery electric vehicles depends on the vehicle’s class and the battery pack size. Today, BEVs 

are an expensive electrical alternative fuel vehicle due to large capacity batteries needed for 

energy storage and range. BEVs often require special infrastructure for charging, and there is 

sometimes an added expense to consumers to install 220 volt EV chargers in their homes.  

                                                 
348
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6.3.9.8 Batteries for BISG, CISG, HEV, PHEV and BEVs 

Battery packs for hybrid and electric vehicles are designed to meet the energy and power needs 

of the specific systems. These systems may be charged and managed in different ways. This 

section discusses attributes for different battery systems.    

When PHEV batteries are fully charged, the batteries operate in a charge-depleting mode, 

providing energy for propulsion until the battery reaches the low state of charge (SOC). At low 

SOC, it sustains some vehicle and accessory operations similar to HEVs. Some commercial 

examples of PHEV30 include the BMW i8, Ford Fusion Energi, Mercedes C 350e, and Hyundai 

Sonata Plug-in, among others. Some commercial examples of PHEV50 include the BMW i3 

with Range Extender, Chevrolet Volt and Toyota Prius Prime, among others.  

Early SHEVPS vehicles from Toyota, Ford, Honda and GM used nickel-metal hydride (NiMH) 

batteries, although lithium batteries are becoming common for strong hybrids. Many early strong 

hybrid batteries used cylindrical cells, although prismatic cells are becoming common. Lithium-

ion batteries for PHEVs like those used by the GM Chevrolet Volt, Nissan Leaf, Mitsubishi 

iMiEV, and Toyota Prius Prime, among others, use large format, layered prismatic cells. The 

agencies anticipate more applications of large format lithium-ion batteries to replace NiMH 

batteries for all HEV applications over time with the advancements in cathode and anode 

chemistries.  

EV battery packs tend to be optimized for high energy storage and are considerably larger and 

heavier than HEV batteries, due to the much larger energy capacity. EV battery cells tend to have 

thicker cathode and anode layers and fewer collectors and separators than HEV cells. This 

reduces the specific cost on a per-kWh basis for EV battery cells relative to HEV battery cells. 

For this NPRM analysis, the batteries used for the BISG and CISG HEVs and PHEVs are 

lithium-ion.  Table 6-26 provides a summary of the battery characteristics and technologies used 

by each powertrain. The reference cell capacities shown in Table 6-26 represents initial 

performance data. However, the cell capacities can vary for different powertrain sizing 

applications.  

Table 6-26 - Reference Battery Characteristics
351

 

Powertrain Type Technology Reference Cell Capacity 

(Ah) 

Micro-HEV Lead acid  70 

BISG Li-ion 16 

CISG Li-ion 7 

HEV Li-ion 6.5 

                                                 
351

The powertrain sizing processdeveloped battery packs with specific nominal voltage and cell numbers. 
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Powertrain Type Technology Reference Cell Capacity 

(Ah) 

PHEVs Li-ion 41 

FCHEV Li-ion 6.5 

BEVs Li-ion 41 

 

The battery capacity was selected for each option to allow a battery nominal pack voltage 

between 200 V (full HEV case) and 350 V (BEV case). For reference, the energy storage cell 

weights for the PHEVs are based on 100 Wh/kg for the PHEVs 30 and 50 AER; and 190 Wh/kg 

for the BEV 200 AER, based on battery total energy. The energy storage cell weights for micro-

HEVs, BISGs, CISGs, and full HEVs are based on 2750 W/kg (1247 W/lb). The reference cell 

storage weights can vary for different battery pack applications. 

This analysis assumed different useable SOC,
352

 depending on the powertrain configuration: 

 10% SOC range for micro and mild HEVs,  

 20% SOC range for full HEVs. 

 70% SOC range for PHEVs, and 

 90% SOC range for BEVs. 

 

The table below, Table 6-27, show the cell chemistry used in the battery pack for different hybrid 

technology application(s). Pack energy is another input used in the BatPac model to calculate 

battery size and weight for a reference vehicle class.  

Table 6-27 - Electrification used in this NPRM analysis
353

 

Powertrain Type Cell Chemistry 
Battery Cooling 

System 

Micro HEVs LFP-Gr
354

 CoolA 

BISG HEVs LFP-Gr CoolA 

CISG HEVs LFP-Gr CoolA 

Full HEVs LFP-Gr CoolA 

PHEVs NMC441
355

-Gr EG-W 

BEVs NMC441-Gr EG-W 

 

                                                 
352

 For small battery packs in some hybrid configurations, energy capacity is less of a constraining factor for battery 

size than peak charge or peak discharge of the battery pack. 
353

 Details of cell chemistry and battery cooling system are described in “Modeling the Performance and Cost 

of Lithium-Ion Batteries for Electric-Drive Vehicles” ANL-12/55 2
nd

 edition. December 2012 
354

 Lithium Iron Phosphate (LFP) (also called as LiFePo4) Gr – Synthetic graphite anode 
355

 Lithium-Nickel-Manganese-Cobalt-Oxide, Gr - Synthetic graphite anode  
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The choice of chemistry in the battery cells depend on the application, cost, energy density, 

safety among other factors. For HEV applications, LFP-Gr over LMO
356

-Gr and NMC441 were 

selected for the analysis. LMO-Gr has limited lifespan and limited potential in handling the 

charge/discharge of the batteries. Although, LMO-Gr chemistry results in cheaper and thinner 

batteries, LMO-Gr is heavier than the LFP-Gr and we need to account for lifecycle of HEV 

batteries. We selected NMC441 as choice of chemistry for PHEVs and BEVs. NMC441 more 

suitable for high energy batteries capable of discharge rates. 

6.3.9.9 Electric Machines 

For this NPRM analysis, Oak Ridge National Laboratory provided electric machine performance 

data, which represents asynchronous permanent-magnet technologies.
357,358

 

The main focus of BISG hybrid vehicles is to control engine operation at efficient load and speed 

combinations when possible; additionally, the system may provide modest regenerative braking 

and provide nominal assist to the engine during high-transient operating modes and low speed 

operation. Because the electric machine is linked to the engine through a belt, the peak power 

and peak torque are usually limited compared to other hybrid architectures. A nominal value of 

10-kW peak power was assigned to the BISG for this study. CISG hybrid vehicles focus on the 

same areas of improvement as BISG vehicles. However, owing to its position, the electric 

machine can be larger; consequently, more benefits can be obtained from regenerative braking 

and assist in a CISG vehicle than in a BISG vehicle. An electric machine size of 15-kW peak 

power was selected for this study. The maps were developed assuming normal-temperature 

operating conditions.
359

 Electric machine inverter losses are included. The electric machine 

power, similarly to the engine, is sized for the reference-sized powertrains. Table 6-28 below 

shows the electric machine efficiency map sources for the different powertrain configurations.  

Table 6-28 - Electric machine efficiency map sources for different powertrain 

configurations  

Powertrain Type Source of Efficiency Map for 

Motor1 (Traction Motor) + 

Inverter 

Source of Efficiency Map for 

Motor2 (Motor/Generator) + 

Inverter 

Micro 12-V HEV, BISG Camry EM1 data from ORNL   

CISG and Parallel HEV Sonata HEV data from ORNL    

                                                 
356

 Lithium Manganese Oxide (LMO), Gr- Synthetic graphite anode 
357

 Oak Ridge National Laboratory. (2008). Evaluation of the 2007 Toyota Camry Hybrid Synergy Drive System. 

Submitted to the U.S. Department of Energy. 
358

 Oak Ridge National Laboratory. (2011). Annual Progress Report for the Power Electronics and Electric 

Machinery Program. 
359

 The term “normal-temperature operating conditions” refers to conditions specified in 40 CFR Part 86 control of 

emissions from new and in-use highway vehicles and engines, which specifies operation with fixed ambient 

conditions of 25 degrees Celsius and 990 millibar. 
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Split HEV and Blended 

PHEV 

Camry EM1 data from ORNL  Camry EM2 Data from ORNL  

EREV PHEV Camry EM1 data from ORNL  Sonata HEV Data from ORNL  

BEV and fuel-cell HEV
360

  Nissan Leaf data from ORNL    

 

6.3.9.10 FCV 

For this NPRM analysis, the fuel-cell system was modeled to represent hydrogen consumption as 

a function of the produced power. The system’s peak efficiency is 60%, including the balance of 

plant
361

, and represents normal-temperature operating conditions. The system’s specific power is 

650 W/kg. The hydrogen storage technology selected is a high-pressure tank with a specific 

weight of 0.04 kg H2/kg, sized to provide a 320-mile range on the combined cycle (UDDS + 

HWFET) on the basis of adjusted energy values.  

Fuel Cell Vehicles (FCVs) are another potential technology option for implementing electrified 

drive to achieve zero tailpipe emissions. Like BEVs, FCVs use electricity to turn electric motors 

onboard the vehicle that provide the motive power for driving. However, unlike a BEV, the FCV 

also produces this power onboard. It achieves this by harnessing the energy produced in an 

electrochemical reaction that combines hydrogen and oxygen to form water. This process occurs 

within the fuel cell itself, a device that shares a basic structure with batteries; namely, it consists 

primarily of an anode, a dividing electrolyte, and a cathode. Hydrogen from an onboard tank 

enters the fuel cell’s anode and is separated into its constituent electron and proton. The electron 

is directed to an external circuit, where it ultimately provides power to the electric motors driving 

the wheels. The proton is transferred across the fuel cell’s electrolyte membrane to the cathode, 

where it combines with oxygen from air entering the cathode and electrons returning from the 

external circuit to form water. Thus, the basic reaction in the fuel cell is H2 + ½O2 →H2O, with 

usable electric power (and some amount of heat) produced in the process. 

6.3.9.11 Summary of DOE Vehicle Technology Office’s – Assessment of Vehicle Sizing, 

Energy Consumption, and Cost through Large-Scale Simulation Advanced Vehicle 

Technologies  

The Department of Energy’s Vehicle Technologies Office (VTO) evaluated the benefits of fuel-

saving technologies for a wide range of vehicle applications, powertrain configurations, and 

component technologies for difference timeframes, and to quantify the potential future petroleum 

displacement up to 2045, as well as to evaluate costs. More than 5,000 light-duty vehicles were 

simulated with ANL’s Autonomie full vehicle simulation model.  

                                                 
360

 ORNL/SPR-2014/532 Oak Ridge National Laboratory Annual Progress Report for the Power Electronics and 

Electric Motors Program (Nissan Leaf data was used for FCEV powertrain type). 
361

 Power needed for supporting components and auxiliary systems. 
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The assumptions were based on goals of the United States Driving Research and Innovation for 

Vehicle Efficiency and Energy Sustainability (U.S. DRIVE) Program. The other assumptions 

were developed through discussions with experts from companies, universities, and the national 

laboratories. To address performance and cost uncertainties, the report took into consideration 

three cases - low (10%), average (50%) and high (90%) uncertainty, as shown below. 

 

  Low case (10% uncertainty) — aligned with original-equipment-manufacturer 

improvements based on regulations, 

 Average case (50% uncertainty), and 

 High case (90% uncertainty) — aligned with aggressive technology advancement based 

on DOE’s VTO. 

 

The report outlined several hundred assumptions that were used to define each reference vehicle. 

Some of the main assumptions are highlighted below: 

 

 The difference in peak efficiency between gasoline and diesel engines is expected to 

narrow in the future because of the combination of advanced gasoline engine 

technologies and the impact of evermore stringent after-treatment for diesel. 

 Coupling ultra-capacitors with batteries was not considered, owing to higher cost and 

expected increase in lithium ion battery life and cold-start performance in the short term. 

 Because of the drive quality requirements in North America, automated manual 

transmissions were not included in the study. 

 

The report concluded that technology improvements lead to significant reductions in energy 

consumption and possible cost reductions for fuel-saving technologies over time across light-

duty vehicle applications.  The study acknowledged that many technologies’ evolution and path 

towards commercialization remains uncertain, and that research should continue to be conducted 

in the different areas showing high potential. DOE VTO plans to update the research every two 

years to include the latest powertrain technologies and component technologies, as well as 

vehicle applications. 

6.3.9.12 Cost of Electrification Technologies  

As discussed in Section 6.3.8.1, the analysis is using battery pack costs that align with the 

updated battery pack sizes used in the ANL Autonomie simulation. Table 6-29 below shows 

some battery packs for different vehicle classes. The estimated size and cost of the battery is 

associated with vehicle size and vehicle class. In the example below, the sizing of the battery is 

based on a reference vehicle with zero mass reduction, zero aerodynamic reduction, and no 

rolling resistance reduction.   
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Table 6-29 - BatPac Results for Reference vehicle classes with MR0, Aero0 and Roll0.
362

 

Specifications are for the highest demand configurations (MR0, AERO0 and ROLL0). 

Other demand configurations are sized differently. 

Technology 

Class 

Vehicle 

Powertrain 

Battery 

Power 

(Watts) 

Battery Total 

Energy (Wh) 

BatPaC 

DMC Cost 

($) 

Motor Max 

Power (W) 

SmallCar BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 122496 22362 4656 102230 

SHEVP2 29670 1264 1294 26143 

SHEVPS 29670 1264 1294 56121 

PHEV30 50835 14432 3250 60718 

BEV200 132346 65718 10839 92672 

SmallCarPerf BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 132126 24283 4989 128988 

SHEVP2 32967 1404 1377 28326 

SHEVPS 32967 1404 1377 75950 

PHEV30 57649 15615 3415 81712 

BEV200 181338 69481 11267 114526 

MedCar BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 142283 24603 5070 124585 

SHEVP2 36264 1544 1459 30937 

SHEVPS 32967 1404 1377 73009 

PHEV30 60800 15925 3461 78371 

BEV200 169755 71457 11474 113259 

MedCarPerf BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 164130 27539 5596 200447 

SHEVP2 39561 1685 1540 33494 

SHEVPS 39561 1685 1540 122498 

PHEV30 69757 17709 3698 128115 

BEV200 340694 76069 12286 172350 

SmallSUV BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 150010 27615 5615 123371 

SHEVP2 32967 1404 1377 30053 

SHEVPS 36264 1544 1459 82052 

                                                 
362

 Some of these configurations may not be selected in the CAFE model. 
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PHEV30 63851 18271 3751 89900 

BEV200 177563 81985 12794 130543 

SmallSUVPerf BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 162621 30297 5922 168687 

SHEVP2 36264 1544 1459 33147 

SHEVPS 39561 1685 1540 116450 

PHEV30 74998 19606 3963 124222 

BEV200 244770 86657 13264 167737 

MedSUV BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

PHEV50 160633 29545 5873 127589 

SHEVP2 36264 1544 1459 32002 

SHEVPS 36264 1544 1459 77709 

PHEV30 70189 19314 3927 85864 

BEV200 172321 88465 13675 126753 

MedSUVPerf BISG 18132 806 650 15000 

CISG 7692 832 847 10000 

PHEV50 187620 33644 6539 188742 

SHEVP2 42857 1825 1619 37591 

SHEVPS 42857 1825 1619 133774 

PHEV30 82100 21770 4263 140038 

BEV200 273785 96893 14549 190775 

Pickup BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

SHEVP2 39561 1685 1540 34937 

PickupHT BISG 7692 806 650 10000 

CISG 18132 832 847 15000 

SHEVP2 46154 1966 1698 40842 

 

The direct manufacturing costs for this NPRM analysis are presented in the tables below. Costs 

have been updated to reflect 2016 dollars. Table 6-30 through Table 6-31show the incremental 

costs that incorporates both the battery costs from BatPac and the individual components costs.  

Table 6-32 and Table 6-33 show the absolute electrification cost without batteries relative to a 

baseline internal combustion engine, and including learning effects and retail price equivalent 

factor.  

Table 6-30 - DMC for Electrification Technologies for this NPRM in 2016$  

Electrification Technologies - Direct Manufacturing Cost (2016$) 

 

SmallCar MedCar SmallSUV MedSUV Pickup 

Incremental 

to 
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EPS $93.59 $93.59 $93.59 $93.59 $93.59 BaseV 

IACC $49.55 $49.55 $49.55 $49.55 $49.55 EPS 

SS12V $259.51 $284.94 $306.04 $313.55 $354.51 IACC 

BISG $1,055.94 $1,055.94 $1,055.94 $1,212.01 $1,212.01 SS12V 

CISG $2,210.82 $2,797.66 $2,809.77 $3,432.94 $3,432.94 SS12V 

Table 6-31 - Hybrid Electrification Path - Direct Manufacturing (2016$) 

  SmallCar MedCar SmallSUV MedSUV Pickup Incremental 

to 

SHEVP2 $1,977.82  $2,614.50  $2,128.50  $2,437.05  $2,572.18 CISG 

SHEVPS  $1,875.25  $2,478.91  $2,018.12  $2,310.66  $2,438.79 SHEVP2 

PHEV30 $3,076.60  $5,573.14  $3,564.29  $5,573.14  $5,573.14 SHEVPS 

PHEV50  $3,289.28  $5,958.41  $3,810.69  $5,958.41  $5,958.41 PHEV30 

BEV200  $452.85  $2,467.70  $147.29  $2,467.70  $2,467.70 PHEV50 

FCV $15,174.68  $15,174.68  $15,174.68  $15,174.68  $15,174.68  BEV200 

 

Table 6-32 - Summary of Car and Small SUV Absolute Electrification Technology Cost 

without batteries vs. Baseline Internal Combustion Engine, Including Learning Effects and 

Retail Price Equivalent
363

 

Name Technology Pathway CY-2017 CY-2021 CY-2025 CY-2029 

EPS Electric Improvements  $127.78   $119.33   $112.48   $107.39  

IACC Electric Improvements  $188.36   $156.72   $140.67   $131.35  

CONV Electrification  $             -     $             -     $             -     $             -    

SS12V
364

 Electrification  $657.92   $568.03   $508.83   $473.05  

BISG Electrification  $1,137.19   $829.75   $714.98   $655.86  

CISG Electrification  $893.28   $781.09   $691.89   $651.54  

SHEVP2 Hybrid/Electric  $2,206.07   $1,942.13   $1,732.29   $1,637.38  

SHEVPS Hybrid/Electric  $6,477.91   $5,664.33   $5,017.49   $4,724.85  

PHEV30 Advanced Hybrid/Electric  $8,180.35   $6,956.06   $6,008.25   $5,587.55  

PHEV50 Advanced Hybrid/Electric  $8,338.69   $7,011.23   $5,994.55   $5,546.75  

BEV200
365

 Advanced Hybrid/Electric  $2,976.02   $2,324.66   $1,859.67   $1,664.95  

FCV Advanced Hybrid/Electric  $19,673.32   $17,607.59   $16,485.05   $15,702.81  

                                                 
363

 Costs do not include value loss for HEV’s, PHEV’s, and BEV’s. 
364

 SS12V includes battery cost, whereas other electrification and hybrid/electric technologies do not. 
365

 BEVs do include cost of an internal combustion engine, multispeed transmission or internal combustion 

components, therefore non battery hardware is less expensive than PHEV. 
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Table 6-33 - Summary of Truck and Medium SUV Absolute Electrification Technology 

Cost without batteries vs. Baseline internal combustion engine, including learning effects 

and retail price equivalent
366

 

Name Technology Pathway CY-2017 CY-2021 CY-2025 CY-2029 

EPS Electric Improvements  $127.78   $119.33   $112.48   $107.39  

IACC Electric Improvements  $188.36   $156.72   $140.67   $131.35  

CONV Electrification  $             -     $             -     $            -     $            -    

SS12V
367

 Electrification  $735.31   $634.85   $568.69   $528.70  

BISG Electrification  $524.86   $382.96   $329.99   $302.70  

CISG Electrification  $1,786.54   $1,562.17   $1,383.78   $1,303.07  

SHEVP2 Hybrid/Electric  $1,924.68   $1,696.08   $1,514.34   $1,432.14  

SHEVPS Hybrid/Electric  $8,038.86   $7,029.24   $6,226.53   $5,863.38  

PHEV30 Advanced Hybrid/Electric  $10,395.42   $8,839.62   $7,635.17   $7,100.55  

PHEV50 Advanced Hybrid/Electric  $10,683.13   $8,982.46   $7,679.93   $7,106.23  

BEV200 Advanced Hybrid/Electric  $4,351.27   $3,398.92   $2,719.04   $2,434.34  

FCV Advanced Hybrid/Electric  $25,969.16   $23,242.36   $21,760.59   $20,728.01  

 

6.3.9.13 Electrification Technologies Learning Rate 

For this NPRM analysis, Table 5-34 below shows the learning rate for the basic and non-battery 

advanced electrification technologies.  Learning rates were developed for electrification 

technologies using the 2015 NAS study, Wright-based learning curves,
368

 and ANL cost 

report.
369

  

                                                 
366

 Costs do not include value loss for HEV’s, PHEV’s, and BEV’s. 
367

 SS12V includes battery cost, whereas other electrification and hybrid/electric technologies do not.  
368

 Discussed further in PRIA Chapter 8. 
369

 ANL/ESD-15/28.  Assessment of vehicle sizing, energy consumption, and cost through large-scale simulation of 

advanced engine technologies, Moawad, Kim, Shidore, Rousseau, Energy System Division, Argonne National 

Laboratory (March 2016).  
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Table 6-34 - Learning rate for electrification technologies from MY 2016 to MY 2032 

Technology Model Year 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

CONV 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

SS12V 0.86 0.81 0.77 0.74 0.71 0.69 0.67 0.65 0.63 0.61 0.6 0.59 0.57 0.56 0.56 0.55 0.54 

BISG 0.98 0.93 0.87 0.81 0.73 0.68 0.64 0.61 0.59 0.57 0.55 0.54 0.52 0.51 0.5 0.5 0.49 

CISG, 

SHEVPS 

0.96 0.93 0.89 0.86 0.83 0.81 0.78 0.76 0.73 0.71 0.69 0.68 0.67 0.66 0.65 0.64 0.64 

SHEVP2 0.87 0.84 0.81 0.78 0.76 0.73 0.71 0.69 0.66 0.64 0.63 0.62 0.61 0.6 0.59 0.58 0.58 

PHEV30 0.95 0.91 0.87 0.84 0.8 0.77 0.74 0.71 0.69 0.66 0.64 0.63 0.61 0.6 0.6 0.59 0.58 

PHEV50 0.95 0.9 0.86 0.83 0.79 0.76 0.73 0.7 0.67 0.64 0.62 0.61 0.59 0.58 0.57 0.57 0.56 

BEV200 0.93 0.87 0.81 0.76 0.72 0.67 0.63 0.6 0.56 0.53 0.51 0.49 0.48 0.46 0.45 0.45 0.44 
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Figure 6-154 shows the learning factor used for all electrification batteries except for 12VSS. 

This learning was derived from the ANL’s BatPac battery model.  

 

 

Figure 6-154 - Battery learning factor used for all electrification technologies, BISG to 

BEV200 

 

6.3.9.14 Electrification Technologies Effectiveness 

Figure 6-155 and Figure 6-156 below shows ranges of effectiveness for all electrification 

technologies in the CAFE model, relative to a similarly equipped vehicle with no electrification 

technologies.  
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Figure 6-155 - Range of effectiveness for base electrification and hybrid technologies across 

all vehicle classes.  
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Figure 6-156 - Range of Effectiveness for Advanced Electrification Technologies Across All 

Vehicle Classes  
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6.3.10 Summary of Road Load Technologies 

6.3.10.1.1 Mass Reduction 

Mass reduction remains a key technology that vehicle manufacturers are expected to continue to 

apply to meet light-duty fuel economy and CO2 standards. Reducing vehicle mass can be 

accomplished through several different techniques, such as design optimization, part 

consolidation, and integrating light-weight and advanced materials (for example, advanced high 

strength steel, aluminum, magnesium, and plastics including carbon fiber reinforced plastics). 

The approach applied on each vehicle platform and vehicle model may be impacted by the 

materials and manufacturing methods a manufacturer has previously employed, the 

manufacturer’s short term and long term mass reduction strategy including for design, materials, 

manufacturing and assembly. 

In January 2018, EPA published a draft Trends report detailing light-duty vehicle fuel economy, 

GHG emissions, horsepower, and vehicle weight trends since 1975.
370

  

 

Figure 6-157 - Change in Adjusted Fuel Economy, Weight and Horsepower since 1975 

As mentioned in the Trends report, the trend lines in Figure 6-157 show that average vehicle 

weight and horsepower increased from the late 1990s to mid-2000s. Considerable technology 

innovations from late MY 1990 to the mid-MY 2000s increased vehicle weight and power (and 

                                                 
370

 U.S. EPA Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends - 1985 

Through 2017 (January 2018), available at https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGLC.pdf. 

 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGLC.pdf
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associated utility functions such as vehicle size, acceleration performance, safety features, and 

other features), but did not improve fuel economy. Additionally, an increased share of pickup 

trucks and sport utility vehicles (SUVs) entered the fleet. The Trends report also highlights that 

since model year 2005, new fuel saving technologies have improved fuel economy while keeping 

the vehicle weight relatively constant or slightly lower.   

While the average vehicle curb weights may have stabilized, manufacturers often use additional 

mass reduction technologies to offset additional content (such as other fuel saving technologies, 

and sometimes other customer features like adjustable seats, infotainment systems, or larger 

wheels and tires).  

6.3.10.1.1.1 Material Trends 

Advanced high strength steel (AHSS) and aluminum (AL) have played a major role in recent 

years as materials used to reduce vehicle mass. The penetration rate of AHSS or AL depends on 

a number of factors such as vehicle redesign cycle timing, material availability, accompanying 

changes in manufacturing equipment, and changes in joining methods, among other things. A 

study conducted for the American Iron and Steel Institute shows the application of AHSS in 

vehicles has increased from 81 lbs. on average in 2006 to 254 lbs. in 2015.
371

  

 

Figure 6-158 - Penetration of AL in Hoods and Engine Cradles from 2009 to 2015 

 

According to a study conducted for the Aluminum Association, aluminum content in vehicles 

has increased from nearly 300 lbs. in 2005, to 394 pounds in 2015, up from roughly 80 pounds in 

1975, and a little more than 150 pounds in 1990.
 372

  Since the 1980s, many castings have 

migrated from steel to aluminum.
373

  Figure 6-158 shows AL replacing steel in greater 

                                                 
371

 Abey Abraham, Metallic Material Trends in the North American Light Vehicle (May 2015), available online at - 

http://www.steelsustainability.org/~/media/Files/Autosteel/Great%20Designs%20in%20Steel/GDIS%202015/Track

%202%20-%20Abraham.pdf  
372

 Available online at - http://www.autonews.com/assets/PDF/CA95065611.PDF  
373

 For instance, engine blocks and transmission cases are nearly universally aluminum in the MY 2016 fleet, but 

aluminum was rarely used in these applications prior to the 1990’s.  

http://www.steelsustainability.org/~/media/Files/Autosteel/Great%20Designs%20in%20Steel/GDIS%202015/Track%202%20-%20Abraham.pdf
http://www.steelsustainability.org/~/media/Files/Autosteel/Great%20Designs%20in%20Steel/GDIS%202015/Track%202%20-%20Abraham.pdf
http://www.autonews.com/assets/PDF/CA95065611.PDF
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percentages in vehicle hoods, and AL beginning to penetrate engine sub frames/cradles in small 

percentages.
374

 

Some manufacturers have also begun to experiment with advanced composites, such as carbon 

fiber, to achieve mass reduction. Currently, the cost of carbon fiber and production complexity 

limits wide-scale adoption in many high production automotive components. However, there are 

growing examples where carbon fiber is being strategically used, such as in roof bows, 

supporting pillars, door frames and in chassis in luxury vehicles.  While many of these 

applications do decrease curb weight, many carbon fiber applications provide additional (or 

primary) benefits of lower center of gravity and improved weight distribution. 

A 2017 report published by American Chemistry Council (ACC) shows that while the overall 

share of plastics and polymer composites in vehicles have decreased by 0.1% in the last 10 

years,
375

 the share of AL has increased by 2.3%.
376

 The report also published data on material 

content in vehicles as shown in Table 6-35 and Table 6-36. 

  

                                                 
374

 Id.   
375

 After rapidly increasing in the 1960’s through the 1990’s. 
376

 American Chemistry Council Economics & Statistics Department, Plastics and Polymer Composites in Light 

Vehicles (November 2017), available at https://plastics-car.com/lightvehiclereport (last accessed May 2018). 
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Table 6-35 - Average Materials Content of US/Canada Light Vehicles (pound/vehicle) 

 
2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 

Average Weight 4,081 4,103 4,046 3,953 3,960 4,007 3,896 3,900 3,928 3,991 4,026 

Regular Steel 1,622 1,644 1,627 1,501 1,458 1,439 1,368 1,354 1,342 1,330 1,335 
High- & 

Medium-  

Strength
377

 

502 518 523 524 555 608 619 627 649 701 742 

Stainless Steel 73 75 75 69 72 73 68 74 73 75 74 
Other Steels 34 34 33 31 32 32 30 32 32 32 32 
Iron Castings 331 322 253 206 242 261 270 271 278 268 249 
Aluminum 323 319 316 324 338 344 349 355 368 395 410 
Magnesium 10 10 11 11 11 12 10 10 10 10 11 
Copper and Brass 67 66 71 71 74 73 71 70 68 67 66 
Lead 39 41 44 42 41 39 35 35 36 35 35 
Zinc Castings 10 9 9 9 9 9 8 8 8 8 8 
Powder Metal 42 43 43 41 41 42 44 45 46 45 44 
Other Metals

378
 5 5 5 5 5 5 5 5 4 5 5 

Plastics/Polymer 

Composites 
342 339 348 384 359 353 332 328 329 334 332 

Rubber 198 192 204 245 228 223 205 198 196 198 199 
Coatings 30 30 31 36 36 33 28 28 28 28 28 
Textiles 47 46 48 58 56 50 49 50 49 45 44 
Fluids and 

Lubricants 
211 215 214 217 219 221 219 222 224 225 226 

Glass 105 103 99 88 92 98 95 96 96 95 93 
Other 89 92 91 90 92 93 91 92 93 95 92 

                                                 
377

 Despite long lead times for material qualification of new metal alloys, medium and high strength steels have been 

and continue to be widely adopted in the automotive industry at a rapid pace.  Advanced steel materials typically 

replace regular steel, and often compete with aluminum and composites in body systems. 
378

 “Other Metals” are typically used sparingly in specialty applications in the auto industry, and these metals make 

up a small portion of total vehicle weight. 
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Table 6-36 - Average Materials Content of US/Canada Light Vehicles (pound/vehicle) 

 
200

6 
2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 

As a Percent of Total 

Weight 
100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Regular Steel 39.7% 40.1

% 

40.2

% 

38.0

% 

36.8

% 

35.9

% 

35.1

% 

34.7

% 

34.2

% 

33.3

% 

33.2

% High- & Medium-Strength 12.3% 12.6

% 

12.9

% 

13.3

% 

14.0

% 

15.2

% 

15.9

% 

16.1

% 

16.5

% 

17.6

% 

18.4

% Stainless Steel 1.8

% 
1.8% 1.9% 1.7% 1.8% 1.8% 1.7% 1.9% 1.9% 1.9% 1.8% 

Other Steels 0.8

% 
0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 

Iron Castings 8.1

% 
7.8% 6.3% 5.2% 6.1% 6.5% 6.9% 6.9% 7.1% 6.7% 6.2% 

Aluminum 7.9

% 
7.8% 7.8% 8.2% 8.5% 8.6% 9.0% 9.1% 9.4% 9.9% 10.2

% Magnesium 0.3

% 
0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.2% 0.2% 0.3% 

Copper and Brass 1.6

% 
1.6% 1.7% 1.8% 1.9% 1.8% 1.8% 1.8% 1.7% 1.7% 1.6% 

Lead 1.0

% 
1.0% 1.1% 1.1% 1.0% 1.0% 0.9% 0.9% 0.9% 0.9% 0.9% 

Zinc Castings 0.2

% 
0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Powder Metal 1.0

% 
1.0% 1.1% 1.0% 1.0% 1.0% 1.1% 1.2% 1.2% 1.1% 1.1% 

Other Metals 0.1

% 
0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Plastics/Polymer 

Composites 

8.4

% 
8.3% 8.6% 9.7% 9.1% 8.8% 8.5% 8.4% 8.4% 8.4% 8.3% 

Rubber 4.8

% 
4.7% 5.1% 6.2% 5.8% 5.6% 5.3% 5.1% 5.0% 5.0% 4.9% 

Coatings 0.7

% 
0.7% 0.8% 0.9% 0.9% 0.8% 0.7% 0.7% 0.7% 0.7% 0.7% 

Textiles 1.2

% 
1.1% 1.2% 1.5% 1.4% 1.3% 1.3% 1.3% 1.2% 1.1% 1.1% 

Fluids and Lubricants 5.2

% 
5.2% 5.3% 5.5% 5.5% 5.5% 5.6% 5.7% 5.7% 5.6% 5.6% 

Glass 2.6

% 
2.5% 2.4% 2.2% 2.3% 2.4% 2.4% 2.5% 2.4% 2.4% 2.3% 

Other 2.2

% 
2.2% 2.2% 2.3% 2.3% 2.3% 2.3% 2.4% 2.4% 2.4% 2.3% 
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6.3.10.1.1.2 Development Since the 2012 Final Rule 

In the 2012 final rule, NHTSA and EPA based their projections of cost and mass savings on 

literature review and from data provided by manufacturers.  The agencies assumed the 

relationship between costs and the amount of mass reduction was linear, as shown in Figure 

6-159 below.  For example, on all MY 2008/2010 vehicles, a 10% mass reduction cost an 

estimated $0.44/lb. on a 4,000-lb. vehicle, and a 15% mass reduction cost an estimated $0.66/lb.  

This analysis has re-evaluated the assumptions from the 2012 final rule, and this analysis 

recognize that in most applications, costs exponentially rise for the highest levels of mass 

reduction. 

 

Figure 6-159 - Cost curve used in 2012 final rule 

 

Since the 2012 final rule, the agencies have conducted several light-weighting studies to assess 

the technological feasibility and cost of mass reduction in certain vehicles and component parts. 

The studies examined the cost of manufacturing and tooling to accommodate light-weight 

materials in automotive design.  This analysis have updated their mass reduction cost estimates 

based on these studies.   

In addition to agency studies, this analysis reviewed light-weighting studies performed by 

industry trade associations such as American Iron and Steel Institute (AISI), the Aluminum 

Association, and the American Chemistry Council.  Many of these studies focused mostly on 

substituting existing material with advanced materials, such as advanced high strength steels, 

aluminum and composite materials and detailed cost estimates are not included in the study 
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6.3.10.1.1.3 Development of mass reduction costs for NPRM 

Among the several light-weighting studies, the agencies agreed to use NHTSA’s passenger car 

light-weighting study and NHTSA’s full size pickup truck light-weighting study to derive the 

cost estimates to achieve different levels of mass reduction. The light-weighting studies initiated 

by other agencies and by industry often were limited to material substitution of the vehicle 

components, such as replacing steel with aluminum or replacing mild steel with AHSS or 

replacing mild steel with CFRP in selective components. The cost estimates for light weighting 

from other agencies varied due to incorrect or impractical assumptions such as aggressive 

secondary mass reduction which translated to cost savings for the initial 10% mass reduction.
379

 

For today’s analysis, the agencies chose to use studies that evaluated materials, as well as 

material gauge and component geometry. Additionally, the agencies preferred to use studies that 

considered small overlap impact tests conducted by IIHS, and not all studies took that test into 

account. For pickup trucks, the NHTSA study accounted for vehicle functional performance for 

attributes including towing, noise and vibration and gradeability, in addition to considering 

platform sharing constraints. 

Previously, in the Draft TAR, the agencies provided an incremental cost per pound for each stage 

of mass reduction.  For today’s analysis, the agencies present an average cost per pound over the 

baseline (MR0) for the vehicle’s glider weight. While the definitions of glider may vary from 

study to study (or even simulation to simulation), the agencies referenced the same dollar per 

pound of curb weight to develop costs for different glider definitions.  In translating these values, 

the agencies took care to track units ($/kg vs. $/lb.) and the reference for percentage 

improvements (glider vs. curb weight).   

6.3.10.1.1.3.1 Passenger Cost Curve used in NPRM 

NHTSA relied on a MY 2011 Honda Accord light-weighting study to develop the passenger cost 

curve used in this NPRM.  The NHTSA-funded study, performed by Electricore, Inc., George 

Washington University, and EDAG, Inc, was completed in 2012 and the final report peer 

reviewed by industry experts and Honda Motor Company. EDAG and Electricore conducted 

further work to consider and make changes to the light-weighted model based on the feedback 

from Honda, and continued to make additional changes to the design concept to address the IIHS 

small overlap impact test. This study was completed in February 2016.
380

  Table 6-37 shows the 

list of components identified in the MY 2011 Honda Accord light-weighting study and the 

corresponding direct manufacturing cost (DMC) estimated to light weight those components. 

Cost estimates include consideration of advanced materials, redesign, tooling changes, and 

manufacturing setup changes. Figure 6-160 shows the cost curve derived from the list of 

components in Table 6-37.  Figure 6-161 shows the DMC at different levels of mass reduction 

                                                 
379

 EPA-420-R-12-019, EPA-420-R-12-026, SAE Paper 2013-01-0656. 
380

 https://www.nhtsa.gov/corporate-average-fuel-economy/light-duty-cafe-midterm-evaluation. 

https://www.nhtsa.gov/corporate-average-fuel-economy/light-duty-cafe-midterm-evaluation
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for the passenger car. The DMC shown in Table 6-38 is the average DMC and not the marginal 

cost for each additional mass reduction level.  As the average cost per pound over baseline 

increases, the marginal cost per pound may increase dramatically. (Table 6-37 units are in kg and 

$/kg).  
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Table 6-37 - List of Components Light Weighted in the Light-Weighted Concept Study based on the MY 2011 Honda Accord 

($/kg) 

# 
Vehicle 

Component/System 

Baseline 

Mass  
Substitution Material 

Light-

weighted 

Mass  

Mass 

Saving 
Δ Cost 

Δ 

Cost  

Cumulative 

Mass 

Saving 

Cumulative 

MR 

Cumulative 

Cost  

Cumulative 

Cost 

    (Kg)   (Kg) (Kg) ($) ($/kg) (Kg) (%) ($) ($/kg) 

1 Front Bumper 7.96 AHSS 4.37 3.59 -0.88 -0.25 3.59 0.31% -0.88 -0.25 

2 Front Door Trim 5.38 MuCell 4.04 1.34 0.00 0 4.93 0.42% -0.88 -0.18 

3 
Front Door Wiring 

Harness 
0.87 

Al 
0.57 0.3 0.00 0 5.23 0.45% -0.88 -0.17 

4 Head Lamps 6.86 MuCell 5.15 1.71 0.00 0 6.94 0.60% -0.88 -0.13 

5 HVAC 10.3 MuCell 7.7 2.6 0.00 0 9.54 0.82% -0.88 -0.09 

6 Insulation 9.35 Thinsulate & Quietblend 6.15 3.2 0.00 0 12.74 1.09% -0.88 -0.07 

7 Interior Trim 26.26 MuCell 23.23 3.03 0.00 0 15.77 1.35% -0.88 -0.06 

8 Parking Brake 3.31 Electronic 2.32 0.99 0.00 0 16.76 1.44% -0.88 -0.05 

9 Rear Door Trim 4.53 MuCell 3.4 1.13 0.00 0 17.89 1.54% -0.88 -0.05 

10 
Rear Door Wiring 

Harness 
0.33 

Al 
0.22 0.11 0.00 0 18 1.55% -0.88 -0.05 

11 Tail Lamps 2.54 MuCell 1.91 0.63 0.00 0 18.63 1.60% -0.88 -0.05 

12 Tires 37.1 Goodyear 32.65 4.45 0.00 0 23.08 1.98% -0.88 -0.04 

13 Wiring and Harness 21.7 Al 17.4 4.3 0.00 0 27.38 2.35% -0.88 -0.03 

14 Wheels 40.1 AHSS 38.66 1.44 0.00 0 28.82 2.47% -0.88 -0.03 

15 Rear Bumper 7.84 AHSS 4.33 3.51 2.10 0.6 32.33 2.78% 1.22 0.04 

16 Instrument Panel 31.9 Mg 22.45 9.45 15.43 1.63 41.78 3.59% 16.65 0.40 

17 Body Structure 328 AHSS 273.6 54.4 160.47 2.95 96.18 8.26% 177.12 1.84 

18 Decklid 9.95 Al 4.74 5.21 17.04 3.27 101.39 8.70% 194.16 1.91 

19 Hood 15.2 Al 7.73 7.47 24.61 3.29 108.86 9.34% 218.77 2.01 

20 Front Door Frames 32.78 Al 17.38 15.4 56.30 3.66 124.26 10.67% 275.07 2.21 

21 Fenders 7.35 Al 4.08 3.27 12.60 3.85 127.53 10.95% 287.67 2.26 

22 Seats 66.77 Composite + Al + GFRP 46.74 20.03 96.84 4.83 147.56 12.67% 384.51 2.61 

23 Rear Door Frames 26.8 Al 15.34 11.46 59.90 5.23 159.02 13.65% 444.41 2.79 
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The curb weight of MY 2011 Honda Accord used in the light-weighting study is approximately 

1480kg. The glider weight
381, 382

 of the MY 2011 Honda Accord is approximately 1165kg. In this 

case, the glider represents 79% of curb weight. As shown in Table 6-37, approximately 4.67% of 

the glider mass is light weighted by substituting mild steel with AHSS in body-in-white (BIW) 

structure, and 3.39% of the glider mass is light weighted by substituting mild steel with AL in 

closures (closures include hood, front door, rear door and deck lid). Between BIW and closures, 

approximately 8.06% of glider mass is light weighted by substituting mild steel with AL. The 

additional light-weighting was achieved by using advanced plastics for door trims, switching 

copper wiring harness to aluminum wiring harness, using AHSS for seat frames, using AHSS 

and optimizing design for parking brakes, among other substitutions. As shown in Table 6-37, a 

total of 13.65% of glider mass was light weighted. This translates to 10.74% mass reduction at 

the curb weight level. The light-weighting report noted that follow-on mass reduction can be 

achieved by downsizing the engine and optimizing the powertrain components, while 

maintaining the same level of performance. The report shows powertrain downsizing translates 

to some cost savings as well (the cost savings comes from manufacturers selecting downsized 

engines from the inventory of engines used in other product lines through economies of scale and 

common parts). 

The 2015 NAS report suggested an engine downsizing opportunity exits when the glider mass is 

light weighted by at least 10%.
383

  The 2015 NAS report also suggested that 10% light weighting 

of glider mass alone would boost the fuel economy by 3% and any engine downsizing following 

the 10% glider mass reduction would provide an additional 3% increase in fuel economy.  This 

analysis uses the 2015 NAS recommendation and does downsize the engine at a 10% glider 

weight reduction, and the analysis rely on full vehicle simulations to estimate the effects of this 

action.  

 

                                                 
381

 Glider weight is typically all components of the vehicle except the powertrain components such as engines, 

transmissions, radiator, fuel tank and exhaust systems.  
382

 Not all subsystems considered in the light-weighting study were considered in the ANL simulations and CAFE 

model. 
383

 National Research Council. 2015. Cost, Effectiveness, and Deployment of Fuel Economy Technologies for 

Light-Duty Vehicles. Washington, DC - The National Academies Press. https://doi.org/10.17226/21744. 
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Figure 6-160 - Passenger Car Glider Cost Curve based on MY 2011 Honda Accord (79% of 

the Curb Weight) 

 

 

Figure 6-161 DMC for Passenger Car Glider Mass Reduction (Glider - 79% of Curb 

Weight) 

The Table 6-38 below shows the cost per kilogram ($/kg) and estimated costs at discrete levels 

of mass reduction for a passenger car derived from light weighting the MY 2011 Honda Accord.  
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Table 6-39 shows the cost numbers used in the CAFE model (Cost adjusted to reflect glider 

share of 50% of curb weight) ($/lbs., including RPE market, MY 2016 cars). 

Table 6-38 - Cost Numbers Derived from Passenger Car Light-weighting Study 

Curb Weight 1480 kg 

PC Glider 

(79% of Curb 

Weight) 

1165 kg 

MR% (of 

glider in PC 

light-

weighting 

study) 

MR (kg) $/kg Estimated DMC 

on MY 2011 

Honda Accord 

New Curb 

Weight after 

Glider Mass 

Reduction (kg) 

Percentage 

Mass 

Reduction at 

Curb Weight 

Level 

5.0% 58.25  $0.84   $48.93                        

1,421  

4.0% 

7.5% 87.38  $1.61   $140.67                        

1,392  

5.9% 

10.0% 116.50  $2.12   $246.98                        

1,363  

7.9% 

15.0% 174.75  $3.37   $535.90                        

1,320  

10.8% 

20.0% 233.00  $5.50   $3,611.50   1,247  15.7% 

 

Table 6-39 - Cost numbers used in the CAFE model for Passenger Car Mass Reduction  

MR% (glider, 

50% of curb 

weight) 

MR 

Technology 

Level 

$/kg, 

including 

RPE 

markup 

$/lbs., including 

RPE markup, MY 

2016 cars 

New Curb 

Weight after 

Glider Mass 

Reduction (lbs.) 

Approximate 

Percentage 

Mass 

Reduction at 

Curb Weight 

Level 

0% MR0  $              -        $                            -    Depends on the 

vehicle as 

specified in the 

CAFE model 

0.0% 

5.0% MR1  $1.01   $0.46  2.5% 

7.5% MR2  $1.21   $0.55  3.8% 

10.0% MR3  $1.87   $0.85  5.0% 

15.0% MR4  $3.86   $1.75  7.5% 

20.0% MR5  $5.78   $2.62  10.0% 

 

6.3.10.1.1.3.2 Light Truck Cost Curve Used in NPRM 

NHTSA’s cost curve for light trucks used in this NPRM was developed through an agency-

funded light-weighting study on a MY 2014 Chevrolet Silverado 1500 full-size pickup truck. 

EDAG Inc. performed this light-weighting study along with other sub-contractors. This study 

considered lessons learned during the MY 2011 Honda Accord light weighting study, and 
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included requirements that the vehicle meet the IIHS small overlap performance test.  This 

project was completed in 2016 and the final report is available on NHTSA’s website.
 384

  

Table 6-40 shows the list of components light-weighted in the MY 2014 Chevrolet Silverado 

1500 full-size pickup truck. Figure 6-162 shows the cost curve generated from the list of the light 

weighted components, and Figure 6-163 shows the DMC at different levels of mass reduction. 

                                                 
384

 https://www.nhtsa.gov/corporate-average-fuel-economy/light-duty-cafe-midterm-evaluation. 

https://www.nhtsa.gov/corporate-average-fuel-economy/light-duty-cafe-midterm-evaluation
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Table 6-40 - List of Components Light Weighted in the MY 2014 Chevrolet Silverado 1500 

# 
Vehicle 

Component/System 

Baseline 

Mass 

Substitution 

Material 

Light-

weighte

d Mass  

Mass 

Savin

g 

Δ 

Cost 

Δ 

Cost  

Cumulativ

e Mass 

Saving 

Cumulativ

e MR 

Cumulativ

e Cost 

Cumulativ

e Cost 

    (Kg)   (Kg) (Kg) ($) 
($/kg

) 
(Kg) (%) ($) ($/kg) 

1 

Interior Electrical 

Wiring 6.9 

Copper Clad 

Aluminum (CCA) 5.52 1.38 -28.07 

-

20.34 1.38 0.08% -28.07 -20.34 

2 Headliner 3.63 Cellmould 3.45 0.18 -0.93 -5.17 1.56 0.09% -29 -18.59 

3 Trim - Plastic 20.68 Cellmould 19.65 1.03 -5.3 -5.15 2.59 0.14% -34.3 -13.24 

4 Trim - misc. 34.67 Cellmould 32.94 1.73 -8.89 -5.14 4.32 0.24% -43.19 -10.00 

5 Floor Covering 9.75 Cellmould 9.26 0.49 -2.5 -5.10 4.81 0.27% -45.69 -9.50 

6 Headlamps 7.68 Mucell Housings 6.14 1.54 0 0.00 6.35 0.35% -45.69 -7.20 

7 HVAC System 25.88 

MuCell & 

Cellmould 24.17 1.71 0 0.00 8.06 0.45% -45.69 -5.67 

8 Tail Lamps 2 Mucell Housings 1.6 0.4 0 0.00 8.46 0.47% -45.69 -5.40 

9 Chassis Frame 243.97 AHSS 197.61 46.36 48.26 1.04 54.82 3.06% 2.57 0.05 

1

0 Front Bumper 25.55 AHSS 20.44 5.11 5.32 1.04 59.93 3.35% 7.89 0.13 

1

1 Rear Bumper 15.14 AHSS 12.11 3.03 3.15 1.04 62.96 3.52% 11.04 0.18 

1

2 Towing Hitch 16.56 AHSS 13.59 2.97 3.09 1.04 65.93 3.68% 14.13 0.21 

1

3 Rear Doors 38.1 AHSS + Al 27.03 11.07 13.96 1.26 77 4.30% 28.09 0.36 

1

4 Wheels 158.96 eVOLVE 133.71 25.25 40.8 1.62 102.25 5.71% 68.89 0.67 

1

5 Front Doors 45.46 AHSS + Al 31.05 14.41 23.64 1.64 116.66 6.52% 92.53 0.79 

1

6 Fenders 25.91 Al 14.25 11.66 42.34 3.63 128.32 7.17% 134.87 1.05 

1

7 

Front/Rear Seat & 

Console 97.45 

Composite + Al + 

GFRP 68.21 29.24 137.7 4.71 157.56 8.80% 272.57 1.73 

1

8 Steering Column Assy 9.21 Mg 5.99 3.22 15.33 4.76 160.78 8.98% 287.9 1.79 

1 Pickup Box 109.9 Al 65.94 43.96 210.4 4.79 204.74 11.44% 498.35 2.43 
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9 5 

2

0 Tailgate 20.99 Al 12.59 8.4 40.2 4.79 213.14 11.91% 538.55 2.53 

2

1 Instrument Panel 12.27 Mg 6.75 5.52 26.51 4.80 218.66 12.22% 565.06 2.58 

2

2 

Instrument Panel Skin, 

Cover, Plastic  17.36 

Low Density Foam 

+ MuCell + 

Cellmould 14.45 2.91 15.43 5.30 221.57 12.38% 580.49 2.62 

2

3 Cab (+Insulation) 259.92 Al 176.52 83.4 

466.8

6 5.60 304.97 17.04% 1047.35 3.43 

2

4 Radiator Support 20 Al + Mg 14.1 5.9 47.99 8.13 310.87 17.37% 1095.34 3.52 
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Figure 6-162 - Cost Curve for Light Weighted Truck Based on MY 2014 Chevrolet 

Silverado 1500 Full Size Pickup (Glider representing 73.6% of Curb Weight) 

 

 

Figure 6-163 - DMC for Light Truck Glider Mass Reduction (Glider - 73.6% of Curb 

Weight) 
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Table 6-41 shows the $/kg and cost associated at discrete mass reduction levels applicable to a 

light-weighted truck, per the MY 2014 Chevrolet Silverado study. Table 6-42 shows the cost 

numbers used in the CAFE model (cost adjusted to reflect glider share of 50% of curb weight). 

The numbers in the table include input values in the CAFE model for truck & sport utility 

vehicle mass reduction cost estimates ($/lbs., including RPE markup, for 50% glider share). 

Table 6-41 - Cost Numbers Derived from Light Truck Light-weighting Study 

Curb Weight 2432 kg 

Glider (73.60% of Curb Weight) 1790 kg 

MR% (of 

glider in LT 

light-weighting 

study) 

MR 

(kg) 

$/kg Estimated DMC 

on MY 2014 

Chevrolet 

Silverado 

New Curb 

Weight after 

Glider Mass 

Reduction (kg) 

Percentage 

Mass 

Reduction at 

Curb Weight 

Level 

5.0% 89.50  $0.50   $44.93  2,343  3.7% 

7.5% 134.25  $1.20   $161.10  2,298  5.5% 

10.0% 179.00  $2.09   $374.11  2,253  7.4% 

15.0% 268.50  $3.09   $829.67  2,164  11.0% 

 

Table 6-42 - Cost numbers used in the CAFE model for Light Truck Mass Reduction 

MR% (glider, 

50% of curb 

weight) 

MR 

Technology 

Level 

$/kg, 

including 

RPE 

markup 

$/lbs, including 

RPE markup, 

MY 2016 SUV’s 

and Trucks 

New Curb 

Weight after 

Glider Mass 

Reduction (lbs) 

Approximate 

Percentage 

Mass 

Reduction at 

Curb Weight 

Level 

0% MR0  $-        $ -    Depends on the 

vehicle as 

specified in the 

CAFE model 

0.0% 

5.0% MR1  $0.62   $0.28  2.5% 

7.5% MR2  $0.82   $0.37  3.8% 

10.0% MR3  $1.41   $0.64  5.0% 

15.0% MR4  $3.68   $1.67  7.5% 

20.0% MR5  $5.38   $2.44  10.0% 

 

Table 6-41 shows the percentage of Glider mass identified in the passenger car light-weighting 

study (which is 79% of curb weight). The mass reductions were applied to the Glider mass and 

the cost estimates derived from the light weighting study was applied. 

However, the percentage of Glider mass for this analysis was limited to 50% of the curb weight 

to align with the Autonomie simulations. The cost estimates derived from the light-weighting 

study was adjusted to reflect 50% of the curb weight.  
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6.3.10.1.1.3.3 Cost of Carbon Fiber 

Achieving the highest levels of mass reduction often necessitates extensive use of advanced 

materials like higher grades of aluminum, magnesium, or carbon fiber reinforced plastics 

(CFRP). CFRP is attractive in terms of strength to weight ratio, and CFRP is typically 30 to 50% 

lighter than conventional materials. Challenges to using CFRP include high cost of materials, 

failure mode predictability in crashes, longer lead time and cycle time to manufacture, and 

special tools required to assemble, and join components with other metallic components. Once 

limited to performance cars, CFRP is now strategically used in some automotive components in 

luxury vehicles. Manufacturers have used these expensive components strategically, not only to 

reduce mass, but also to change the vehicle’s center of gravity and improve the vehicle’s weight 

distribution.  In the case of BMW i3, most of the cab structure is made of CFRP, including the 

bodysides. A teardown study by Munro & Associates showed the BMW i3 cab structure plus the 

CFRP cradle is 68 kg lighter than a comparable steel structure.
385

 This study also estimated the 

upfront investment and resulting part cost to manufacture CFRP components.  

The IACMI Composites Institute also conducted a study to establish baseline metrics to 

determine the cost metric in terms of $/kg for automotive components, among other composite 

parts.
 386

  As part of the study, Oak Ridge National Laboratory (ORNL) provided cost estimates 

for carbon fiber in automotive applications. The ORNL cost estimates were higher than the 

NHTSA passenger car light-weighting study but in line with the cost estimates done for the 

NHTSA full size pickup truck light-weighting study. One reason for this difference could be that 

the NHTSA mass reduction study considered CFRP only for small components, whereas the 

ORNL study considered carbon fiber polymers for use in large automotive parts such as floor 

pan, door inner, tail gate closures etc. 

During the Center for Automotive Research (CAR) annual management briefing seminar at 

Traverse City, Michigan, Ducker Worldwide presented on the cost and weight reduction 

estimates required to be implemented in the coming years to meet NHTSA’s augural fuel 

economy standards.
387

 Ducker’s cost estimates to achieve higher levels of mass reduction using 

CFRP match closely with the estimates from NHTSA’s light-weighted truck study.  

In the MY 2011 Honda Accord light-weighting study, the estimated cost of CFRP was $5.37/kg 

and the cost of CFRP used in the MY 2014 Chevy Silverado light-weighting study was 

$15.50/kg. The $15.50 estimate closely matches the cost estimates from BMW i3 teardown 

                                                 
385 

Singh, Harry, FSV Body Structure Comparison with 2014 BMW i3, Munro and Associates for World Auto Steel 

(June 3, 2015).
 

386
 IACMI Baseline Cost and Energy Metrics (March 2017), available at https://iacmi.org/wp-

content/uploads/2017/12/IACMI-Baseline-Cost-and-Energy-Metrics-March-2017.pdf. 
387

 Ducker Worldwide, The Road Ahead – Automotive Materials (2016), 

https://societyofautomotiveanalysts.wildapricot.org/resources/Pictures/SAA%20Sumit%20slides%20for%20Abey%

20Abraham%20of%20Ducker.pdf. 

https://iacmi.org/wp-content/uploads/2017/12/IACMI-Baseline-Cost-and-Energy-Metrics-March-2017.pdf
https://iacmi.org/wp-content/uploads/2017/12/IACMI-Baseline-Cost-and-Energy-Metrics-March-2017.pdf
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analysis, the cost figures provided by Oak Ridge National Laboratory, and from the Ducker 

Worldwide presentation at the CAR management briefing seminar. 

The cost estimates for CFRP used in the MY 2011 Honda Accord light-weighting study were 

updated to reflect more realistic costs for higher levels of mass reduction (up to 20% mass 

reduction on the glider).  

6.3.10.1.1.4 Overview of Different Studies 

NHTSA relied on the results of the MY 2011 Honda Accord study and MY 2014 Chevrolet 

Silverado study because those studies considered materials, manufacturing, platform-sharing, 

functional attribute, performance, and NVH, among other constraints pertaining to cost, 

effectiveness, and safety considerations; these vehicles are also a reasonable representation of the 

baseline vehicle in the MY 2016 CAFE simulation.  Other agencies have performed additional 

light-weighting studies that were reviewed in developing light-weighting assumptions for the 

analysis, however those studies often did not consider many important factors, or those studies 

made unrealistic assumptions about key vehicle systems through secondary downsizing, 

resulting in unrealistically low costs.   

These additional studies provide insight into the technological feasibility of light weighting a 

vehicle while attempting to keep “performance” constant.  Performance considerations in studies 

may have included noise-vibration-harshness, handling, acceleration, ability to haul cargo, and 

many other performance factors.  The objective of different light-weighting studies mentioned in 

the Table 6-43 was to demonstrate maximum light-weighting within a reasonable cost increase.  

These studies describe a breadth of approaches that may be used for light-weighting. 
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Table 6-43 - Light-weighting studies 

Agency Description Completion 

Date 

Reference 

US EPA Phase 2 Midsize CUV 

(2010 Toyota Venza) 

Low Development 

(HSS/Al focus) 

2012 Final Report, Peer Review and SAE Paper   

EPA-420-R-12-019,   

EPA-420-R-12-026,  

SAE Paper 2013-01-0656 

ARB Phase 2 Midsize CUV 

(2010 Toyota Venza) 

High Development 

All Aluminum 

2012 Final Report and Peer Review  

http://www.arb.ca.gov/msprog/levprog/leviii/fin

al_arb_phase2_report-compressed.pdf  

http://www.arb.ca.gov/msprog/levprog/leviii/car

b_version_lotus_project_peer_review.pdf 

NHTSA Passenger Car (2011 

Honda Accord) 

2012 Final Report, Peer Review, OEM response, 

Revised Report  

ftp://ftp.nhtsa.dot.gov/CAFE/2017-

25_Final/811666.pdf 

http://www.nhtsa.gov/Laws+&+Regulations/CA

FE++Fuel+Economy/ci.NHTSA+Vehicle+Mas

s-Size-Safety+Workshop.print 

http://www.nhtsa.gov/staticfiles/rulemaking/pdf/

cafe/812237_LightWeightVehicleReport.pdf 

DOE/ 

Ford/ 

Magna 

Passenger Car (2013 Ford 

Fusion) 

Mach 1 and Mach 2 

projects 

-Cost Study for 40-45% 

Mass Reduction 

-Mass Reduction 

Spectrum Analysis And 

Process Cost Modeling 

Project 

2015 http://energy.gov/sites/prod/files/2015/06/f24/lm

072_skszek_2015_o.pdf  

http://energy.gov/sites/prod/files/2014/07/f17/lm

072_skszek_2014_o.pdf  

http://energy.gov/sites/prod/files/2014/07/f17/lm

088_skszek_2014_o.pdf  

http://avt.inl.gov/pdf/TechnicalCostModel40and

45PercentWeightSavings.pdf   

http://energy.gov/sites/prod/files/2016/06/f33/lm

090_mascarin_2016_o_web.pdf SAE  papers  

include:2015-01-0405~0409,2015-01-

1236~1240,2015-01-1613~1616 

EPA 2011 Silverado 1500 2015 Final Report, Peer Review and SAE Paper EPA-

420-R-15-006,SAE Paper 2015-01-0559  

http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/final_arb_phase2_report-compressed.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
http://www.arb.ca.gov/msprog/levprog/leviii/carb_version_lotus_project_peer_review.pdf
http://www.nhtsa.gov/Laws%2B%26%2BRegulations/CAFE%2B
http://www.nhtsa.gov/Laws%2B%26%2BRegulations/CAFE%2B
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pd
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pd
http://energy.gov/sites/prod/files/2015/06/f24/lm072_skszek_2015_o.pdf
http://energy.gov/sites/prod/files/2015/06/f24/lm072_skszek_2015_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm072_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://energy.gov/sites/prod/files/2014/07/f17/lm088_skszek_2014_o.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://avt.inl.gov/pdf/TechnicalCostModel40and45PercentWeightSavings.pdf
http://energy.gov/sites/prod/files/2016/06/f33/lm090_mascarin_2016_o_web.pdf
http://energy.gov/sites/prod/files/2016/06/f33/lm090_mascarin_2016_o_web.pdf
http://energy.gov/sites/prod/files/2016/06/f33/lm090_mascarin_2016_o_web.pdf
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Agency Description Completion 

Date 

Reference 

Transport 

Canada 

IIHS small overlap mass 

add on LDT (EPA) 

2015 Final Report and Peer Review 

https://www.tc.gc.ca/eng/programs/environment

-etv-summary-eng-2982.html Peer Review 

(EPA docket) 

NHTSA 2014 Silverado 1500 2016  DOT HS 812 487 

NHTSA Passenger Car small 

overlap mass add 

2016 Final Report  

http://www.nhtsa.gov/staticfiles/rulemaking/pdf/

cafe/812237_LightWeightVehicleReport.pdf f 

 

6.3.10.1.1.5  Glider Weight in Autonomie Modeling 

In the Autonomie simulations, mass reduction technologies remove a percentage of glider 

weight, which is a portion of average curb weight
388

 for the technology class. Mass reduction 

levels range from MR0, MR1, MR2, MR3, MR4, and MR5, corresponding to reductions in 

glider weight of 0, 5, 7.5, 10, 15 and 20%.  For today’s analysis, the glider mass share in the 

ANL simulations was 50%. To maintain consistency with the Autonomie model, the CAFE 

model technology assignments and costs were calibrated to represent 50% of the vehicle curb 

mass as glider mass. As the analysis updated glider share assumptions, the agencies took care to 

maintain alignment with costs, and initial MR technology level assignments for MY 2016 

vehicles.  The agencies may change glider weight assumptions to increase the overall amount of 

mass reduction for the final rule analysis.  

6.3.10.1.1.5.1 Test weight and inertia weight class determination.  

In CAFE and CO2 compliance testing, test procedures require adding 300 lbs. (136 kg) to the 

vehicle curb weight to determine the inertia weight class.
389

 For the Draft TAR, the added weight  

was not included when performing Autonomie simulation. The industry commented that the test 

mass of 300 lbs. (136 kg) should be added to the vehicle curb mass for the ANL simulation 

modeling.  

The agencies agreed with this comment and for this NPRM, the simulation included an added 

300 lbs. (136 kg) mass to account for the compliance test procedure; however, this analysis does 

not simulate test weight class bins. For this NPRM, the mass reductions are applied to the glider 

system of the vehicle. Table 6-44 to   

                                                 
388

 Curb weight is the total weight of a vehicle with standard equipment (all necessary equipment for normal 

operation), while not loaded with passenger and cargo. 
389

 See 40 CFR 86.129–80.  

http://www.tc.gc.ca/eng/programs/environment-etv-summary-eng-2982.html
http://www.tc.gc.ca/eng/programs/environment-etv-summary-eng-2982.html
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/812237_LightWeightVehicleReport.pdf
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Table 6-53 shows the initial vehicle curb mass, glider mass, mass reduction applied to the glider 

mass, resulting vehicle curb mass and the final vehicle test mass used in the Autonomie drive 

cycle simulations for different vehicle classes.
390

 

Table 6-44 - Mass reduction applied to glider and final test mass used in ANL simulations 

for compact base 

Compact base 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Weight 

 

(52% of 

Curb Wt.) 

% Mass 

Reductio

n to Total 

Glider 

Mass 

New 

Glider 

Mass after 

Mass 

Reduction 

Glider Mass 

Reduction       

(B - D) 

New 

Curb 

Mass 

(A-E) 

% Curb 

Mass 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation 

(kg) (kg)  (kg) (kg) (Kg)  (136kg 

added to 

Column F) 

1330 685 5% 650.75 34 1296 2.58% 1432 

1330 685 7.5% 633.625 51 1279 3.86% 1415 

1330 685 10% 616.5 69 1262 5.15% 1398 

1330 685 15% 582.25 103 1227 7.73% 1363 

1330 685 20% 548 137 1193 10.30% 1329 

 

  

                                                 
390 

Notably, the Autonomie simulations also consider the weights associated with additional fuel-saving 

technologies, like turbocharged engines, or transmissions with more gears.  This analysis include these weights in 

the full-vehicle simulations as part of the effectiveness estimates, so final vehicle mass in the ANL simulations also 

depends on other fuel-saving technologies that may be equipped.  “Final Vehicle Mass in ANL Simulation” is meant 

to be illustrative, as specific combinations of equipment may have slightly different values for curb weight in the 

Autonomie simulations.  In some cases, like simulations for plug-in hybrids or electric vehicles, the final vehicle 

mass in ANL simulation may be materially different from what is presented in these tables.  
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Table 6-45 - Mass reduction applied to glider and final test mass used in ANL simulations 

for compact premium 

Compact Premium 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Weight 

 

(47% of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Mass 

(A-E) 

% Curb 

Mass 

Reducti

on 

Final 

Vehicle 

Mass in 

ANL 

Simulation 

(136kg + F) 

(kg) (Kg)  (kg) (kg) (kg)  (kg) 

1450 685 5% 650.75 34 1416 2.36% 1552 

1450 685 7.5% 633.625 51 1399 3.54% 1535 

1450 685 10% 616.5 69 1382 4.72% 1518 

1450 685 15% 582.25 103 1347 7.09% 1483 

1450 685 20% 548 137 1313 9.45% 1449 

 

Table 6-46 - Mass reduction applied to glider and final test mass used in ANL simulations 

for midsize base 

Midsize base 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

(53% of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New 

Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction    

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation 

(136kg + F) 

(kg) (kg)  (kg) (kg) (Kg)  (kg) 

1607 850 5% 807.5 43 1565 2.64% 1701 

1607 850 7.5% 786.25 64 1543 3.97% 1679 

1607 850 10% 765 85 1522 5.29% 1658 

1607 850 15% 722.5 128 1480 7.93% 1616 

1607 850 20% 680 170 1437 10.58% 1573 
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Table 6-47 - Mass reduction applied to glider and final test mass used in ANL simulations 

for midsize premium 

Midsize Premium 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

 

(49% 

of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New 

Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation 

(136kg + F) 

(kg) (kg)  (kg) (kg) (Kg)  (kg) 

1735 850 5% 807.5 43 1693 2.45% 1829 

1735 850 7.5% 786.25 64 1671 3.67% 1807 

1735 850 10% 765 85 1650 4.90% 1786 

1735 850 15% 722.5 128 1608 7.35% 1744 

1735 850 20% 680 170 1565 9.80% 1701 

 

Table 6-48 - Mass reduction applied to glider and final test mass used in ANL simulations 

for small SUV base 

Small SUV Base 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

(52% 

of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New 

Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction 

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation   

(136kg + F) 

(kg) (kg)  (kg) (kg) (Kg)  (kg) 

1647 850 5% 807.5 43 1605 2.58% 1741 

1647 850 7.5% 786.25 64 1583 3.87% 1719 

1647 850 10% 765 85 1562 5.16% 1698 

1647 850 15% 722.5 128 1520 7.74% 1656 

1647 850 20% 680 170 1477 10.32% 1613 
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Table 6-49 - Mass reduction applied to glider and final test mass used in ANL simulations 

for small SUV premium 

Small SUV Premium 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

 

(47% of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New 

Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation 

(136kg + F) 

(kg) (kg)  (kg) (kg) (Kg)  (kg) 

1795 850 5% 807.5 43 1753 2.37% 1889 

1795 850 7.5% 786.25 64 1731 3.55% 1867 

1795 850 10% 765 85 1710 4.74% 1846 

1795 850 15% 722.5 128 1668 7.10% 1804 

1795 850 20% 680 170 1625 9.47% 1761 

Table 6-50 - Mass reduction applied to glider and final test mass used in ANL simulations 

for midsize SUV base 

Midsize SUV Base 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

 

(50% of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation 

(136kg + F) 

(kg) (kg)  (kg) (kg) (kg)  (kg) 

1705 850 5% 807.5 43 1663 2.49% 1799 

1705 850 7.5% 786.25 64 1641 3.74% 1777 

1705 850 10% 765 85 1620 4.99% 1756 

1705 850 15% 722.5 128 1578 7.48% 1714 

1705 850 20% 680 170 1535 9.97% 1671 
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Table 6-51 - Mass reduction applied to glider and final test mass used in ANL simulations 

for midsize SUV premium 

Midsize SUV Premium 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

 

(49% 

of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New 

Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final Vehicle 

Mass in ANL 

Simulation 

(136kg + F) 

(kg) (kg)  (kg) (kg) (kg)  (kg) 

2001 975 5% 926.25 49 1952 2.44% 2088 

2001 975 7.5% 901.875 73 1928 3.65% 2064 

2001 975 10% 877.5 98 1904 4.87% 2040 

2001 975 15% 828.75 146 1855 7.31% 1991 

2001 975 20% 780 195 1806 9.75% 1942 

 

Table 6-52 - Mass reduction applied to glider and final test mass used in ANL simulations 

for pickup base 

Pickup Base 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

 

(48% of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final 

Vehicle 

Mass in 

ANL 

Simulation   

(136kg + F) 

(kg) (kg)  (kg) (kg) (kg)  (kg) 

1980 950 5% 902.5 48 1933 2.40% 2069 

1980 950 7.5% 878.75 71 1909 3.60% 2045 

1980 950 10% 855 95 1885 4.80% 2021 

1980 950 15% 807.5 143 1838 7.20% 1974 

1980 950 20% 760 190 1790 9.60% 1926 
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Table 6-53 - Mass reduction applied to glider and final test mass used in ANL simulations 

for pickup premium 

Pickup Premium 

A B C D E F G H 

Vehicle 

Curb 

mass 

Glider 

Mass 

 

(50% 

of 

Curb 

Wt.) 

% Mass 

Reduction 

to Total 

Glider 

Mass 

New Glider 

Mass after 

Mass 

Reduction 

Glider 

Mass 

Reduction           

(B - D) 

New 

Curb 

Weight         

(A-E) 

% Curb 

Weight 

Reduction 

Final Vehicle 

Mass in ANL 

Simulation 

(136kg + F) 

(kg) (kg)  (kg) (kg) (Kg)  (kg) 

2300 1150 5% 1092.5 58 2243 2.50% 2379 

2300 1150 7.5% 1063.75 86 2214 3.75% 2350 

2300 1150 10% 1035 115 2185 5.00% 2321 

2300 1150 15% 977.5 173 2128 7.50% 2264 

2300 1150 20% 920 230 2070 10.00% 2206 

 

6.3.10.1.1.6   Development of Cost Curves for Different Class of Vehicles 

Several mass reduction studies from the agencies or from the industry have used either a mid-

size passenger car or a full-size pickup truck as an exemplar vehicle to demonstrate the technical 

and cost feasibility of mass reduction. While the finding of these studies may not apply directly 

to different vehicle classes, the cost estimates derived for the mass reduction technologies 

identified in these studies can be useful for formulating general guidance on costs. For this 

NPRM, this analysis compared weights of components from teardown studies with similar 

components from other vehicles in the other vehicle segments using the A2Mac1 database.  The 

agencies applied the same mass reduction technologies identified in the NHTSA studies to 

estimate the level of mass reduction that may be achievable in other vehicles.  

This analysis applied the cost estimates per pound derived from passenger cars to all passenger 

car segments, and the cost estimates per pound derived from full-size pickup trucks to all light-

duty truck and SUV segments. The agencies are seeking comment on whether separate cost 

curves for each vehicle segment is necessary, or if the existing cost curves for PCs and LTs is 

sufficient to be applied for all vehicle segments.  

6.3.10.1.1.7   Mass Addition from Safety-Related Technologies 

Since the agencies completed the mass reduction studies mentioned above, there have been 

advancements in active and passive safety technologies. While vehicles have achieved some 

level of light weighting over a period of years, these safety technology advancements may add 
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mass back to the total weight of the vehicle. The following discussion describes potential safety 

technologies that could add mass to vehicles. 

NHTSA began evaluating the cost of its Federal Motor Vehicle Safety Standards (FMVSS) in 

1975 and periodically updates the cost and weight for each of the FMVSSs. In the latest report, 

NHTSA estimates that the total cost of safety technologies that are linked to the FMVSS 

(attributable to a specific standard or voluntarily added in advance of the standard) added an 

average of $1,929 (in 2012 dollars) and 171 pounds to the average passenger car in MY 2012
391

 

An average of $1,808 (in 2012 dollars) and 136 pounds was added to the average LTV in MY 

2012. Approximately 7.6% of the cost and 5.1% of the weight of a model year 2012 passenger 

car could be linked to the FMVSS, while 5.3% of the cost and 2.9% of the weight of a model 

year 2012 LTV could be linked to the FMVSS. Table 6-54 shows the mass add and cost from the 

FMVSS related to crash avoidance. 

Table 6-54 - Mass Addition from Crash Avoidance Safety Standards  

FMVSS No.   Mass Addition 

for PC (lbs.) 

Mass Addition 

for LT(lbs.) 

105 Anti-Lock Brakes 10.1 10.1 

111 Rear Visibility Camera 4.60 4.60 

124 Accelerator Controls 0.02 0.02 

126 Electronic Stability Control 1.82 1.82 

 Total 16.54 16.64 

 

Some crash avoidance features such as lane departure warning, lane keeping assistance, and 

automatic emergency braking, all of which use forward facing camera and sensors, are 

voluntarily installed by manufacturers and are gaining rapid market acceptance. The agencies 

discuss the mass addition from forward collision systems, automatic emergency braking systems, 

lane departure warning, and intelligent headlamps in Chapter 4 of this PRIA. The agencies seek 

comment on the mass addition from other voluntarily installed crash avoidance systems.  

6.3.10.1.1.8   Mass reduction, baseline assignments and restrictions in the CAFE Model 

This analysis developed cost curves for glider weight savings for each vehicle class in the CAFE 

model, based on the studies previously discussed. For cost curves to be used effectively in the 

CAFE model, vehicles in the analysis fleet must start at a position on the estimated cost curve 

reflecting the level of mass reduction technology currently used on the platform. Vehicles more 

advanced on the cost curve will face higher marginal costs for incremental mass reduction. This 

section describes the assignment process and summarizes the mass reduction assignment results.  
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In the Draft TAR, NHTSA developed regression models to estimate curb weights based on other 

observable attributes.  With regression outputs in hand, NHTSA evaluated the distribution of 

vehicles in the analysis fleet. Additionally, the analysis evaluated vehicle platforms based on the 

sales-weighted residual of actual vehicle curb weights versus predicted vehicle curb weights. 

Based on the actual curb weights relative to predicted curb weights, it was assigned platforms 

(and the subsequent vehicles) a MY 2015 mass reduction level.  This analysis followed a similar 

procedure for the MY 2016 fleet.  

For the curb weight regressions, this analysis grouped vehicles into three separate body design 

categories for analysis - 3-Box, 2-Box, and Pick-up. 

Table 6-55 - Mass Reduction Body Styles Sets 

3-Box 2-Box Pick-up 

Coupe 

Sedan 

Convertible 

Hatchback 

Wagon 

Sport Utility 

Minivan 

Van 

Pick-up 

 

For this NPRM analysis, the MY 2015 regressions for 3-Box and 2-Box vehicles presented by 

NHTSA in Draft TAR was retained. 

This analysis substantially updated the Pick-up category regression in response to comments on 

Draft TAR.  The analysis used a new trained regression with EPA MY 2014 data and added 

pick-up bed length as an independent variable.  As a result of stepping back to MY 2014 data for 

the pick-up regression, the training data did not include the all-aluminum body Ford F-150 in the 

calculation of the baseline.  The advanced F-150 in the MY 2015 pick-up regression 

meaningfully affected Draft TAR regression statistics because the F-150 accounted for a large 

portion of observations in the analysis fleet, and the F-150 included advanced weight savings 

technology. 

The analysis leveraged many documented variables in the analysis fleet as independent variables 

in regressions. Continuous independent variables included footprint (wheelbase x track width) 

and powertrain peak power. Binary independent variables included strong HEV (yes or no), 

PHEV (yes or no), BEV or FCV (yes or no), all-wheel drive (yes or no), rear-wheel drive (yes or 

no), and convertible (yes or no). Additionally, for PHEV and BEV/FCV vehicles, the capacity of 

the battery pack was included in the regression as a continuous independent variable. In some 

body design categories, the analysis fleet did not cover the full spectrum of independent 

variables. For instance, in the pickup body style regression, there were no front-wheel drive 

vehicles in the analysis fleet, so the regression defaulted to all-wheel drive and left an 

independent variable for rear-wheel drive. 
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Additionally, this analysis evaluated alternative regression variables in response to comments on 

the NHTSA/Volpe analysis in Draft TAR.  Agency staff evaluated regressions including overall 

dimensions of vehicles, such as height, width, and length, instead of and in addition to just 

wheelbase and track width.  The experimental regression variables only marginally changed 

predicted curb weight residuals as a percentage of predicted curb weight, at an industry level and 

for most manufacturers.  The results were not significantly different, therefore, agencies opted 

not to add these variables to regressions, or replace independent variables presented in Draft 

TAR with new variables.   
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Table 6-56 - Regression Statistics for curb weight (lbs.)
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Intercept -1581.63 98.5 -16.06 0 -1775 
-
1388.3 -1930.09 142.5 

-
13.54 0 -2210 

-
1650.2 1062.21 130.23 8.16 0 805.95 1318.48 

Footprint (sqft) 100.5 2.2 44.79 0 69.1 104.9 104.72 3.6 28.69 0 97.5 111.9 58.31 2.37 24.96 0 53.72 62.91 

Power (hp) 1.22 0.1 14.85 0 1.1 1.4 3.09 0.2 13.42 0 2.6 3.5 2.5 0.21 11.79 0 2.08 2.92 

Bed length 

(inches) - - - - - - - - - - - - -9.57 1.14 -8.4 0 -11.81 -7.32 

Strong HEV (1,0) 200.36 46.3 4.33 0 109.5 291.2 358.97 80.3 4.47 0 201.3 516.6 - - - - - - 

PHEV (1,0) 259.28 96.8 2.68 0.0075 69.3 449.2 462.9 169.7 2.73 0.01 129.5 796.3 - - - - - - 

BEV or FCV 

(1,0) 602.33 215 2.8 0.0052 180.3 1024.3 374.24 152.1 2.46 0.01 75.5 673 - - - - - - 

Battery pack size 

(kWh) -2.48 4.1 -0.6 0.5461 -10.6 5.6 -1.32 3.7 -0.36 0.72 -8.5 5.9 - - - - - - 

AWD (1,0) 294.51 24.5 12.03 0 246.4 342.6 353.91 33.4 10.59 0 288.3 419.5 260.91 23.62 11.05 0 214.43 307.38 

RWD (1,0) 117.2 23.7 4.94 0 70.6 163.8 208.02 54.1 3.84 0 101.7 314.3 - - - - - - 

Convertible (1,0) 273.65 25.3 10.84 0 224.1 323.2 - - - - - - - - - - - - 
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Each of the three regressions produced outputs effective for identifying vehicles with significant 

amounts of mass reduction technology in the MY 2016 analysis fleet. Many coefficients for 

independent variables provided clear insight into the average weight penalty for the utility 

feature. In some cases, like battery size, the relatively small sub-sample size and high collinearity 

with other variables confounded coefficients.  

By design, no independent variable directly accounted for the degree of weight savings 

technology applied to the vehicle. Residuals of the regression captured weight reduction efforts 

and noise from other sources. 

The agencies received many comments on the Draft TAR encouraging the use of observed 

technologies in each vehicle, and in each vehicle subsystem, to assign levels of mass reduction 

technology.  As a practical matter, the agencies do not have means to conduct a tear down study 

and detailed cost assessment for every vehicle in every model year.  However, upon review of 

many vehicles and their subsystems, the agencies recognized that a few vehicles with MR0 or 

MR1 assignments in NHTSA’s analysis of the Draft TAR contained some advanced weight 

savings technologies, yet these vehicles and their platforms still produced ordinary residuals.  

Engineers from industry confirmed important factors other than glider weight savings and the 

independent variables considered in the regressions may factor into the use of lightweight 

technologies.  Such factors included the desire to lower the center of gravity of a vehicle, 

improve the vehicle weight distribution for handling, optimize noise-vibration-and-harshness, 

increase torsional rigidity of the platform, offset increased vehicle content, and many other 

factors.  Additionally, engineers highlighted the importance of sizing shared components for the 

most demanding applications on the vehicle platform; optimum weight savings for one platform 

application may not be suitable for all platform applications.  For future analysis, the agencies 

will look for practical ways to improve the assessment of mass reduction content and the forecast 

of incremental mass reduction costs for each vehicle.  

The Figure 6-164 below shows results from each of the three regressions on a predicted curb 

weight versus actual curb weight. Points above the solid regression line represent vehicles 

heavier than predicted; points below the solid regression line represent vehicles lighter than 

predicted. For points with actual curb weight below the predicted curb weight, agency staff used 

the residual as a percent of predicted weight to get a sense for the level of current mass reduction 

technology used in the vehicle.  Notably, vehicles approaching -20% curb weight widely use 

advanced composites throughout major vehicle systems, and there are few examples in the 

2016MY fleet.
393
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 This evidence suggests that achieving a 20% curb weight reduction for a production vehicle, with a baseline 

defined with this methodology is extremely challenging, and requires very advanced materials and disciplined 

design.  
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Generally, residuals of regressions as a percent of predicted weight appropriately stratified 

vehicles by mass reduction level. Most vehicles showed near zero residuals or had actual curb 

weights close to the predicted curb weight. Few vehicles in the analysis fleet were identified with 

the highest levels of mass reduction. Most vehicles with the largest negative residuals have 

demonstrably adopted advanced weight savings technologies at the most expensive end of the 

cost curve. 

 

Figure 6-164 - Mass Reduction Regression Residual Plot by Body Style 

 

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

0 1,000 2,000 3,000 4,000 5,000 6,000 7,000

O
b
se

rv
ed

 C
u
rb

 W
ei

g
h
t 

(l
b

s.
) 

Predicted Curb Weight (lbs.) 

Predicted Curb vs. Actual Curb Weight by Body Style 

3-Box 2-Box

Pick-up Regression

-5% Curb Weight -10% Curb Weight

-15% Curb Weight -20% Curb Weight

Linear (Regression) Linear (-5% Curb Weight)

Linear (-10% Curb Weight) Linear (-15% Curb Weight)

Linear (-20% Curb Weight)



 

418 

 

For clarity, some discussion of curb weight and glider weight is important to understand the total 

analysis.  When ANL produces simulations, they account for mass in each subsystem.  These 

subsystems include engine, transmission, thermal, interior, body, chassis, electrical, and a few 

others; the sum of these systems is curb weight in ANL simulations.  The ANL simulations 

recognize many powertrain packages have different weights for each vehicle class; for instance, 

an eight-speed transmission may weigh more than a six-speed transmission, and a basic engine 

with variable valve timing may weigh more than a basic engine without variable valve timing.  

ANL varies weight of these powertrain systems inherently as part of their analysis, and these 

changes are done separately from “mass reduction” technology levels (MR0-MR5) in the 

simulations.  When looking at “mass reduction” technology in the ANL simulations, ANL only 

removes a percentage of mass from the “glider”, as defined for that set of simulations.  For the 

NHTSA analysis presented in the Draft TAR, the “glider” included everything on the vehicle 

except for engine, transmission, and thermal systems; for the assignment of technology level 

presented in Draft TAR, NHTSA assumed the “glider” to be approximately 75% of curb weight 

at MR0.  For today’s analysis, the “glider” excludes engine, transmission, thermal systems, and 

some interior system components (because of safety considerations), or “glider” share is roughly 

50% of curb weight at MR0.  In the future, the analysis may present sensitivity cases, or 

reference simulations with glider share assumed to be between 65% and 75%, with costs and 

initial vehicle technology assignments, and matching with underlying ANL simulations.  The 

mass reduction regression methodology remains the same, but the treatment of residuals and 

costs, so long as they are aligned, can correspond to different mass reduction technology levels 

in simulations. 

Table 6-57 - Mass Reduction Technology Levels by Residual Error, and Assumed Glider 

Share 

MR Technology 

Level 

Percent glider 

weight reduction 

in ANL 

simulations 

Percent curb 

weight reduction, 

75% glider 

weight 

Percent curb 

weight reduction, 

66% glider 

weight 

Percent curb 

weight reduction, 

50% glider 

weight 

MR0 0% 0% 0% 0% 

MR1 5.0% 3.75% 3.3% 2.5% 

MR2 7.5% 5.625% 4.95% 3.75% 

MR3 10.0% 7.5% 6.6% 5% 

MR4 15.0% 11.25% 9.9% 7.5% 

MR5 20.0% 15% 13.2% 10% 
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Figure 6-165 - Mass Reduction Regression Residual Plot - Pick-ups with 50% glider share 
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Figure 6-166 - Mass Reduction Regression Residual Plot - 2-Box with 50% glider share 
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Figure 6-167 - Mass Reduction Regression Residual Plot - 3-Box with 50% glider share 
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analysis presented in the Draft TAR, the analysis lumped old and new generation platforms 

together if they appeared in the same model year.  For this NPRM, the analysis treat the old and 

new platforms separately to assign technology levels in the baseline, and the CAFE model brings 

vehicles on the old platform up to the level of mass reduction technology on the new shared 

platform at the first available redesign year. 

Table 6-58 - Vehicle Platforms with Highest Estimated Levels of Mass Reduction 

Technology 

MR 

Groups 

with 66% 

Glider 

MR 

Groups 

with 50% 

Glider Volpe Platform Code Example Model 

MR 

Residual % 

MR5, 

66% 

Glider 

MR5, 

50% 

Glider 

Alfa Alfa Romeo 4C -23.2% 

Li8 BMW i8 -23.0% 

Li BMW i3 -18.4% 

Lamborghini-A Aventador -17.4% 

NBC(2) Toyota Prius C -15.5% 

Omega Cadillac CT6 -14.4% 

SKYACTIV R Mazda MX-5 -14.4% 

MR4, 

66% 

Glider 

Y-CAR/Y1XX Chevrolet Corvette -12.5% 

T3 Ford F-150 -12.4% 

RamVan Ram ProMaster -12.0% 

Lamborghini-H Huracan -11.7% 

MR Mitsubishi iMiev -11.7% 

MODEL S Tesla Model S -11.3% 

Global Epsilon/E2XX Chevrolet Malibu -11.2% 

V Nissan Versa -10.8% 

II Honda Civic -10.6% 

Basic(K-Basic1) Kia Soul -10.0% 

MR3, 

66% 

Glider 

MR4, 

50% 

Glider 

SKYACTIV B Mazda CX-3 -9.6% 

FCA-E2 Maserati Ghibli -9.5% 

Mid-rear drive (C) Hyundai Genesis -9.1% 

Small(K-small) Hyundai Accent -9.0% 

FR Subaru BRZ -8.3% 

SPA Volvo XC90 -7.8% 

MR3, 

50% 

Glider 

IV Acura MDX -7.1% 

R190 Mercedes GT -6.8% 

Mid-Large RV 1st GEN (N-RV1) Hyundai Santa Fe -6.8% 

Mid-Large 2nd GEN (N-basic) Hyundai Sonata -6.7% 

MR2, 

66% 

Glider 

L6 BMW 7-Series -6.5% 

Mid-Large 2nd GEN (N-basic2) Kia Optima -6.4% 

GT-R Nissan GT-R -6.0% 
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MR 

Groups 

with 66% 

Glider 

MR 

Groups 

with 50% 

Glider Volpe Platform Code Example Model 

MR 

Residual % 

Viper Dodge Viper -5.9% 

X253 Mercedes GLC -5.9% 

SKYACTIV C/D Mazda CX-5 -5.8% 

31XX/32XX Chevrolet Colorado -5.4% 

Global Delta/D2XX Chevrolet Volt -5.3% 

PLA-D6a-b Jaguar XJ -5.0% 

I Honda CR-Z -5.0% 

MR1, 

66% 

Glider 

(not all 

MR1 

shown in 

table) 

MR2, 

50% 

Glider 

Nissan-D Nissan Altima -4.8% 

D2C Ford Mustang -4.8% 

CMF-C/D Nissan Rogue -4.7% 

970 Porsche Panamera -4.7% 

Global Alpha/A2XX Chevrolet Camaro -4.5% 

Mid-Large RV 2nd GEN (N-RV2) Kia Sedona -4.5% 

SI(2) Subaru Crosstrek -4.4% 

X156 Mercedes GLA -4.1% 

 

Notably, the newest mainstream vehicles are likely to show mass efficiency improvements over 

their predecessors.  The Ford F-150, Chevrolet Malibu, and Honda Civic scored highly with this 

methodology compared to the previous generation of vehicles.  

Table 6-59 - Average Mass Reduction Residual by Engineering Vintage 

Model Year 

of Last 

Redesign 

2016MY Analysis Fleet Sales 

Weighted Average Mass Reduction 

Residual by Engineering Vintage 

2006 1.4% 

2007 1.5% 

2008 -0.8% 

2009 -0.2% 

2010 1.4% 

2011 -2.8% 

2012 -2.6% 

2013 -2.0% 

2014 -3.1% 

2015 -4.6% 

2016 -6.1% 
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Since the Draft TAR, many platforms have not been redesigned, but in some cases the sales-

weighted residuals for carryover platforms have moved.  In the case of 2-Box and 3-Box 

vehicles, the analysis attribute such changes to differences in sales mix year-over-year and other 

updates to reported curb weights and platform designations.  In the case of platforms with pick-

up trucks, the analysis updated the pick-up regression since the Draft TAR, so that may be a 

contributing factor. 

Unlike the NHTSA analysis presented in the Draft TAR that restricted high levels of mass 

reduction for cars to show a safety neutral pathway to compliance, today’s analysis does not 

artificially restrict mass reduction pathways simulated by ANL.  The CAFE model considers 

MR0 through MR5 for all vehicles at redesign, as described in this section.  

 

Figure 6-168 - Mass Reduction Assignments in NHTSA Draft TAR baseline 
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Figure 6-169 - Distribution of Baseline Mass Reduction Technology, 50% Glider Share 

 

 

Figure 6-170 - Distribution of Baseline Mass Reduction Technology, 66% Glider Share 
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6.3.10.1.1.8.1 Mass Reduction Technologies Costs 

For this NPRM analysis, DMC for the mass reduction technologies are shown on Table 6-60 and 

Table 6-61 for passenger cars and light trucks, respectively. The basis for these costs have been 

discussed throughout Section 6.3.10.1.1.3.  

Table 6-60 - DMC per pound for Mass Reduction Technologies for Passenger Cars 

Vehicle Technologies for Passenger Cars  

Costs per lb. (2016$) 

Technology $/lbs., including RPE Incremental to 

MR0 $0.00 MR0 vehicle 

MR1 $0.38 MR0 vehicle 

MR2 $0.73 MR0 vehicle 

MR3 $0.96 MR0 vehicle 

MR4 $1.53 MR0 vehicle 

MR5 $2.44 MR0 vehicle 

 

Table 6-61 - DMC per pound for Mass Reduction Technologies for Light Trucks 

Vehicle Technologies for Light Trucks 

Costs per lb (2016$) 

Technology $/lbs., including RPE Incremental to 

MR0 $0.00 MR0 vehicle 

MR1 $0.23 MR0 vehicle 

MR2 $0.54 MR0 vehicle 

MR3 $0.95 MR0 vehicle 

MR4 $1.40 MR0 vehicle 

MR5 $2.88 MR0 vehicle 

 

6.3.10.1.1.8.2 Mass Reduction Technologies Learning Rates 

For this NPRM analysis, Table 6-62 below shows the learning rates for mass reduction 

technologies.
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Table 6-62 - Learning rates for mass reduction technologies from MY 2016 to MY 2032 

Technology Model Years 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

MR0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

MR1 0.81 0.77 0.74 0.71 0.68 0.66 0.65 0.63 0.62 0.61 0.6 0.59 0.58 0.57 0.56 0.56 0.55 

MR2 0.73 0.69 0.67 0.64 0.63 0.61 0.59 0.58 0.57 0.56 0.55 0.54 0.53 0.53 0.52 0.51 0.51 

MR3 0.76 0.73 0.7 0.68 0.67 0.65 0.64 0.63 0.61 0.6 0.59 0.58 0.57 0.56 0.56 0.55 0.55 

MR4 1 0.87 0.82 0.79 0.75 0.7 0.67 0.64 0.63 0.61 0.59 0.57 0.56 0.55 0.54 0.53 0.53 

MR5 1 1 1 0.93 0.88 0.84 0.8 0.78 0.76 0.73 0.71 0.69 0.67 0.66 0.65 0.64 0.63 
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6.3.10.1.2   Aerodynamic Drag 

The energy required to overcome aerodynamic drag accounts for a significant portion of the 

energy consumed by a vehicle, and can become the dominant factor for a vehicle’s energy 

consumption at high speeds.  Reducing aerodynamic drag can therefore be an effective way to 

reduce fuel consumption and emissions.  

Aerodynamic drag is proportional to the frontal area (A) of the vehicle and coefficient of drag 

(Cd), such that aerodynamic performance is often expressed as the product of the two values, 

CdA, which is also known as the drag area of a vehicle.  The coefficient of drag (Cd) is a 

dimensionless value that essentially represents the aerodynamic efficiency of the vehicle shape.  

The frontal area (A) is the cross-sectional area of the vehicle as viewed from the front.  It acts 

with the coefficient of drag as a sort of scaling factor, representing the relative size of the vehicle 

shape that the coefficient of drag describes. The force imposed by aerodynamic drag increases 

with the square of vehicle velocity, accounting for the largest contribution to road loads’ higher 

speeds. 

Cd and A are most strongly influenced by the design of the vehicle.  The greatest opportunity for 

improving aerodynamic performance is during a vehicle redesign cycle, when significant 

changes to the shape and size of the vehicle can be made. Incremental improvements may also be 

achieved during mid-cycle vehicle refresh using restyled exterior components and add-on 

devices.  Some examples of potential technologies applied during mid-cycle refresh are restyled 

front and rear fascia, modified front air dams and rear valances, addition of rear deck lips and 

underbody panels, and low-drag exterior mirrors.  While manufacturers may nudge the frontal 

area of the vehicle during redesigns, large changes in frontal area are typically not possible 

without impacting the utility and interior space of the vehicle.  Similarly, manufacturers may 

improve Cd, but the form drag of certain body styles, and airflow needs for engine cooling often 

limit how much Cd may be improved. 

During the vehicle development process, manufacturers use various tools such as Computational 

Fluid Dynamics (CFD), scaled clay models, and full size physical prototypes for wind tunnel 

testing and measurements, to determine aerodynamic drag values and to evaluate alternate 

vehicle designs to improve those values.  

Aerodynamic technologies are divided into passive and active technologies.  Passive 

aerodynamics refers to aerodynamic attributes that are inherent to the shape and size of the 

vehicle, including any components of a fixed nature.  Active aerodynamics refers to technologies 

that variably deploy in response to driving conditions.  These include technologies such as active 

grille shutters, active air dams and active ride height adjustment.  It is important to note that 

manufacturers may employ both passive and active aerodynamic technologies to achieve 

aerodynamic drag values.  
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6.3.10.1.2.1.1 Aerodynamic Technologies in the 2012 Final Rule and Beyond  

In the analysis supporting the 2012 final rule, the agencies relied on the 2011 Ricardo study
394

 

and other publicly available technical literature to project a 10 to 20% reduction in aerodynamic 

drag across the fleet by 2025. The 2012 final rule considered two levels of aerodynamic 

improvements, which the agency labeled AERO1 and AERO2. The first level, AERO1, 

represents a 10% reduction in drag from the baseline. The agencies projected that AERO1 would 

be achieved mostly by means of passive aerodynamic technologies. The second level, AERO2, 

represents a 20% reduction from the baseline (nominally 10 percentage points incremental to 

AERO1), which the agencies projected manufacturers could achieve using a combination of 

passive and active aerodynamic drag reduction technologies. 

This analysis took steps to evaluate the feasibility, cost and effectiveness assumptions for 

AERO1 and AERO2 (as defined in the 2012 final rule) by researching industry trends in the 

application of aerodynamic drag reduction technologies in light-duty vehicles. This analysis 

gathered information on aerodynamic drag reduction technologies from stakeholder meetings, 

conferences, and technical publications after the publication of the 2012 final rule.  

Government and industry stakeholders initiated the following studies to evaluate the cost and 

effectiveness assumptions of aerodynamic drag reduction technologies.  

6.3.10.1.2.1.1.1 Control Tec Study 

The California Air Resources Board (CARB) contracted with Control-Tec, a company that 

specializes in automotive data analytics, to study vehicle load reduction technologies for future 

clean cars.  The study, “Technical Analysis of Vehicle Load Reduction Potential for Advanced 

Clean Cars” provided information on aerodynamic drag reduction technology penetration in the 

MY 2014 fleet.
395

 The report also provided a distribution of manufacturer reported or estimated 

coefficient of drag values as a function of vehicle class,
396

 and used this data to identify the 

vehicles with best in class Cd values.  This study highlights that the distribution of aerodynamic 

drag coefficients varies by body style; this analysis considered body style when assigning initial 

aerodynamic technology levels to vehicles.  

6.3.10.1.2.1.1.2 National Research Council Canada and Transport Canada Study 

In 2013, Transport Canada (TC), Environment and Climate Change Canada (ECCC), National 

Research Council (NRC) of Canada, and EPA initiated a Joint Aerodynamics Assessment 

Program.  The objectives of this program were to quantify the aerodynamic drag impacts of 

various OEM aerodynamic technologies, and  explore the improvement potential of these 

                                                 
394

 EPA-420-R-11-020 - Computer Simulation of Light-Duty Vehicle Technologies for Greenhouse Gas Emissions 

Reduction in the 2020-2025 Timeframe. 
395

 Technical Analysis of Vehicle Load Reduction Potential for Advanced Clean Cars (April 2015), available at 

https://www.arb.ca.gov/research/apr/past/13-313.pdf. 
396

 In many cases, the researchers estimated drag coefficient values based on road load forces and estimated frontal 

areas, as outlined in the paper. 
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technologies by expanding the capability and/or improving the design of current state-of-the-art 

aerodynamic treatments.
397, 398

 

This project was carried out in four phases over a period of three years, using twenty-four 

different vehicles across different vehicle classes.  Passive technologies evaluated included air 

dams (front bumper and wheels), underbody smoothing panels (both OEM and idealized 

prototypes), larger-than-baseline wheel/tire packages, wheel covers (i.e. solid hubcaps), 

miscellaneous improvements (including front license plates, decorative grille features and 

smoothing, tailgates (opened/closed/removed), and tonneau covers.  Active technologies 

evaluated include active front bumper air dams (concepts/prototype), active grill shutters (AGS) 

and active ride height.  

The main observations from the aerodynamic drag reduction technology evaluation in the study 

were -  

a. AGS, covering most or all the front surface of the radiator, provided the largest drag 

improvement of the individual technologies evaluated (experiments were conducted to 

study the effect of partial active grille shutters, and leakage of the completely closed 

grille shutters at different yaw angles),
399

 

b. Active ride height systems provided significant benefits. Active ride height reduces the 

clearance between the underbody and the ground at highway speeds while reducing the 

frontal area contributed by the tires, and changing underbody airflow. Such systems are 

currently only available only in a limited, typically more expensive vehicle. The study 

identified that there is potential for wider implementation of this technology. 

c. The largest potential drag improvement identified was a combination of two technologies 

- active ride height and bumper air dam extension. On the road, this would be achieved 

by an active air dam that would extend at highway speeds and active ride height 

adjustment that would reduce ride height at highway speeds. For example, the wind 

tunnel testing evaluated bumper air dam extension, lowering the ground clearance with 

ride height and active grill shutters 100% closed on a MY 2015 Nissan Murano improved 

the Cd value from 0.37 to 0.31.
400

 Lowering the ride height from 6.9 to 5.3 inches 
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 Larose, G., Belluz, L., Whittal, I., Belzile, M. et al., "Evaluation of the Aerodynamics of Drag Reduction 

Technologies for Light-duty Vehicles - a Comprehensive Wind Tunnel Study," SAE Int. J. Passeng. Cars - Mech. 

Syst. 9(2):772-784, 2016, https://doi.org/10.4271/2016-01-1613. 
398

 Larose, Guy & Belluz, Leanna & Whittal, Ian & Belzile, Marc & Klomp, Ryan & Schmitt, Andreas. (2016). 

Evaluation of the Aerodynamics of Drag Reduction Technologies for Light-duty Vehicles - a Comprehensive Wind 

Tunnel Study. SAE International Journal of Passenger Cars - Mechanical Systems. 9. 10.4271/2016-01-1613. 
399

 Engine cooling needs in extreme operating conditions may limit the opportunity to cover radiator openings in 

many cases. 
400

 Arai, M., Tone, K., Taniguchi, K., Murakami, M. et al., "Development of the Aerodynamics of the New Nissan 

Murano," SAE Technical Paper 2015-01-1542, 2015, https://doi.org/10.4271/2015-01-1542. 
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(reduction of 1.6 inches or 40 mm) reduced the turbulent underbody air flow (for 

comparison, the ground clearance of Mercedes Benz ML 350 is 5.4 inches).  

d. Lowering the ride height while pitching the vehicle nose down (for example, 40mm in 

the front and 20mm in the rear) could provide significant drag reduction. In addition, it 

was shown that certain combinations of technologies (such as active grille shutters with 

air dams) often acted with positive synergy (i.e. more than additive) to result in greater 

reductions in overall drag than the individual technologies alone achieve.
401

 

e. The greatest reduction was observed for the “large car” classification. Additionally, full 

underbody panels extended to cover the entire surface area underneath the vehicle (full 

underbody cover) proved to be an efficient way to reduce drag. 

Table 6-63 summarizes the aerodynamic drag improvements resulting from the use of different 

technologies. The results were observed during wind tunnel testing. Positive numbers indicate 

aerodynamic drag improvement and negative numbers indicate aerodynamic drag worsening.   

Table 6-63 - Aerodynamic Drag Improvements Resulting from Individual Technologies 

 

                                                 
401

 Such approaches could significantly compromise approach angles, break over angles, and ground clearance, all of 

which are important functional specifications for activities like traversing driveway berms on a daily basis, or off-

roading in special circumstances.  
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6.3.10.1.2.1.1.3 Industry trend observations 

Since the 2012 final rule, many passive and some active aerodynamic drag reduction 

technologies (such as active grille shutters) have been introduced by the industry. Some active 

aerodynamic drag reduction technologies, such as active ride height and active air dams, are 

available for implementation but have not been widely offered by manufacturers, perhaps due to 

system complexity and the cost of extra parts.  

In January 2015, EPA staff attended the 2015 North American International Auto Show 

(NAIAS) to gather information about the state of implementation of aerodynamic technologies in 

the vehicles represented at the show. A total of 76 vehicles that appeared to employ aerodynamic 

devices were viewed, across more than a dozen manufacturers. A memorandum describing this 

informal survey is available in EPA Docket EPA-HQ-OAR-2015-0827. Although the sample 

was casually collected and therefore not random or comprehensive, the information gathered 

informs the understanding of industry activity in the application of aerodynamic technology to 

production vehicles. 

Figure 6-171 shows the distribution of aerodynamic technologies EPA observed in the 76 

vehicles at the 2015 North American International Auto Show in Detroit. This limited sample 

shows that manufacturers have widely deployed both active and passive aerodynamic drag 

reduction technologies. As manufacturers refresh or redesign vehicles, manufacturers may 

include more of these aerodynamic technologies in their products.  

 

Figure 6-171 - Distribution of Aerodynamic Technologies observed during 2015 NAIAS by 

EPA staff 
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The following commercial examples show how manufacturers of vehicles of different classes 

have improved aerodynamic drag reduction values relative to their previous generation model 

since 2012 final rule. 

6.3.10.1.2.1.1.4 Toyota Prius 

 

The Toyota Prius has achieved an exceptional aerodynamic drag value, with gradual 

improvements over two product generations. The MY 2008 Toyota Prius utilized aerodynamic 

kammback body styling, meaning the vehicle body was designed with smooth contours from 

front to the back, with the back abruptly cut off, to reduce aerodynamic drag. For the MY 2015 

model, in addition to body styling changes, Toyota added several passive aero technologies such 

as bumper lip extension, front diffuser, rear diffuser, roof spoiler, engine undercover, center 

under body cover and rear under body cover, and incrementally improved aerodynamic drag. For 

the MY 2017 Prius, Toyota further improved the drag coefficient to a value of 0.24,402 with 

careful whole-body styling for aerodynamic optimization, reduced ground clearance and the 

addition of an active front grille. Vehicle styling considerations may impact the ability of other 

manufacturers to achieve similar aerodynamic drag levels on their vehicles. Styling remains 

important in the marketplace and manufacturers’ unique styling themes for product identity may 

impact the level of improvement that can be incorporated.   

6.3.10.1.2.1.1.5 Ford F150 

Ford employed several passive and active aerodynamic technologies for aerodynamic 

improvements on their full size pickup truck, the F-150, as listed in Table 6-64, below.
403

 Among 

other aerodynamic improvements, the air curtain technology in the MY 2015 F-150 guides the 

air flow across the front wheels to reduce wind turbulence. NRC’s wind tunnel testing of one 

version of the MY 2015 Ford F-150 showed a drag coefficient value of 0.37. 

  

                                                 
402

 2017 Prius, http://www.toyota.com/prius/ebrochure/ 
403

 Ford, How Air Curtains on F-150 Help Reduce Aerodynamic Drag and Aid Fuel Efficiency (July 2015), 

available at https://media.ford.com/content/fordmedia/fna/us/en/news/2015/07/15/how-air-curtains-on-f-150-help-

reduce-aerodynamic-drag.html. 
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Table 6-64 - Aero Technologies on MY 2015 F-150 

Aero 

Technologies  

Active grill shutters 

Underbody Cover 

Front corners and head lamps canted back for smooth air flow 

Rear spoiler integrated with the Tail gate (Air from the roof lands on the 

spoiler before trailing off thereby reducing turbulence behind the truck 

Cargo box narrower than the cab and trim piece between the cab and pickup 

box 

Rear tail lamps shaped for smooth air flow tailing off and reducing turbulence 

Duct under head lamp channels air to the wheel house thereby reducing wake 

generated by the w heel, Cross sectional area slightly larger than previous gen 

which resulted in some loss of benefits.  

 

6.3.10.1.2.1.1.6 Nissan Murano 

The Nissan Murano is an example of a mid-size SUV with greater than fifteen (15) percent 

improvement in aerodynamic drag values compared to the previous generation.
404

 The exterior of 

this vehicle was completely redesigned from its MY 2013-2014 generation with the goal of 

minimizing aerodynamic drag by combining passive aerodynamic devices with an optimized 

vehicle shape. The primary passive devices employed include optimization of the rear end shape 

to reduce rear end drag, and addition of a large front spoiler to reduce underbody air flow and 

redirect it toward the roof of the vehicle, thus augmenting the rear end drag improvements. Other 

passive improvements include plastic fillet moldings at the wheel arches, raising the rear edge of 

the hood, shaping the windshield molding and front pillars, engine under-cover and floor cover, 

and air deflectors at the rear wheel wells. An active lower grille shutter also redirects air over the 

body when closed. Together, these measures resulted in a drag coefficient of 0.31 for the MY 

2015 model, representing a 16 to 17% improvement over the 0.37 Cd of the previous model. 

6.3.10.1.2.1.1.7 Industry Comments to Midterm Evaluation 

The agencies received several comments regarding the aero technologies analyzed in the Draft 

TAR, including comments on aero technology effectiveness, cost estimates to achieve 10% and 

20% coefficient of drag improvement, and confidential business information including 

manufacturer-submitted Cd values to further facilitate technical discussion.  Each is discussed 

further, in turn, below. 
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 Arai, M., Tone, K., Taniguchi, K., Murakami, M. et al., "Development of the Aerodynamics of the New Nissan 

Murano," SAE Technical Paper 2015-01-1542, 2015, https://doi.org/10.4271/2015-01-1542. 
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6.3.10.1.2.1.1.8  Aero technology effectiveness 

The Draft TAR outlined aerodynamic drag improvement values determined through NRCC wind 

tunnel testing for several technologies. The industry commented that some drag improvements 

observed in the wind tunnel testing occurred on vehicles with very poor baselines, and the same 

degree of effectiveness does not capture improvement values for vehicles that already have 

applied some aero technologies.  Accordingly, for this NPRM, the analysis is using more 

conservative values for aero technologies for which there is an observed range of effectiveness.  

6.3.10.1.2.1.1.9 Drag coefficient values 

For the Draft TAR, the agencies received Cd values for the MY 2015 vehicles from 

manufacturers, or used estimated Cd values. This analysis evaluated the distribution of these Cd 

values, and paid particularly close attention to the lowest Cd value for a body style relative to a 

10% and 20% aerodynamic drag coefficient reduction compared to the body style average, as 

shown in Table 6-65 below.  In some cases, such as with pickup trucks, this analysis could point 

to no examples of vehicles with a Cd value 20% better than the body style average Cd. 

Table 6-65 - Aerodynamic Drag Coefficients by Body Style in Draft TAR.

 

The industry commented that Cd values often varied by the measurement approach.  For instance, 

aerodynamic drag coefficients for the same vehicle often vary significantly from wind-tunnel to 

wind-tunnel, complicating cross-comparison and cross-referencing.  The industry commented 

that on average, the manufacturer reported Cd values are nine percent lower than the values 

reported by USCAR.
405

 For reference, USCAR follows the SAE J2881 test procedure. However, 

because Cd values are not required to be reported for compliance, manufacturers can and do 

choose different methods to estimate the Cd values. Therefore, to assess the potential for 

aerodynamic improvements, the industry commented that it is important to account for 

differences in the methodologies used to estimate Cd values, and it should not simply be 

comparing the lowest reported Cd value in a vehicle segment to other reported Cd values. The 
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 FCA Draft TAR comments. Docket ID: NHTSA-2016-0068-0082 
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industry commented that such a comparison will not reflect the plausible amount of aerodynamic 

drag improvement that could be achieved. Accordingly, the industry suggested that the analysis 

should normalize manufacturer-reported Cd values using SAE J2881.  

For this NPRM, the analysis took these comments under consideration and closely reviewed the 

MY 2016 Cd data submitted by manufacturers. This analysis observed that the Cd values reported 

by some of the manufacturers showed high levels of improvement relative to the previous model 

year or previous generation. In some cases, the agencies contacted the manufacturers to further 

discuss differences in Cd estimation methodologies. Where appropriate, the analysis adjusted 

MY 2016 fleet Cd values after consultation with the manufacturers, and used these values to 

assign baseline technology levels for each vehicle in the CAFE model simulation.  

6.3.10.1.2.1.1.10  Cost estimates in the Draft TAR 

For the Draft TAR, the agencies relied on the 2015 National Academy of Sciences (NAS) report 

to estimate the cost of AERO1 and AERO2 drag coefficient improvements. The Figure 6-172 

shows the total cost
406

 assumptions used in the Draft TAR, and the associated learning curve. 

The total cost for AERO1 in 2013$=$51 and the total cost for AERO2 in 2013$=$172. The total 

cost of a 20% coefficient of drag improvement in 2013$ = $223 (AERO1 + AERO2).  

The agencies received several comments related to the cost assumptions used in the Draft TAR, 

mainly that they were too low to meet AERO1 and AERO2 levels. The industry submitted an 

example of a passive aerodynamic technology needed to achieve AERO1 and showed a 

significantly higher cost estimate than analyzed in the Draft TAR.  Similarly, the industry 

provided another example of active aerodynamic technology that can be very expensive to 

implement, but acknowledged the benefits in drag reduction. The industry also commented that 

some of these active aerodynamic technologies can only be implemented during vehicle 

redesigns and not during mid-cycle vehicle refresh. 

This analysis considered these comments and revised the cost estimates for this NPRM. The 

updated costs can be found in Table 5-70 and in Table 5-71, for passenger cars and light trucks, 

respectively. 

                                                 
406

 Total cost = Direct manufacturing cost + Incremental cost. 
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Figure 6-172 - Draft TAR Aero1 and Aero2 Total Cost and associated Learning Curve 

 

6.3.10.1.2.1.2 Aerodynamic Improvement Levels 

As stated above, for the Draft TAR the drag improvement levels observed in the MY 2015 fleet 

were binned into two groups, AERO1 and AERO2. However, the agencies observed that many 

of the Cd improvement values in MY 2015 and MY 2016 vehicles were in between 0 to 10%, or 

in between 10 to 20%. To refine the resolution of the analysis of aero improvements in the MY 

2016 fleet, this analysis introduced two additional bins for 5% and 15% Cd improvement. And 

now this analysis is using AERO5, AERO10, AERO15 and AERO20, representing 5, 10, 15 and 

20% Cd improvement in this NPRM. Table 6-66 shows the labeling used in the Draft TAR and 

the new labeling system used in this NPRM. 

Table 6-66 - Draft TAR, NPRM Aero Improvement Levels Limiting Cd improvement for 

certain body styles 

Draft TAR Aero 

Improvement Levels 

NPRM Aero 

Improvement Levels  

Aero Improvements over 

simulated baseline Cd at AERO0 

Baseline AERO0 0% 

 AERO5 5% 

AERO1 AERO10 10% 

 AERO15 15% 

$51  $50  $47  $47  $46  $46  $45  $45  $44  

$172  $169  $167  $165  $163  $162  $160  $159  
$145  

$223  $219  $214  $212  $209  $208  $205  $204  
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AERO2 AERO20 20% 

 

The industry had also commented on the difficulty to achieve AERO20 improvements for certain 

body styles. This analysis considered the industry comments along with the observations made in 

the MY 2016 fleet, and hence limited the Cd improvement that could be achieved for pickup 

trucks to AERO15. Similarly, the analysis limited the Cd improvement that could be achieved for 

minivans to AERO10. The agencies seek comment(s) on limiting the Cd improvement for certain 

body styles. 

hutters or deployable air dams. 

 

Table 6-67 below shows technologies that it can be utilized to achieve AERO5, AERO10, 

AERO15, and AERO20 improvements for all body styles except for pickups and minivans, 

based on NRC of Canada wind tunnel testing, extensive review of commercial vehicles utilizing 

those technologies, and industry comments. The table(s) shows that AERO5 could be achieved 

by styling changes and AERO10 could be achieved with the combination of body styling and 

with few passive aero technologies such as rear spoiler, wheel deflectors, bumper lips and rear 

diffuser. AERO15 and AERO20 could be achieved with the combination of body styling, passive 

and active aero technologies such active grill shutters or deployable air dams. 

 

Table 6-67 - Aero Technologies for all Body Styles except Pickups and Minivans for all 

Body Styles Except Pickup and Minivans 

Aero 

Improvements 

Components Effectiveness (%) 

 

 

AERO5 

Front Styling 2.0% 

Roof Line raised at forward of B -pillar 0.5% 

Faster A pillar rake angle 0.5% 

Shorter C pillar 1.0% 

Low drag wheels 1.0% 

 

 

AERO10 

Rear Spoiler 1.0% 

Wheel Deflector / Air outlet inside wheel housing 1.0% 

Bumper Lip 1.0% 

Rear Diffuser 2.0% 

AERO15 Underbody Cover Incl. Rear axle cladding) 3.0% 

Lowering ride height by 10mm 2.0% 

 

AERO20 

Active Grill Shutters 3.0% 

Extend Air dam 2.0% 
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Considering the limitations for certain body styles as explained earlier, this analysis generated a 

separate list of technologies and their effectiveness for pickup trucks showing the pathway to 

achieve AERO5, AERO10 and AERO15 improvements. This analysis also adjusted the 

effectiveness for body styling due to design limitations associated with pickup utility functions. 

This analysis conclude that Tonneau covers for pickup truck beds is one example of passive aero 

technology that has an effectiveness of nearly 3.7%, as shown in the NRC of Canada wind tunnel 

testing Table 6-63.  However, this technology was not considered as a pathway to achieve higher 

Cd improvements in pickups, as the use of the Tonneau covers is user-dependent.  Table 6-68 

shows the list of technologies and their effectiveness for pickup and minivan body styles. 

 

Table 6-68 - Aero Technologies for Pickup and Minivan Body Styles 

Aero 

Improvements 

Components Effectiveness (%) 

AERO5 Whole Body Styling (Shape Optimization) 1.5% 

Faster A pillar rake angle 0.5% 

Rear Spoiler 1.0% 

Wheel Deflector / Air outlet inside wheel housing 1.0% 

Bumper Lip 1.0% 

AERO10 Rear Diffuser 2.0% 

Underbody Cover Incl. Rear axle cladding) 3.0% 

AERO15 Active Grill Shutters 3.0% 

Extend Air dam 2.0% 

   AERO 20 Active Ride Height Adjustment 3% - 5% 

 

As discussed above, this analysis revised the cost estimates for the NPRM based on new 

information available since the Draft TAR. To make updates, this analysis estimated the cost of 

manufacturing passive and active aero technologies for AERO5, AERO10, AERO15 and 

AERO20 based on industry feedback and CBI shared with the agency.  

The cost to achieve AERO5 is relatively low, as most of the improvements can be made through 

body styling changes. The cost to achieve AERO10 is higher than AERO5, due to the addition of 

several passive aero technologies, and the cost to achieve AERO15 and AERO20 is higher than 

AERO10 due to use of both passive and active aero technologies.  

Table 6-69 shows the total cost for passenger cars and car based SUVs and Table 6-70 shows the 

DMC and total cost light-duty trucks and truck based SUVs at 5, 10, 15 and 20% aerodynamic 

improvements. This analysis uses 1.5 as the retail price equivalent (RPE) multiplier to estimate 

the total cost to achieve these improvements. Figure 6-173 and Figure 6-174 show the aero 

technology improvement cost curve for passenger cars and pickups. 
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Table 6-69 - Aero technologies and Estimated Cost for Passenger Cars and SUVs 

Aero Levels Aero Improvements $DMC $Total Cost 

($DMC x 1.5) 

AERO5 5% 45 67.5 

AERO10 10% 92 138 

AERO15 15% 130 195 

AERO20 20% 230 345 

 

 

Figure 6-173 - Aero technology cost curve for Passenger Cars and SUV’s 

 

Table 6-70 - Aero technologies and Estimated Cost for Pickups 

Aero Levels Aero Improvements $DMC $Total Cost 

($DMC x 1.5) 

AERO5 5% 45 67.5 

AERO10 10% 92 138 

AERO15 15% 230 345 

AERO20 20% 667 1000 
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Figure 6-174 - Aero technology cost curve for Pickups 

 

6.3.10.1.2.1.3 Aerodynamic drag, baseline assignments and restrictions in the CAFE model 

This analysis used a relative performance approach to assign the current aerodynamic technology 

level to a vehicle. Different body styles offer different utility and have varying levels of baseline 

form drag. Additionally, frontal area is a major factor in aerodynamic forces, and the frontal area 

varies by vehicle.  This analysis considered both frontal area and body style as utility factors 

affecting aerodynamic forces; therefore, the analysis assumed all reduction in aerodynamic drag 

forces come from improvement in the aerodynamic coefficient of drag (Cd).  Per the process 

outlined in NHTSA’s section of the Draft TAR, the analysis computed an average coefficient of 

drag for each body style segment in the MY 2015 analysis fleet from drag coefficients published 

by manufacturers.  By comparing coefficients of drag among vehicles sharing body styles, this 

allowed to estimate the level of aerodynamic improvement present on specific vehicles.  

This analysis assigned levels of aerodynamic technology to the MY 2016 fleet on a relative basis 

based on confidential business information submitted by manufacturers on aerodynamic drag 

coefficients and other information sources.  In all cases, the analysis referenced manufacturer 

submitted data if that data was supplied.  In the few cases that manufacturers did not submit Cd 

values via confidential business information, it was estimated the Cd based on other sources. 

While some small differences exist between the aggregate MY 2015 and MY 2016 data, the 

analysis retained the NHTSA calculated MY 2015 average Cd as the baseline drag coefficient for 

nearly all body styles.  For pickup trucks, this analysis assigned a baseline drag coefficient of 

0.42, considering that a large portion of the pickups sold in MY 2015 already included 

aerodynamic features assumed for advanced levels of aero.  This analysis was in conjunction 

with ANL to harmonize the simulation baselines with the assignment baselines to the fullest 
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extent possible.
407

 Table 6-71 summarizes the best, worst, and average recorded Cd for each body 

style. 

  

                                                 
407

 Often vehicles assigned to technology classes do not perfectly match up with simulated vehicles, but in most 

cases this analysis assumed the aerodynamic effects, and other specifications were comparable and appropriate for 

use as proxies.  
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Table 6-71 - Summary Aerodynamic Drag Coefficients by Body Style 

    AERODYNAMIC DRAG COEFFICIENT 

BODY STYLE Year High Average Low 

Convertible MY 2016  0.427 0.337 0.290 

MY 2015 0.410 0.334 0.290 

Coupe MY 2016 0.405 0.320 0.260 

MY 2015 0.440 0.319 0.240 

Hatchback MY 2016 0.384 0.324 0.270 

MY 2015 0.370 0.333 0.250 

Minivan MY 2016 0.365 0.324 0.286 

MY 2015 0.360 0.326 0.290 

Pickup MY 2016 0.448 0.398 0.360 

MY 2015 0.420 0.395 0.360 

Sedan MY 2016 0.379 0.292 0.240 

MY 2015 0.370 0.302 0.240 

Sport Utility MY 2016 0.540 0.366 0.290 

MY 2015 0.540 0.363 0.300 

Van MY 2016 0.454 0.369 0.310 

MY 2015 0.415 0.389 0.337 

Wagon MY 2016 0.360 0.316 0.286 

MY 2015 0.380 0.342 0.290 

 

For a vehicle to achieve AERO10, the aerodynamic drag coefficient needs to be at least 10% 

below the baseline Cd for the body style. To achieve AERO20, the Cd needs to be at least 20% 

better than the baseline for the body style. The following Table 6-72 lists thresholds for AERO5, 

AERO10, AERO15, and AERO20 that the analysis used to assign an aerodynamic tech level for 

each vehicle.  
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Table 6-72 - Baseline AERO technologies, and technology steps by body style 

 AERO LEVEL & 2016MY VOLUME DISTRIBUTION  BODY STYLE 

SKIP LOGIC 

BODY 

STYLE 

Labels AERO0 AERO5 AERO10 AERO15 AERO20 AERO15 AERO20 

Convertible Share 80.0% 6.0% 14.0% 0.0% 0.0%   SKIP 

Cd  0.334 0.317 0.301 0.284 0.267 

Coupe Share 51.3% 31.9% 13.8% 3.0% 0.0%     

Cd  0.319 0.303 0.287 0.271 0.255 

Hatchback Share 39.3% 18.9% 15.1% 25.4% 1.3%     

Cd   0.333 0.316 0.300 0.283 0.266 

Minivan Share 53.3% 15.1% 31.6% 0.0% 0.0% SKIP SKIP 

Cd  0.326 0.310 0.293 0.277 0.261 

Pickup Share 17.9% 67.2% 14.3% 0.6% 0.0%   SKIP 

Cd   0.420 0.399 0.378 0.357 0.336 

Sedan Share 43.7% 26.3% 19.7% 7.9% 2.4%     

Cd   0.302 0.287 0.272 0.257 0.242 

Sport 

Utility 

Share 57.4% 28.1% 10.7% 3.5% 0.3%     

Cd   0.363 0.345 0.327 0.309 0.290 

Van Share 0.0% 4.3% 15.7% 57.2% 22.8%     

Cd   0.389 0.370 0.350 0.331 0.311 

Wagon Share 8.3% 78.6% 13.0% 0.2% 0.0%   SKIP 

Cd   0.342 0.325 0.308 0.291 0.274 

 

For some body styles, there were no commercial examples of drag coefficients demonstrating 

great improvement over baseline levels.  In some of these cases, this analysis deemed the most 

advanced levels of aerodynamic drag simulated as not technically practicable given the form 

drag of the body style and costed technology.  Because of form drag, the analysis did not 

consider highest levels of drag improvement for convertibles, minivans, pickups, and wagons as 

a potential pathway to compliance in response to regulatory alternatives.  

Additionally, this analysis recognize many high performance vehicles already include advanced 

aerodynamic features despite middling aerodynamic drag coefficients.  In these high 

performance vehicle cases, this analysis recognize manufacturers tune aerodynamic features to 

provide desirable downforce at high speeds and to provide sufficient cooling for the powertrain; 

therefore, manufacturers may have limited ability to improve aerodynamic drag coefficients for 

high performance vehicles with internal combustion engines.  This analysis restrict application of 

AERO15 and AERO20 technology for all vehicles with more than 405 HP, excluding pickup 

trucks.  Approximately 400,000 units of volume in the MY 2016 market data file include limited 

application of aerodynamic technologies because of vehicle performance.  
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Figure 6-175 - Distribution of baseline AERO technologies, Draft TAR vs. NPRM 

 

6.3.10.1.2.1.4 Aerodynamic Drag reduction Technologies Learning Rates 

For this NPRM analysis, Table 6-73 shows the learning rates used for aerodynamic technologies 

from MY 2016 to MY 2032. 
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Table 6-73 - learning rates for Aerodynamic technologies from MY 2016 to MY 2032 

Technology Model Years 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

 AERO0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

AERO5, 

AERO10, 

AERO15, 

AERO20 

0.9 0.87 0.84 0.81 0.79 0.77 0.75 0.73 0.72 0.7 0.69 0.68 0.67 0.66 0.66 0.65 0.64 
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6.3.10.1.3 Tire Rolling Resistance 

6.3.10.1.3.1.1 Tire rolling resistance, baseline assignments and restrictions in the CAFE 

model 

Since Draft TAR, this analysis has reassessed rolling resistance values on modern tires through 

discussions with vehicle manufacturers, tire manufactures, and independent bench testing.  For 

the Draft TAR, ANL had simulated an optimistic baseline rolling resistance value in support of 

the NHTSA analysis.  Based on a thorough review of experimental data, confidential business 

information submitted by industry, and a review of other literature, baseline rolling resistance 

values have been updated to 0.009. In the Draft TAR, the agencies used different rolling 

resistance values for different vehicles classes.
408

   Using 0.009 is near the mode of the 

ControlTEC study on road loads, sponsored by the CARB.  The updated baseline brings NPRM 

simulations into better alignment with current equipment in the MY 2016 fleet. 

 

Figure 6-176 - CONTROLTEC distribution of estimated tire RRC for all vehicles
409

 

In the Draft TAR, the NHTSA analysis showed little rolling resistance technology in the baseline 

fleet.  Reasons for this were threefold: 

                                                 
408

  Draft Tar RR values - compact Car = 0.0075, midsize car = 0.008, small suv = 0.0084, midsize suv = 0.0084, 

and pickup = 0.009 
409

 “Technical Analysis of Vehicle Load Reduction Potential for Advanced Clean Cars,” 

https://www.arb.ca.gov/research/apr/past/13-313.pdf, page 39. 

https://www.arb.ca.gov/research/apr/past/13-313.pdf
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 Simulations used baseline values already reflecting best-in-class tire rolling resistance; 

 Credible tire rolling resistance values for all vehicles from bench data were not available 

to the agencies at the time of Draft TAR; and 

 Few manufacturers submitted rolling resistance values in support of the Draft TAR 

analysis.  

For this analysis, to achieve ROLL10, the tire rolling resistance must be at least 10% better than 

baseline (.0081 or better).  To achieve ROLL20, the tire rolling resistance must be at least 20% 

better than baseline (.0072 or better).  This analysis used confidential business information 

provided by manufacturers to assign initial rolling resistance values for each vehicle. 

Additionally, the agencies recognize some high performance vehicles will not sacrifice traction 

to improve rolling resistance.  For this analysis, the analysis restrict the application of ROLL20 

technology for non-pickup body styles with 405 HP or more.  Furthermore, the analysis restrict 

the application of ROLL10 technology for non-pickup, non-SUV body styles with 500 HP or 

more.  The analysis developed these cutoffs based on a review of confidential business 

information and the distribution of rolling resistance values in the fleet. 

 

Figure 6-177 - Distribution of baseline ROLL technologies, Draft TAR vs. NPRM 
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6.3.10.1.3.1.2 Tire Rolling Resistance Technologies Costs  

For this NPRM, the analysis used DMC from the 2016 Draft TAR and updated the values to 

reflect 2016$. Table 6-74 below the different level of tire rolling resistance technology cost.  

Table 6-74 - DMC for tire rolling resistance reduction technologies 

Vehicle Technologies - Direct Manufacturer Costs (2016$) 

Technology Direct Manufacturing Cost Incremental to 

ROLL0 $0.00  BaseV 

ROLL10 $5.88  ROLL0 

ROLL20 $44.58  ROLL0 

 

6.3.10.1.3.1.3 Tire Rolling Resistance Technologies Learning Rate 

For this NPRM analysis, Table 6-75 shows the learning rates applied to the tire rolling resistance 

technologies. 
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Table 6-75 - Learning rates for tire technologies from MY 2016 to MY 2032 

Technology Model Years 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

ROLL0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

ROLL10 0.91 0.88 0.85 0.82 0.8 0.78 0.76 0.74 0.73 0.72 0.71 0.7 0.69 0.68 0.68 0.67 0.66 

ROLL20 1 0.85 0.77 0.72 0.68 0.65 0.62 0.6 0.58 0.57 0.56 0.55 0.54 0.53 0.52 0.52 0.51 
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6.3.10.1.3.2 Non-Modeled Technologies 

6.3.10.1.3.2.1 Rationale for including limited technologies outside of Autonomie 

The agencies considered some technologies in the CAFE model that were not modeled directly 

in Autonomie.  For these few technologies, the CAFE model applies a fixed difference in fuel 

consumption if the technology is selected.  While the agencies generally prefer not to employ 

fixed fuel consumption improvements, in these limited cases, the effectiveness of the technology 

does not vary much with combinations of complementary equipment, and the burden of the 

number of simulations conducted by ANL would be much higher if each of these technologies 

were included. 

The “non-modeled” technologies are low drag brakes (LDB), electric power steering (EPS), 

improved accessory devices (IACC), and secondary axle disconnect (SAX), where the latter may 

only be applied to vehicles with all-wheel-drive or four-wheel-drive. 

6.3.10.1.3.2.2 Electric Power Steering (EPS) 

Electric power steering reduces fuel consumption and CO2 emissions by reducing load on an 

engine.  Specifically, it reduces or eliminates the parasitic losses associated with engine-driven 

power steering pumps that pump hydraulic fluid through steering actuation systems, even when 

no steering input is present.  Power steering may be electrified on light duty vehicles with 

standard 12V electrical systems and is also an enabler for vehicle electrification because it 

provides power steering when the engine is off. 

Power steering systems can be electrified in two ways. Manufacturers may choose to completely 

eliminate the hydraulic portion of the steering system and provide electric-only power steering 

(EPS) driven by an independent electric motor, or they may choose to move the hydraulic pump 

from a belt-driven configuration to a stand-alone electrically driven hydraulic pump.  The latter 

system is commonly referred to as electro-hydraulic power steering (EHPS). 

For this NPRM, the analysis issuing NHTSA’s 2016 Draft TAR effectiveness and cost. The 

DMC in the Draft TAR analysis in 2013$ was $95.86 per vehicle, and the cost has been updated 

to 2016$ to $93.59 for this analysis. 

6.3.10.1.3.2.3 Improved Accessories (IACC) 

Engine accessories typically include the alternator, the coolant pump, and oil pump, and are 

traditionally mechanically-driven via belts, gears, or directly by other engine components such as 

camshafts or the crankshaft.  Removing the drive of these items from the work performed by an 

engine will reduce fuel consumption, and when electrically driven, they can be driven only when 

needed (“on-demand”). 

Electric coolant pumps and electric powertrain cooling fans provide better control of engine 

cooling.  For example, flow from an electric coolant pump can be varied, and the radiator fan can 
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be shut off during engine warm-up or cold ambient temperature conditions, reducing warm-up 

time, fuel enrichment requirements, and, ultimately reducing parasitic losses. 

The agencies also include the benefits from a higher efficiency alternator in this category.  

Higher efficiency alternators improve overall accessory performance, and handle the increased 

electrical demands that result from electrifying formerly mechanically-driven components.  

The agencies considered whether to include electric oil pump technology in the analysis 

supporting this rulemaking, but decided against it because electric engine oil pumps have 

insignificant impacts on reducing parasitic losses.  However, the agencies request comment on 

this approach, and whether electric engine oil pumps should be included in future analyses.  

Please provide supporting data if applicable. 

The agencies employed two levels of IACC in the Draft TAR analysis.  For this NPRM, the 

analysis employ only one level of improved accessories technology, which corresponds to level 2 

IACC in the Draft TAR analysis.  Since the Draft TAR was published, the agencies have 

identified widespread application of the previously described IACC level 1 technologies, such as 

high efficiency alternators.  This NPRM analysis considers higher efficiency alternators level 2 

IACCs, which incorporate mild regeneration and further electrification of accessories, such as 

electric water pumps. 

For this analysis, NHTSA is using the DMC from the 2012 final rule. The DMC for MY 2016 in 

2010$ adds another $45.00 per vehicle, which is an additional $49.55 per vehicle in 2016$. 

6.3.10.1.3.2.4 Low Drag Brakes (LDB) 

Low or zero drag brakes reduce or eliminate the friction of disc brake pads coming into contact 

with brake rotors when the brakes are not being applied. By allowing brake pads to pull or be 

pushed away from the rotating disc, either by mechanical or electric methods, the drag on the 

vehicle is reduced or eliminated. 

LDBs have historically employed a caliper and rotor system that allows the piston in the caliper 

to retract. However, if pads are allowed to move too far away from the rotor, the first pedal apply 

made by the vehicle operator can feel spongy and have excessive travel. This can lead to 

customer dissatisfaction regarding braking performance and pedal feel. For this reason, in 

conventional hydraulic-only brake systems, manufacturers are limited by how much they can 

allow pads to move away from the rotor. 

Recent developments in braking systems have resulted in brakes with the potential for zero drag. 

In this system, the pad is allowed to move away from the rotor in much the same way as a 

conventional brake system, but in a zero drag brake system, the pedal feel is separated from 

hydraulics by a pedal simulator. This system is similar to the brake systems designed for hybrid 

and electric vehicles; in hybrid and electric vehicles, some of the primary braking is done 

through the recuperation of kinetic energy in the drive system. However, the pedal feel and the 
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deceleration the operator experiences is tuned to provide a braking experience equivalent to that 

of a conventional hydraulic brake system. These “brake-by-wire” systems have highly tuned 

pedal simulators feeling like typical hydraulic brakes and seamlessly transition to a conventional 

system as required by different braking conditions. The application of a pedal simulator and 

brake-by-wire system is new to non-electrified vehicle applications. By using this type of 

system, vehicle manufacturers can allow brake pads to move farther away from the rotor and still 

maintain the initial pedal feel and deceleration associated with a conventional brake system. 

In addition to reducing brake drag, the zero drag brake system provides ancillary benefits. It 

allows for a faster brake apply and greater deceleration than is normally applied by the average 

vehicle operator. It also allows manufacturers to tune the braking for different customer 

preferences within the same vehicle. This means manufacturers can provide a “sport” mode, 

which provides greater deceleration with less pedal displacement and a “normal” mode, which 

might be more appropriate for day-to-day driving. These electrically driven systems also 

facilitate other brake features such as panic brake assist, automatic braking for crash avoidance, 

and possible future support for autonomous driving features. 

The zero drag brake system also eliminates the need for a brake booster. This saves cost and 

weight in the system. Elimination of the conventional vacuum brake booster could also improve 

the effectiveness of stop-start systems. Typical stop-start systems need to restart the engine if the 

brake pedal is cycled because the action drains the booster of stored vacuum. Because the zero 

drag brake system provides braking assistance electrically, there is no need to supplement lost 

vacuum during an engine off event. 

Finally, many engine technologies being considered to improve efficiency also reduce pumping 

losses through reduced throttle. The reduction in throttle could result in supplemental vacuum 

being required to operate a conventional brake system. This is the situation in many diesel-

powered vehicles. Diesel engines run without a throttling and often require supplemental vacuum 

for brake boosting. By using a zero drag brake system, manufacturers may realize the elimination 

of brake drag as well as ancillary benefits described above, and avoid the need for a 

supplemental vacuum pump. 

For this analysis, NHTSA is using DMC from the 2012 final rule. The DMC for MY 2017 in 

2010$ is $59.00 per vehicle. In 2016$ the cost becomes $64.65 per vehicle. 

6.3.10.1.3.2.5 Secondary Axle Disconnect (SAX) 

All-wheel drive (AWD) and four-wheel drive (4WD) vehicles provide improved traction by 

delivering torque to the front and rear axles, rather than just one axle. Driving two axles rather 

than one tends to consume more energy because of additional friction and rotational inertia. 

Some of these losses may be reduced by providing a secondary axle disconnect function that 

disconnects one of the axles when driving conditions do not call for torque to be delivered to 

both. 
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The terms AWD and 4WD are often used interchangeably. The term AWD has come to be 

associated with light-duty passenger vehicles providing variable operation of one or both axles 

on ordinary roads. The term 4WD is often associated with larger truck-based vehicle platforms 

providing for a locked driveline configuration and/or a low range gearing meant primarily for 

off-road use. 

Many 4WD vehicles provide for a single-axle (or two-wheel) drive mode that may be manually 

selected by the user. In this mode, a primary axle (perhaps the rear) will be powered, while the 

other axle (known as the secondary axle) is not. Even though the secondary axle is not 

contributing torque, energy may still be consumed by rotation of its driveline components 

because they are still connected to non-driven wheels. This energy loss directly results in 

increased fuel consumption and CO2 emissions that could be avoided by disconnecting the 

secondary axle components under these conditions. 

Further, many light-duty AWD systems are designed to variably divide torque between the front 

and rear axles in normal driving to optimize traction and handling in response to driving 

conditions. Even when the secondary axle is not delivering torque, it typically remains engaged 

with the driveline and continues to generate losses that could be avoided by a more advanced 

disconnect feature. For example, Chrysler has estimated the secondary axle disconnect in the 

Jeep Cherokee reduces friction and drag attributable to parasitic of the secondary axle by 80% 

when in disconnect mode.
410

 Some sources of secondary axle parasitic include lubricant 

churning, seal friction, bearing friction, and gear train losses.
411,412

 

Many part-time 4WD systems, such as those seen in light trucks, use some type of secondary 

axle disconnect to provide shift-on-the-fly capabilities. In many of these vehicles, particularly 

light trucks, the rear axle is permanently driven, and the front axle is secondary. The secondary 

axle disconnect is, therefore, part of the front differential assembly in these vehicles. Light-duty 

passenger cars employing AWD may instead permanently power the front wheels while making 

the rear axle secondary, as currently in production in the Jeep Cherokee 4WD system. As part of 

a shift-on-the-fly 4WD system, the secondary axle disconnect serves two basic purposes - first, 

in two-wheel drive mode, it disengages the secondary axle from the driveline so wheels do not 

turn the secondary driveline at road speed, reducing wear and parasitic energy losses; and 

second, when shifting from two- to four-wheel drive “on the fly” (while moving), the secondary 

axle disconnect couples the secondary axle to its differential side gear only after the 

synchronizing mechanism of the transfer case has spun the secondary driveshaft up to the same 

speed as the primary driveshaft. 

                                                 
410

 Brooke, L. “Systems Engineering a new 4x4 benchmark,” SAE Automotive Engineering, June 2, 2014.   
411

 Phelps, P. “EcoTrac Disconnecting AWD System,” presented at 7th International CTI Symposium North America 

2013, Rochester MI.   
412

 Pilot Systems, “AWD Component Analysis,” Project Report, performed for Transport Canada, Contract T8080-

150132, May 31, 2016.   
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6.3.10.1.3.2.5.1 Developments in AWD Technology 

As discussed in Draft TAR, EPA coordinated with Transport Canada and Environment and 

Climate Change Canada on a project to characterize AWD systems present in the market today. 

The primary objectives of this project were to gain an overview of AWD technology and to 

understand the potential effect of advances in these systems on GHG performance in comparison 

to their 2WD variants. A comprehensive technical characterization of 17 in-production AWD 

systems has been completed. It includes characterization of system architecture, operating 

modes, and current usage in the fleet. It also estimated and compared the mass and rotational 

inertia of AWD components and parts to those of 2WD variants to better understand the weight 

increase associated with AWD systems. Additionally, the all-wheel-drive components of three 

AWD vehicles (the 2015 Jeep Cherokee Limited 4x4, 2015 Ford Fusion AWD, and 2015 

Volkswagen Tiguan Trendline 4motion) underwent a teardown to accurately characterize their 

mass and rotational inertia and estimate their approximate cost. One of the teardown vehicles, the 

Jeep Cherokee, includes a secondary axle disconnect, indicating this technology has begun to 

appear in light-duty vehicles since the 2012 final rule. In 2014, Chrysler Group LLC presented a 

positive outlook on advantages of this system for improving fuel efficiency while retaining a 

highly competitive off-road capability.
413

 This suggests the addition of secondary axle disconnect 

systems need not be accompanied by loss of traction and handling capability. 

The study reinforced the perception that AWD is rapidly increasing in popularity in the vehicle 

fleet, with approximately one-third of all vehicles sold in North America in 2015 having AWD 

capability. However, the prevalence of AWD varies significantly between vehicle segments and 

trim levels; sedans have the lowest AWD availability, while AWD versions outnumber 2WD 

versions in the SUV and pickup segments, particularly among the higher trim levels in each 

segment. 

The study identified several areas of potential efficiency improvement for AWD systems. These 

included system-level improvements such as - use of a single shaft Power Transfer Unit (PTU), 

which can save up to 10kg in mass compared to a two-shaft unit; careful integration into vehicle 

architecture; downsizing the driveline to further reduce mass while providing sufficient traction 

in adverse conditions; and use of electric rear axle drive (eRAD). Component-level 

improvements were also identified, including - use of fuel-efficient bearings, low drag seals, 

improved lubrication strategies, use of high-efficiency lubricants, advanced constant 

velocity(CV) joints, and dry clutch systems. Design improvements such as hypoid offset 

optimization, bearing preload optimization, use of single-shaft power transfer units (PTUs), and 

an optimized propshaft gear ratio were also suggested to have potential. Use of weight-reducing 

metals such as magnesium, and manufacturing improvements such as vacuum die casting and 

improved hypoid manufacturing were also cited as opportunities. The authors' judgement of the 

                                                 
413

 Martin, B. et al. “The Innovative Driveline of the 9-Speed Jeep Cherokee,” presented at 8th International CTI NA 

Symposium, May 2014, Rochester, MI.   
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relative potential for AWD efficiency improvements offered by each opportunity is depicted in 

Figure 6-178, below. 

 

Figure 6-178 - Summary of AWD Efficiency Improvement Potentials  

 

Various sources cited in the study suggested that AWD disconnect systems have the ability to 

lower fuel consumption of AWD vehicles between 2% and 7%, which is significantly higher 

than the estimates of 1.2% to 1.4% used in the 2012 final rule. However, it should be noted that a 

disconnect strategy must balance fuel efficiency with other concerns such as vehicle dynamics, 

traction, and safety requirements, which may act to reduce the fuel consumption improvements 

from the disconnect system. The study also identified three primary technological trends taking 

place in AWD systems design, including - actively controlled multi-plate clutches (MPCs), 

active disconnect systems (ADS), and electric rear axle drives (eRAD). While controlled MPCs 

appear to be the dominant technology in on-demand systems, ADS is a more recent trend and 

holds promise for reducing real world fuel consumption. eRAD is the most recent emerging 

technology with potential for even greater improvements (as seen in the Volvo XC90 Hybrid 

SUV). 
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The teardown analysis analyzed three power transfer units (PTUs) and rear drive modules 

(RDMs) from the Ford Fusion, Jeep Cherokee, and VW Tiguan. These were non-destructively 

disassembled and analyzed with respect to mass, rotational inertia, and the presence of specific 

design features.  Figure 6-179 shows the contribution of individual AWD driveline components 

to the total additional mass of the AWD variant of each vehicle compared to the 2WD variant. 

Further analysis of rotational inertias of these parts suggested rotational inertias add little 

equivalent mass and, therefore, probably do not largely effect fuel consumption. 

 

Figure 6-179 - Contribution of Individual AWD Driveline Components to Total Additional 

Vehicle Mass 

 

The study included a high-level cost analysis for these parts, including the mechanical disconnect 

device and necessary modifications to the torque transfer device (TTD). The total cost of adding 

secondary axle disconnect to a vehicle was estimated at approximately $90 to $100. Although 

this cost estimate was informally derived based primarily on the experience and expertise of the 

authors, it compares well to the total cost (TC) figure attributed to MY 2017 in the 2012 final 

rule analysis, at $98. The authors noted the cost for the Jeep Cherokee system would likely be 

higher because this system was designed to accommodate a planetary low gear, which adds mass 

and cost not related to the AWD disconnect function. 

In addition to the in-production disconnect concepts described in the Transport Canada AWD 

report, activity continues in the development of innovative secondary axle disconnect concepts. 
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For example, in 2015, Schaeffler presented a novel design for a clutch mechanism for use in 

AWD disconnect.
414

 Suppliers are also designing and marketing modular solutions for 

integration into existing OEM products. These developments and others suggest multiple 

potential paths will exist for disconnect technology to accompany the increasing growth and 

popularity of AWD in light-duty vehicles. 

6.3.10.1.3.2.5.2 Values used for this NPRM 

For this NPRM, this analysis carried forward the work conducted in the Draft TAR and EPA 

Proposed Determination on secondary axle disconnect systems. This work involved gathering 

information by monitoring press reports, holding meetings with suppliers and OEMS, and 

attending industry technical conferences. This analysis are using DMC from the 2012 final rule. 

The DMC for MY 2017 is $82.00 per vehicle (in 2010 dollars). After adjusting for 2016 dollars, 

the cost becomes $89.18 per vehicle. 

6.3.10.1.3.2.6 Stage of commercialization and application highlights in the 2016MY fleet 

All of the aforementioned “non-modeled” technologies have been commercialized, to some 

extent, in the MY 2016 fleet.  However, many of the “non-modeled” technologies are difficult to 

observe and assign to analysis fleet vehicles without review of confidential business information.  

For the Draft TAR, the agencies assigned far too few of these technologies properly in the 

analysis fleet.  After reviewing feedback from the Draft TAR, the agencies assigned electric 

power steering and improved accessory devices in higher rates for today’s analysis.  Industry 

engagement and feedback is critical for the agencies to properly assign the use of difficult to 

observe technologies in the analysis fleet. 

                                                 
414

 Lee, B. “A Novel Clutch Solution for AWD Disconnect,” presented at 9th International CTI Symposium North 

America 2015, Rochester, MI.   
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Figure 6-180 - Distribution of Baseline “Non-Modeled” Technologies, Draft TAR vs. 

NPRM 
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6.3.10.1.3.2.7 Effectiveness estimates for non-modeled technologies 

The effectiveness estimates for non-modeled technologies rely on previous work published as 

part of the rulemaking process. The percentages are applied as an increase to individual vehicle 

combined fuel economy figures. 

Table 6-76 - Fuel consumption improvement values for technologies not simulated in 

Autonomie 

NHTSA Draft TAR Fuel Consumption Improvements 

Tech Class LDB EPS IACC1 IACC2 SAX 

SmallCar 0.80% 1.50% 1.22% 1.85% 1.40% 

MedCar 0.80% 1.30% 1.22% 2.36% 1.40% 

SmallSUV 0.80% 1.20% 1.01% 1.74% 1.40% 

MedSUV 0.80% 1.00% 0.91% 2.34% 1.30% 

Pickup 0.80% 0.80% 1.61% 2.15% 1.60% 

      NHTSA NPRM Fuel Consumption Improvements 

Tech Class LDB EPS 

 

IACC SAX 

SmallCar 
0.80% 1.50% 

  
1.85% 1.40% 

SmallCarPerf 

MedCar 
0.80% 1.30% 

  
2.36% 1.40% 

MedCarPerf 

SmallSUV 
0.80% 1.20% 

  
1.74% 1.40% 

SmallSUVPerf 

MedSUV 
0.80% 1.00% 

  
2.34% 1.30% 

MedSUVPerf 

Pickup 
0.80% 0.80% 

  
2.15% 1.60% 

PickupHT 
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6.3.10.1.3.2.8 Cost estimates 

The table below shows the DMC summary of the non-simulated technologies applied in this 

NPRM analysis. The costs have been updated to 2016$, consistent with other costs in this 

analysis.  

Table 6-77 - DMCs used for vehicle technologies in this NPRM analysis 

Vehicle Technologies - Direct Manufacturer Costs (2016$) 

Technology 

Direct Manufacturing 

Cost Incremental to 

EPS $93.59 BaseV 

IACC $49.55 EPS 

LDB $64.65 BaseV 

SAX $89.18 BaseV 

 

6.3.10.1.3.2.9 Non-Simulated Technologies Learning Rates 

For this NPRM analysis, Table 6-78 below shows the learning rate for the non-simulation 

technologies. 
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Table 6-78 - learning rates for non-simulated technologies for MY 2016 to MY 2032 

Technology Model Years 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 

EPS 0.94 0.93 0.91 0.89 0.88 0.86 0.85 0.84 0.82 0.81 0.8 0.79 0.78 0.77 0.77 0.76 0.75 

IACC 1 0.93 0.88 0.83 0.79 0.76 0.73 0.71 0.69 0.67 0.66 0.64 0.63 0.62 0.61 0.6 0.6 

LDB 0.94 0.93 0.91 0.89 0.87 0.85 0.84 0.82 0.8 0.79 0.77 0.76 0.75 0.74 0.73 0.72 0.72 

SAX 0.77 0.73 0.7 0.67 0.65 0.64 0.62 0.61 0.6 0.59 0.58 0.57 0.56 0.55 0.54 0.54 0.53 
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6.3.10.1.3.2.10 How is Maintenance and Repair considered in this NPRM? 

For this NPRM, this analysis, carried forward assumptions from the 2012 final rule for vehicle 

maintenance and repair. The costs for the maintenance and repair reflect 2016 dollars to 

appropriately account with other costs in the analysis. 

The 2012 final rule noted areas where increases and decreases in maintenance costs were 

possible, but did not quantify these costs and requested comment on this topic.  One example of 

an area of potential cost savings is the lack of need for oil changes in electric vehicles.  

Separately, increased use of low rolling resistance tires to improve fuel economy may result in an 

increase in maintenance costs, as low rolling resistance tires are more expensive to replace.           

The National Automobile Dealers Association (NADA) offered comment on the issue of 

maintenance and other costs, stating that the 2012 final rule should evaluate the potential impact 

on a vehicle’s total cost of ownership, to include maintenance costs.  In response, NHTSA 

identified a select list of technologies for which sufficient data on periodicity and cost exist to 

support quantification of changes in vehicle maintenance costs within the central analysis.  This 

list includes costs associated with low rolling resistance tires, diesel fuel filters, and benefits 

resulting from electric vehicle characteristics that eliminate the need for oil changes as well as 

engine air filter changes. 

To estimate maintenance costs in the 2012 final rule, NHTSA looked at vehicle models for 

which there exists a version with fuel-efficiency-improving technology and a version with the 

corresponding baseline technology.  The difference between maintenance costs for the two 

models represent a cost which the agencies assumed to be attributable to this rulemaking.  By 

comparing the manufacturer-recommended maintenance schedule of the items being compared, 

we estimated the differences in maintenance intervals for the two.  With estimates of the costs 

per maintenance event, we could calculate the maintenance cost differences associated with the 

“new” technology.   
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Table 6-79 - Maintenance Event Costs and Intervals (2016 dollars)
415 

New Technology Reference Case Cost per Maintenance 

  

Maintenance Interval 

  

Event (miles) 

Low rolling resistance tires (level 1) Standard tires $7.09  40,000 

Low rolling resistance tires (level 2) Standard tires $47.92  40,000 

Diesel fuel filter replacement Gasoline vehicle $54.22  20,000 

EV oil change Gasoline vehicle -$42.58 7,500 

EV air filter replacement Gasoline vehicle -$31.49 30,000 

EV engine coolant replacement Gasoline vehicle -$56.37- 100,000 

EV spark plug replacement Gasoline vehicle -$91.38 105,000 

EV battery coolant replacement Gasoline vehicle $102.61  150,000 

EV battery health check Gasoline vehicle $42.58  15,000 

 

The maintenance intervals are used along with yearly VMT tables to determine which year(s) 

maintenance events occur (note - the VMT schedule will vary depending on the vehicle class). 

The cost of maintenance events applied to a vehicle is also a function of the survival rate of that 

vehicle class. Once all of the maintenance event costs are tabulated, they are multiplied by the 

survival rate of that vehicle class to determine the average cost per vehicle in that class. Lastly, 

the net present value of the average costs is calculated based on the year they occurred and the 

discount rate chosen (e.g., 3% or 7%). The agencies seek comments on this methodology, in 

addition to these repair costs or additional maintenance events that have been introduced since 

the 2012 final rule. 

6.3.11 Summary Air Conditioning efficiency and Off-cycle  

6.3.11.1.1 Air Conditioning Efficiency Technologies 

Air conditioning (A/C) is a virtually standard automotive accessory, with more than 95% of new 

cars and light trucks sold in the United States equipped with mobile air conditioning (MAC) 

systems. Most of the additional air conditioning related load on an engine is due to the 

compressor, which pumps the refrigerant around the system loop. The less the compressor 

operates or the more efficiently it operates, the less load the compressor places on the engine and 

                                                 
415

 All maintenance interval, hours required, and part(s) cost differentials between reference and control cases were 

sourced from the ALLDATA subscription database (www.alldatapro.com) in January through February of 2012, 

unless noted otherwise in the text.  Note - negative values represent savings resulting from forms of maintenance 

required by gasoline vehicles that are not required by EVs. 
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the better fuel consumption will be. This high penetration means A/C systems can significantly 

impact energy consumed by the light duty vehicle fleet. 

Vehicle manufacturers can generate credits for improved A/C systems under EPA’s GHG 

program, and receive a fuel consumption improvement value (FCIV) equal to the value of the 

benefit not captured on the 2-cycle test under NHTSA’s CAFE program.  Table 6-80 provides a 

“menu” of qualifying A/C technologies, with the magnitude of each improvement value or credit 

estimated based on the expected reduction in CO2 emissions from the technology.   NHTSA 

converts the improvement in grams per mile to a FCIV for each vehicle for purposes of 

measuring CAFE compliance. As part of a manufacturer’s compliance data, manufacturers will 

provide information about which off-cycle technologies are present on which vehicles (see 

Chapter 14 for further discussion of reporting off-cycle technology information).The 2012 final 

rule for MYs 2017 and later outlined two test procedures to determine credit or FCIV eligibility 

for A/C efficiency menu credits, the idle test and the AC17 test. The idle test, performed while 

the vehicle is at idle, determined the additional CO2 generated at idle when the A/C system is 

operated.
416

  The AC17 test is a four-part performance test that combines the existing SC03 

driving cycle, the fuel economy highway test cycle, and a pre-conditioning cycle and solar soak 

period.
417

  Manufacturers could use the idle test or AC17 test to determine improvement values 

for MYs 2014-2016, while for MYs 2017 and later, the AC17 test is the exclusive test that 

manufacturers can use to demonstrate eligibility for menu A/C improvement values. 

In MYs 2020 and later, manufacturers will use the AC17 test to demonstrate eligibility for A/C 

credits, and also to partially quantify the amount of the credit earned.  AC17 test results equal to 

or greater than the menu value will allow manufacturers to claim the full menu value for the 

credit. A test result less than the menu value will limit the amount of credit to that demonstrated 

on the AC17 test.  In addition, for MYs 2017 and beyond, A/C fuel consumption improvement 

values will be available for CAFE calculations, whereas efficiency credits were previously only 

available for GHG compliance.  The agencies proposed these changes in the 2012 final rule for 

MYs 2017 and later largely as a result of new data collected, as well as the extensive technical 

comments submitted on the proposal.
418

 

The pre-defined technology menu and associated car and light truck credit value is shown in 

Table 6-80 below.  The regulations include a definition of each technology must met to be 

eligible for the menu credit.
419

  Manufacturers are not required to submit any other emissions 

                                                 
416

 75 Fed. Reg. 25324, 25431 (May 7, 2010).  The A/C CO2 Idle Test is run with and without the A/C system 

cooling the interior cabin while the vehicle’s engine is operating at idle and with the system under complete control 

of the engine and climate control system. 
417

 77 Fed. Reg. 62624, 62723 (Oct. 15, 2012). 
418

 Id. 
419

 Id. at 62725.  
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data or information beyond meeting the definition and useful life requirements
420

 to use the pre-

defined credit value.  Manufacturers’ use of menu-based credits for A/C efficiency is subject to a 

regulatory cap: 5.7 g/mi for cars and trucks through MY 2016 and separate caps of 5.0 g/mi for 

cars and 7.2g/mi for trucks for later MYs.
421

 

In the 2012 final rule for MYs 2017 and later, the agencies estimated that manufacturers would 

employ significant advanced A/C technologies throughout their fleets to improve fuel economy, 

and this was reflected in the stringency of the standards.
422

  Many manufacturers have since 

incorporated A/C technology throughout their fleets, and the utilization of advanced A/C 

technologies has become significant contributor to industry compliance plans.  As summarized in 

the EPA Manufacturer Performance Report for the 2016 model year,
423

 15 auto manufacturers 

included A/C efficiency credits as part of their compliance demonstration in the 2016MY. These 

amounted to more than 12 million Mg of fuel consumption improvement values of the total net 

fuel consumption improvement values reported. This is equivalent to approximately four grams 

per mile across the 2016 fleet.  Accordingly, a significant amount of new information about A/C 

technology and the efficacy of test procedures has become available since the 2012 final rule. 

The sections below provide a brief history of the AC17 test procedure for evaluating A/C 

efficiency improving technology and discuss stakeholder comments on the AC17 test procedure 

approach; discuss A/C efficiency technology valuation through the off-cycle program. 

  

                                                 
420

 Lifetime vehicle miles travelled (VMT) for MY 2017-2025 are 195,264 miles and 225,865 miles for passenger 

cars and light trucks, respectively. The manufacturer must also demonstrate that the off-cycle technology is effective 

for the full useful life of the vehicle. Unless the manufacturer demonstrates that the technology is not subject to in-

use deterioration, the manufacturer must account for the deterioration in their analysis. 
421

 40 C.F.R. § 86.1868-12(b)(2) (2016). 
422

 See e.g., 77 Fed. Reg. 62623, 62803-62806 (Oct. 15, 2012). 
423

 See Greenhouse Gas Emission Standards for Light-Duty Vehicles: Manufacturer Performance Report for the 

2016 Model Year (EPA Report 420-R18-002), U.S. EPA (Jan. 2018), available at 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf. 
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Table 6-80 - A/C EFFICIENCY CREDITS AND FUEL CONSUMPTION 

IMPROVEMENT VALUES 

Technology 

Description 

Estimated 

reduction 

in A/C CO2 

emissions and 

fuel 

consumption 

(percent) 

Car A/C 

efficiency 

credit 

(g/mi 

CO2) 

Truck 

A/C 

efficiency 

credit 

(g/mi 

CO2) 

Car A/C 

efficiency 

fuel 

consumption 

improvement 

(gallon/mi) 

Truck A/C 

efficiency 

fuel 

consumption 

improvement 

(gallon/mi) 

Reduced reheat, with 

externally-controlled, 

variable-displacement 

compressor 

30 1.5 2.2 0.000169 0.000248 

Reduced reheat, with 

externally-controlled, 

fixed-displacement or 

pneumatic variable 

displacement 

compressor 

20 1 1.4 0.000113 0.000158 

Default to recirculated 

air with closed-loop 

control of the air supply 

(sensor feedback to 

control interior air 

quality) whenever the 

outside ambient 

temperature is 75 °F or 

higher (although 

deviations from this 

temperature are allowed 

based on additional 

analysis) 

30 1.5 2.2 0.000169 0.000248 

Default to recirculated 

air with open-loop 

control of the air supply 

(no sensor feedback) 

whenever the outside 

ambient temperature is 

75 °F or higher 

(although deviations 

from this temperature 

are allowed if 

accompanied by an 

engineering analysis 

20 1 1.4 0.000113 0.000158 

Blower motor controls 

that limit wasted 

electrical energy (e.g. 

pulse width modulated 

15 0.8 1.1 0.00009 0.000124 
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Technology 

Description 

Estimated 

reduction 

in A/C CO2 

emissions and 

fuel 

consumption 

(percent) 

Car A/C 

efficiency 

credit 

(g/mi 

CO2) 

Truck 

A/C 

efficiency 

credit 

(g/mi 

CO2) 

Car A/C 

efficiency 

fuel 

consumption 

improvement 

(gallon/mi) 

Truck A/C 

efficiency 

fuel 

consumption 

improvement 

(gallon/mi) 

power controller) 

Internal heat exchanger 

(or suction line heat 

exchanger) 

20 1 1.4 0.000113 0.000158 

Internal heat exchanger 

(or suction line heat 

exchanger) 

20 1 1.4 0.000113 0.000158 

Oil Separator (internal 

or external to 

compressor) 

10 0.5 0.7 0.000056 0.000079 

 

6.3.11.1.1.1 Evaluation of the AC17 Test Procedure Since the Draft TAR 

In developing the AC17 test procedure, the agencies sought to develop a test procedure that 

could more reliably generate an appropriate fuel consumption improvement value based on an 

“A” to “B” comparison, that is, a comparison of substantially similar vehicles in which one has 

the technology and the other does not.
424

 The agencies believe that the AC17 test procedure is 

more capable of detecting the effect of more efficient A/C components and controls strategies 

during a transient drive cycle, rather than during just idle (as measured in the old idle test 

procedure).  As described above and in the 2012 final rule,
425

 the AC17 test is a four-part 

performance test that combines the existing SC03 driving cycle, the fuel economy highway 

cycle, as well as a pre-conditioning cycle and a solar soak period.   

The agencies received several comments in response to the Draft TAR evaluation of the AC17 

test procedure. FCA commented generally that A/C efficiency technologies “are not showing 

their full effect on this AC17 test as most technologies provide benefit at different temperatures 

and humidity conditions in comparison to a standard test conditions. All of these technologies 

are effective at different levels at different conditions. So there is not one size fits all in this very 

complex testing approach. Selecting one test that captures benefits of all of these conditions has 

not been possible.”
426

 

                                                 
424

 For an explanation of how the agencies, in collaboration with stakeholders, developed the AC17 test procedure, 

see the 2017 and later final rule at 77 FR 62723. 
425

 See 77 FR 62723; 2012 FRM TSD p. 5-40. 
426

 FCA TAR comment at p.123-124. 
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The agencies acknowledge that any single test procedure is unlikely to equally capture the real-

world effect of every potential technology in every potential use case. Both the agencies and 

stakeholders understood this difficulty when developing the AC17 test procedure.  While no test 

is perfect, the AC17 test procedure represents an industry best effort at identifying a test that 

would greatly improve upon the idle test by capturing a greater range of operating conditions.  

FCA also noted that “[i]t is a major problem to find a baseline vehicle that is identical to the new 

vehicle but without the new A/C technology. This alone makes the test unworkable.”
427

  The 

agencies disagree this makes the test unworkable. The regulation describes the baseline vehicle 

as a “similar” vehicle, selected with good engineering judgment (such that the test comparison is 

not unduly affected by other differences). Also, OEMs expressed confidence in using A-to-B 

testing to qualify for fuel consumption improvement values for software-based A/C efficiency 

technologies. While hardware technologies may pose a greater challenge in locating a 

sufficiently similar “A” baseline vehicle, the engineering analysis provision under 40 CFR 

86.1868-12(g)(2) provides an alternative to locating and performing an AC17 test on such a 

vehicle. Further, as the USCAR program in general and the GM with Denso SAS compressor 

application (discussed further below) specifically have shown, the test is able to resolve small 

differences in CO2 effectiveness (1.3 grams in the latter case) when carefully conducted. 

Commenters on the Draft TAR also expressed a desire for improvements in the process by which 

manufacturers without an “A” vehicle (for the A-to-B comparison) could apply under the 

engineering analysis provision, such as development of standardized engineering analysis and 

bench testing procedures that could support such applications. For example, Toyota requested 

that “EPA consider an optional method for validation via an engineering analysis, as is currently 

being developed by industry.”
428

  Similarly, the Alliance commented that, “[t]he future success 

of the MAC credit program in generating emissions reductions will depend to a large extent on 

the manner in which it is administered by EPA, especially with respect to making the AC17 A-

to-B provisions function smoothly, without becoming a prohibitive obstacle to fully achieving 

the MAC indirect credits.”
429

  

As described in the Draft TAR, in 2016, USCAR members initiated a Cooperative Research 

Program (CRP) through the Society of Automotive Engineers (SAE) to develop bench testing 

standards for the four hardware technologies in the fuel consumption improvement value menu 

(blower motor control, internal heat exchanger, improved evaporators and condensers, and oil 

separator). The intent of the program is to streamline the process of conducting bench testing and 

engineering analysis in support of an application for A/C credits under 40 CFR Part 86.1868-

12(g)(2), by creating uniform standards for bench testing and for establishing the expected GHG 

effect of the technology in a vehicle application.  Continuing progress in this effort since the 

                                                 
427

 FCA TAR comment at p.124. 
428

 Toyota TAR comment at p. 23.  
429

 Alliance TAR comment at p.160. 
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Draft TAR suggests the availability of these standards may soon resolve much of the uncertainty 

expressed by commenters. 

An update to the list of SAE standards under development originally presented in the Draft TAR 

is listed in Table 6-81. Work has continued on these standards, which appear to be nearing 

completion. The agencies seek comment with the latest completion of these SAE standards.   

Table 6-81 - Hardware Bench Testing Standards under Development by SAE Cooperative 

Research Program 

Number Title Status 

J2765 Procedure for Measuring System COP of a Mobile Air Conditioning 

System on a Test Bench 

Published 

J3094 Internal Heat Exchanger (IHX) Measurement Standard Work in 

Progress 

J3109 HVAC PWM Blower Controller Efficiency Measurement Published 

J3112 A/C Compressor Oil Separator Effectiveness Test Standard Published 

 

6.3.11.1.1.2 A/C Efficiency Technology Valuation through the Off-Cycle Program 

The A/C technology menu, discussed at length above, includes several A/C efficiency-improving 

technologies that were well defined and had been quantified for effectiveness at the time of the 

2012 final rule for MYs 2017 and beyond. Manufacturers claimed the vast majority of A/C 

efficiency credits to date by utilizing technologies on the menu; however, the agencies recognize 

that manufacturers will develop additional technologies that are not currently listed on the menu. 

These additional A/C efficiency-improving technologies are eligible for fuel consumption 

improvement values on a case-by-case basis under the off-cycle program. Approval under the 

off-cycle program also requires “A-to-B” comparison testing under the AC17 test, that is, testing 

substantially similar vehicles in which one has the technology and the other does not. 

To date, the agencies have received one type off-cycle application for an A/C efficiency 

technology. In December 2014, General Motors submitted an off-cycle application for the Denso 

SAS A/C compressor with variable crankcase suction valve technology, requesting an off-cycle 

GHG credit of 1.1 grams CO2 per mile. In December 2017, BMW of North America, Ford Motor 

Company, Hyundai Motor Company, and Toyota petitioned and received approval to receive the 

off-cycle improvement value for the same A/C efficiency technology.
430, 431

 EPA, in consultation 

with NHTSA, evaluated the applications and found methodologies described therein were sound 

                                                 
430

 “EPA Decision Document - Off-Cycle Credits for BMW Group, Ford Motor Company, and Hyundai Motor 

Company,”  https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TF06.pdf Access March 5, 2018. 
431

  “Alternative Method for Calculating Off-cycle Credits under the Light-duty Vehicle Greenhouse Gas Emissions 

Program - Applications from General Motors and Toyota Motor North America,” Federal Register ID# EPA-HQ-

OAR-2017-0754-0001. 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TF06.pdf
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and appropriate. Accordingly, the agencies approved the fuel economy improvement value 

applications.  

The agencies received additional stakeholder comments on the off-cycle approval process as an 

alternate route to receiving A/C technology credit values.  The Alliance requested that EPA 

“simplify and standardize the procedures for claiming off-cycle credits for the new MAC 

technologies that have been developed since the creation of the MAC indirect credit menu.”
432

 

Other commenters noted the importance of continuing to incentivize further innovation in A/C 

efficiency technologies as new technologies emerge that are not listed on the menu, or when 

manufacturers begin to reach regulatory caps. The commenters suggested that EPA should 

consider adding new A/C efficiency technologies to the menu and/or update the fuel 

consumption improvement values for technology already listed on the menu, particularly in cases 

where manufacturers can show through an off-cycle application that the technology actually 

deserves more credit than that listed on the menu. For example, Toyota commented that “the 

incentive values for A/C efficiency should be updated along with including new technologies 

being deployed.”
433

 

The agencies note that some of these comments are directed towards the off-cycle technology 

approval process generally, which is described in more detail in section Preamble Section 8. 

Regarding the A/C technology menu specifically, the agencies do anticipate that new A/C 

technologies not currently on the menu will emerge over the time frame of the MY 2021-2026 

standards.  At the time of this proposal, the agencies are proposing to add one additional A/C 

technology to the menu – the A/C compressor with variable crankcase suction valve technology, 

discussed in section 5.5.13.3, below (and also one off-cycle technology, discussed in section 

5.5.14, below). The agencies also request comment on whether to change any fuel economy 

improvement values currently assigned to technologies on the menu.  

Next, as mentioned above, the menu-based improvement values for A/C efficiency established in 

the 2012 final rule for MYs 2017 and by end are subject to a regulatory cap. The rule set a cap of 

5.7 g/mi for cars and trucks through MY 2016 and separate caps of 5.0 g/mi for cars and 7.2g/mi 

for trucks for later MYs.
434

 Several commenters asked EPA to reconsider the applicability of the 

cap to non-menu A/C efficiency technologies claimed through the off-cycle process and 

questioned the applicability of this cap on several different grounds. These comments appear to 

be in response to a Draft TAR passage that stated - “Applications for A/C efficiency credits 

made under the off-cycle credit program rather than the A/C credit program will continue to be 

subject to the A/C efficiency credit cap” (Draft TAR, p. 5-210). The agencies considered these 

comments and present clarification below.  

                                                 
432

 Alliance TAR comments at [page number]. 
433

 Toyota TAR comments at p. 23. 
434

 See 40 CFR 86.1868-12(b)(2). 
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As additional context, the 2012 TSD states - “...air conditioner efficiency is an off-cycle 

technology. It is thus appropriate [...] to employ the standard off-cycle credit approval process [to 

pursue a larger credit than the menu value]. Utilization of bench tests in combination with 

dynamometer tests and simulations [...] would be an appropriate alternate method of 

demonstrating and quantifying technology credits (up to the maximum level of credits allowed 

for A/C efficiency) [emphasis added].
 435

 A manufacturer can choose this method even for 

technologies that are not currently included in the menu.”  

This suggests the concept of placing a limit on total A/C fuel consumption improvement values, 

even when some are granted under the off-cycle program, is not entirely new and that EPA 

considered the menu cap as being appropriate at the time. 

A/C regulatory caps specified under 40 CFR 86.1868-12(b)(2) apply to A/C efficiency menu-

based improvement values and are not part of the off-cycle regulation (40 CFR 86.1869-12). 

However, it should be noted that off-cycle applications submitted via the publick process 

pathway are decided individually on merits through a process involving public notice and 

opportunity for comment. In deciding whether to approve or deny a request, the agencies may 

take into account any factors deemed relevant, including such issues as the realization of claimed 

fuel consumption improvement value in real-world use. Such considerations could include 

synergies or interactions among applied technologies, which could potentially be addressed by 

application of some form of cap or other applicable limit, if warranted. Therefore, applying for 

A/C efficiency fuel consumption improvement values through the off-cycle provisions in 40 

CFR 86.1869-12 should not be seen as a route to unlimited A/C fuel consumption improvement 

values.  The agencies discuss air conditioning efficiency improvement values further in Section 

14 of this PRIA. 

6.3.11.1.1.3 Off-Cycle Technologies 

“Off-cycle” emission reductions and fuel consumption improvements can be achieved by 

employing off-cycle technologies resulting in real-world benefits but where that benefit is not 

adequately captured on the test procedures used to demonstrate compliance with fuel economy 

emission standards.  EPA initially included off-cycle technology credits in the MY 2012-2016 

rule and revised the program in the MY 2017-2025 rule.
436

  NHTSA adopted equivalent off-

cycle fuel consumption improvement values for MYs 2017 and later in the MY 2017-2025 

rule.
437

 

Manufacturers can demonstrate the value of off-cycle technologies in three ways: first, they may 

select fuel economy improvement values and CO2 credit values from a pre-defined “menu” for 

off-cycle technologies that meet certain regulatory specifications. As part of a manufacturer’s 

                                                 
435

 See p. 5-58 2012 Final Rule TSD. 
436

 77 Fed. Reg. 62624, 62832 (Oct. 15, 2012).   
437

 Id. at 62839.   
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compliance data, manufacturers will provide information about which off-cycle technologies are 

present on which vehicles. 

The pre-defined list of technologies and associated off-cycle light-duty vehicle fuel economy 

improvement values and GHG credits is shown in Table 6-82 and Table 6-83 below.
438

 A 

definition of each technology equipment must meet to be eligible for the menu credit is included 

at 40 CFR 86.1869-12(b)(4).  Manufacturers are not required to submit any other emissions data 

or information beyond meeting the definition and useful life requirements to use the pre-defined 

credit value. Credits based on the pre-defined list are subject to an annual manufacturer fleet-

wide cap of 10 g/mile.  

                                                 
438

 For a description of each technology and the derivation of the pre-defined credit levels, see Chapter 5 of  the 

Joint Technical Support Document: Final Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission 

and Corporate Average Fuel Economy Standards, U.S. EPA, NATIONAL HIGHWAY TRAFFIC SAFETY 

ADMINISTRATION (August 2012). 
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Table 6-82 - Off-Cycle Fuel consumption improvement value Menu Technologies for Cars 

and Light Trucks 

Technology 

CAFE Value 

for Cars 

CAFE Value for 

Light Trucks 

g/mi 

(gallons/mi) g/mi (gallons/mi) 

High Efficiency Exterior Lighting (at 

100W) 1.0 (0.000113) 1.0 (0.000113) 

Waste Heat Recovery (at 100W; 

scalable) 0.7 (0.000079) 0.7 (0.000079) 

Solar Roof Panels (for 75 W, battery 

charging only) 3.3 (0.000372) 3.3 (0.000372) 

Solar Roof Panels (for 75 W, active 

cabin ventilation plus battery charging) 2.5 (0.000282) 2.5 (0.000282) 

Active Aerodynamic Improvements 

(scalable) 0.6 (0.000068) 1.0 (0.000113) 

Engine Idle Start-Stop w/ heater 

circulation system 2.5 (0.000282) 4.4 (0.000496) 

Engine Idle Start-Stop without/ heater 

circulation system 1.5 (0.000169) 2.9 (0.000327) 

Active Transmission Warm-Up 1.5 (0.000169) 3.2 (0.000361) 

Active Engine Warm-Up 1.5 (0.000169) 3.2 (0.000361) 

Solar/Thermal Control 

Up to 3.0 

(0.000338) Up to 4.3 (0.000484) 

 

Table 6-83 - Off-Cycle Fuel consumption improvement value menu technologies and 

credits for solar/thermal control technologies for cars, light trucks 

Thermal Control CAFE Value (CO2 g/mi) 

Technology Car Truck 

Glass or Glazing Up to 2.9 (0.000326) Up to 3.9 (0.000439) 

Active Seat Ventilation 1.0 (0.000113) 1.3 (0.000146) 

Solar Reflective Paint 0.4 (0.00005) 0.5 (0.00006) 

Passive Cabin Ventilation 1.7 (0.000191) 2.3 (0.000259) 

Active Cabin Ventilation 2.1 (0.000236) 2.8 (0.000315) 

 

Manufacturers can also perform their own 5-cycle testing and submit test results to the agencies 

with a request explaining the off-cycle technology.  The additional three test cycles have 

different operating conditions including high speeds, rapid accelerations, high temperature with 

A/C operation and cold temperature, enabling improvements to be measured for technologies 
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that do not impact operation on the 2-cycle tests. Credits determined according to this 

methodology do not undergo public review.  

The third pathway allows manufacturers to seek EPA approval to use an alternative methodology 

for determining the value of an off-cycle technology.  This option is only available if the benefit 

of the technology cannot be adequately demonstrated using the 5-cycle methodology. 

Manufacturers may also use this option to demonstrate reductions that exceed those available via 

use of the predetermined menu list. The manufacturer must also demonstrate that the off-cycle 

technology is effective for the full useful life of the vehicle. Unless the manufacturer 

demonstrates that the technology is not subject to in-use deterioration, the manufacturer must 

account for the deterioration in their analysis. 

Manufacturers must develop a methodology for demonstrating the benefit of the off-cycle 

technology, and EPA makes the methodology available for public comment prior to an EPA 

determination, in consultation with NHTSA on whether to allow the use of the methodology to 

measure improvements. The data needed for this demonstration may be extensive. 

Several manufacturers have requested and been granted use of an alternative test methodologies 

for measuring improvements and credits. In the fall of 2013, Mercedes-Benz requested off-cycle 

credits for the following off-cycle technologies in use or planned for implementation in the 2012-

2016 model years - stop-start systems, high-efficiency lighting, infrared glass glazing, and active 

seat ventilation. EPA approved methodologies for Mercedes to determine these off-cycle credits 

in September 2014.
439

 Subsequently, FCA, Ford, and GM requested off-cycle credits under this 

pathway. FCA and Ford submitted applications for off-cycle credits from high efficiency exterior 

lighting, solar reflective glass/glazing, solar reflective paint, and active seat ventilation. Ford’s 

application also demonstrated off-cycle benefits from active aerodynamic improvements (grill 

shutters), active transmission warm-up, active engine warm-up technologies, and engine idle 

stop-start. GM’s application described real-world benefits of an air conditioning compressor with 

variable crankcase suction valve technology. EPA approved the credits for FCA, Ford, and GM 

in September 2015.
440

 Although EPA granted the use of alternative methodologies to determine 

credit values, manufacturers have yet to report credits to EPA based on those alternative 

methodologies.  

As discussed below, all three methods have been used by manufacturers to generate off-cycle 

improvement values and credits. 

                                                 
439

 “EPA Decision Document - Mercedes-Benz Off-cycle Credits for MYs 2012-2016,” U.S. EPA-420-R-14-025, 

Office of Transportation and Air Quality, September 2014.  https://www.epa.gov/vehicle-and-engine-

certification/mercedes-benz-compliance-materials-light-duty-greenhouse-gas-ghg.  
440

 “EPA Decision Document - Off-cycle Credits for Fiat Chrysler Automobiles, Ford Motor Company, and General 

Motors Corporation,” U.S. EPA-420-R-15-014, Office of Transportation and Air Quality, September 2015. See  

https://www.epa.gov/vehicle-and-engine-certification/ford-compliance-materials-light-duty-greenhouse-gas-ghg-

standards  

https://www.epa.gov/vehicle-and-engine-certification/mercedes-benz-compliance-materials-light-duty-greenhouse-gas-ghg
https://www.epa.gov/vehicle-and-engine-certification/mercedes-benz-compliance-materials-light-duty-greenhouse-gas-ghg
https://www.epa.gov/vehicle-and-engine-certification/ford-compliance-materials-light-duty-greenhouse-gas-ghg-standards
https://www.epa.gov/vehicle-and-engine-certification/ford-compliance-materials-light-duty-greenhouse-gas-ghg-standards
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6.3.11.1.1.3.1 Use of Off-Cycle Technologies to Date 

Manufacturers used a wide array of off-cycle technologies in MY 2016 to generate off-cycle 

GHG credits using the pre-defined menu.
 
Table 6-84 below shows the percent of each 

manufacturer’s production volume in MY 2016 using each menu technology, by manufacturer. 

Table 6-85 shows the g/mile benefit each manufacturer reported across its fleet from each off-

cycle technology. Like Table 25, Table 6-84 provides the mix of technologies used in MY 2016 

by manufacturer and the extent to which each technology benefits each manufacturer's fleet. Fuel 

consumption improvement values for off-cycle technologies were not available in the CAFE 

program until MY 2017, and therefore only GHG off-cycle credits have been generated by 

manufacturers thus far. 
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Table 6-84 - Percent of 2016 Model Year Vehicle Production Volume with Credits from the Menu, by Manufacturer & 

Technology (%) 
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BMW 2.9 0.0 0.0 93.9 8.3 0.3 0.0 70.8 0.0 2.8 97.3 0.0 

Ford 73.7 0.0 0.0 0.0 0.0 0.0 0.0 30.4 20.7 11.0 58.8 0.0 

GM 14.6 0.0 0.0 0.0 9.3 62.5 21.1 25.6 0.0 15.0 67.3 0.0 

Honda 0.0 0.0 0.0 0.0 2.6 0.0 0.0 0.0 78.8 3.4 82.8 0.0 

Hyundai 4.1 0.0 0.0 0.0 11.5 69.4 0.0 0.0 37.2 3.0 50.1 0.0 

Jaguar Land 

Rover 

38.4 0.0 0.0 0.0 57.9 100.0 0.0 0.0 0.0 100.0 100.0 0.0 

Kia 0.8 0.0 0.0 0.0 10.6 99.1 0.0 0.0 37.1 1.0 50.3 0.0 

Mercedes 0.0 0.0 0.0 0.0 17.2 4.6 0.0 0.0 0.0 81.1 81.5 0.0 

Nissan 26.9 0.0 0.0 0.0 5.3 0.0 16.9 16.5 70.9 0.6 65.7 0.2 

Subaru 33.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 48.1 0.0 

Toyota 3.6 0.2 0.0 0.0 0.0 0.0 0.0 19.7 0.0 9.2 59.0 0.0 

FCA 27.7 2.4 91.8 0.0 10.8 98.6 3.1 51.5 22.7 11.9 69.0 0.0 

Fleet Total 14.6 0.4 23.5 2.3 12.2 51.9 13.2 20.7 28.2 5.8 49.1 0.0 
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Table 6-85 - Model Year 2016 Off-Cycle Technology Fuel consumption improvement value from the Menu, by Manufacturer 

and Technology (g/mile)
441
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BMW 0.0 - - 2.0 0.1 0.0 - 1.4 - 0.1 0.7 - 6.4 

Ford 1.1 - - - - - - 0.8 0.6 0.5 0.2 - 3.2 

GM 0.1 - - - 0.1 0.6 0.1 0.4 - 0.3 0.3 - 3.9 

Honda - - - - 0.0 - - - 1.8 0.1 0.3 - 2.3 

Hyundai 0.0 - - - 0.1 0.4 - - 0.7 0.0 0.1 - 2.0 

Jaguar Land 

Rover 

0.4 - - - 1.2 2.8 - - - 6.0 1.2 - 15.7 

Kia 0.0 - - - 0.1 0.9 - - 0.9 0.0 0.1 - 3.0 

Mercedes - - - - 0.2 0.1 - - - 2.2 0.8 - 3.5 

Nissan 0.1 - - - 0.0 - 0.1 0.2 1.2 0.0 0.1 0.0 1.8 

Subaru 0.1 - - - - - - - - - 0.1 - 0.2 

Toyota 0.0 0.0 - - - - - 0.4 - 0.2 0.2 - 2.0 

FCA 0.2 0.0 1.8 - 0.1 1.4 0.0 1.4 0.7 0.5 0.1 - 9.4 

Fleet Total 0.2 0.0 0.2 0.1 0.1 0.4 0.0 0.5 0.5 0.3 0.2 0.0 2.5 

                                                 
441

 Note - “0.0” indicates the manufacturer implemented that technology, but the overall penetration rate was not high enough to round to 0.1 g/mi whereas a dash 

indicates no use of a given technology by a manufacturer. 
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In 2016, manufacturers generated the vast majority of credits using the pre-defined menu.
442

  

Although MY 2014 was the first year that manufacturers could generate credits using pre-

defined menu values, manufacturers have acted quickly to implement use of off-cycle 

technologies. FCA and Jaguar Land Rover generated the most off-cycle credits on a fleet-wide 

basis, reporting credits equivalent to approximately 6 g/mile and 5 g/mile, respectively.15 

Several other manufacturers report fleet-wide credits in the range of approximately 1 to 4 g/mile. 

In MY 2016, the fleet total across manufacturers equaled approximately 2.5 g/mile. The agencies 

expect that as manufacturers continue expanding their use of off-cycle technologies, the fleet-

wide effects will continue to grow with some manufacturers potentially approaching the 10 

g/mile fleet-wide cap. 

6.4 CAFE Model functionality 

6.4.1 CAFE Model 

6.4.1.1 Simulation of manufacturers’ potential responses to each alternative 

This analysis uses the CAFE model to estimate how manufacturers could comply with a given 

CAFE standard by adding technology to fleets that this analysis anticipates the manufacturers 

could produce in future model years. This exercise constitutes a simulation of manufacturers’ 

decisions regarding compliance with CAFE or CO2 standards.  

This compliance simulation begins with the following inputs - (a) the analysis fleet of vehicles 

from model year 2016, (b) fuel economy improving technology estimates, (c) economic inputs, 

and (d) inputs defining baseline and potential new CAFE standards. For each manufacturer, the 

model applies technologies in both a logical sequence and a cost-minimizing strategy in order to 

identify a set of technologies the manufacturer could apply in response to CAFE or CO2 

standards. The model applies technologies to each of the projected individual vehicles in a 

manufacturer’s fleet, considering the combined effect of regulatory and market incentives while 

attempting to account for manufacturers’ production constraints. Depending on how the model is 

exercised, it will apply technology until one of the following occurs: 

(1) The manufacturer’s fleet achieves compliance
443

 with the applicable standard, and 

continuing to add technology in the current model year would be attractive neither 

                                                 
442

 Thus far, the agencies have only granted one manufacturer (GM) off-cycle “credits” for technology based on 5-

cycle testing. These credits are for an off-cycle technology used on certain GM gasoline-electric hybrid vehicles, an 

auxiliary electric pump, which keeps engine coolant circulating in cold weather while the vehicle is stopped and the 

engine is off, thus allowing the engine stop-start system to be active more frequently in cold weather. 
443

 When determining whether compliance has been achieved, existing over-compliance credits that may be carried 

over from prior model years or transferred between fleets are also used to determine compliance status. For purposes 

of determining the effect of maximum feasible CAFE standards, NHTSA cannot consider the availability of these 

mechanisms (though does so for model years that are already final, since those are not the subject of the maximum 

feasible determination) and exercises the CAFE model without enabling these options. 
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in terms of stand-alone (i.e., absent regulatory need) cost-effectiveness nor in 

terms of facilitating compliance in future model years; 

(2) The manufacturer “exhausts” available technologies
444

; or 

(3) For purposes of the CAFE program, for manufacturers assumed to be willing to 

pay civil penalties, the manufacturer reaches the point at which doing so would be 

more cost-effective (from the manufacturer’s perspective) than adding further 

technology. 

The model accounts explicitly for each model year, applying technologies when vehicles are 

scheduled to be redesigned or refreshed, and carrying forward technologies between model years 

once they are applied (until, if applicable, they are superseded by other technologies). The model 

then uses these simulated manufacturer fleets to generate both a representation of the U.S. auto 

industry, and to modify a representation of the entire light-duty registered vehicle population. 

From these fleets, the model estimates changes in physical quantities (gallons of fuel, pollutant 

emissions, traffic fatalities, etc.) and calculates the relative costs and benefits of regulatory 

alternatives under consideration. 

The CAFE model accounts explicitly for each model year, in turn, because manufacturers 

actually “carry forward” most technologies between model years, tending to concentrate the 

application of new technology to vehicle redesigns or mid-cycle “freshenings,” and design cycles 

vary widely among manufacturers and specific products. Comments by manufacturers and model 

peer reviewers strongly support explicit year-by-year simulation. Year-by-year accounting also 

enables accounting for credit banking (i.e., carry-forward), as discussed above, and at least four 

environmental organizations recently submitted comments urging the agencies to consider such 

credits, citing NHTSA’s 2016 results showing impacts of carried-forward credits.
445

  Moreover, 

EPCA/EISA requires that NHTSA make a year-by-year determination of the appropriate level of 

stringency and then set the standard at that level, while ensuring ratable increases in average fuel 

economy through MY 2020. The multi-year planning capability, (optional) simulation of 

“market-driven overcompliance,” and EPCA credit mechanisms (for purposes of the CAFE 

program, at least) increase the model’s ability to simulate manufacturers’ real-world behavior, 

accounting for the fact that manufacturers will seek out compliance paths for several model years 

at a time, while accommodating the year-by-year requirement. This same multi-year planning 

structure is used to simulate responses to standards defined in grams CO2/mile, and utilizing the 

set of specific credit provisions defined under EPA’s program. 

                                                 
444 

In a given model year, it is possible that production constraints cause a manufacturer to “run out” of available 

technology before achieving compliance with standards. This can occur when - (a) an insufficient volume of 

vehicles are expected to be redesigned, (b) vehicles have moved to the ends of each (relevant) technology pathway, 

after which no additional options exist, or (c) engineering aspects of available vehicles make available technology 

inapplicable (e.g., secondary axle disconnect cannot be applied to two-wheel drive vehicles). 

445 Environmental Law & Policy Center, Natural Resources Defense Council (NRDC), Public Citizen, and Sierra 

Club, Docket No. EPA-HQ-OAR- 2015-0827, October 5, 2017, pp. 28-29. 
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6.4.2 Representation of Manufacturers’ Production Constraints 

After the 2012 final rule that finalized NHTSA’s standards through MY 2021, DOT staff began 

work on changes to the CAFE model with the intention of better reflecting constraints of product 

planning and cadence for which previous analyses did not account.  

6.4.2.1 Product Cadence  

Past comments on the CAFE model have stressed the importance of product cadence—i.e., the 

development and periodic redesign and freshening of vehicles—in terms of involving technical, 

financial, and other practical constraints on applying new technologies, and DOT has steadily 

made changes to both the CAFE model and its inputs with a view toward accounting for these 

considerations. For example, early versions of the model added explicit “carrying forward” of 

applied technologies between model years, subsequent versions applied assumptions that most 

technologies will be applied when vehicles are freshened or redesigned, and more recent versions 

applied assumptions that manufacturers would sometimes apply technology earlier than 

“necessary” in order to facilitate compliance with standards in ensuing model years. Thus, for 

example, if a manufacturer is expected to redesign many of its products in model years 2018 and 

2023, and the standard’s stringency increases significantly in model year 2021 as compared to 

the prior year, the CAFE model will estimate the potential that the manufacturer will add more 

technology than necessary for compliance in MY 2018, in order to carry those product changes 

forward through the next redesign and contribute to compliance with the MY 2021 standard. 

This explicit simulation of multiyear planning plays an important role in determining year-by-

year analytical results. 

As in previous iterations of CAFE rulemaking analysis, the simulation of compliance actions that 

manufacturers might take is constrained by the pace at which new technologies can be applied in 

the new vehicle market. Operating at the make/model level (e.g., Toyota Camry) allows the 

CAFE model to explicitly account for the fact that individual vehicle models undergo significant 

redesigns relatively infrequently. Many popular models are only redesigned every six years or 

so, with some larger/legacy platforms (the old Ford Econoline Vans, for example) stretching 

more than a decade between significant redesigns. Engines, which are often shared among many 

different models and platforms for a single manufacturer, can last even longer – eight to ten 

years in most cases.  

While these characterizations of product cadence are important to any evaluation of the impacts 

of CAFE or CO2 standards, they are not known with certainty – even by the manufacturers 

themselves over time horizons as long as those covered by this analysis. However, lack of 

certainty about redesign schedules is not license to ignore them. Indeed, when DOT and EPA 

staff meet with manufacturers to discuss manufacturers’ plans vis-à-vis CAFE and CO2 

requirements, manufacturers typically present specific and detailed year-by-year information that 

explicitly accounts for anticipated redesigns. Such year-by-year analysis is also essential to 
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manufacturers’ plans to make use of provisions (for CAFE, statutory and specific) allowing 

credits to be carried forward to future model years, carried back from future model years, 

transferred between regulated fleets, and traded with other manufacturers. Manufacturers are 

never certain about future plans, but they spend considerable effort developing, continually 

adjusting, and implementing them. 

For every vehicle model that appears in the MY 2016 analysis fleet, estimates were made 

regarding the model years in which future redesigns (and less significant “freshenings,” which 

offer manufacturers the opportunity to make less significant changes to models) will occur. 

These appear in the market data file for each model variant. Mid-cycle freshenings provide 

additional opportunities to add some technologies in years where smaller shares of a 

manufacturer’s portfolio is scheduled to be redesigned. In addition, this analysis accounts for 

multiyear planning – that is, the potential that manufacturers may apply "extra" technology in an 

early model year with many planned redesigns in order to carry technology forward to facilitate 

compliance in a later model year with fewer planned redesigns. Further, the analysis accounts for 

the potential that manufacturers could earn CAFE and/or CO2 credits in some model years and 

use those credits in later model years, thereby providing another compliance option in years with 

few planned redesigns. Finally, it should be noted that today's analysis does not account for 

future new products (or discontinued products) – past trends suggest that some years in which an 

OEM had few redesigns may have been years when that OEM introduced significant new 

products. Such changes in product offerings can obviously be important to manufacturers' 

compliance positions, but cannot be systematically and transparently accounted for with a fleet 

forecast extrapolated forward ten or more years from a largely-known fleet. While 

manufacturers’ actual plans reflect intentions to discontinue some products and introduce others, 

those plans are considered confidential business information (CBI). Further research would be 

required in order to determine whether and, if so, how it would be practicable to simulate such 

decisions, especially without relying on CBI. 

Additionally, each technology considered for application by the CAFE model is assigned to 

either a “refresh” or “redesign” cadence that dictates when it can be applied to a vehicle. 

Technologies that are assigned to “refresh/redesign” can be applied at either a refresh or 

redesign, while technologies that are assigned to “redesign” can only be applied during a 

significant vehicle redesign. Table 6-86 and Table 6-87 below show the technologies available to 

manufacturers in the compliance simulation, the level at which they are applied (described in 

greater detail in the CAFE model documentation), whether they available outside of a vehicle 

redesign, and a short description of each. A brief examination of the tables shows that most 

technologies are only assumed to be available during a vehicle redesign – and nearly all engine 

improvements are assumed to be available only during redesign. In a departure from past CAFE 

analyses, all transmission improvements are assumed to be available during refresh as well as 

redesign. While there are past and recent examples of mid-cycle product changes, manufacturers 

are expected to attempt to keep engineering and other costs down by applying most major 
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changes mainly during vehicle redesigns, and some mostly modest changes during product 

freshenings.  The NPRM seeks comment on the approach to accounting for product cadence. 

In practice, manufacturers are limited in the number of engines and transmissions that they 

produce. Typically, a manufacturer produces a number of engines — perhaps six or eight engines 

for a large manufacturer — and tunes them for slight variants in output for a variety of car and 

truck applications. Manufacturers limit complexity in their engine portfolio for much the same 

reason as they limit complexity in vehicle variants - they face engineering manpower limitations, 

and supplier, production and service costs that scale with the number of parts produced. 

In previous analyses that used the CAFE model (with the exception of the Draft TAR), engines 

and transmissions in individual vehicle models were allowed relative freedom in technology 

application, potentially leading to solutions that would, if followed, create many more unique 

engines and transmissions than exist in the analysis fleet (or in the market) for a given model 

year. This multiplicity likely failed to sufficiently account for costs associated with such 

increased complexity in the product portfolio, and may have represented an unrealistic diffusion 

of products for manufacturers that are consolidating global production to increasingly smaller 

numbers of shared engines and platforms.
446

 The lack of a constraint in this area allowed the 

CAFE model to apply different levels of technology to the engine in each vehicle in which it was 

present at the time that vehicle was redesigned or refreshed, independent of what was done to 

other vehicles using a previously identical engine. 

One peer reviewer of the CAFE model commented, “The integration of inheritance and sharing 

of engines, transmissions, and platforms across a manufacturer’s light duty fleet and separately 

across its light duty truck fleet is standard practice within the industry.” In the current version of 

the CAFE model, engines and transmissions that are shared between vehicles must apply the 

same levels of technology, in all technologies, dictated by engine or transmission inheritance. 

This forced adoption is referred to as “engine inheritance” in the model documentation. In 

practice, the CAFE model first chooses an “engine leader” among vehicles sharing the same 

engine – the vehicle with the highest sales in MY 2016. If there is a tie, the vehicle with the 

highest average MSRP is chosen, representing the idea that manufacturers will choose to pilot 

the newest technology on premium vehicles if possible. The model applies the same logic with 

respect to the application of transmission changes. After the model modifies the engine on the 

“engine leader” (or “transmission leader”), the changes to that engine propagate through to the 

other vehicles that share that engine (or transmission) in subsequent years as those vehicles are 

redesigned. DOT staff have modified the CAFE model to provide additional flexibility vis-à-vis 

product cadence. In a recent public comment, NRDC noted that, “EPA and NHTSA currently 

constrain their model to apply significant fuel-efficient technologies mainly during a product-

                                                 
446 National Research Council. 2015. Cost, Effectiveness, and Deployment of Fuel Economy Technologies for 

Light-Duty Vehicles. Washington, D.C. - The National Academies Press. https://doi.org/10.17226/21744, pp. 258-

259. 

https://doi.org/10.17226/21744
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redesign as opposed to product-refresh (or mid-cycle). This was identified as one of the most 

sensitive assumptions affecting overall program costs by NHTSA in the TAR. By constraining 

the model, the agencies have likely under-estimated the ability of auto manufacturers to 

incorporate some technologies during their product refreshes. This is particularly true regarding 

the critical powertrain technologies which are undergoing continuous improvement. The agency 

should account for these trends and incorporate greater flexibility for automakers – within their 

models – to incorporate more mid-cycle enhancements.” While engine redesigns are only applied 

to the engine leader when it is redesigned in the model, followers may now inherit upgraded 

engines (that they share with the leader) at either refresh or redesign. All transmission changes, 

whether upgrades to the “leader” or inheritance to “followers” can occur at refresh as well as 

redesign. This provides additional opportunities for technology diffusion within manufacturers’ 

product portfolios. 

While “follower” vehicles are awaiting redesign (or, for transmissions, refreshing as applicable), 

they carry a legacy version of the shared engine or transmission. As one peer reviewer stated, 

“Most of the time a manufacturer will convert only a single plant within a model year. Thus both 

the ‘old’ and ‘new’ variant of the engine (or transmission) will be produced for a finite number 

of years.”
447

 The CAFE model currently carries no additional cost associated with producing 

both earlier revisions of an engine and the updated version simultaneously. Further research 

would be needed to determine whether sufficient data is likely to be available to explicitly 

specify and apply additional costs involved with continuing to produce an existing engine or 

transmission for some vehicles that have not yet progressed to a newer version of that engine or 

transmission. The NPRM seeks comment on possible data sources and approaches that could be 

used to represent any additional costs associated with phased introduction of new engines or 

transmissions. 

There are some logical consequences of this approach, the first of which is that forcing engine 

and transmission changes to propagate through to other vehicles in this way effectively dictates 

the pace at which new technology can be applied and limits the total number of unique engines 

that the model simulates. In the past, NHTSA used “phase-in caps” (see discussion below) to 

limit the amount of technology that can be applied to any vehicle in a given year. However, by 

explicitly tying the engine changes to a specific vehicle’s product cadence, rather than letting the 

timing of changes vary across all the vehicles that share an engine, the CAFE model ensures that 

an engine is only changed when its leader is redesigned (at most). Given that most vehicle 

redesign cycles are 5-8 years, this approach still represents shorter average lives than most 

engines in the market (which tend to be in production for eight to ten years or more). It is also 

the case that vehicles which share an engine in the analysis fleet (MY 2016, for this analysis) are 

assumed to share that same engine throughout the analysis – unless one or both of them are 

converted to power-split hybrids (or farther) on the electrification path. In the market, this is not 

                                                 
447 [Report Number forthcoming -  CAFE Model Peer Review, p. 19.]. 
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true – because a manufacturer will choose an engine from among the engines it produces to 

fulfill the efficiency and power demands of a vehicle model upon redesign. That engine need not 

be from the same family of engines as the prior version of that vehicle. This is a deliberate 

simplifying assumption in the CAFE model. While the model already accommodates detailed 

inputs regarding redesign schedules for specific vehicles, and commercial information sources 

are available to inform these inputs, further research would be needed to determine whether 

design schedules for specific engines and transmissions can practicably be simulated.  

The CAFE model has implemented a similar structure to address shared vehicle platforms. The 

term “platform” is used loosely in industry, but generally refers to a common structure shared by 

a group of vehicle variants. The degree of commonality varies, with some platform variants 

exhibiting traditional “badge engineering” where two products are differentiated by little more 

than insignias, while other platforms may be used to produce a broad suite of vehicles that bear 

little outer resemblance to one another. 

Given the degree of commonality between variants of a single platform, manufacturers do not 

have complete freedom to apply technology to a vehicle - while some technologies (e.g. low 

rolling resistance tires) are very nearly “bolt-on” technologies, others involve substantial changes 

to the structure and design of the vehicle, and therefore necessarily are constant among vehicles 

that share a common platform. The CAFE model has therefore been modified such that all mass 

reduction technologies are forced to be constant among variants of a platform.  

Within the analysis fleet, each vehicle is associated with a specific platform. Similar to the 

application of engine and transmission technologies, the CAFE model defines a platform 

“leader” as the vehicle variant of a given platform that has the highest level of observed mass 

reduction present in the analysis fleet. If there is a tie, the CAFE model begins mass reduction 

technology on the vehicle with the highest sales in model year 2016. If there remains a tie, the 

model begins by choosing the vehicle with the highest MSRP in MY 2016. As the model applies 

technologies, it effectively levels up all variants on a platform to the highest level of mass 

reduction technology on the platform. So, if the platform leader is already at MR3 in MY 2016, 

and a “follower” starts at MR0 in MY 2016, the follower will get MR3 at its next redesign 

(unless the leader is redesigned again before that time, and further increases the MR level 

associated with that platform, then the follower would receive the new MR level).  

In the 2015 NPRM proposing new fuel consumption and GHG standards for heavy-duty pickups 

and vans, NHTSA specifically requested comment on the general use of shared engines, 

transmissions, and platforms within CAFE rulemakings.
448

 While the agency received no 

responses to this specific request, comments from some environmental organizations cited 

examples of technology sharing between light- and heavy-duty products. NHTSA has continued 

                                                 
448

 80 FR 40138 (July 13, 2015). 
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to refine its implementation of an approach accounting for shared engines, transmissions, and 

platforms, and the NPRM now seeks comment on the approach, recommendations regarding any 

other approaches, and any information that would facilitate implementation of the current 

approach or any alternative approaches. 

6.4.2.2 Phase-In Caps 

The CAFE model retains the ability to use phase-in caps (specified in model inputs) as proxies 

for a variety of practical restrictions on technology application, including the improvements 

described above. Unlike vehicle-specific restrictions related to redesign, refreshes or 

platforms/engines, phase-in caps constrain technology application at the vehicle manufacturer 

level for a given model year. Introduced in the 2006 version of the CAFE model, they were 

intended to reflect a manufacturer's overall resource capacity available for implementing new 

technologies (such as engineering research and development personnel and financial resources), 

thereby ensuring that resource capacity is accounted for in the modeling process.  

Compared to prior analyses of light-duty standards, these model changes result in some changes 

in the broad characteristics of the model’s application of technology to manufacturers’ fleets. 

Because the use of phase-in caps has been de-emphasized and manufacturer technology 

deployment remains tied strongly to estimated product redesign and freshening schedules, 

technology penetration rates may jump more quickly as manufacturers apply technology to high-

volume products in their portfolio. As a result, the model will ignore a phase-in cap to apply 

inherited technology to vehicles on shared engines, transmissions, and platforms.  

In previous CAFE rulemakings, redesign/refresh schedules and phase-in caps were the primary 

mechanisms to reflect an OEM's limited pool of available resources during the rulemaking time 

frame and the years preceding it, especially in years where many models may be scheduled for 

refresh or redesign.  The newly-introduced representation of platform-, engine-, and 

transmission-related considerations discussed above augment the model’s preexisting 

representation of redesign cycles, and eliminate the need to rely on phase-in caps. By design, 

restrictions that enforce commonality of mass reduction on variants of a platform, and those that 

enforce engine and transmission inheritance, will result in fewer vehicle-technology 

combinations in a manufacturer’s future modeled fleet. The integration of shared components 

and product cadence as a mechanism to control the pace of technology application also more 

accurately represents each manufacturer’s unique position in the market and its existing 

technology footprint, rather than a technology-specific phase-in cap that is uniformly applied to 

all manufacturers in a given year. The NPRM seeks comment regarding this shift away from 

relying on phase-in caps and, if greater reliance on phase-in caps is recommended, what 

approach and information can be used to define and apply these caps. 
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6.4.2.3 Interactions between Regulatory Classes 

Like earlier versions, the current CAFE model provides the capability for integrated analysis 

spanning different regulatory classes, accounting both for standards that apply separately to 

different classes and for interactions between regulatory classes. Light vehicle CAFE and CO2 

standards are specified separately for passenger cars and light trucks. However, there is 

considerable technology sharing between these two regulatory classes – where a single engine, 

transmission, or platform can appear in both the passenger car and light truck regulatory class. 

For example, some sport-utility vehicles are offered in 2WD versions classified as passenger cars 

and 4WD versions classified as light trucks. Integrated analysis of manufacturers’ passenger car 

and light truck fleets provides the ability to account for such sharing and reduces the likelihood 

of finding technology solutions that could involve introducing impractical levels of complexity 

in manufacturers’ product lines. Additionally, integrated fleet analysis provides the ability to 

simulate the potential that manufacturers could earn credits by over complying with the standard 

in one fleet and use those credits toward compliance with the standard in another fleet (i.e., to 

simulate credit transfers between regulatory classes).  

While previous versions of the CAFE model have represented manufacturers’ fleets by drawing 

a distinction between passenger cars and light trucks, the current version of the CAFE model 

adds a further distinction, capturing the difference between passenger cars classified as domestic 

passenger cars and those classified as imports. The CAFE program regulates those passenger 

cars separately, and the current version of the CAFE model simulates all three CAFE regulatory 

classes separately - Domestic Passenger Cars (DC), Imported Passenger Cars (IC), and Light 

Trucks (LT). CAFE regulations state that standards, fuel economy levels, and compliance are all 

calculated separately for each class. These requirements are specified explicitly by the Energy 

Policy and Conservation Act (EPCA), with the 2007 Energy Independence and Security Act 

(EISA) having added the requirement to enforce minimum standards for domestic passenger 

cars. This update to the accounting imposes two additional constraints on manufacturers that sell 

vehicles in the U.S. - (1) the domestic minimum floor, and (2) limited transfers between cars 

classified as “domestic” versus those classified as “imported”. The domestic minimum floor 

creates a threshold that every manufacturer’s domestic car fleet must exceed without the 

application of CAFE credits. If a manufacturer’s calculated standard is below the domestic 

minimum floor, then the domestic floor is the binding constraint (even for manufacturers that are 

assumed to be willing to pay fines for non-compliance). The second constraint poses challenges 

for manufacturers that sell cars from both the domestic and imported passenger car categories. 

While previous versions of the CAFE model considered those fleets as a single fleet (i.e., 

passenger cars), the model now forces them to comply separately and limits the volume of 

credits that can be shifted between them for compliance. However, the CAA provides no 

direction regarding compliance by domestic and imported vehicles; EPA has not adopted 

provisions similar to the aforementioned EPCA/EISA requirements, and is not doing so today. 
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Therefore, consistent with current and proposed CO2 regulations, the CAFE model determines 

compliance for manufacturers’ overall passenger car fleets for that program. 

6.4.2.4 Technology Application Algorithm 

6.4.2.4.1 Technology representation and pathways  

While some properties of the technologies included in the analysis are specified by the user (e.g., 

cost of the technology), the set of included technologies is part of the model itself, which 

contains the information about the relationships between technologies.
449

 In particular, the CAFE 

model contains the information about the sequence of technologies, the paths on which they 

reside, any prerequisites associated with a technology’s application, and any exclusions that 

naturally follow once it is applied. 

The “application level” describes the system of the vehicle to which the technology is applied, 

which in turn determines the extent to which that decision affects other vehicles in a 

manufacturer’s fleet. For example, if a technology is applied at the “engine” level, it naturally 

affects all other vehicles that share that same engine (though not until they themselves are 

redesigned, if it happens to be in a future model year). Technologies applied at the “vehicle” 

level can be applied to a vehicle model without impacting the other models with which it shares 

components. Platform-level technologies affect all of the vehicles on a given platform, which can 

easily span technology classes, regulatory classes, and redesign cycles.  

The “application schedule” identifies when manufacturers are assumed to be able to apply a 

given technology – with many available only during vehicle redesigns. The application schedule 

also accounts for which technologies the CAFE model tracks, but does not apply. These enter as 

part of the analysis fleet (“Baseline Only”), and while they are necessary for accounting related 

to cost and incremental fuel economy improvement, they do not represent a choice that 

manufacturers make in the model. As discussed in Section II.B of the NPRM, the analysis fleet 

contains the information about each vehicle model, engine, and transmission selected for 

simulation and defines the initial technology state of the fleet relative to the sets of technologies 

in Table 6-86 and Table 6-87. 

  

                                                 
449 Unlike the 2012 Final Rule, where each technology had a single effectiveness value, technology effectiveness in 

the current version of the CAFE model is based on the ANL simulation project and defined for each combination of 

technologies – resulting in more than 100,000 technology effectiveness values for each of ten technology classes. 

This large database is extracted locally the first time the model is run and can be modified by the user in that 

location to reflect alternative assumptions about technology effectiveness.  
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Table 6-86 - CAFE Model Technologies  

Technology Application 

Level 

Application 

Schedule 

Description 

SOHC Engine Baseline Only Single Overhead Camshaft Engine 

DOHC Engine Baseline Only Double Overhead Camshaft Engine 

OHV Engine Baseline Only Overhead Valve Engine (maps to SOHC) 

VVT Engine Baseline Only Variable Valve Timing 

VVL Engine Redesign Only Variable Valve Lift 

SGDI Engine Redesign Only Stoichiometric Gasoline Direct Injection 

DEAC Engine Redesign Only Cylinder Deactivation 

HCR Engine Redesign Only High Compression Ratio Engine 

HCR2 Engine Redesign Only High Compression Ratio Engine with DEAC and CEGR 

TURBO1 Engine Redesign Only Turbocharging and Downsizing, Level 1 (18 bar) 

TURBO2 Engine Redesign Only Turbocharging and Downsizing, Level 2 (24 bar) 

CEGR1 Engine Redesign Only Cooled Exhaust Gas Recirculation, Level 1 (24 bar) 

ADEAC Engine Redesign Only Advanced Cylinder Deactivation 

CNG Engine Baseline Only Compressed Natural Gas Engine 

ADSL Engine Redesign Only Advanced Diesel Engine 

DSLI Engine Redesign Only Diesel engine improvements 

 

Table 6-87 - CAFE Model Technologies  

Technology Application 

Level 

Application 

Schedule 

Description 

MT5 Transmission Refresh/Redesign 5-Speed Manual Transmission 

MT6 Transmission Refresh/Redesign 6-Speed Manual Transmission 

MT7 Transmission Refresh/Redesign 7-Speed Manual Transmission 

AT5 Transmission Refresh/Redesign 5-Speed Automatic Transmission 

AT6 Transmission Refresh/Redesign 6-Speed Automatic Transmission 

AT6L2 Transmission Refresh/Redesign 6-Speed Automatic Transmission level 2 

AT6L3 Transmission Refresh/Redesign 6-Speed Automatic Transmission level 3 

AT8 Transmission Refresh/Redesign 8-Speed Automatic Transmission 

AT8L2 Transmission Refresh/Redesign 8-Speed Automatic Transmission level 2 

AT8L3 Transmission Refresh/Redesign 8-Speed Automatic Transmission level 3 

DCT6 Transmission Refresh/Redesign 6-Speed Dual Clutch Transmission 

DCT8 Transmission Refresh/Redesign 8-Speed Dual Clutch Transmission 

CVT Transmission Refresh/Redesign Continuously Variable Transmission 

CVT2 Transmission Refresh/Redesign Continuously Variable Transmission level 2 

EPS Vehicle Refresh/Redesign Electric Power Steering 

IACC Vehicle Refresh/Redesign Improved Accessories 

(w/ Alternator Regen and 70% Efficient Alternator) 

SS12V Vehicle Redesign Only 12V Micro-Hybrid (Stop-Start) 

BISG Vehicle Redesign Only Belt Mounted Integrated Starter/Generator 

CISG Vehicle Redesign Only Crank Mounted Integrated Starter/Generator 

SHEVP2 Vehicle Redesign Only P2 Strong Hybrid/Electric Vehicle 

SHEVPS Vehicle Redesign Only Power Split Strong Hybrid/Electric Vehicle 

PHEV30 Vehicle Redesign Only 30-mile Plug-In Hybrid/Electric Vehicle 

PHEV50 Vehicle Redesign Only 50-mile Plug-In Hybrid/Electric Vehicle 
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Technology Application 

Level 

Application 

Schedule 

Description 

BEV200 Vehicle Redesign Only 200-mile Electric Vehicle 

FCV Vehicle Redesign Only Fuel Cell Vehicle 

LDB Vehicle Refresh/Redesign Low Drag Brakes 

SAX Vehicle Refresh/Redesign Secondary Axle Disconnect 

ROLL10 Vehicle Refresh/Redesign Low Rolling Resistance Tires, Level 1 (10% 

Reduction) 

ROLL20 Vehicle Refresh/Redesign Low Rolling Resistance Tires, Level 2 (20% 

Reduction) 

MR1 Platform Refresh/Redesign Mass Reduction, Level 1 (5% Reduction in Glider 

Weight) 

MR2 Platform Redesign Only Mass Reduction, Level 2 (7.5% Reduction in Glider 

Weight) 

MR3 Platform Redesign Only Mass Reduction, Level 3 (10% Reduction in Glider 

Weight) 

MR4 Platform Redesign Only Mass Reduction, Level 4 (15% Reduction in Glider 

Weight) 

MR5 Platform Redesign Only Mass Reduction, Level 5 (20% Reduction in Glider 

Weight) 

AERO5 Vehicle Refresh/Redesign Aero Drag Reduction, Level 1 (5% Reduction) 

AERO10 Vehicle Redesign Only Aero Drag Reduction, Level 2 (10% Reduction) 

AERO15 Vehicle Redesign Only Aero Drag Reduction, Level 3 (15% Reduction) 

AERO20 Vehicle Redesign Only Aero Drag Reduction, Level 4 (20% Reduction) 

 

As Table 6-86 and Table 6-87 show, all engine technologies may only be applied (for the first 

time) during redesign. New transmissions can be applied during either refresh or redesign, except 

for manual transmissions, which can only be upgraded during redesign. Unlike previous versions 

of the model, which only allowed significant changes to vehicle powertrains at redesign, this 

version allows vehicles to inherit updates to shared components during refresh. For example, 

assume Vehicle A and Vehicle B share Engine 1, and engine 1 is redesigned as part of Vehicle 

A’s redesign in MY 2020. Vehicle B is not redesigned until 2025, but is refreshed in MY 2022. 

In the current version of the CAFE model, Vehicle B would inherit the updated version of 

Engine 1 when it is freshened in MY 2022. This change allows more rapid diffusion of 

powertrain updates (for example) throughout a manufacturer’s portfolio and reduces the number 

of years during which a manufacturer would build both new and legacy versions of the same 

engine. Despite increasing the rate of technology diffusion, this change still restricts the pace at 

which new engines (for example) can be designed and built (i.e., no faster than the redesign 

schedule of the “leader” vehicle to which they are tied). The only technology for which this does 

not hold is mass reduction improvements – these occur at the platform level, and each model on 

that platform must be redesigned (not merely refreshed) in order to receive the newest version of 

the platform that contains the most current mass reduction technology. 

The CAFE model defines several “technology classes” and “technology pathways” for logically 

grouping all available technologies for application on a vehicle. Technology classes provide 
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costs and improvement factors shared by all vehicles with similar body styles, curb weights, 

footprints, and engine types, while technology pathways establish a logical progression of 

technologies on a vehicle within a system or sub-system (e.g., engine technologies). 

Technology classes, shown in Table-6-88, are a means for specifying common technology input 

assumptions for vehicles that share similar characteristics. Predominantly, these classes signify 

the degree of applicability of each of the available technologies to a specific class of vehicles, 

and represent a specific set of Autonomie simulations (conducted as part of the Argonne 

National Laboratory large-scale simulation study) that determine the effectiveness of each 

technology to improve fuel economy. The vehicle technology classes also define, for each 

technology, the additional cost associated with application.
450

 Like in NHTSA’s  analysis for the 

2016 Draft TAR, the CAFE model uses separate technology classes for compact cars, midsize 

cars, small SUVs, large SUVs, and pickup trucks. However, in this analysis, each of those 

distinctions also has a “performance” version, that represents another class with similar body 

style, but higher levels of performance attributes (for a total of ten technology classes). As the 

model simulates compliance, identifying technologies that can be applied to a given 

manufacturer’s product portfolio to improve fleet fuel economy, it relies on the vehicle class to 

provide relevant cost and effectiveness information for each vehicle model. 

Table-6-88 - Vehicle Technology Classes 

Class Description 

SmallCar Small passenger cars 

MedCar Medium to large passenger cars 

SmallSUV Small sport utility vehicles and station wagons 

MedSUV Medium to large sport utility vehicles, minivans, and passenger 

vans 

Pickup Light duty pickups and other vehicles with ladder frame 

construction 

 

The CAFE model defines technology pathways for grouping and establishing a logical 

progression of technologies on a vehicle. Each pathway (or path) is evaluated independently and 

in parallel, with technologies on these paths being considered in sequential order. As the model 

traverses each path, the costs and fuel economy improvements are accumulated on an 

incremental basis with relation to the preceding technology. The system stops examining a given 

path once a combination of one or more technologies results in a “best” technology solution for 

that path.  After evaluating all paths, the model selects the most cost-effective solution among all 

pathways. This parallel path approach allows the model to progress thorough technologies in any 

given pathway without being unnecessarily prevented from considering technologies in other 

paths.  

                                                 
450

 It is up to the user to assign each vehicle in the analysis fleet to one of these technology classes. The process for 

mapping the MY 2016 vehicle fleet onto the set of technologies is described below. 
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Rather than rely on a specific set of technology combinations or packages, the CAFE model 

considers the universe of applicable technologies, dynamically identifying the most cost-

effective combination of technologies for each manufacturer’s vehicle fleet based on each 

vehicle’s initial technology content and the assumptions about each technology’s effectiveness, 

cost, and interaction with all other technologies both present and available.  

6.4.2.4.2 Technology Paths 

The CAFE model incorporates sixteen technology pathways for evaluation, as shown in Table 

6-89. Similar to individual technologies, each path carries an intrinsic application level that 

denotes the scope of applicability of all technologies present within that path, and whether the 

pathway is evaluated on one vehicle at a time, or on a collection of vehicles that share the same 

platform, engine, or transmission. 

Table 6-89 - Technology Pathways 

Technology Pathway Application Level 

Basic Engine Path Engine 

Turbo Engine Path Engine 

HCR Engine Path Engine 

Advanced DEAC Path Engine 

Advanced Diesel Engine Path Engine 

Manual Transmission Path Transmission 

Automatic Transmission Path Transmission 

CVT path Transmission 

Dual Clutch Transmission Path Transmission 

Electrification Path Vehicle 

Hybrid/Electric Path Vehicle 

Advanced Hybrid/Electric Path Vehicle 

Dynamic Load Reduction Path Vehicle 

Low Rolling Resistance Tires Path Vehicle 

Aerodynamic Improvements Path Vehicle 

Mass Reduction Path Platform 

 

The technologies that comprise the five Engine-Level paths available within the model are 

presented in Figure 6-181. Note that the baseline-level technologies (SOHC, DOHC, OHV, and 

CNG) appear in gray boxes. These technologies are used to inform the modeling system of the 

initial engine’s configuration, and are not otherwise applicable during the analysis. Additionally, 

the VCR path (intended to house fuel economy improvements from variable compression ratio 

engines) was not used in this analysis, but is present within the model. Unlike earlier versions of 

the CAFE model, that enforced strictly sequential application of technologies like VVL and 

SGDI, this version of the CAFE model allows basic engine technologies to be applied in any 

order once an engine has VVT (the base state of all ANL simulations). Once the model 

progresses past the basic engine path, it considers all of the more advanced engine paths (Turbo, 

HCR, Diesel, and ADEAC) simultaneously. They are assumed to be mutually exclusive, to avoid 
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situations where the model could be perceived to force manufacturers to radically change engine 

architecture with each redesign, incurring stranded capital costs and lost opportunities for 

learning. Thus, once one path is taken, it locks out the others. 

 

Figure 6-181 - Engine Paths 

For all pathways, the technologies are evaluated and applied to a vehicle in sequential order, as 

shown, from top to bottom. In some cases, however, if a technology is deemed ineffective, the 

system will bypass it and skip ahead to the next technology. If the modeling system applies a 

technology that resides later in the pathway, it will “backfill” anything that was previously 

skipped in order to fully account for costs and fuel economy improvements of the full technology 

combination.).
451

 For any technology that is already present on a vehicle (either from the MY 

2016 fleet or previously applied by the model), the system skips over those technologies as well 

and proceeds to the next. These skipped technologies, however, will not be applied again during 

backfill. 

While costs are still purely incremental, technology effectiveness is no longer constructed that 

way. The non-sequential nature of the basic engine technologies has no obvious preceding 

technology except for VVT, the root of the engine path. It was a natural extension to carry this 

approach to the other branches as well. The technology effectiveness estimates are now an 

integrated part of the CAFE model, and represents a translation of the Argonne simulation 

database that compares the fuel consumption of any combination of technologies (across all 

paths) to the base vehicle (that has only VVT, 5-speed automatic transmission, no electrification, 

and no body-level improvements).
452

 

                                                 
451

 More detail about how the Argonne simulation database was integrated into the CAFE model can be found in 5.1 

and 5.2, above. 
452

 This is true for all combinations other than those containing manual transmissions. Because the model does not 

convert automatic transmissions to manual transmissions, nor the inverse, technology combinations containing 
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The Basic Engine path begins with SOHC, DOHC, and OHV technologies defining the initial 

configuration of the vehicle’s engine. Because these technologies are not available during 

modeling, the model evaluates this pathway starting with VVT. Whenever a technology pathway 

forks into two or more branch points, as the engine path does at the end of the basic engine path, 

all of the branches are treated as mutually exclusive. The system evaluates all technologies 

forming the branch simultaneously, and selects the most cost-effective for the application, while 

disabling the remaining paths not chosen. 

The technologies that make up the four Transmission-Level paths defined by the modeling 

system are shown in Figure 6-182. The baseline-level technologies (AT5, MT5 and CVT) appear 

in gray boxes and are only used to represent the initial configuration of a vehicle’s transmission. 

For simplicity, all manual transmissions with five forward gears or fewer have been assigned the 

MT5 technology in the analysis fleet. Similarly, all automatic transmissions with five forward 

gears or fewer have been assigned the AT5 technology. The model preserves the initial 

configuration for as long as possible, and prohibits manual transmissions from becoming 

automatic transmissions at any point. Automatic transmissions may become CVT level 2 after 

progressing though the 6-speed automatic. While the structure of the model still allows automatic 

transmissions to consider the move to DCT, in practice they are restricted from doing so in the 

market data file. This allows vehicles that enter with a DCT to improve it (if opportunities to do 

so exist), but does not allow automatic transmissions to become DCTs, in recognition of low 

consumer enthusiasm for the earlier versions of the transmission that have been introduced over 

the last decade. 

                                                                                                                                                             
manual transmissions use a reference point identical to the base vehicle description, but containing a 5-speed manual 

rather than automatic transmission.  
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Figure 6-182 - Transmission Paths 

 

The root of the Electrification path, shown in Figure 6-183, is a conventional powertrain 

(CONV) with no electrification. The two strong hybrid technologies (SHEVP2 and SHEVPS) on 

the Hybrid/Electric path are defined as stand-alone and mutually exclusive. These technologies 

are not incremental over each other for cost or effectiveness and do not follow a traditional 

progression logic present on other paths. While the SHEVP2 represents a hybrid system paired 

with the existing engine on a given vehicle, the SHEVPS removes and replaces that engine, 

making it the larger architectural change of the two. In general, the electrification technologies 

are applied as vehicle-level technologies, meaning that the model applies them without affecting 

components that might be shared with other vehicles. In the case of the more advanced 

electrification technologies, where engines and transmissions are removed or replaced, the model 

will choose a new vehicle to be the leader on that component (if necessary) and will not force 

other vehicles sharing that engine or transmission to become hybrids (or EVs) as well. In 

addition to the electrification technologies, there are two electrical system improvements, electric 

power steering (EPS) and accessory improvements (IACC), which were not part of the ANL 

simulation project and are applied by the model as fixed percentage improvements to all 

technology combinations in a particular technology class. Their improvements are superseded by 

technologies in the other electrification paths – BISG or CISG, in the case of EPS, and strong 

hybrids (and above) in the case of IACC – which are assumed to include those improvements 

already. 
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Figure 6-183 - Electrification technology path 

 

The technology paths related to load reduction of the vehicle are shown in Figure 6-184. Of 

these, only the Mass Reduction (MR) path is applied at the platform level, thus affecting all 

vehicles (across classes and body styles) on a given platform. The remaining technology paths 

are all applied at the vehicle level, and technologies within each path are considered purely 

sequential. For mass reduction, aerodynamic improvements, and reductions in rolling resistance, 

the base level of each path is the “zero state,” in which a vehicle has exhibited none of the 

improvements associated with the technology path. In addition to choosing among possible 

engine, transmission, and electrification improvements to improve a vehicle’s fuel economy, the 

CAFE model will consider technologies each of the possible load improvement paths 

simultaneously. 
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Figure 6-184 - Load reduction technology paths 

 

Even though the model evaluates each technology path independently, some of the pathways are 

interconnected to allow for additional logical progression and incremental accounting of 

technologies. For example, the cost of SHEVPS (power-split strong hybrid/electric) on the 

Hybrid/Electric path is defined as incremental over the complete basic engine path (an engine 

that contains VVT, VVL, SGDI, and DEAC), the AT5 (5-speed automatic) technology on the 

Automatic Transmission path, and the CISG (crank mounted integrated starter/generator) 

technology on the Electrification path. For that reason, whenever the model evaluates the 

SHEVPS technology for application on a vehicle, it ensures that, at a minimum, all the 

aforementioned technologies (as well as their predecessors) have already been applied on that 

vehicle. However, if it becomes necessary for a vehicle to progress to the power-split hybrid, the 

model will virtually apply the technologies associated with the reference point in order to 

evaluate the attractiveness of transitioning to the strong hybrid. 

Of the seventeen technology pathways present in the model, all Engine paths, the Automatic 

Transmission path, the Electrification path, and both Hybrid/Electric paths are logically linked 

for incremental technology progression. Some of the technology pathways, as defined in the 

CAFE model and shown in Figure 6-185, may not be compatible with a vehicle given its state at 

the time of evaluation. For example, a vehicle with a 6-speed automatic transmission will not be 

able to get improvements from a Manual Transmission path, because it is virtually certain that a 

manufacturer would not revert to a manual transmission for that vehicle in real life. For this 

reason, the model implements logic to explicitly disable certain paths whenever a constraining 

technology from another path is applied on a vehicle. On occasion, not all of the technologies 
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present within a pathway may produce compatibility constraints with another path. In such a 

case, the system will selectively disable a conflicting pathway (or part of the pathway) as 

required by the incompatible technology. 

 

Figure 6-185 - All technology pathways 

 

For any interlinked technology pathways shown in Figure 6-185, the system also disables all 

preceding technology paths whenever a vehicle transitions to a succeeding pathway. For 

example, if the model applies SHEVPS technology on a vehicle, the system disables the Turbo, 

HCR, ADEAC, and Diesel Engine paths, as well as the Basic Engine, the Automatic 

Transmission, and the Electrification paths (all of which precede the Hybrid/Electric path).453 

This implicitly forces vehicles to always move in the direction of increasing technological 

sophistication each time they are reevaluated by the model. 

6.4.2.5 Simulating manufacturer compliance with standards  

                                                 
453

 The only notable exception to this rule occurs whenever SHEVP2 technology is applied on a vehicle. This 

technology may be present in conjunction with any engine-level technology, and as such, the Basic Engine path is 

not disabled upon application of SHEVP2 technology, even though this pathway precedes the Hybrid/Electric path. 
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As a starting point, the CAFE model needs enough information to represent each manufacturer 

covered by the program. As discussed in Section II.B of the NPRM, the MY 2016 analysis fleet 

contains information about each manufacturer’s: 

 Vehicle models offered for sale – their current (i.e., MY 2016) production volumes, 

manufacturer suggested retail prices (MSRPs), fuel saving technology content 

(relative to the set of technologies described in Table 6-86 and Table 6-87 and other 

attributes (curb weight, drive type, assignment to technology class and regulatory 

class),  

 Production constraints – product cadence of vehicle models (i.e., schedule of model 

redesigns and “freshenings”), vehicle platform membership, degree of engine and/or 

transmission sharing (for each model variant) with other vehicles in the fleet, and 

 Compliance constraints and flexibilities – historical preference for full compliance or 

fine payment/credit application, willingness to apply additional cost-effective fuel 

saving technology in excess of regulatory requirements, projected applicable flexible 

fuel credits, and current CAFE credit balance (by model year and regulatory class) in 

first model year of simulation. 

Each manufacturer’s regulatory requirement represents the production-weighted mean (for 

CAFE, the harmonic mean) of their vehicle’s targets in each regulated fleet. This means that no 

individual vehicle has a “standard,” merely a target, and each manufacturer is free to identify a 

compliance strategy that makes the most sense given its unique combination of vehicle models, 

consumers, and competitive position in the various market segments. As the CAFE model takes 

regulatory standards (i.e., footprint curves) as an input, each manufacturer’s requirement is 

dynamically defined based on the specification of the standards for any simulation and the 

distribution of footprints within each fleet. 

Given this information, the model attempts to apply technology to each manufacturer’s fleet in a 

manner that minimizes “effective costs.” The effective cost captures more than the incremental 

cost of a given technology – it represents the difference between their incremental cost and the 

value of fuel savings to a potential buyer over the first 30 months of ownership.
454

 In addition to 

the technology cost and fuel savings, the effective cost also includes the change in civil penalties 

(for the CAFE program) from applying a given technology and any estimated welfare losses 

associated with the technology (e.g., earlier versions of the CAFE model simulated low-range 

electric vehicles that produced a welfare loss to buyers who valued standard operating ranges 

between re-fueling events).  

                                                 
454

 The length of time over which to value fuel savings in the effective cost calculation is a model input that can be 

modified by the user. This analysis uses 30 months’ worth of fuel savings in the effective cost calculation, assuming 

the price of fuel at the time of purchase persists for at least the next 30 months. This implies new car buyers will 

behave as if the fuel price at the time of purchase reflects the fuel price he or she will face over the life of the 

vehicle. 
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This construction allows the model to choose technologies that both improve a manufacturer’s 

compliance position and are most likely to be attractive to its consumers. This also means that 

different assumptions about future fuel prices will produce different rankings of technologies 

when the model evaluates available technologies for application. For example, in a high fuel 

price regime, an expensive but very efficient technology may look attractive to manufacturers 

because the value of the fuel savings is sufficiently high to both counteract the higher cost of the 

technology and, implicitly, satisfy consumer demand to balance price increases with reductions 

in operating cost. Similarly, technologies for which there exist consumer welfare losses 

(discussed in Section II.E of the NPRM) will be seen as less attractive to manufacturers who may 

be concerned about their ability to recover the full amount of the technology cost during the sale 

of the vehicle. The model continues to add technology until a manufacturer either - (a) reaches 

compliance with standards (possibly through the accumulation and application of 

overcompliance credits), (b) reaches a point at which it is more cost effective to pay civil 

penalties than to add more technology (for the CAFE program), or (c) reaches a point beyond 

compliance where the manufacturer assumes its consumers will be unwilling to pay for 

additional fuel saving technologies. 

In general, the model adds technology for several reasons, but checks these sequentially. The 

model then applies any “forced” technologies. Currently, only VVT is forced to be applied to 

vehicles at redesign, since it is the root of the engine path and the reference point for all future 

engine technology applications.
455

 The model next applies any inherited technologies that were 

applied to a leader vehicle and carried forward into future model years where follower vehicles 

(on the shared system) are freshened or redesigned (and thus eligible to receive the updated 

version of the shared component). In practice, very few vehicle models enter without VVT, so 

inheritance is typically the first step in the compliance loop. Then the model evaluates the 

manufacturer’s compliance status, applying all cost-effective technologies regardless of 

compliance status (essentially any technology for which the effective cost is negative). Then the 

model applies expiring overcompliance credits (if allowed to under the perspective of either the 

“unconstrained” or “standard setting” analysis, for CAFE purposes). At this point, the model 

checks the manufacturer’s compliance status again. If the manufacturer is still not compliant (and 

is unwilling to pay civil penalties), the model will add technologies that are not cost-effective 

until the manufacturer reaches compliance. If the manufacturer exhausts opportunities to comply 

with the standard by improving fuel economy (typically due to a limited percentage of its fleet 

being redesigned in that year), the model will apply banked CAFE or CO2 credits to offset the 

remaining deficit. If no credits exist to offset the remaining deficit, the model will reach back in 

time to alter technology solutions in earlier model years. 

                                                 
455

 As a practical matter, this affects very few vehicles. More than 95% of vehicles in the market file either already 

have VVT present, or have surpassed the basic engine path through the application of hybrids or electric vehicles. 
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The CAFE model implements multi-year planning by looking back, rather than forward. When a 

manufacturer is unable to comply through cost-effective (i.e., producing effective cost values 

less than zero) technology improvements or credit application in a given year, the model will 

“reach back” to earlier years and apply the most cost-effective technologies that were not applied 

at that time, and then carry those technologies forward into the future and re-evaluate the 

manufacturer’s compliance position. The model repeats this process until compliance in the 

current year is achieved, dynamically rebuilding previous model year fleets and carrying them 

forward into the future – accumulating CAFE or CO2 credits from over-compliance with the 

standard wherever appropriate. 

In a given model year, the model determines applicability of each technology to each vehicle 

model, platform, engine, and transmission. The compliance simulation algorithm begins the 

process of applying technologies based on the CAFE or CO2 standards specified during the 

current model year. This involves repeatedly evaluating the degree of noncompliance, 

identifying the next “best” technology (ranked by the effective cost discussed earlier) available 

on each of the parallel technology paths described above and applying the best of these. The 

algorithm combines some of the pathways, evaluating them sequentially instead of in parallel, in 

order to ensure appropriate incremental progression of technologies.  

The algorithm first finds the best next applicable technology in each of the technology pathways, 

then selects the best among these. The model applies the technology to the affected vehicles if a 

manufacturer is either unwilling to pay penalties, or if applying the technology is more cost-

effective than paying penalties. Afterwards, the algorithm reevaluates the manufacturer’s degree 

of noncompliance and continues application of technology. Once a manufacturer reaches 

compliance (i.e., the manufacturer would no longer need to pay CAFE civil penalties), the 

algorithm proceeds to apply any additional technology determined to be cost-effective (as 

discussed above). Conversely, if a manufacturer is assumed to prefer to pay CAFE civil 

penalties, the algorithm only applies technology up to the point where doing so is less costly than 

paying fines. The algorithm stops applying additional technology to this manufacturer’s products 

once no more cost-effective solutions are encountered. This process is repeated for each 

manufacturer present in the input fleet. It is then repeated again for each model year. Once all 

model years have been processed, the compliance simulation algorithm concludes.  For purposes 

of CO2 standards compliance analysis, the simulation is similar but does not include assumptions 

regarding payment of civil penalties or other EPCA/EISA statutory constraints. 

6.4.2.6 Compliance Example 

The following example will illustrate the features discussed above. While the example describes 

the actions that General Motors takes to modify the Chevrolet Equinox in order to comply with 

the CAFE “augural” standards (the baseline in this analysis), and the logical consequences of 

these actions, a similar example would develop if instead simulating compliance with the EPA 

standards for those years. The structure of GM’s fleet and the mechanisms at work in the CAFE 
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model are identical in both cases, but different features of each program (unlimited credit 

transfers between fleets, for example) would likely cause the model to choose different 

technology solutions. 

At the start of the simulation in MY 2016, GM has 30 unique engines shared across more than 33 

unique nameplates, 260 model variants, and three regulatory classes. As discussed earlier, the 

CAFE model will attempt to preserve that level of sharing across GM’s fleets to avoid 

introducing additional production complexity for which costs are not estimated in this analysis. 

An even smaller number of transmissions (sixteen) and platforms (twelve) are shared across the 

same set of nameplates, model variants, and regulatory classes.  

The Chevrolet Equinox is represented in the model inputs as a single nameplate, with five model 

variants – distinguished by the presence of all-wheel drive and four distinct powertrain 

configurations (two engines paired with two different transmissions). Across all five model 

variants, GM produced above 220,000 units of the Equinox nameplate. Approximately 150,000 

units of that production volume is regulated as Domestic Passenger Car, with the remainder 

regulated as Light Trucks. The easiest way to describe the actions taken by the CAFE model is to 

focus on a single model variant of the Equinox (one row in the market data file). The model 

variant of the Equinox with the highest production volume, approximately 130,000 units in MY 

2016, is vehicle code 110111.
456

 This unique model variant is the basis for the example. 

However, because it is only one of five variants on the Equinox nameplate, the modifications 

made to that model in the simulation will affect the rest of the Equinox variants, and other 

vehicles across all fleets. 

The example Equinox variant is designated as an engine and platform leader. As discussed 

earlier, this implies that modifications to its engine (11031, a 2.4L I-4) are tied to the redesign 

cadence of this Equinox, as are modifications to its platform (Theta/TE). The engine is shared by 

the Buick LaCrosse, Regal, and Verano, and by the GMC Terrain (as well as appearing in two 

other variants of the Equinox). So those vehicles, if redesigned after this Equinox, will inherit 

changes to engine 11031 when they are redesigned, carrying the legacy version of the engine 

until then. Similarly, this Equinox shares its platform with the Cadillac SRX and GMC Terrain, 

which will inherit changes made to this platform when they are redesigned (if later than the 

Equinox, as is the case with the SRX).  

This specific Equinox is a transmission “follower,” getting updates made to its transmission 

leader (the Chevrolet Malibu) when it is freshened or redesigned. Additionally, two other 

variants of the Equinox nameplate (the more powerful versions, containing a 3.6L V-6 engine) 

are not “leaders” on any of the primary components. Those variants are built on the same 

                                                 
456

 This numeric designation is not important to understand the example but will allow an interested reader to 

identify the vehicle in model outputs to either recreate the example or use it as a template to create similar examples 

for other manufacturers and vehicles.  
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platform as the example Equinox variant, but share their engine with the Buick Enclave and 

LaCrosse, the Cadillac SRX and XTS,
457

 the Chevrolet Colorado, Impala and Traverse (which is 

the designated “leader”), and the GMC Acadia, Canyon, and Terrain. This is an example of how 

shared and inherited components interact with product cadence - when the Equinox nameplate is 

redesigned, the CAFE model has more leverage over some variants than others and cannot make 

changes to the engines of the variants of the Equinox with V-6 unless that change is consistent 

with all of the other nameplates just listed. The transmissions on the other variants of the 

Equinox are similarly widely shared, and represent the same kind of production constraint just 

described with respect to the engine. When accounting for the full set of engines, transmissions, 

and platforms represented across the Equinox nameplate’s five variants, components are shared 

across all three regulatory classes.  

This example uses a “standard setting” perspective to minimize the amount of credit generation 

and application, in order to focus on the mechanics of technology application and component 

sharing. The actions taken by the CAFE model when operating on the example Equinox during 

GM’s compliance simulation are shown in Table 6-90. In general, the example Equinox begins 

the compliance simulation with the technology observed in its MY 2016 incarnation – a 2.6L I-4 

with VVT and SGDI, a 6-speed automatic transmission, low rolling resistance tires (ROLL20) 

and a 10% realized improvement in aerodynamic drag (AERO10). In MY 2018, the Equinox is 

redesigned, at which time the engine adds VVL and level-1 turbocharging. The transmission on 

the Malibu is upgraded to an 8-speed automatic in 2018, which the Equinox also gets. The 

platform, for which this Equinox is the designated leader, gets level-4 mass reduction. The 

CAFE model also applies a few vehicle-level technologies - low-drag brakes, electronic 

accessory improvements, and additional aerodynamic improvements (AERO20). Upon refresh in 

MY 2021, it acquires an upgraded 10-speed transmission (AT10) from the Malibu. Then in MY 

2025 it is redesigned again and upgrades the engine to level-2 turbocharging, replaces the 10-

speed automatic transmission with an 8-speed automatic transmission, adds a P2 strong hybrid, 

and further reduces the mass of the platform (MR5). Using an “unconstrained” perspective 

would possibly lead to additional actions taken after MY 2025, where GM may have been 

simulated to use credits earned in earlier model years to offset small, persistent CAFE deficits in 

one or more fleets. In the “standard setting” perspective, that forces compliance without the use 

of CAFE credits, this is not an issue. 

 

                                                 
457

 It is worth noting that GM last produced the Cadillac SRX for MY 2016 – this is one example of the limitations 

of using an analysis fleet defined in terms of even a recent actual model year.  Section II.B of the NPRM discusses 

these tradeoffs, and the tentative conclusion that, as a foundation for analysis presented here, it was better to develop 

the analysis fleet using the best information available for MY 2016 than to have used manufacturers’ CBI to 

construct an analysis fleet that, though more current, would have limited ability to make public all analytical inputs 

and outputs. 



 

504 

 

Table 6-90 - Summary of example Equinox technology application 

Model 

Year State 

FE 

Target MPG Cost ($) Action 

2016 Refresh 34.9 34.1 43 

Starts with VVT; SGDI; AT6; ROLL20; 

AERO10 

2017   36.9 34.1 37   

2018 Redesign 38.3 47.1 3,470 

Applied - VVL, TURBO1, AT8, IACC, 

BISG, LDB, MR4, AERO20 

2019   39.7 47.1 3,280   

2020   41.3 47.1 3,125   

2021 Refresh 43.0 47.6 3,070 Applied - AT10 

2022   45.0 47.6 2,960   

2023   47.1 47.6 2,870   

2024   49.4 47.6 2,780   

2025 Redesign 51.7 52.3 5,020 Applied - TURBO2. AT8, SHEVP2, MR5 

2026   51.7 52.3 4,870   

2027   51.7 52.3 4,735   

2028 Refresh 51.7 52.3 4,620   

2029   51.7 52.3 4,510   

2030   51.7 52.3 4,410   

2031   51.7 52.3 4,320   

2032 Redesign 51.7 52.3 4,260   

 

The technology applications described in Table 6-90 have consequences beyond the single 

variant of the Equinox shown in the table. In particular, two other variants of the Equinox (both 

of which are regulated as Light Trucks) get the upgraded engine, which they share with the 

example, in MY 2018. Thus, this application of engine technology to a single variant of the 

Equinox in the Domestic Car fleet “spills over” into the Light Truck fleet, generating 

improvements in fuel economy and additional costs. Furthermore, the Buick LaCross and Regal, 

and the GMC Terrain also get the same engine, which they share with the example, in MY 2018. 

Those vehicles also span the Domestic Car and Light Truck fleets. However, the Buick Verano, 

which is not redesigned until MY 2019, continues with the legacy (i.e., MY 2016) version of the 

shared engine until it is redesigned. When it inherits the new engine in MY 2019, it does so 

without modification – the engine it inherits is the same one that was redesigned in MY 2018. 

This means that the Verano will improve its fuel economy in MY 2019 when the new engine is 

inherited, but only to the extent that the new version of the engine is an improvement over the 

legacy version in the context of the Verano’s other technology (which it is – the Verano moves 

from 32 MPG to 44 MPG when accounting for the other technologies added during the MY 2019 

redesign).  

This same story continues with the diffusion of platform improvements simulated by the CAFE 

model in MY 2018. The GMC Terrain is simulated to be redesigned in MY 2018, in conjunction 

with the Equinox. The performance variants of the Equinox, with a 3.5L V-6, also upgrade their 
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engines in MY 2018 (in conjunction with the estimated Chevrolet Traverse redesign). However, 

when the Equinox is next redesigned in MY 2025, the engine shared with the Traverse is not 

upgraded again until MY 2026, so the performance versions of the Equinox continue with the 

2018 version of the engine throughout the remainder of the simulation. While these inheritances 

and sharing dynamics are not a perfect representation of each manufacturer’s specific 

constraints, nor the flexibilities available to shift strategies in real-time as a response to changing 

market or regulatory conditions, they are a reasonable way to consider the resource constraints 

that prohibit fleet-wide technology diffusion over shorter windows than have been observed 

historically and for which this analysis has no way to impose additional costs. 

Aside from the technology application and its consequences throughout the GM product 

portfolio, discussed above, there are other important conclusions to draw from the technology 

application example. The first of these is that product cadence matters, and only by taking a year-

by-year perspective can this be seen. When the example Equinox is redesigned in MY 2018, the 

CAFE model takes actions that cause the redesigned Equinox to significantly exceed its fuel 

economy target. While, again, no single vehicle has a “standard,” having high volume vehicles 

significantly below their individual targets can present compliance challenges for manufacturers 

who must compensate by exceeding targets on other vehicles. While the example Equinox 

exceeds its MY 2018 target by almost 9 MPG, this version of the Equinox is not eligible to see 

significant technology changes again before MY 2025 (except for the transmission upgrade that 

occurs in MY 2021). Thus, the CAFE model is redesigning the Equinox in MY 2018 with 

respect to future targets and standards – this Equinox is nearly two MPG below its target in MY 

2024 before being redesigned in MY 2025. This reflects a real challenge that manufacturers face 

in the context of continually increasing CAFE standards, and represents a clear example of why 

considering discrete model year snapshots where all vehicles are assumed to be redesigned is 

likely to be unrealistically simplistic. The MY 2018 version of the example Equinox persists 

(with little change) through six model years, and the standards present in those years. This is one 

reason why the CAFE model was used to examine the impacts of the proposed standards in this 

analysis.  

Another feature of note in Table 6-90 is the cost of applying these technologies. The costs are all 

denominated in dollars, and represent incremental cost increases relative to the MY 2016 version 

of the Equinox. Aside from the cost increase of more than $5,000 in MY 2025 when the vehicle 

is converted to a strong hybrid, the incremental technology costs display a consistent trend 

between application events – decreasing steadily over time as the cost associated with each given 

combination of technologies “learns down.” By MY 2032, even the most expensive version of 

the example Equinox costs nearly $800 less to produce than it did in MY 2025.  

The technology application in the example occurs in the context of GM’s attempt to comply with 

the augural standards. As some of the components on the Equinox nameplate are shared across 

all three regulated fleets,  
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Table-6-91 shows the compliance status of each fleet in MYs 2016 – 2025. In MY 2017, the 

CAFE model applies expiring credits to offset deficits in the DC and LT fleets. In MY 2028, 

when GM is simulated to aggressively apply technology to the example Equinox, the DC fleet 

exceeds its standard while the LT fleet still generates deficits. The CAFE model offset that 

deficit with expiring (and possibly transferred) credits. However, by MY 2020 the “standard 

setting” perspective removes the option of using CAFE credits to offset deficits and GM exceeds 

the standard in all three fleets, though by almost two MPG in DC and LT. As the Equinox 

example showed, many of the vehicles redesigned in MY 2020 will still be produced at the MY 

2020 technology level in MY 2025, where GM is simulated to comply exactly across all three 

fleets. Under an “unconstrained” perspective, the CAFE model would use the CAFE credits 

earned through over-compliance with the standards in MYs 2020 – 2023 to offset deficits created 

by under-compliance as the standards continued to increase, pushing some technology 

application until later years when the standards stabilized and those credits expired. The CAFE 

model simulates compliance through MY 2032 to account for this behavior. 
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Table-6-91 - GM compliance pathway under augural standards, “standard setting” 

perspective 

Model Year Regulatory Class Standard CAFE 

2016 

DC 36.2 35.1 

IC 39.9 41.9 

LT 27.1 24.9 

2017 

DC 38.3 37.9 

IC 42.3 43.0 

LT 27.5 25.6 

2018 

DC 39.7 41.5 

IC 43.9 43.9 

LT 27.9 27.4 

2019 

DC 41.1 42.5 

IC 45.5 43.7 

LT 28.3 29.8 

2020 

DC 42.8 45.3 

IC 47.3 47.3 

LT 28.8 31.0 

2021 

DC 44.6 48.3 

IC 49.3 52.5 

LT 30.6 34.6 

2022 

DC 46.7 49.9 

IC 51.7 56.7 

LT 32.1 34.9 

2023 

DC 48.8 51.3 

IC 54.1 57.3 

LT 33.6 35.1 

2024 

DC 51.1 52.3 

IC 56.6 57.8 

LT 35.2 35.2 

2025 

DC 53.5 53.5 

IC 59.3 59.3 

LT 36.8 36.8 

6.4.2.7 Representation of OEMs’ potential responsiveness to buyers’ willingness to pay for 

fuel economy improvements 

The CAFE model simulates manufacturer responses to both regulatory standards and technology 

availability. In order to do so, it requires assumptions about how the industry views consumer 

demand for additional fuel economy, because manufacturer responses to potential standards 

depend not just on what they think they are best off producing to satisfy regulatory requirements 

(considering the consequences of not satisfying those requirements), but also on what they think 
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they can sell, technology-wise, to consumers. In the 2012 final rule, the agencies analyzed 

alternatives under the assumption that manufacturers would not improve the fuel economy of 

new vehicles at all, unless compelled to do so by the existence of increasingly stringent CAFE 

and GHG standards.
458

 This “flat baseline” assumption led the agencies to attribute all of the fuel 

savings that occurred in the simulation after MY 2016 to the proposed standards, because none 

of the fuel economy improvements were considered likely to occur in the absence of increasing 

standards. However, this assumption contradicted much of the literature on this topic and the 

industry’s recent experience with CAFE compliance, and for CAFE standards, the analysis 

published in 2016 applied a reference case estimate that manufacturers will treat all technologies 

that pay for themselves within the first three years of ownership (through reduced expenditures 

on fuel) as if the cost of that technology were negative.
459

 

The industry has exceeded the required CAFE level for both passenger cars and light trucks in 

the past; notably, by almost 5 mpg during the fuel price spikes of the 2000s when CAFE 

standards for passenger cars were still frozen at levels established for the 1990 model year.
460

 In 

fact, a number of manufacturers that traditionally paid CAFE civil penalties even reached 

compliance during years with sufficiently high fuel prices.
461

 The model attempts to account for 

this observed consumer preference for fuel economy, above and beyond that required by the 

regulatory standards, by allowing fuel price to influence the ranking of technologies that the 

model considers when modifying a manufacturer’s fleet in order to achieve compliance. In 

particular, the model ranks available technology not by cost, but by “effective cost.”  

When the model chooses which technology to apply next, it calculates the effective cost of 

available technologies and chooses the technology with the lowest effective cost. The “effective 

cost” itself, is a combination of the technology cost, the fuel savings that would occur if that 

technology were applied to a given vehicle, the resulting change in CAFE penalties (as 

appropriate), and the affected volumes. User inputs determine how much fuel savings 

manufacturers believe new car buyers will pay for (denominated in the number of years before a 

technology “pays back” its cost). 

Because the civil penalty provisions specified for CAFE in EPCA do not apply to CO2 standards, 

the effective cost calculation applied when simulating compliance with CO2 standards uses an 

estimate of the potential value of CO2 credits. Including a valuation of CO2 credits in the 

                                                 
458

 See, e.g., 75 FR 62844, 75 FR 63105. 
459

 Draft TAR, p. 13-10, available at https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/Draft-TAR-Final.pdf 

(last accessed Jun. 15, 2018). 
460

 NHTSA, Summary of Fuel Economy Performance, 2014, available at 

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/performance-summary-report-12152014-v2.pdf (last accessed June 

27, 2018). 
461

 Ibid.  Additional data available at https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Mfr_LIVE.html (last accessed June 

27, 2018). 

https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/Draft-TAR-Final.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/performance-summary-report-12152014-v2.pdf
https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Mfr_LIVE.html
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effective cost metric provides a potential basis for future explicit modeling of credit trading.
462

 

Manufacturers, though, have thus far declined to disclose the actual terms of CAFE or CO2 credit 

trades, so this calculation currently uses the CAFE civil penalty rate as the basis to estimate this 

value.  It seems reasonable to assume that the CAFE civil penalty rate likely sets an effective 

ceiling on the price of any traded CAFE credits, and considering that each manufacturer can only 

produce one fleet of vehicles for sale in the U.S., prices of CO2 credits might reasonably be 

expected to be equivalent to prices of CAFE credits.  However, the current CAFE model does 

not explicitly simulate credit trading; therefore, the change in the value of CO2 credits should 

only capture the change in manufacturer’s own cost of compliance, so the compliance simulation 

algorithm applies a ceiling at 0 (zero) to each calculated value of the CO2 credits.
463

 

Just as manufacturers’ actual approaches to vehicle pricing are closely held, manufacturers’ 

actual future approaches to making decisions about technology are not perfectly knowable.  The 

CAFE model is intended to illustrate ways manufacturers could respond to standards, given a set 

of production constraints, not to predict how they will respond.  Alternatives to these “effective 

cost” metrics have been considered, and will continue to be considered.  For example, instead of 

using a dollar value, the model could use a ratio, such as the net cost (technology cost minus fuel 

savings) of an application of technology divided by corresponding quantity of avoided fuel 

consumption or CO2 emissions.  Any alternative metric has the potential to shift simulated 

choices among technology application options, and some metrics would be less suited to the 

CAFE model’s consideration of multiyear product planning, or less adaptable than others to any 

future simulation of credit trading.  Comment is sought regarding the definition and application 

of criteria to select among technology options and determine when to stop applying technology 

(consider not only standards, but also factors such as fuel prices, civil penalties for CAFE, and 

the potential value of credits for both programs), and this aspect of the model may be further 

revised. Any future revision to the effective cost would be considered in light of manufacturers 

different compliance positions relative to the standards, and in light of the likelihood that some 

OEMs will continue to use civil penalties as a means to resolve CAFE deficits (at least for some 

fleets). 

While described in greater detail in the CAFE model documentation, the effective cost reflects 

an assumption not about consumers’ actual willingness to pay for additional fuel economy, but 

about what manufacturers believe consumers are willing to pay. The reference case estimate for 

today’s analysis is that manufacturers will treat all technologies that pay for themselves within 

the first 2 ½ years of ownership (through reduced expenditures on fuel) as if the cost of that 

                                                 
462

 By treating all passenger cars and light trucks as being manufactured by a single “OEM”, inputs to the CAFE 

model can be structured to simulate perfect trading.  However, competitive and other factors make perfect trading 

exceedingly unlikely, and future efforts will focus consideration on more plausible imperfect trading. 
463

 Having the model continue to add technology in order to build a surplus of credits as warranted by the estimated 

(whether specified as a model input or calculated dynamically as a clearing price) market value of credits would 

provide part of the basis for having the model build the supply side of an explicitly-simulated credit trading market. 
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technology were negative.  Manufacturers have repeatedly indicated to the agencies that new 

vehicle buyers are only willing to pay for fuel economy-improving technology if it pays back 

within the first 2-3 years of vehicle ownership.
464

  NHTSA has therefore incorporated this 

assumption (of willingness to pay for technology that pays back within 30 months) into today’s 

analysis. Alternatives to this 30-month estimate are considered in the sensitivity analysis 

included in today’s notice.  In the current version of the model, this assumption holds whether or 

not a manufacturer has already achieved compliance. This means that the most cost-effective 

technologies (those that pay back within the first 2 ½ years) are applied to new vehicles even in 

the absence of regulatory pressure. However, because the value of fuel savings depends upon the 

price of fuel, the model will add more technology even without regulatory pressure when fuel 

prices are high compared to simulations where fuel prices are assumed to be low. This 

assumption is consistent with observed historical compliance behavior (and consumer demand 

for fuel economy in the new vehicle market), as discussed above. 

One implication of this assumption is that futures with higher, or lower, fuel prices produce 

different sets of attractive technologies (and at different times). For example, if fuel prices were 

above $7/gallon, many of the technologies in this analysis could pay for themselves within the 

first year or two and would be applied at high rates in all of the alternatives. Similarly, at the 

other extreme (significantly reduced fuel prices), almost no additional fuel economy would be 

observed. 

While these assumptions about desired payback period and consumer preferences for fuel 

economy may not affect the eventual level of achieved CAFE and CO2 emissions in the later 

years of the program, they will affect the amount of additional technology cost and fuel savings 

that are attributable to the standard. The approach currently only addresses the inherent trade-off 

between additional technology cost and the value of fuel savings, but other costs could be 

relevant as well. Further research would be required to support simulations that assume buyers 

behave as if they consider all ownership costs (e.g., additional excise taxes and insurance costs) 

at the time of purchase, and that manufacturers respond accordingly. Comment is sought on the 

approach described above, the current values ascribed to manufacturers’ belief about consumer 

willingness-to-pay for fuel economy, and practicable suggestions for future improvements and 

refinements, considering the model’s purpose and structure. 

6.4.2.8 Representation of some OEMs’ willingness to treat civil penalties as a program 

flexibility 

When considering technology applications to improve fleet fuel economy, the model will add 

technology up to the point at which the effective cost of the technology (which includes 

                                                 
464

 This is supported by the 2015 NAS study, which found that consumers seek to recoup added upfront purchasing 

costs within two or three years. See National Research Council, “Cost, Effectiveness, and Deployment of Fuel 

Economy Technologies for Light-Duty Vehicles,” The National Academies Press, 2015, at 317. 
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technology cost, consumer fuel savings, consumer welfare changes, and the cost of fines for non-

compliance with the standard) is less costly than paying civil penalties or purchasing credits. 

Unlike previous versions of the model, the current implementation further acknowledges that 

some manufacturers experience transitions between product lines where they rely heavily on 

credits (either carried forward from earlier model years or acquired from other manufacturers), or 

simply pay penalties in one or more fleets for some number of years. The model now allows the 

user to specify, on a year-by-year basis, whether each manufacturer should be considered as 

willing to pay penalties for non-compliance. This provides additional flexibility, particularly in 

the early years of the simulation. As discussed above, this assumption is best considered as a 

method to allow a manufacturer to under-comply with its standard in some model years – 

treating the civil penalty rate and payment option as a proxy for other actions it may take that are 

not represented in the CAFE model (e.g., purchasing credits from another manufacturer, carry-

back from future model years, or negotiated settlements with NHTSA to resolve deficits).  

In the current analysis, NHTSA has relied on past compliance behavior and certified transactions 

in the credit market to designate some manufacturers as being willing to pay penalties in some 

model years. The full set of assumptions regarding manufacturer behavior with respect to civil 

penalties is presented in Table-6-92, which shows all manufacturers are assumed to be willing to 

pay civil penalties prior to MY 2020. This is largely a reflection of either existing credit balances 

(which manufacturers will use to offset CAFE deficits until the credits reach their expiration 

dates), or assumed trades between manufacturers that are likely to happen in the near-future 

based on previous behavior. The manufacturers in the table whose names appear in bold all had 

at least one regulated fleet (of three) whose CAFE was below its standard in MY 2016. Because 

the analysis began with the MY 2016 fleet, and no technology can be added to vehicles that are 

already designed and built, all manufacturers can generate civil penalty es in MY 2016. 

However, once a manufacturer is designated as unwilling to pay penalties, the CAFE model will 

attempt to add technology to the respective fleets to avoid shortfalls.  
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Table-6-92 - Assumed Manufacturer Willing to Pay Civil Penalties 

Manufacturer 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 

BMW Y Y Y Y Y Y Y Y Y Y 

Daimler Y Y Y Y Y Y Y Y Y Y 

FCA Y Y Y Y Y Y Y Y Y N 

Ford Y Y Y N N N N N N N 

General 

Motors 

Y Y Y N N N N N N N 

Honda Y Y Y N N N N N N N 

Hyundai Kia-H Y Y Y N N N N N N N 

Hyundai Kia-K Y Y Y N N N N N N N 

JLR Y Y Y Y Y Y Y Y Y Y 

Mazda Y Y Y N N N N N N N 

Nissan 

Mitsubishi 

Y Y Y N N N N N N N 

Subaru Y Y Y N N N N N N N 

Tesla Y Y Y N N N N N N N 

Toyota Y Y Y N N N N N N N 

Volvo Y Y Y Y Y Y Y Y Y Y 

VWA Y Y Y N N N N N N N 

 

Several of the manufacturers in Table-6-92 that are assumed to be willing to pay civil penalties 

in the early years of the program have no history of paying civil penalties. However, several of 

those manufacturers have either bought or sold credits – or transferred credits from one fleet to 

another to offset a shortfall in the underperforming fleet. As the CAFE model does not simulate 

credit trades between manufacturers, providing this additional flexibility in the modeling avoids 

the outcome where the CAFE model applies more technology than would be needed in the 

context of the full set of compliance flexibilities at the industry level. By statute, NHTSA cannot 

consider credit flexibilities when setting standards, so most manufacturers (those without a 

history of civil penalty payment) are assumed to comply with their standard through fuel 

economy improvements for the model years being considered in this analysis. The notable 

exception to this is FCA, who is expected to still satisfy the requirements of the program through 

a combination of credit application and civil penalties through MY 2025, before eventually 

complying exclusively through fuel economy improvements in MY 2026. 

As mentioned above, the CAA does not provide civil penalty provisions similar to those 

specified in EPCA/EISA, and the above-mentioned corresponding inputs apply only to 

simulation of compliance with CAFE standards. 
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6.4.2.9 Representation of CAFE and CO2 credit provisions 

The model’s approach to simulating compliance decisions accounts for the potential to earn and 

use CAFE credits, as provided by EPCA/EISA. The model similarly accumulates and applies 

CO2 credits when simulating compliance with EPA’s standards. Like past versions, the current 

CAFE model can be used to simulate credit carry-forward (a.k.a. banking) between model years 

and transfers between the passenger car and light truck fleets, but not credit carry-back (a.k.a. 

borrowing) from future model years or trading between manufacturers. Some manufacturers 

have made occasional use of credit carry-back provisions, although it is logical not to assume use 

of carry-back as a compliance strategy because of the risk in relying on future improvements to 

offset earlier compliance deficits. Thus far, simulation of credit carry-back or trading has not 

been attempted in the CAFE model. Unlike past versions, the current CAFE model provides a 

basis to specify (in model inputs) CAFE credits available from model years earlier than those 

being simulated explicitly. For example, with this analysis representing model years 2016-2032 

explicitly, credits earned in model year 2012 are made available for use through model year 2017 

(given the current 5-year limit on carry-forward of credits). The banked credits are specific to 

both model year and fleet in which they were earned.  

As discussed in the CAFE model documentation, the model’s default logic attempts to maximize 

credit carry-forward—that is to “hold on” to credits for as long as possible. If a manufacturer 

needs to cover a shortfall that occurs when insufficient opportunities exist to add technology in 

order to achieve compliance with a standard, the model will apply credits. Otherwise it carries 

forward credits until they are about to expire, at which point it will use them before adding 

technology that is not considered cost-effective. The model attempts to use credits that will 

expire within the next three years as a means to smooth out technology application over time to 

avoid both compliance shortfalls and high levels of over-compliance that can result in a surplus 

of credits. As further discussed in the CAFE model documentation, model inputs can be used to 

adjust this logic to shift the use of credits ahead by one or more model years. In general, the logic 

used to generate credits and apply them to compensate for CAFE shortfalls, both in a given fleet 

and across regulatory fleets, is an area that requires more attention in the next phase of model 

development. While the current model correctly accounts for credits earned when a manufacturer 

exceeds its standard in a given year, the strategic decision of whether to earn additional credits to 

bank for future years (in the current fleet or to transfer into another regulatory fleet) and when to 

optimally apply them to deficits is challenging to simulate. This will be an area of focus moving 

forward. 

NHTSA introduced the CAFE Public Information Center
465

 to provide public access to a range 

of information regarding the CAFE program, including manufacturers’ credit balances. 

However, there is a data lag in the information presented on the CAFE PIC that may not capture 

                                                 
465

 Available at http://www.nhtsa.gov/CAFE_PIC/CAFE_PIC_Home.htm. 
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credit actions across the industry for as much as several months. Additionally, CAFE credits that 

are traded between manufacturers are adjusted to preserve the gallons saved that each credit 

represents.
466

 The adjustment occurs at the time of application rather than at the time the credits 

are traded. This means that a manufacturer who has acquired credits through trade, but has not 

yet applied them, may show a credit balance that is either considerably higher or lower than the 

real value of the credits when they are applied. For example, a manufacturer that buys 40 million 

credits from Tesla, may show a credit balance in excess of 40 million. However, when those 

credits are applied, they may be worth only 1/10 as much – making that manufacturer’s true 

credit balance closer to 4 million than 40 million. 

Having reviewed credit balances (as of October 23, 2017) and estimated the potential that some 

manufacturers could trade credits, NHTSA developed inputs that make carried-forward credits 

available as summarized in Table-6-93, Table 6-94, and  

Table-6-95, after subtracting credits assumed to be traded to other manufacturers, adding credits 

assumed to be acquired from other manufacturers through such trades, and adjusting any traded 

credits (up or down) to reflect their true value for the fleet and model year into which they were 

traded.
467

 While the CAFE model will transfer expiring credits into another fleet (e.g., moving 

expiring credits from the domestic car credit bank into the light truck fleet), some of these credits 

were moved in the initial banks to improve the efficiency of application and to better reflect both 

the projected shortfalls of each manufacturer’s regulated fleets, and to represent observed 

behavior. For context, a manufacturer that produces 1 million vehicles in a given fleet, and 

experiences a shortfall of 2 MPG, would need 20 million credits to completely offset the 

shortfall. 

Table-6-93 - Estimated Domestic Car CAFE Credit Banks, MY 2011 -2015 

Manufacturer Model Year 

2011 2012 2013 2014 2015 

BMW -  -  -  -  -  

Daimler -  -  -  -  -  

FCA 3,533,996 18,886,353 42,604,131 1,682,307 -  

Ford 24,094,037 26,139,750 40,611,410 30,152,856 7,089,840 

General 

Motors 

7,682,752 7,246,220 24,976,993 7,338,835 -  

Honda 99 1,379,203 813,612 39,580,944 52,537,420 

Hyundai Kia-H -  -  -  -  -  

                                                 
466

 GHG credits for EPA’s program are denominated in metric tons of CO2, rather than gram/mile compliance 

credits and require no adjustment when traded between manufacturers or fleets. 
467

 The adjustments, which are based upon the standard, CAFE and year of both the party originally earning the 

credits and the party applying them, were implemented assuming the credits would be applied to the model year in 

which they were set to expire. For example, credits traded into a domestic passenger car fleet for MY 2014 were 

adjusted assuming they would be applied in the domestic passenger car fleet for MY 2019. 
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Hyundai Kia-K -  -  -  -  -  

JLR -  -  -  -  -  

Mazda 15,526 -  -  -  -  

Nissan 

Mitsubishi 

-  1,564,100 26,451,158 52,774,443 62,285,009 

Subaru -  -  -  589,594 2,880,250 

Tesla -  164,504 491,723 363,905 25,369,142 

Toyota 31,937,216 29,691,134 17,474,425 12,181,000 4,828,440 

Volvo -  -  -  -  -  

VWA -  1,529,328 2,836,482 4,390,945 4,479,510 
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Table 6-94 - Estimated Imported Car CAFE Credit Banks, MY 2011 – 2015 

Manufacturer Model Year 

2011 2012 2013 2014 2015 

BMW -  -  -  4,163,432 6,329,325 

Daimler -  -  -  -  -  

FCA -  6,326,946 -  -  -  

Ford -  -  1,385,379 -  -  

General 

Motors 

1,576,672 251,275 2,780,629 3,646,294 1,304,196 

Honda 101 99 5,431,859 2,142,966 1,356,300 

Hyundai Kia-H 28,338,076 16,403,710 44,063,236 10,185,700 9,658,416 

Hyundai Kia-K 15,078,920 12,759,767 11,603,509 -  -  

JLR -  -  -  1,270,772 293,436 

Mazda 5,617,262 322,320 -  15,430,643 13,254,400 

Nissan 

Mitsubishi 

1,953,364 1,606,363 894,783 2,161,883 9,086,088 

Subaru -  6,804,584 1,894,165 22,616,350 1,867,661 

Tesla -  -  -  -  -  

Toyota 39,697,080 62,935,487 66,791,277 47,709,001 50,293,119 

Volvo -  -  -  -  -  

VWA 8,593,792 -  -  -  -  

 

Table-6-95 - Estimated Light Truck CAFE Credit Banks, MY 2011 - 2015 

Manufacturer Model Year 

2011 2012 2013 2014 2015 

BMW -  -  -  235,952 1,132,000 

Daimler -  -  -  -  -  

FCA -  -  2,822,581 -  -  

Ford 5,829,495 701,227 3,699,786 -  -  

General 

Motors 

4,181,275 -  -  10,481,490 -  

Honda -  100 373,308 9,823,076 12,807,872 

Hyundai Kia-H -  -  -  -  -  

Hyundai Kia-K 2,314,000 2,285,440 1,618,398 -  -  

JLR -  -  -  66,174 -  

Mazda -  -  1,405,139 1,970,650 1,260,688 

Nissan 

Mitsubishi 

23,239 300,112 372,970 1,168,917 4,915,173 

Subaru 369,021 3,441,060 -  -  9,158,682 

Tesla -  -  -  -  -  

Toyota 14,507,492 9,082,704 17,975,353 6,810,262 -  

Volvo -  -  -  -  -  

VWA 644,980 77,809 790,875 621,144 -  
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In addition to the inclusion of these existing credit banks, the CAFE model also updated its 

treatment of credits in the rulemaking analysis. Congress has declared that NHTSA set CAFE 

standards at maximum feasible levels for each model year under consideration, without 

consideration of the program’s credit mechanisms. However, as CAFE rulemakings have 

evaluated longer time periods in recent years, the early actions taken by manufacturers required 

more nuanced representation. Therefore, the CAFE model now allows a “last year to consider 

credits”, set at the last year for which new standards are not being considered (MY 2019 in this 

analysis). This allows the model to replicate the practical application of existing credits toward 

CAFE compliance in early years, but to examine the impact of proposed standards based solely 

on fuel economy improvements in all years for which new standards are being considered.  

The CAFE model has also been modified to include a similar representation of existing credit 

banks in EPA’s CO2 program. While the life of a CO2 credit, denominated in metric tons CO2, 

has a five-year life, matching the lifespan of CAFE credits, credits earned in the early years of 

the EPA program, MY 2010 – 2015, may be used through MY 2021.
468

 The CAFE model was 

not modified to allow exceptions to the life-span of compliance credits, treating them all as if 

they may be carried forward for no more than five years, so the initial credit banks were 

modified to anticipate the years in which those credits might be needed. The fact that MY 2016 

is simulated explicitly prohibited the inclusion of these banked credits in MY 2016 (which could 

be carried forward from MY 2016 to MY 2021), and thus underestimates the extent to which 

individual manufacturers, and the industry as a whole, may rely on these early credits to comply 

with EPA standards between MY 2016 and MY 2021. The credit banks with which the 

simulations in this analysis were conducted are presented in the following tables: 

  

                                                 
468

 In response to comments, EPA placed limits on credits earned in MY 2009, causing them to expire prior to this 

rule. However, credits generated in MYs 2010 – 2015 may be carried forward, or traded, and applied to deficits 

generated through MY 2021.  
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Table-6-96 - Estimated Passenger Car CO2 Credit Banks, MY 2011 - 2015 

Manufacturer Model Year 

2011 2012 2013 2014 2015 

BMW 790,137 1,213,000 1,558,000 1,833,000 2,089,000 

Daimler 688,000 777,000 899,000 1,199,000 1,443,000 

FCA 4,089,000 4,554,000 5,142,000 6,574,000 7,318,000 

Ford 1,911,000 2,546,000 3,485,000 4,743,000 4,216,000 

General 

Motors 

2,040,000 3,804,000 3,487,000 4,882,000 4,588,000 

Honda       600,000 2,000,000 

Hyundai Kia-H           

Hyundai Kia-K 114,000 1,236,000 548,000 973,000 1,161,000 

JLR 278,000 343,000 355,000 392,000 379,000 

Mazda         600,000 

Nissan 

Mitsubishi 

      765,000 1,863,000 

Subaru 511,000 611,000 1,000,000 1,200,000 1,400,000 

Tesla           

Toyota         450,000 

Volvo 32,000 102,000 169,000 89,000 143,000 

VWA 1,215,000 1,343,000 1,700,000 2,065,000 2,444,000 

 

Table-6-97 - Estimated Light Truck CO2 Credit Banks, MY 2011 - 2015 

Manufacturer Model Year 

2011 2012 2013 2014 2015 

BMW 112,314 -  -  -  -  

Daimler 870,000 914,000 1,149,000 274,000 446,000 

FCA 7,756,000 6,106,000 2,742,000 1,920,000 3,614,000 

Ford 6,366,000 2,875,000 4,656,000 6,089,000 2,122,000 

General 

Motors 

11,318,000 11,216,000 9,164,000 6,049,000 4,829,000 

Honda       945,000 1,400,000 

Hyundai Kia-H 140,000 153,000 218,000 300,000 300,000 

Hyundai Kia-K 556,000 591,000 981,000 973,000 1,219,000 

JLR 1,715,000 1,635,000 1,973,000 1,940,000 2,168,000 

Mazda     200,000 450,000 500,000 

Nissan 

Mitsubishi 

          

Subaru         193,000 

Tesla           

Toyota 8,701,000 8,710,000 8,545,000 9,045,000 8,000,000 

Volvo     37,000 50,000 50,000 

VWA 729,000 384,000 134,000 370,000 547,000 
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While the CAFE model does not simulate the ability to trade credits between manufacturers, it 

does simulate the strategic accumulation and application of CAFE credits, as well as the ability 

to transfer credits between fleets to improve the compliance position of a less efficient fleet by 

leveraging credits earned by a more efficient fleet. The model prefers to hold on to earned CAFE 

credits within a given fleet, carrying them forward into the future to offset potential future 

deficits. This assumption is consistent with observed strategic behavior dating back to 2009. 

From 2009 to present, no manufacturer has transferred CAFE credits into a fleet to offset a 

deficit in the same year in which they were earned. This has occurred with credits acquired from 

other manufacturers via trade, but not with a manufacturer’s own credits. Therefore, the current 

representation of credit transfers between fleets – where the model prefers to transfer expiring, or 

soon-to-be-expiring credits rather than newly earned credits – is both appropriate and consistent 

with observed industry behavior.  

This may not be the case for GHG standards, though it is difficult to be certain at this point. The 

GHG program seeded the industry with a large quantity of early compliance credits (earned in 

MYs 2009 – 2011
469

) prior to the official existence of the EPA program. Unlike credits earned 

under the regulations once in place, these early credits do not expire until 2021. So, for 

manufacturers looking to offset deficits, it is more sensible to use current-year credits that expire 

in the next 5 years, rather than draw down the bank of credits that can be used until MY 2021. 

The first model year for which earned credits outlive the initial bank is MY 2017, for which final 

compliance actions and deficit resolutions are still pending. Regardless, in order to accurately 

represent some of the observed behavior in the GHG credit system, the CAFE model allows (and 

encourages) within-year transfers between regulated fleets for the purpose of simulating 

compliance with the GHG standards. 

In addition to more rigorous accounting of CAFE and CO2 credits, the model now also accounts 

for air conditioning efficiency and off-cycle adjustments. NHTSA’s program considers those 

adjustments in a manufacturer’s compliance calculation starting in MY 2017, and the current 

model uses the adjustments claimed by each manufacturer in MY 2016 as the starting point for 

all future years. Because the air conditioning and off-cycle adjustments are not credits in 

NHTSA’s program, but rather adjustments to compliance fuel economy, they may be included 

under either a “standard setting” or “unconstrained” analysis perspective.  

When the CAFE model simulates EPA’s program, the treatment of A/C efficiency and off-cycle 

credits is similar, but the model also accounts for A/C leakage (which is not part of NHTSA’s 

program). When determining the compliance status of a manufacturer’s fleet (in the case of 

EPA’s program, PC and LT are the only fleet distinctions), the CAFE model weighs future 

compliance actions against the presence of existing (and expiring) CO2 credits resulting from 

                                                 
469

 In response to public comment, EPA eliminated the use of credits earned in MY 2009 for future model years. 

However, credits earned in MY 2010 and MY 2011 remain. 
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over-compliance with earlier years’ standards, A/C efficiency credits, A/C leakage credits, and 

off-cycle credits. 

6.4.2.10 Process flow from ANL Autonomie Full Vehicle Simulation Database to CAFE 

model database 

For virtually all of the technologies analyzed within the CAFE model, the fuel economy 

improvements were derived from a database containing results of the ANL full vehicle 

simulation study described earlier in this chapter. In order to incorporate the results of the 

Argonne database, while still preserving the basic structure of the CAFE model’s technology 

subsystem, it was necessary to translate the points in the database into corresponding locations 

defined by the technology pathways described above. By recognizing that most of the pathways 

are unrelated, and are only logically linked to allow for incremental technology progression, it is 

possible to condense the paths into a smaller number of groups and branches based on the 

specific technology. Additionally, to allow for technologies present on the Basic Engine path to 

be evaluated and applied in any order, as simulated in the Argonne database, a unique group was 

established for each of these technologies. As such, the following technology groups are defined 

- engine cam configuration (CONFIG), VVT engine technology (VVT), VVL engine technology 

(VVL), SGDI engine technology (SGDI), DEAC engine technology (DEAC), non-basic engine 

technologies (ADVENG),
470

  transmission technologies (TRANS), electrification and 

hybridization (ELEC), low rolling resistance tires (ROLL), mass reduction levels (MR), and 

aerodynamic improvements (AERO).
471

  The combination of technologies along each of these 

groups forms a unique technology state vector and defines a unique technology combination that 

corresponds to a single point in the database for each technology class evaluated within the 

modeling system. 

As an example, a technology state vector describing a vehicle with a SOHC engine, variable 

valve timing (only), a 6-speed automatic transmission, a belt-integrated starter generator, mass 

reduction (level 1), aerodynamic improvements (20%), and rolling resistance improvement 

(10%) would be specified as SOHC;VVT;;;;;AT6;BISG;MR1;AERO20;ROLL10.
472

  By 

assigning each unique technology combination a state vector such as the one in the example, the 

CAFE model can then assign each vehicle in the analysis fleet an initial state that corresponds to 

a point in the database. From there, it is relatively simple to obtain a fuel economy improvement 

factor for any new combination of technologies and apply that factor to the fuel economy of a 

vehicle in the analysis fleet. 

                                                 
470

 The ADVENG group includes all technologies found in the following pathways - Turbo, HCR, VCR, ADEAC, 

and Diesel path; however, this group does not include the Alt. Fuel path, because CNG technology is not present in 

the Argonne simulation database. 
471

 Because none of the technologies within the Dynamic Load Reduction path were simulated by Argonne, this 

pathway is not represented by the technology group combination. 
472

 In the example technology state vector, the series of semicolons between VVT and AT6 correspond to the engine 

technologies which are not included as part of the combination. 
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Once a vehicle is assigned (or mapped) to an appropriate technology state vector (from one of 

approximately 150 thousand unique combinations in each technology class, which is defined in 

the Argonne simulation database as 

CONFIG;VVT;VVL;SGDI;DEAC;ADVENG;AT10;ELEC;ROLL;MR;AERO), adding a new 

technology to the vehicle simply represents progress from one state vector to another. Thus, the 

formula for calculating a vehicle’s fuel economy for each technology represented within the 

Argonne database is defined as: 

𝐹𝐸𝑁𝑒𝑤 = 𝐹𝐸𝑂𝑟𝑖𝑔 ×
𝐹𝑃𝑟𝑒𝑣

𝐹𝑁𝑒𝑤
 (6-

3) 

Where: 

FEOrig  : the original fuel economy for the vehicle in the analysis fleet, in mpg, 

FPrev : the fuel economy improvement factor associated with the technology state 

vector before application of any new candidate technologies, 

FNew : the fuel economy improvement factor associated with the technology state 

vector after application of new candidate technologies, and 

FENew  : the resulting fuel economy for the same vehicle, in mpg. 

 

The fuel economy improvement factor is defined in a way that captures the incremental 

improvement of moving between points in the database, where each point is defined uniquely as 

a combination of up to 11 distinct technologies describing, as mentioned above, the engine’s cam 

configuration, multiple distinct combinations of engine technologies, transmission, electrification 

type, low rolling resistance tires, mass reduction level, and level of aerodynamic improvement. 

In the current implementation, each fuel economy improvement factor represents the 

improvement in fuel consumption for a given combination relative to the reference 

combination.
473

 The improvement is defined as the ratio of each technology state combination to 

its appropriate reference point. 

In addition to the technologies found in the Argonne simulation database, the modeling system 

also provides support for a handful of “add-on” technologies that were required for CAFE 

modeling, but were not explicitly simulated by Argonne. These technologies are - DSLI, EPS, 

IACC, LDB, and SAX. For calculating fuel economy improvements attributable to these 

technologies, the model uses the fuel consumption improvement factors, FC, as defined in the 

technologies input file.
474

 Because VVT is defined as a prerequisite technology, it may also need 

to be applied by the model during analysis. However, because it is considered a reference point 

                                                 
473

 There are two distinct reference combinations, that represent the lowest technology states in the database - 

DOHC;VVT;;;;AT5;CONV;ROLL0;MR0;AERO0 for any combination without a manual transmission, and 

DOHC;VVT;;;;MT5;CONV;ROLL0;MR0;AERO0 for any combination that includes a manual transmission. 
474

 The technologies input file is further described in of CAFE Model Documentation.  
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within the Argonne database, it would be impossible for the model to calculate the vehicle’s fuel 

economy improvements using Equation (6-3) above. Instead, the model relies on the fuel 

consumption improvement factor when evaluation VVT technology as well. The model assumes 

that the improvements from these “add-on” technologies are constant across all technology 

combinations in the database and scale multiplicatively when applied together. 

The FC factor is defined on a gallons-per-mile basis and represents a percent reduction in 

vehicle’s fuel consumption value. The formula to find the resulting increase in fuel economy of a 

vehicle with fuel consumption reduction factors from one or more add-on technologies in the 

context of the technology combination from the database is defined as: 

𝐹𝐸𝑁𝑒𝑤 = 𝐹𝐸𝑂𝑟𝑖𝑔 ×
𝐹𝑃𝑟𝑒𝑣

𝐹𝑁𝑒𝑤
× ∏

1

(1 − 𝐹𝐶𝑖)

𝑛

𝑖=0

 (6-

4) 

Where: 

FEOrig  : the original fuel economy for the vehicle in the analysis fleet, in mpg, 

FPrev :           the fuel economy improvement factor associated with the technology state 

vector before application of any new candidate technologies, 

FNew : the fuel economy improvement factor associated with the technology state 

vector after application of new candidate technologies, 

FCi : the fuel consumption improvement factors attributed to the 0-th to n-th 

candidate add-on technologies, and 

FENew  : the resulting fuel economy for the same vehicle, in mpg. 

 

For some technologies, the modeling system may convert a vehicle or a vehicle’s engine from 

operating on one type of fuel to another. For example, application of Advanced Diesel (ADSL) 

technology converts a vehicle from gasoline operation to diesel operation. In such a case, the 

aforementioned Equations (6-3) and (6-4), still apply, however, in each case, the FENew value is 

assigned to the vehicle’s new fuel type, while the fuel economy on the original fuel is discarded. 

Moreover, whenever the modeling system converts a vehicle model to a 30-mile plug-in 

hybrid/electric vehicle (PHEV30), that vehicle is assumed to operate simultaneously on gasoline 

and electricity fuel types. In this case, the model obtains two sets of fuel economy improvement 

factors, FNew and F2New, from the Argonne simulation database for estimating the FENew values 

on gasoline and electricity, respectively. In the case of electricity, because no reference fuel 

economy exists prior to conversion to PHEV30, the F2New value is defined as an improvement 

over FEOrig value on gasoline. That is, for calculating the fuel economy on electricity when 

upgrading a vehicle to PHEV30, Equation (6-3) becomes: 

 𝐹𝐸𝑁𝑒𝑤,𝐸 = 𝐹𝐸𝑂𝑟𝑖𝑔,𝐺 ×
𝐹𝑂𝑟𝑖𝑔

𝐹2𝑁𝑒𝑤
 (6-

5) 
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Where: 

FEOrig,G  : the original fuel economy for the vehicle, in mpg, when operating 

on gasoline, 

FOirg : the fuel economy improvement factor associated with the technology state 

vector before application of any new candidate technologies, 

F2New : the fuel economy improvement factor associated with the technology state 

vector after application of new candidate technologies, and 

FENew,E  : the resulting fuel economy for the same vehicle, in mpg, when 

operating on electricity. 

 

Just as no reference fuel economy on electricity exists on a vehicle prior to application of 

PHEV30 technology, a reference fuel economy improvement factor would not exist in the 

Argonne database either. For this reason, Equation (6-5) above uses FOrig factor when calculating 

the new vehicle fuel economy on electricity. Because both FEOrig,G and FOrig refer to the same 

reference state, Equation (6-5) mathematically applies and produces accurate results with regard 

to the Argonne simulation database.
 
 

Additionally, for PHEVs, the Secondary FS field, defined in the technologies input file, specifies 

the assumed amount of miles driven by the vehicle when operating on electricity. The vehicle’s 

overall rated fuel economy is then defined as the average of the fuel economies on gasoline and 

electricity, weighted by the fuel shares.475 As the system transitions to PHEV50, the same 

calculation applies, however, this time, the F2New value is defined as a fuel economy 

improvement factor over FEOrig on electricity. 

When the system further improves the vehicle, converting it from a PHEV50 to a 200-mile 

electric vehicle (BEV200), the gasoline fuel component is removed, while the electric-operated 

portion remains. In this case, the FOrig value, obtained from the simulation database, represents a 

fuel economy improvement factor over FEOrig on PHEV50’s electricity component. Similarly, 

when a vehicle is converted to a fuel cell vehicle (FCV) instead of BEV200, the same conversion 

logic applies, except the final fuel economy, FENew, is defined on hydrogen fuel type. 

6.4.3 CAFE market data file 

6.4.3.1 Purpose of the developing and using an analysis fleet.  

The fleet used for today’s analysis is the set of vehicles offered for sale in MY 2016.  The 

analysis fleet summarizes vehicle specifications, technology features, sales volumes, and other 

                                                 
475

 The overall fuel economy for PHEVs is the rated value achieved by the vehicle assuming on-road operation 

specified by the Secondary FS field. For compliance purposes, the vehicle’s overall fuel economy is determined by 

the Multi-Fuel and the PHEV Share parameters defined in the scenarios input file. The scenarios input file is further 

discussed in CAFE model documentation. 
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vehicles’ statistics used in fleet modeling.  In aggregate, the analysis fleet also includes 

information on fleet mix, technology penetration rates, and industry redesign cadence.  Once the 

fleet is defined, the CAFE model estimates how each manufacturer could potentially deploy (not 

“should,” “must,” or “will” deploy) additional fuel-saving technology in response to a given 

series of attribute-based standards. The agencies track the application of technology that may 

benefit fuel economy and CO2 emissions in the current fleet.  A representative analysis fleet 

prevents the CAFE model from “double counting” benefits of a technology as the model does 

not allow technology to be added to a vehicle already equipped with that technology.  For future 

years, the model uses current vehicle sales to help estimate future sales in response to vehicle 

price trends and fuel price changes. The analysis fleet grounds assumptions about vehicle sales, 

technology proliferation, and starting fuel economies and helps the model illustrate potential 

pathways to compliance for attribute-based standards. The cumulative sales volumes for specific 

technologies feed into cost reduction from learning. 

The file for the analysis fleet includes a tremendous amount of data.  The file includes vehicle 

models sold that year, listed by row. Each vehicle model is a unique combination of body style, 

powertrain configuration, footprint, technology, and vehicle specifications for each nameplate. It 

is common for a nameplate to be represented by multiple vehicle model configurations. For each 

vehicle row, columns list observable and assignable attributes, including technology used, sales 

volumes, vehicle platform, and other inputs for the CAFE model. As discussed below, the basic 

data for vehicle configurations are provided by each manufacturer, either through final 

compliance data or by submission of business information.  In many cases, manufacturers 

provide details about technologies, platforms, engines, transmissions, and other vehicle 

information. In some cases, the model requires information manufacturers did not provide. In 

these instances, the analysis fleet file was supplemented with information available from 

commercial and public sources. 

6.4.3.2 How the MY 2016 Analysis Fleet was Developed  

6.4.3.2.1 Background 

Since 2001, CAFE rulemakings used either confidential, forward-estimating product plans from 

manufacturers or publicly available data on vehicles already sold. These two sources present a 

tradeoff.  Confidential product plans provide a comprehensive representation of what vehicles a 

manufacturer expects to produce in coming years, accounting for plans to introduce new vehicles 

and fuel-saving technologies, and, for example, plans to discontinue other vehicles or even 

brands. However, for competitive reasons, most of this information is provided on a confidential 

basis and must be redacted prior to publication with rulemaking documentation. Since 2010, the 

agencies have based analysis fleets almost exclusively on information from commercial and 

public sources. Therefore, unlike an analysis fleet based primarily on confidential business 

information (CBI), an analysis fleet based primarily on public sources can be released to the 

public, allowing any interested parties to reproduce analysis. However, being “anchored” in an 
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earlier model year, such an analysis fleet holds vehicle characteristics unchanged over time and 

may not reflect manufacturers’ actual plans to apply fuel-saving technologies (e.g., a 

manufacturer may apply turbocharging to improve not just fuel economy, but also to improve 

vehicle performance), or manufacturers’ plans to change product offerings by introducing some 

vehicles and brands and discontinuing other vehicles and brands. For example, in the 2012-2016 

Final Rule, the MY 2008 fleet was used, while for the 2017-2025 Final Rule, both the 2008 and 

2010 MY fleets were used.  The general goal is to update analysis with the most recent analysis 

fleet data that is both available and appropriate to publish. 

6.4.3.2.2 Decision to use MY 2016 Foundation for Analysis Fleet  

For today’s analysis fleet, MY 2016 was chosen to be used because the data include the most 

recent possible mix of commercially available technologies and vehicle configurations, and the 

data may be made available to the public. If the analysis began with information from an earlier 

model year, the information could be disclosed, but the analysis fleet would neither include new 

vehicles recently introduced, nor would the data include the most recent estimated sales mix. If 

the analysis used MY 2017 data, then product planning information would have been needed that 

could not be made available to the public.  

Development of the MY 2016 fleet began prior to final compliance data becoming available for 

all manufacturers, so a concerted effort was made to align the analysis fleet data with final 

compliance data whenever possible.  The analysis began with 2016 mid-model year compliance 

data, provided manufacturers the opportunity to review and comment on the characterization of 

their vehicles in the fleet, and then updated sales, footprint, and fuel economy values with final 

compliance data if the data was available.  In some cases, final production and fuel economy 

values may be slightly different for specific MY 2016 vehicle models and configurations than are 

indicated in today’s analysis; however, other vehicle characteristics (e.g., footprint, curb weight, 

technology content) which are vital to the  analysis are generally considered current and 

accurate.  Although final CAFE compliance data is available for earlier model years, that data 

can be subject to later revision (e.g., if errors in fuel economy tests are discovered). 

Considering the range of important changes in MY 2016 (discussed below) to product offerings, 

the judgment is exercised used the best available data providing a realistic characterization of the 

2016 market. Insofar as future product offerings are likely to be more similar to vehicles 

produced in 2016 than to vehicles produced in earlier model years, the agencies’ judgment is 

further that using available data regarding the MY 2016 provides the most realistic, publicly 

releasable foundation for constructing a forecast of the future vehicle market.  

The goal is to continue to consider ways to improve the analysis fleet used for subsequent 

modeling to evaluate potential new standards. The NPRM seeks comment on the option used 

today and any other options, and on tradeoffs between, on one hand, fidelity with manufacturers’ 

actual plans and, on the other, the ability to make detailed analysis inputs and outputs publicly 

available. 
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6.4.3.2.3 Developments in 2016  

Manufacturers launched many new or updated, technologically advanced models in MY 2016.  

Many manufacturers installed turbo-downsized engines, advanced transmissions, and additional 

mass reduction technology on new vehicles.  Examples include the Honda Civic and Chevrolet 

Malibu.  Also, many manufacturers retired nameplates between 2015MY and 2016MY.  For 

example, FCA continued to shift volume away from passenger automobiles and towards other 

segments of the market.   

6.4.3.2.3.1 Manufacturer-Provided Information for 2016MY 

In 2016 and 2017, Volpe Center staff worked with the Alliance of Automobile Manufacturers 

and the Association of Global Automakers to invite individual manufacturers to provide 

information on the MY 2016 fleet, including a range of vehicle characteristics, as well as mid-

model year estimates of 2016 production volumes. In December 2016, Volpe Center staff 

provided a template of the input file for the CAFE model, indicating relevant characteristics of 

vehicles, engines, and transmissions. By summer 2017, most manufacturers offered comments 

on the characterization of their vehicles in the analysis fleet. Many manufacturers provided 

substantially more information about their vehicles, including aerodynamic drag coefficient, tire 

rolling resistance, transmission efficiency, and other information specific to the analysis.  Volpe 

Center staff contacted manufacturers to clarify and correct some information and integrated the 

information into a single input file for use in the CAFE model.  Information is sought that could 

be used to refine its representation of the MY 2016 analysis fleet or to develop a similarly-

detailed representation of a more recent fleet.  

6.4.3.2.4 Other Data  

6.4.3.2.4.1 Redesign/Refresh Schedules  

Redesign schedules play an important role in the application of new technologies. Many 

technologies that may improve fuel economy or reduce CO2 emissions may be difficult to 

incorporate without a major product redesign. Therefore, the CAFE model includes redesign 

schedules as an input. The vehicle model limits the introduction of most technologies to major 

redesign years or refresh years. In addition to nameplate refresh and redesign schedules, the 

CAFE model also accounts for platform refresh and redesign schedules for advanced mass 

reduction technologies.  

Manufacturers use diverse strategies with respect to when and how often they update vehicle 

designs.  While most vehicles have been redesigned sometime in the last five years, many 

vehicles have not.  In particular, vehicles with lower annual sales volumes tend to have extended 

product runs, perhaps giving manufacturers more time to amortize the investment needed to 

bring the product to market.  In some cases, manufacturers continue to produce and sell vehicles 

designed more than a decade ago. 
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Table 6-98 - Sales Distribution by Age of Vehicle Engineering Design 

Most Recent 

Engineering 

Redesign 

Model Year of 

the Observed 

2016MY 

Vehicle 

% of 2016MY 

Fleet (Sales) 

by 

Engineering 

Design Age 

Portion of Analysis 

Fleet Observations 

in 2016MY Fleet by 

Engineering Design 

Age 

Age of Vehicle 

Engineering 

Design 

Portion of total New 

Vehicle Sales with 

Engineering Designs 

as New or Newer than 

“Age of Vehicle 

Engineering Design” 

2006 2.1% 1.7% 10 99.97% 

2007 1.3% 2.0% 9 97.9% 

2008 3.2% 2.3% 8 96.6% 

2009 4.3% 9.8% 7 93.4% 

2010 5.0% 7.2% 6 89.1% 

2011 9.6% 7.9% 5 84.1% 

2012 10.5% 13.0% 4 74.6% 

2013 18.1% 10.6% 3 64.0% 

2014 20.5% 21.8% 2 46.0% 

2015 12.6% 14.1% 1 25.4% 

2016 12.9% 9.2% New (0) 12.9% 

 

Each manufacturer may use different strategies throughout their product portfolio, and a 

component of each strategy may include the timing of refresh and redesign cycles.  The table 

below summarizes the average timing between redesigns, by manufacturer, by tech class.  

Dashes mean the manufacturer has no volume in that technology class in the MY 2016 analysis 

fleet.  Across the industry, manufacturers average 6.5 years between product redesigns. 
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Table 6-99 - Summary of Sales Weighted Average Time between Engineering Redesigns, 

by Manufacturer, by Vehicle Class 
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BMW 6.0 6.1 6.7 6.5 5.5 6.4 6.3 6.1 - - 6.3 

Daimler 7.0 5.5 7.0 6.6 5.6 7.0 10.0 7.3 - - 6.7 

FCA 6.2 6.1 6.0 8.2 9.0 7.4 8.3 8.7 10.0 10.0 8.6 

Ford 8.3 8.5 6.3 6.9 7.7 7.6 7.4 7.9 5.8 5.8 7.1 

General Motors 5.7 5.2 5.0 6.2 5.7 7.3 7.4 6.1 6.5 7.9 6.3 

Honda 4.4 4.8 4.8 4.9 5.5 5.8 - 6.0 - - 5.3 

Hyundai Kia-H 5.0 4.8 5.3 6.0 5.3 5.3 5.3 5.3 - - 5.2 

Hyundai Kia-K 5.7 6.0 5.5 5.0 4.7 5.5 5.5 7.1 - - 5.4 

JLR - - - 7.5 - 6.3 - 6.4 - - 6.5 

Mazda - 6.4 4.2 7.7 5.1 7.0 - 7.0 - - 5.4 

Nissan Mitsubishi 5.1 5.7 5.5 6.0 6.9 6.6 - 6.5 8.0 - 6.1 

SUBARU 4.8 7.8 5.4 4.7 5.4 5.5 - - - - 5.4 

Tesla - - - 10.0 - - - 10.0 - - 10.0 

TOYOTA 5.5 9.6 6.3 6.0 5.3 5.7 5.3 7.2 10.5 10.1 6.6 

Volvo - 8.3 - 8.6 - 8.0 - 7.2 - - 7.8 

VWA - 5.9 7.3 6.0 7.7 7.1 - 7.6 - - 6.6 

TOTAL 5.5 6.0 5.6 6.7 6.2 6.6 7.2 7.1 8.1 7.8 6.5 

 

There are a few notable observations from this table.  Pick-up trucks have much longer redesign 

schedules (7.8 years on average) than small cars (5.5 years on average).  Some manufacturers 

redesign vehicles often (every 5.2 years in the case of Hyundai), while other manufacturers 

redesign vehicles less often (FCA waits on average 8.6 years between vehicle redesigns). 

Even if two manufacturers deploy similar strategies on the time between redesigns, the actual 

timing of redesigns may still be different; in other words, the entire fleet is not redesigned in one 

calendar year.   

The table below summarizes the average age of each manufacturers offering by technology class.  

A value of “0.0” means every vehicle for a manufacturer, in the technology class, represented in 

the MY 2016 analysis fleet was new in MY 2016.  Across the industry, vehicle designs are an 

average of 3.2 years old. 
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Table 6-100 - Summary of Sales Weighted Average Age of Engineering Design in 2016MY 

by Manufacturer, by Vehicle Class     

Manufacturer S
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BMW 2.0 2.4 4.0 3.1 3.3 2.8 5.0 2.1 - - 2.9 

Daimler 2.0 2.3 6.0 2.8 0.5 0.0 4.0 3.7 - - 2.8 

FCA 4.3 4.8 5.0 5.5 4.1 5.0 4.8 7.8 7.0 7.0 6.0 

Ford 4.9 4.0 3.0 2.7 3.0 1.5 2.6 3.2 1.0 1.0 2.5 

General Motors 3.9 4.8 1.6 3.2 4.3 4.2 6.0 3.9 3.4 2.0 3.5 

Honda 1.1 0.3 2.9 2.5 3.5 1.5 - 2.7 - - 2.3 

Hyundai Kia-H 4.0 4.0 0.9 2.6 0.6 3.0 3.0 3.0 - - 2.5 

Hyundai Kia-K 2.7 2.0 0.0 0.6 2.1 0.2 0.0 0.6 - - 1.4 

JLR - - - 2.8 - 1.7 - 2.6 - - 2.4 

Mazda - 1.7 2.0 2.0 2.7 0.0 - 0.0 - - 2.2 

Nissan Mitsubishi 2.5 0.3 3.0 1.7 2.7 0.9 - 2.6 2.0 - 2.6 

SUBARU 4.0 3.3 2.9 0.3 1.9 1.3 - - - - 2.0 

Tesla - - - 4.0 - - - 4.0 - - 4.0 

TOYOTA 1.6 2.8 4.9 2.9 3.0 1.2 3.1 4.2 0.0 8.0 3.2 

Volvo - 6.0 - 6.4 - 6.8 - 1.0 - - 4.0 

VWA - 2.6 4.6 3.7 6.1 6.3 - 5.4 - - 4.0 

TOTAL 2.7 2.3 2.9 3.2 3.0 2.5 4.4 4.1 1.9 3.5 3.2 

 

Based on historical observations and refresh/redesign schedule forecasts, careful consideration is 

given to redesign cycles for each manufacturer, and each vehicle is important.  Simply assuming 

every vehicle is redesigned in 2021 and 2025 is not appropriate, as this would misrepresent both 

the likely timing of redesigns and the likely timing between redesigns in nearly all cases. 

To develop the refresh/redesign cycles used in the fleet, this analysis used information from 

Ward’s Automotive and other sources to project redesign cycles through 2022.  For years 2023-

2035, Volpe Center staff extended redesign schedules based on Ward’s projections, segment, and 

platform history, and anticipated competitive pressures.  For this analysis, the staff did not 

request future product plans from manufacturers to define refresh and redesign cycles. 

In some cases, Volpe Center staff judged the Ward’s data to be incomplete or misleading. For 

instance, Ward’s identified some newly imported vehicles as new platforms, but the international 

platform was midway through the product lifecycle. While new to the U.S. market, treating these 
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vehicles as new entrants would have resulted in artificially short redesign cycles if carried 

forward, in some cases. Similarly, Ward’s labeled some product refreshes as redesigns, and vice 

versa. In these limited cases, Volpe Center staff revised the Ward’s forecast to reflect more 

realistic redesign and refresh schedules, for the purpose of the CAFE model.  

6.4.3.2.4.2 Technologies  

Manufacturers can add technology to a vehicle to improve fuel economy. Each technology may 

be more or less effective in reducing fuel consumption, depending on complementary equipment 

and vehicle attributes. As discussed above, Argonne National Laboratory supported the analysis 

by using Autonomie — Argonne’s full vehicle simulation tool — to estimate the effect of a wide 

range of potential combinations of different technology, producing a database of results 

informing inputs to the CAFE model. The CAFE model uses these inputs to estimate the 

potential effectiveness benefits of applying specific combinations of technologies to specific 

vehicles in the analysis fleet.  

The analysis fleet includes many technologies, such as vehicle technologies, engine technologies, 

and transmission types. Vehicle technologies include mass reduction, aerodynamic drag 

reduction, low rolling resistance tires, and others. Engine technologies cover core powertrain 

technologies, and engines attributes describe fuel type, engine aspiration, valvetrain 

configuration, compression ratio, number of cylinders, size of displacement, engine architecture, 

and others. Transmission technologies include arrangements like manual, 6-speed automatic, 8-

speed automatic, continuously variable transmission, and dual-clutch transmissions. Hybrid and 

electric powertrains may complement traditional engine and transmission designs or replace 

them entirely.  With a portfolio of descriptive technologies, the analysis fleet can be summarized 

and the CAFE model can project how vehicles in that fleet may improve over time via the 

application of advanced technology. 

In many cases, technology is clearly observable, but in some cases, technology levels less 

discrete in nature. For the latter, like tiers of mass reduction,  careful analysis was conducted to 

describe the level of technology already used in a given vehicle. Similarly, engineering judgment 

was used to determine if higher mass reduction tiers may be used practicably and safely in a 

given vehicle.  

Most manufacturers provided a summary of observable technology used in each of their vehicles. 

In some cases, Volpe Center staff supplemented supplied information with data available to the 

public, typically from manufacturer media sites. In limited cases, manufacturers did not supply 

adequate information, and Volpe Center staff used information from commercial and publicly 

available information.  
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6.4.3.2.4.3 Engine and Transmission Utilization  

Manufacturers submitted many details about engines and transmissions for this analysis. These 

submissions were used to understand the current level of technology in the fleet and to estimate 

powertrain families.  

Engine and transmission specifications were catalogued as part of the CAFE model input. For 

engines, the analysis recorded number of cylinders, displacement, valvetrain configuration, 

aspiration, fuel type, compression ratio, power output, and others. For transmissions, the number 

of forward gears, automatic or manual, driveline configuration (front-wheel drive, rear-wheel 

drive, all-wheel drive), and others were recorded. With an index of current equipment in the 

fleet, the CAFE model can project pathways for manufacturers to adapt and to adopt 

technologies and comply with regulations. 

6.4.3.2.4.4 Estimated Technology Prevalence in the MY 2016 Fleet  

The following tables show the estimated prevalence of major technologies, by sales volume 

weighting, in the MY 2016 analysis fleet. Numbers provided may differ from actual penetration 

rates based on projected sales and technology take rates. Separate tables cover conventional 

engine technologies, electrification technologies, and transmission technologies. 
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Table 6-101 - Engine Technologies by Manufacturer as a Percent (%) Sales of 2016MY 

Vehicles without Advanced Electrification Technologies 
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BMW 98.4 97.8 97.4 0.0 0.0 97.4 0.0 0.0 0.0 0.0 0.0 1.6 0.0 

Daimler 98.6 0.0 96.0 0.0 0.0 73.9 0.0 0.0 0.0 0.0 0.0 1.4 0.0 

FCA 81.6 28.7 0.6 14.9 0.0 1.7 0.0 7.1 0.0 0.0 0.0 1.6 0.0 

Ford 100 0.0 53.8 0.0 0.0 45.7 0.2 0.0 0.0 2.9 0.0 0.0 0.0 

General Motors 98.8 4.3 87.1 33.6 0.0 22.1 0.0 0.0 0.0 0.3 0.0 0.7 0.0 

Honda 63.1 100 65.1 30.2 0.0 6.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Hyundai Kia-H 100 0.0 76.4 0.0 0.0 11.8 0.0 0.0 0.0 3.0 0.0 0.0 0.0 

Hyundai Kia-K 100 0.0 88.6 0.0 0.0 5.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

JLR 88.8 0.0 88.8 0.0 0.0 88.8 0.0 0.0 0.0 0.0 0.0 11.2 0.0 

Mazda 100 0.0 100 0.0 0.0 0.0 0.0 5.5 0.0 94.4 0.0 0.0 0.0 

Nissan Mitsubishi 99.8 4.6 4.4 0.0 0.0 2.2 0.0 1.4 0.0 0.0 0.0 0.0 0.0 

SUBARU 100 0.0 6.4 0.0 0.0 1.5 0.0 5.7 0.0 0.0 0.0 0.0 0.0 

Tesla - - - - - - - - - - - - - 

TOYOTA 100 1.1 16.9 0.0 0.0 3.4 0.0 0.0 0.0 20.5 0.0 0.0 0.0 

Volvo 100 0.0 72.6 0.0 0.0 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

VWA 98.2 40.5 97.9 1.7 0.0 91.7 0.0 0.0 0.0 0.0 0.0 1.8 0.0 

TOTAL 93.1 19.6 50.4 10.5 0.0 20.7 0.02 1.4 0.0 6.2 0.0 0.6 0.0 

 

Few manufacturers rely on diesel engines for a large portion of sales. All manufacturers have 

deployed DOHC and VVT across the majority of the light duty fleet. Adoption of VVL, SGDI, 

cylinder deactivation, and air intake charging vary widely across the fleet and across 

manufacturers. 
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Table 6-102 - Electrification Technologies by Manufacturer as a Percent (%)t of 2016MY 

Sales 
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BMW 91.5 0 0 0 0 1.9 0 1.2 0 94.5 

Daimler 82.8 0 0 0 0 0.3 0 0.4 0 83.5 

FCA 12.4 0 0 0 0 0 0 0.2 0 12.6 

Ford 8.0 0 0 0 1.9 1.0 0 0.1 0 11.0 

General Motors 15.1 0.3 0 0.3 0 0 0.4 0.1 0 16.2 

Honda 5.7 0 0.1 0 0 0 0 0 0 5.8 

Hyundai Kia-H 0 0 0 2.8 0 0.2 0 0 0.01 3.0 

Hyundai Kia-K 0.3 0 0 0.7 0 0 0 0.4 0 1.4 

JLR 87.1 0 0 0 0 0 0 0 0 87.1 

Mazda 0 0 0 0 0 0 0 0 0 0.0 

Nissan 

Mitsubishi 1.5 0 0 0.2 0 0 0 1.3 0 3.0 

SUBARU 0 0 0 0.5 0 0 0 0 0 0.5 

Tesla 0 0 0 0 0 0 0 100 0 100 

TOYOTA 0 0 0 0 9.2 0 0 0 0.03 9.3 

Volvo 70.1 0 0 0 0 2.4 0 0 0 72.6 

VWA 16.7 0 0 0.1 0 1.1 0 1.2 0 19.1 

TOTAL 12.0 0.1 0.0 0.2 1.6 0.2 0.1 0.5 0.01 13.3 

 

Many manufacturers have offered some type of alternative, electric powertrain to the market; 

however, electrification technologies currently have very modest market share. Few 

manufacturers have reported use of 12V start-stop systems, while few others report use of BISG 

or CISG systems in the MY 2016 fleet. Many manufacturers offer some combination of strong 

hybrids and plug-in hybrids, but only Toyota has sales in these categories approaching 10% of 

total sales volume. Most manufacturers have dabbled with commercializing electric vehicles, but 

only Tesla remains fully committed to pure battery electric vehicle technology. Vehicles with 

electrification technologies continue to form a small fraction of the total light duty fleet. 

  



 

534 

 

7 Manufacturer CAFE and CO2 Capabilities 

7.1 Overview 

New CAFE and CO2 standards will have a range of impacts. EPCA/EISA and NEPA require 

DOT to consider such impacts when making decisions about new CAFE standards, and the CAA 

requires EPA to do so when making decisions about new emissions standards. Like past 

rulemakings, today’s announcement is supported by the analysis of many potential impacts of 

new standards.  Today’s announcement proposes new standards through model year 2026, 

explicitly estimates manufacturers’ responses to standards through model year 2029, and 

considers impacts throughout those vehicles’ useful lives.  It is not known today what would 

actually come to pass decades from now under the proposed standards or under any of 

alternatives under consideration.  The analysis is thus properly interpreted not as a forecast, but 

rather as an assessment—reflecting in some cases best judgments regarding different factors—of 

impacts that could occur.
476

  As discussed below, the analysis explores the sensitivity of this 

assessment to a variety of potential changes in key analytical inputs (e.g., fuel prices). 

This section summarizes various impacts of the preferred alternative (i.e., the proposed 

standards) defined above in Chapter 3.5.1. and Chapter 3.5.2. The no-action alternative defined 

in Chapter 3.5.3. provides the baseline relative to which all impacts are shown. Because the 

proposed standards (and other standards considered below), being of a “deregulatory” nature, are 

less stringent than the no-action alternative, all impacts are directionally opposite impacts 

reported in recent CAFE and CO2 rulemakings. For example, while past rulemakings reported 

positive values for fuel consumption avoided under new standards, today’s announcement 

reports negative values, as fuel consumption will be somewhat greater under today’s proposed 

standards than under standards defining the baseline no-action alternative. Reported negative 

values for avoided fuel consumption could also be properly interpreted as simply “additional fuel 

consumption.”  Similarly, reported negative values for costs could be properly interpreted as 

“avoided costs” or “benefits,” and reported negative values for benefits could be properly 

interpreted as “foregone benefits” or “costs.”  However, today’s notice retains reporting 

conventions consistent with past rulemakings, anticipating that, compared to other options, doing 

so will facilitate review by most stakeholders. 

Today’s analysis presents individual model year results two different ways. The first way is 

similar to past rulemakings and shows how manufacturers could respond in each model year 

under the proposed standards and each alternative covering MYs 2021/2-2026. The second, 

expanding on the information provided in past rulemakings, evaluates incremental impacts of 

new standards proposed for each model year, in turn. In past rulemaking analyses, NHTSA 
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 “Prediction is very difficult, especially if it’s about the future.”  Attributed to Niels Bohr, Nobel laureate in 

Physics. 
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modeled year-by-year impacts under the aggregation of standards applied in all model years, and 

EPA modeled manufacturers’ hypothetical compliance with a single model years’ standards in 

that model year. Especially considering multiyear planning effects, neither approach provides a 

clear basis to attribute impacts to specific standards first introduced in each of a series of model 

years. For example, of the technology manufacturers applied in MY 2016, some would have 

been applied even under the MY 2014 standards, and some was likely applied to position 

manufacturers toward compliance with (including credit banking to be used toward) MY 2018 

standards. Therefore, of the impacts attributable to the model year 2016 fleet, only a portion can 

be properly attributed to the MY 2016 standards, and the impacts of the MY 2016 standards 

involve fleets leading up and extending well beyond MY 2016. Considering this, the proposed 

standards were examined on an incremental basis, modeling each new model year’s standards 

over the entire span of included model years, using those results as a baseline relative to which to 

measure impacts attributable to the next model year’s standards. For example, incremental costs 

attributable to the standards proposed today for MY 2023 are calculated as follows -  

COSTProposed,MY 2023 = (COSTProposed_through_MY 2023  –  COSTNo-Action_through_MY 2023) –  

(COSTProposed_through_MY 2022  –  COSTNo-Action_through_MY 2022) 

where 

COSTProposed,MY 2023 -  Incremental technology cost during MYs 2017-2030 and 

attributable to the standards proposed for MY 2023. 

COSTProposed_through_MY 2022 -  Technology cost for MYs 2017-2030 under standards 

proposed through MY 2022. 

COSTProposed_through_MY 2023 -  Technology cost for MYs 2017-2030 under standards 

proposed through MY 2023. 

COSTNo-Action_through_MY 2022 -  Technology cost for MYs 2017-2030 under no-action 

alternative standards through MY 2022. 

COSTNo-Action_through_MY 2023 -  Technology cost for MYs 2017-2030 under no-action 

alternative standards through MY 2023. 

Additionally, today’s analysis includes impacts on new vehicle sales volumes and the use (i.e., 

survival) of vehicles of all model years, such that standards introduced in a model year produce 

impacts attributable to vehicles having been in operation for some time. For example, as modeled 

here, standards for MY 2021 will impact the prices of new vehicles starting in MY 2017, and 

those price impacts will affect the survival of all vehicles still in operation in calendar years 2017 

and beyond (e.g., MY 2021 standards impact the operation of MY 2007 vehicles in calendar year 

2027). Therefore, while past rulemaking analyses focused largely on impacts over the useful 

lives of the explicitly modeled fleets, much of today’s analysis considers all model years through 
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2029, as operated throughout those vehicles’ useful lives. For some impacts, such as on 

technology penetration rates, average vehicle prices, and average vehicle ownership costs, this 

analysis focused on the useful life of the MY 2030 fleet, as the simulation of manufacturers’ 

technology application and credit use (when included in the analysis) continues to evolve after 

model year 2026, stabilizing by model year 2030. 

The analysis evaluated effects from four perspectives -  the social perspective, the manufacturer 

perspective, the private perspective, and the physical perspective. The social perspective focuses 

on economic benefits and costs, setting aside economic transfers such as fuel taxes but including 

economic externalities such as the social cost of CO2 emissions. The manufacturer perspective 

focuses on average requirements and levels of performance (i.e., average fuel economy level and 

CO2 emission rates), compliance costs, and degrees of technology application. The private 

perspective focuses on costs of vehicle purchase and ownership, including outlays for fuel (and 

fuel taxes). The physical perspective focuses on national-scale highway travel, fuel consumption, 

highway fatalities, and greenhouse gas and criteria pollutant emissions. have evaluated effects 

from four perspectives -  the social perspective, the manufacturer perspective, the private 

perspective, and the physical perspective. The social perspective focuses on economic benefits 

and costs, setting aside economic transfers such as fuel taxes but including economic 

externalities such as the social cost of CO2 emissions. The manufacturer perspective focuses on 

average requirements and levels of performance (i.e., average fuel economy level and CO2 

emission rates), compliance costs, and degrees of technology application. The private perspective 

focuses on costs of vehicle purchase and ownership, including outlays for fuel (and fuel taxes). 

The physical perspective focuses on national-scale highway travel, fuel consumption, highway 

fatalities, and greenhouse gas and criteria pollutant emissions. 

For the social perspective, the following effects are summarized for model years through 2029 as 

operated throughout those vehicles’ useful lives: 

 Technology Costs -  Incremental cost, as expected to be paid by vehicle purchasers, of 

fuel-saving technology beyond that added under the no-action alternative. 

 Welfare Loss -  Loss of value to vehicle owners resulting from incremental increases in 

the numbers of strong and plug-in hybrid electric vehicles (strong HEVs or SHEVs, and 

PHEVs) and/or battery electric vehicles (BEVs), beyond increases occurring under the 

no-action alternative. The loss of value is a function of the factors that lead to different 

valuations for conventional and electric versions of similar-size vehicles (e.g., differences 

in - travel range, recharging time versus refueling time, performance, and comfort).   

 Pre-tax Fuel Savings -  Incremental savings, beyond those achieved under the no-action 

alternative, in outlays for fuel purchases, setting aside fuel taxes. 

 Mobility Benefit -  Value of incremental travel, beyond that occurring under the no-

action alternative. 

 Refueling Benefit -  Value of incremental reduction, compared to the no-action 

alternative, of time spent refueling vehicles. 
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 Non-Rebound Fatality Costs -  Social value of additional fatalities, beyond those 

occurring under the no-action alternative, setting aside any additional travel attributable 

to the rebound effect. 

 Rebound Fatality Costs -  Social value of additional fatalities attributable to the rebound 

effect, beyond those occurring under the no-action alternative. 

 Benefits Offsetting Rebound Fatality Costs -  Assumed further value, offsetting rebound 

fatality costs, of additional travel attributed to the rebound effect. 

 Non-Rebound Non-Fatal Crash Costs -  Social value of additional crash-related losses 

(other than fatalities), beyond those occurring under the no-action alternative, setting 

aside any additional travel attributable to the rebound effect. 

 Rebound Non-Fatal Crash Costs -  Social value of additional crash-related losses (other 

than fatalities) attributable to the rebound effect, beyond those occurring under the no-

action alternative. 

 Benefits Offsetting Rebound Non-Fatal Crash Costs -  Assumed further value, offsetting 

rebound non-fatal crash costs, of additional travel attributed to the rebound effect. 

 Additional Congestion and Noise (Costs) -  Value of additional congestion and noise 

resulting from incremental travel, beyond that occurring under the no-action alternative. 

 Energy Security Benefit -  Value of avoided economic exposure to petroleum price 

“shocks,” the avoided exposure resulting from incremental reduction of fuel consumption 

beyond that occurring under the no-action alternative. 

 Avoided CO2 Damages (Benefits) -  Social value of incremental reduction of CO2 

emissions, compared to emissions occurring under the no-action alternative. 

 Other Avoided GHG Damages (Benefits) -  Social value of incremental reduction of 

GHG emissions other than CO2, compared to emissions occurring under the no-action 

alternative. 

 Other Avoided Pollutant Damages (Benefits) -  Social value of incremental reduction of 

criteria pollutant emissions, compared to emissions occurring under the no-action 

alternative. 

 Total Costs -  Sum of incremental technology costs, welfare loss, fatality costs, non-fatal 

crash costs, and additional congestion and noise costs. 

 Total Benefits -  Sum of pretax fuel savings, mobility benefits, refueling benefits, 

Benefits Offsetting Rebound Fatality Costs, Benefits Offsetting Rebound Non-Fatal 

Crash Costs, energy security benefits, and benefits from reducing emissions of CO2, other 

GHGs, and criteria pollutants. 

 Net Benefits -  Total benefits minus total costs. 

 Retrievable Electrificaiton Costs: The portion of HEV, PHEV, and BEV technology costs 

which can be passed onto consumers, using the willingness to pay analysis described in 

Section X.X 

 Electrification Tax Credits: Estimates of the portion of HEV, PHEV, and BEV 

technology costs which are covered by federal or state tax incentives. 

 Irretrievable Electrification Costs: The portion of HEV, PHEV, and BEV technology 

costs OEM’s must either absorb as a profit loss, or cross-subsidize with the prices of 

internal combustion engine (ICE) vehicles. 
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 Total Electrification Costs: Total incremental technology costs attributable to HEV, 

PHEV, or BEV vehicles.  

  

For the manufacturer perspective, the following effects are summarized for the aggregation of 

model years 2017-2029: 

 Average Required Fuel Economy -  Average of manufacturers’ CAFE requirements for 

indicated fleet(s) and model year(s). 

 Percent Change in Stringency from Baseline -  Percentage difference between averages of 

fuel economy requirements under no-action and indicated alternatives. 

 Average Required Fuel Economy -  Industry-wide average of fuel economy levels 

achieved by indicated fleet(s) in indicated model year(s). 

 Percent Change in Stringency from Baseline -  Percentage difference between averages of 

fuel economy levels achieved under no-action and indicated alternatives. 

 Total Technology Costs ($b) -  Cost of fuel-saving technology beyond that applied under 

no-action alternative. 

 Total Civil Penalties ($b) -  Cost of civil penalties beyond those levied under no-action 

alternative. 

 Total Regulatory Costs ($b) -  Sum of technology costs and civil penalties. 

 Sales Change (millions) -  Change in number of vehicles produced for sale in U.S., 

relative to the number estimated to be produced under the no-action alternative. 

 Revenue Change ($b) -  Change in total revenues from vehicle sales, relative to total 

revenues occurring under the no-action alternative. 

 Curb Weight Reduction -  Reduction of average curb weight, relative to MY 2016. 

 Technology Penetration Rates -  MY 2030 average technology penetration rate for 

indicated ten technologies (3 engine technologies, advanced transmissions, and 6 degrees 

of electrification). 

 Average Required CO2 -  Average of manufacturers’ CO2 requirements for indicated 

fleet(s) and model year(s). 

 Percent Change in Stringency from Baseline -  Percentage difference between averages of 

CO2 requirements under no-action and indicated alternatives. 

 Average Achieved CO2 -  Average of manufacturers’ CO2 emission rates for indicated 

fleet(s) and model year(s). 

For the private perspective, the following effects are summarized for the MY 2030 fleet: 

 Average Price Increase -  Average increase in vehicle price, relative to the average 

occurring under the no-action alternative. 

 Welfare Loss (Costs) -  Average loss of value to vehicle owners resulting from 

incremental increases in the numbers of strong HEVs, PHEVs) and/or BEVs, beyond 

increases occurring under the no-action alternative. The loss of value is a function of the 

factors that lead to different valuations for conventional and electric versions of similar-



 

539 

 

size vehicles (e.g., differences in - travel range, recharging time versus refueling time, 

performance, and comfort).   

 Ownership Costs -  Average increase in some other costs of vehicle ownership (taxes, 

fees, financing), beyond increase occurring under no-action alternative. 

 Fuel Savings -  Average of fuel outlays (including taxes) avoided vehicles’ useful lives, 

compared to outlays occurring under no-action alternative. 

 Mobility Benefit -  Average incremental value of additional travel over average vehicles’ 

useful lives, compared to travel occurring under no-action alternative. 

 Refueling Benefit -  Average incremental value of avoided time spent refueling over 

average vehicles’ useful lives, compared to time spent refueling under no-action 

alternative. 

 Total Costs -  Sum of average price increase, welfare loss, and ownership costs. 

 Total Benefits -  Sum of fuel savings, mobility benefit, and refueling benefit. 

 Net Benefits -  Total benefits minus total costs. 

For the physical perspective, the following effects are summarized for model years through 2029 

as operated throughout those vehicles’ useful lives: 

 Greenhouse gases include carbon dioxide (CO2), methane (CH4), and nitrous oxide 

(N2O), and values are reported separately for vehicles (tailpipe) and upstream processes 

(combining fuel production, distribution, and delivery) and shown as reductions relative 

to the no-action alternative. 

 Criteria pollutants include carbon monoxide (CO), volatile organic compounds (VOC), 

nitrogen oxides (NOX), sulfur dioxide (SO2) and particulate matter (PM), and values are 

shown as reductions relative to the no-action alternative. 

 Fuel consumption aggregates all fuels, with electricity, hydrogen, and compressed natural 

gas (CNG) included on a gasoline-equivalent-gallon (GEG) basis, and values are shown 

as reductions relative to the no-action alternative. 

 VMT, with rebound (billion miles) -  Increase in highway travel (as vehicle miles 

traveled), relative to the no-action alternative, and including the rebound effect. 

 VMT, without rebound (billion miles) -  Increase in highway travel (as vehicle miles 

traveled), relative to the no-action alternative, and excluding the rebound effect. 

 Fatalities, with rebound -  Increase in highway fatalities, relative to the no-action 

alternative, and including the rebound effect. 

 Fatalities, without rebound -  Increase in highway fatalities, relative to the no-action 

alternative, and excluding the rebound effect. 

 Fuel Consumption, with rebound (billion gallons) -  Reduction of fuel consumption, 

relative to the no-action alternative, and including the rebound effect. 

 Fuel Consumption, without rebound (billion gallons) -  Reduction of fuel consumption, 

relative to the no-action alternative, and excluding the rebound effect. 

Below, this chapter tabulates results for each of these four perspectives and does so separately 

for the proposed CAFE and CO2 standards. More detailed results are presented in the 

Preliminary Regulatory Impact Analysis (PRIA) accompanying today’s notice, and additional 

and more detailed analysis of environmental impacts is provided for CAFE regulatory 
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alternatives in the corresponding Draft Environmental Impact Statement (DEIS). Underlying 

CAFE model output files are available (along with input files, model, source code, and 

documentation) on NHTSA’s web site.
477

  Summarizing and tabulating results for presentation 

here involved considerable “off model” calculations (e.g., to combine results for selected model 

years and calendar years, and to combine various components of social and private costs and 

benefits); tools Volpe Center staff used to perform these calculations are also available on 

NHTSA’s web site.
478

 

While the National Environmental Policy Act (NEPA) requires NHTSA to prepare an EIS 

documenting estimating environmental impacts of the regulatory alternatives under consideration 

in CAFE rulemakings, NEPA does not require EPA to do so for EPA rulemakings. CO2 

standards for each regulatory alternative being harmonized as practical with corresponding 

CAFE standards, environmental impacts of CO2 standards should be directionally identical and 

similar in magnitude to those of CAFE standards. Nevertheless, in this chapter, following the 

series of tables below, today’s announcement provides a more detailed analysis of estimated 

impacts of the proposed CAFE and CO2 standards. Results presented herein for the CAFE 

standards differ slightly from those presented in the DEIS; while, as discussed above, 

EPCA/EISA requires that the Secretary determine the maximum feasible levels of CAFE 

standards in manner that, as presented here, sets aside the potential use of CAFE credits or 

application of alternative fuels toward compliance with new standards, NEPA does not impose 

such constraints on analysis presented corresponding DEISs, and the DEIS presents results of an 

“unconstrained” analysis that considers manufacturers’ potential application of alternative fuels 

and use of CAFE credits. 

In terms of all estimated impacts, including estimated costs and benefits, results of today’s 

analysis are different for CAFE and CO2 standards.  Differences arise because, even when the 

mathematical functions defining fuel economy and CO2 targets are “harmonized”, surrounding 

regulatory provisions may not be.  For example, while both CAFE and CO2 standards allow 

credits to be transferred between fleets and traded between manufacturers, EPCA/EISA places 

explicit and specific limits on the use of such credits, such as by requiring that each domestic 

passenger car fleet meet a minimum CAFE standard (as discussed above).  The CAA provides no 

specific direction regarding CO2 standards, and while EPA has adopted many regulatory 

provisions harmonized with specific EPCA/EISA provisions (e.g., separate standards for 

passenger cars and light trucks), EPA has not adopted all such provisions.  For example, EPA 

has not adopted the EPCA/EISA provisions limiting transfers between regulated fleet or 

requiring separate compliance by domestic and imported passenger car fleets.  Such differences 

introduce differences between impacts estimated under CAFE standards and under CO2 
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 https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system. 
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 These tools, available at the same location, are scripts executed using R, a free software environment for 

statistical computing. R is available through https://www.r-project.org/. 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system
https://www.r-project.org/
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standards.  Also, as mentioned above, Congress has required that new CAFE standards be 

considered in a manner that sets aside the potential use of CAFE credits and the potential 

additional application of alternative fuel vehicles (such as electric vehicles) during the model 

years under consideration.  Congress has provided no corresponding direction regarding the 

analysis of potential CO2 standards, and today’s analysis does consider these potential responses 

to CO2 standards. 

As mentioned above, this analysis was conducted to examine the sensitivity of results to changes 

in key inputs. Following the detailed consideration of potential environmental impacts, this 

chapter concludes with a tabular summary of results of this sensitivity analysis. 

7.2 Impacts of Proposed Standards on Requirements, Performance, and Costs to 

Manufacturers in Specific Model Years 

As mentioned above, this analysis presents impacts from two different perspectives for today’s 

proposal.  From either perspective, overall impacts are the same.  The first perspective, following 

the approach taken by NHTSA in past CAFE rulemakings, examines impacts of the overall 

proposal — i.e., the entire series of year-by-year standards — on each model year.  This 

perspective is especially relevant to understanding how the overall proposal may impact 

manufacturers in terms of year-by-year compliance, technology pathways, and costs.  The 

second, presented below provides a clearer characterization of the incremental impacts 

attributable to standards introduced in each successive model year. 

Part 1 below reviews estimates from the CAFE model  Table 7-1 and Table 7-2 present 

estimated required and achieved fuel economy by manufacturer and model year under the 

baseline (no-action) and preferred alternatives.  Table 7-3 and Table 7-4 present regulatory costs 

and average vehicle price increases, respectively, by manufacturer and model year.  Table 7-5 

provides summary estimates of impacts on technology costs, average vehicle prices, sales, and 

labor utilization.  

 

Table 7-6 through Table 7-21 provide estimated technology penetration, with a focus on 

estimates by manufacturer. In Part 2, the analysis from Part 1 is repeated under EPA’s CO2 

Program rather than the CAFE Model. 
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7.2.1 CAFE Standards 

Table 7-1 - Required and Achieved CAFE Levels in MYs 2016-2029 under Baseline CAFE Standards (No-Action Alternative) 

Manufacturer 

 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

BMW Required  34.3   36.0   37.2   38.3   39.7   41.7   43.6   45.7   47.8   50.1   50.0   50.0   50.0   50.0  

BMW Achieved  32.4   34.3   35.3   36.5   37.0   37.0   37.5   37.8   37.9   37.9   38.1   38.1   38.1   38.1  

Daimler Required  33.4   34.8   35.8   36.9   38.2   40.2   42.1   44.0   46.1   48.2   48.2   48.2   48.1   48.1  

Daimler Achieved  31.2   32.9   32.9   35.3   35.4   35.9   36.4   36.7   36.8   36.8   36.9   36.9   36.9   36.9  

Fiat Chrysler Required  30.9   31.9   32.7   33.3   34.3   36.4   38.1   39.9   41.7   43.7   43.7   43.6   43.6   43.6  

Fiat Chrysler Achieved  27.9   30.0   33.5   35.5   35.9   38.1   38.9   39.8   39.8   40.6   43.7   43.7   44.0   44.1  

Ford Required  30.9   31.9   32.5   33.2   34.0   35.9   37.6   39.4   41.2   43.1   43.0   43.0   42.9   42.9  

Ford Achieved  29.7   31.3   31.6   32.0   36.9   40.5   42.2   42.3   43.0   43.1   43.1   43.3   43.2   43.2  

General Motors Required  30.8   31.7   32.3   33.1   34.0   35.8   37.5   39.2   41.1   43.0   43.0   42.9   42.9   42.9  

General Motors Achieved  28.9   30.2   32.4   34.5   36.3   39.9   40.6   41.1   41.4   42.9   43.1   43.1   43.1   43.0  

Honda Required  34.3   35.8   36.8   38.0   39.2   41.3   43.3   45.3   47.4   49.6   49.6   49.6   49.6   49.6  

Honda Achieved  36.7   39.0   40.8   41.5   41.7   44.0   47.2   49.2   49.5   49.6   49.7   49.9   50.1   50.1  

Hyundai Required  36.7   38.7   40.1   41.6   43.2   45.1   47.2   49.4   51.7   54.2   54.2   54.2   54.2   54.2  

Hyundai Achieved  39.0   41.8   43.0   44.9   45.8   49.5   52.4   53.0   54.0   54.2   54.4   54.4   54.3   54.3  

Kia Required  35.3   37.1   38.3   39.6   41.0   43.0   45.0   47.1   49.3   51.7   51.6   51.6   51.6   51.6  

Kia Achieved  35.1   36.8   38.9   40.1   41.7   47.2   48.5   50.0   52.3   52.4   52.5   52.6   52.5   52.5  

Jaguar/Land 

Rover Required 

 30.2   30.9   31.6   32.3   33.2   35.4   37.0   38.8   40.6   42.5   42.5   42.5   42.5   42.5  

Jaguar/Land 

Rover Achieved 

 26.0   27.3   27.9   28.8   29.3   30.7   30.9   31.3   31.3   31.6   31.6   31.6   31.6   31.7  

Mazda Required  35.1   36.8   37.9   39.1   40.4   42.6   44.6   46.7   48.9   51.1   51.1   51.1   51.1   51.1  

Mazda Achieved  38.8   39.4   42.9   43.4   44.6   44.8   45.7   52.2   52.4   52.5   52.5   52.5   52.5   52.5  

Nissan 

Mitsubishi Required 

 34.9   36.5   37.6   38.9   40.2   42.3   44.3   46.3   48.5   50.8   50.8   50.7   50.6   50.6  
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Manufacturer 

 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Nissan 

Mitsubishi Achieved 

 37.0   38.2   38.7   41.2   43.7   47.6   49.1   49.9   51.1   52.3   52.4   52.4   52.4   52.4  

Subaru Required  33.9   35.3   36.3   37.3   38.4   40.7   42.7   44.6   46.8   49.0   49.0   49.0   48.9   48.9  

Subaru Achieved  36.5   40.0   40.0   40.3   41.7   47.5   48.8   49.1   49.1   49.1   49.3   49.5   49.5   49.5  

Tesla Required  31.5   32.6   33.4   34.4   35.4   37.1   38.8   40.6   42.5   44.5   44.5   44.5   44.4   44.4  

Tesla Achieved 

 

228.5  

 

260.2  

 

259.6  

 

259.8  

 

260.6  

 

260.5  

 

260.4  

 

260.3  

 

260.2  

 

260.1  

 

260.1  

 

259.8  

 

259.6  

 

259.6  

Toyota Required  33.4   34.7   35.6   36.6   37.7   39.8   41.6   43.6   45.6   47.7   47.7   47.7   47.6   47.6  

Toyota Achieved  33.0   33.9   36.7   38.4   42.0   46.0   46.5   46.6   47.6   47.9   48.4   48.4   48.4   48.5  

Volvo Required  31.6   32.6   33.4   34.3   35.4   37.5   39.2   41.0   43.0   45.0   45.0   45.0   44.9   44.9  

Volvo Achieved  31.4   32.3   32.3   34.9   34.9   34.9   35.0   35.9   36.1   36.1   36.1   36.4   36.4   36.4  

VWA Required  36.0   37.7   39.0   40.3   41.7   43.8   45.8   47.9   50.2   52.5   52.5   52.5   52.5   52.5  

VWA Achieved  34.7   38.8   42.3   43.5   45.7   46.4   48.5   49.8   53.3   54.8   55.0   55.1   55.2   55.2  

Ave./Total Required  32.8   34.0   34.9   35.8   36.9   39.0   40.8   42.7   44.7   46.8   46.7   46.7   46.7   46.6  

Ave./Total Achieved  32.2   33.9   35.8   37.3   39.4   42.4   43.7   44.5   45.1   45.7   46.3   46.3   46.4   46.4  
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Table 7-2 - Required and Achieved Fuel Economy Levels in MYs 2016-2029 under Proposed CAFE Standards (Preferred 

Alternative) 

Manufacturer 

 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

BMW Required  34.3   36.0   37.2   38.3   39.7   39.7   39.7   39.7   39.7   39.7   39.8   39.8   39.7   39.8  

BMW Achieved  32.4   34.3   35.2   36.4   36.9   36.9   37.3   37.6   37.8   37.8   38.0   38.0   38.1   38.1  

Daimler Required  33.4   34.8   35.8   36.9   38.2   38.2   38.2   38.2   38.2   38.2   38.2   38.2   38.2   38.2  

Daimler Achieved  31.2   32.9   32.9   35.3   35.4   35.9   36.3   36.6   36.7   36.7   36.9   36.9   36.9   36.9  

Fiat Chrysler Required  30.9   31.9   32.7   33.3   34.3   34.3   34.3   34.3   34.3   34.3   34.3   34.3   34.3   34.3  

Fiat Chrysler Achieved  27.9   29.8   32.0   32.5   32.8   33.8   34.1   34.4   34.4   34.6   35.6   35.6   35.7   35.8  

Ford Required  30.9   31.9   32.5   33.2   34.0   33.9   34.0   34.0   34.0   34.0   34.0   34.0   34.0   34.0  

Ford Achieved  29.7   31.3   31.4   31.6   34.2   34.8   35.0   35.1   35.2   35.2   35.3   35.4   35.4   35.4  

General Motors Required  30.8   31.7   32.3   33.1   34.0   33.9   34.0   34.0   34.0   34.0   34.0   34.0   34.0   34.0  

General Motors Achieved  28.9   30.1   31.5   32.7   34.0   35.5   35.6   35.6   35.7   36.1   36.3   36.3   36.3   36.3  

Honda Required  34.3   35.8   36.8   38.0   39.2   39.2   39.2   39.2   39.2   39.2   39.3   39.3   39.2   39.3  

Honda Achieved  36.7   37.9   38.8   39.3   39.4   39.6   41.3   42.1   42.1   42.2   42.2   42.6   42.6   42.6  

Hyundai Required  36.7   38.7   40.1   41.6   43.2   43.2   43.2   43.2   43.2   43.2   43.2   43.2   43.2   43.2  

Hyundai Achieved  39.0   41.8   43.0   44.6   45.4   47.8   48.3   48.4   48.5   48.5   48.8   48.8   48.8   48.8  

Kia Required  35.3   37.1   38.3   39.6   41.0   41.0   41.0   41.0   41.0   41.0   41.0   41.0   41.0   41.0  

Kia Achieved  35.1   36.8   38.8   40.0   41.0   44.4   44.5   45.3   46.2   46.2   46.3   46.5   46.5   46.5  

Jaguar/Land 

Rover Required 

 30.2   30.9   31.6   32.3   33.2   33.2   33.2   33.2   33.2   33.2   33.2   33.2   33.2   33.2  

Jaguar/Land 

Rover Achieved 

 26.0   27.3   27.9   28.8   29.3   30.7   30.9   31.3   31.3   31.6   31.6   31.6   31.6   31.7  

Mazda Required  35.1   36.8   37.9   39.1   40.4   40.4   40.4   40.4   40.5   40.5   40.5   40.5   40.5   40.5  

Mazda Achieved  38.8   39.4   42.1   42.6   43.0   43.1   43.2   43.6   43.6   43.7   43.7   43.7   44.0   44.0  

Nissan Mitsubishi Required  34.9   36.5   37.6   38.9   40.2   40.2   40.2   40.2   40.2   40.2   40.3   40.3   40.3   40.3  

Nissan Mitsubishi Achieved  37.0   38.2   38.7   40.1   42.1   43.1   43.8   44.0   44.1   44.2   44.3   44.3   44.3   44.3  

Subaru Required  33.9   35.3   36.3   37.3   38.4   38.4   38.4   38.4   38.4   38.4   38.4   38.4   38.4   38.4  
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Manufacturer 

 

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Subaru Achieved  36.5   39.9   39.9   40.2   40.6   42.4   42.6   42.7   42.7   42.7   43.2   43.3   43.3   43.3  

Tesla Required  31.5   32.6   33.4   34.4   35.4   35.1   35.1   35.1   35.1   35.2   35.2   35.2   35.2   35.2  

Tesla Achieved 

 

228.5  

 

260.2  

 

259.6  

 

259.8  

 

260.6  

 

260.5  

 

260.6  

 

260.6  

 

260.6  

 

260.8  

 

261.0  

 

260.9  

 

260.9  

 

260.9  

Toyota Required  33.4   34.7   35.6   36.6   37.7   37.7   37.7   37.7   37.7   37.8   37.8   37.8   37.8   37.8  

Toyota Achieved  33.0   33.9   36.2   37.6   39.5   41.0   41.4   41.4   41.6   41.7   42.2   42.2   42.2   42.2  

Volvo Required  31.6   32.6   33.4   34.3   35.4   35.3   35.4   35.4   35.4   35.4   35.4   35.4   35.4   35.4  

Volvo Achieved  31.4   32.3   32.3   34.9   34.9   34.9   34.9   35.8   35.9   35.9   35.9   36.3   36.3   36.3  

VWA Required  36.0   37.7   39.0   40.3   41.7   41.7   41.7   41.7   41.7   41.7   41.8   41.8   41.8   41.8  

VWA Achieved  34.7   37.9   40.1   40.9   42.2   42.3   42.9   43.0   43.0   43.1   43.2   43.2   43.2   43.3  

Ave./Total Required  32.8   34.0   34.9   35.8   36.9   36.9   36.9   36.9   37.0   37.0   37.0   37.0   37.0   37.0  

Ave./Total Achieved  32.2   33.7   35.0   36.0   37.2   38.3   38.7   39.0   39.1   39.2   39.5   39.6   39.6   39.7  
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Table 7-3 - Undiscounted Regulatory Costs ($b) in MYs 2017-2029 under Baseline and Proposed CAFE Standards 

Manufacturer 
 

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Sum 

BMW 
Costs under 

Baseline 
0.0 0.1 0.1 0.2 0.2 0.3 0.3 0.3 0.4 0.4 0.4 0.4 0.4 3.4 

BMW 
Chg. under 

Proposal 
0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.5 

Daimler 
Costs under 

Baseline 
0.1 0.1 0.2 0.2 0.2 0.3 0.3 0.3 0.4 0.4 0.4 0.4 0.4 3.4 

Daimler 
Chg. under 

Proposal 
0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -1.2 

Fiat Chrysler 
Costs under 

Baseline 
1.1 3.3 5.1 5.1 6.2 6.6 7.2 7.2 7.7 9.5 9.4 9.4 9.3 87.0 

Fiat Chrysler 
Chg. under 

Proposal 
-0.6 -2.3 -3.7 -3.6 -4.5 -4.7 -5.2 -5.2 -5.7 -7.0 -6.8 -6.8 -6.7 -62.7 

Ford 
Costs under 

Baseline 
0.2 0.5 1.2 5.3 7.8 8.6 8.4 8.6 8.3 8.1 8.0 7.8 7.7 80.7 

Ford 
Chg. under 

Proposal 
0.0 -0.2 -0.7 -3.6 -6.1 -6.8 -6.6 -6.8 -6.6 -6.4 -6.3 -6.1 -6.0 -62.3 

General Motors 
Costs under 

Baseline 
0.7 2.7 4.2 5.0 7.5 8.1 8.4 8.5 9.8 9.7 9.6 9.5 9.3 92.9 

General Motors 
Chg. under 

Proposal 
-0.3 -1.5 -2.7 -3.1 -5.2 -5.9 -6.3 -6.3 -7.6 -7.4 -7.3 -7.2 -7.0 -67.7 

Honda 
Costs under 

Baseline 
0.3 0.6 0.7 0.8 1.7 2.8 3.8 3.9 3.9 3.8 3.9 3.9 3.8 33.9 

Honda 
Chg. under 

Proposal 
-0.2 -0.4 -0.4 -0.4 -1.4 -2.3 -3.2 -3.3 -3.2 -3.2 -3.2 -3.2 -3.2 -27.6 

Hyundai 
Costs under 

Baseline 
0.1 0.1 0.2 0.3 0.5 0.7 0.8 0.9 0.9 1.0 1.0 0.9 0.9 8.2 

Hyundai 
Chg. under 

Proposal 
0.0 0.0 0.0 -0.1 -0.2 -0.4 -0.5 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -5.2 

Kia 
Costs under 

Baseline 
0.3 0.4 0.4 0.6 1.2 1.5 1.7 1.9 1.9 1.8 1.8 1.8 1.8 17.0 

Kia Chg. under 0.0 0.0 0.0 -0.1 -0.6 -1.0 -1.1 -1.3 -1.3 -1.3 -1.3 -1.2 -1.2 -10.5 
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Manufacturer 
 

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Sum 

Proposal 

JLR 
Costs under 

Baseline 
0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.3 0.3 0.3 0.3 0.3 0.3 2.8 

JLR 
Chg. under 

Proposal 
0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.0 

Mazda 
Costs under 

Baseline 
0.0 0.1 0.1 0.3 0.3 0.5 1.3 1.3 1.2 1.2 1.2 1.2 1.1 9.9 

Mazda 
Chg. under 

Proposal 
0.0 -0.1 -0.1 -0.2 -0.2 -0.4 -1.2 -1.2 -1.1 -1.1 -1.1 -1.0 -1.0 -8.7 

Nissan/Mitsubishi 
Costs under 

Baseline 
0.2 0.2 0.5 1.0 1.5 1.6 1.7 1.9 2.1 2.1 2.0 2.0 2.0 18.9 

Nissan/Mitsubishi 
Chg. under 

Proposal 
0.0 0.0 -0.2 -0.3 -0.7 -0.8 -0.8 -1.0 -1.2 -1.2 -1.2 -1.2 -1.2 -9.9 

Subaru 
Costs under 

Baseline 
0.3 0.3 0.3 0.6 1.0 1.1 1.1 1.1 1.0 1.0 1.0 1.0 1.0 11.0 

Subaru 
Chg. under 

Proposal 
0.0 0.0 0.0 -0.2 -0.5 -0.7 -0.7 -0.7 -0.6 -0.6 -0.6 -0.6 -0.6 -5.9 

Tesla 
Costs under 

Baseline 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Tesla 
Chg. under 

Proposal 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Toyota 
Costs under 

Baseline 
0.0 1.4 2.0 3.7 5.4 5.4 5.3 5.8 5.9 5.9 5.8 5.8 5.9 58.4 

Toyota 
Chg. under 

Proposal 
0.0 -0.4 -0.7 -1.8 -3.2 -3.2 -3.2 -3.6 -3.7 -3.7 -3.6 -3.6 -3.6 -34.2 

Volvo 
Costs under 

Baseline 
0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.6 

Volvo 
Chg. under 

Proposal 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3 

VWA 
Costs under 

Baseline 
0.9 1.5 1.6 2.0 2.0 2.3 2.5 2.9 3.0 2.9 2.8 2.8 2.7 30.0 

VWA Chg. under -0.5 -0.9 -1.0 -1.1 -1.2 -1.4 -1.7 -2.1 -2.2 -2.1 -2.1 -2.0 -2.0 -20.2 
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Manufacturer 
 

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Sum 

Proposal 

Ave./Total 
Costs under 

Baseline 
4.3 11.4 16.8 25.0 35.7 40.0 43.1 45.0 46.9 48.2 47.7 47.3 46.7 458.2 

Ave./Total 
Chg. under 

Proposal 
-1.6 -5.8 -9.5 -14.5 -24.0 -27.9 -30.8 -32.6 -34.6 -35.2 -34.7 -34.3 -33.8 -319.1 

 

  



 

549 

 

Table 7-4 - Average Price Increases ($) in MYs 2017-2029 under Baseline and Proposed CAFE Standards 

Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

BMW 

Costs under 

Baseline 

50 200 350 400 500 600 700 850 950 950 900 900 900 

BMW 

Chg. under 

Proposal 

0 0 0 0 -100 -200 -300 -400 -550 -500 -500 -500 -500 

Daimler 

Costs under 

Baseline 

200 250 450 500 600 750 850 950 1,050 1,050 1,000 1,000 1,000 

Daimler 

Chg. under 

Proposal 

0 0 0 0 -100 -200 -300 -400 -500 -500 -500 -500 -500 

Fiat Chrysler 

Costs under 

Baseline 

550 1,550 2,300 2,300 2,800 2,950 3,200 3,200 3,450 4,250 4,150 4,150 4,100 

Fiat Chrysler 

Chg. under 

Proposal 

-300 -1,050 -1,700 -1,600 -2,000 -2,100 -2,300 -2,350 -2,550 -3,100 -3,050 -3,000 -2,950 

Ford 

Costs under 

Baseline 

100 250 550 2,300 3,400 3,750 3,650 3,750 3,650 3,550 3,500 3,400 3,300 

Ford 

Chg. under 

Proposal 

0 -100 -300 -1,600 -2,650 -2,950 -2,900 -3,000 -2,900 -2,800 -2,750 -2,650 -2,600 

General Motors 

Costs under 

Baseline 

250 1,000 1,550 1,850 2,700 2,950 3,050 3,100 3,600 3,550 3,500 3,450 3,350 

General Motors 

Chg. under 

Proposal 

-100 -550 -1,000 -1,150 -1,900 -2,150 -2,300 -2,300 -2,750 -2,700 -2,650 -2,600 -2,500 

Honda 

Costs under 

Baseline 

150 350 400 400 900 1,450 1,950 2,000 2,000 1,950 2,000 2,000 1,950 

Honda 

Chg. under 

Proposal 

-150 -200 -200 -200 -700 -1,200 -1,650 -1,700 -1,650 -1,650 -1,650 -1,650 -1,600 

Hyundai 

Costs under 

Baseline 

100 150 250 350 650 900 1,000 1,200 1,250 1,300 1,250 1,250 1,250 

Hyundai 

Chg. under 

Proposal 

0 0 -50 -100 -300 -550 -650 -850 -900 -900 -900 -900 -900 

Kia 

Costs under 

Baseline 

350 450 500 700 1,500 1,950 2,100 2,400 2,400 2,350 2,350 2,300 2,250 

Kia Chg. under 0 0 0 -200 -850 -1,250 -1,400 -1,700 -1,650 -1,650 -1,650 -1,600 -1,550 
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Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Proposal 

JLR 

Costs under 

Baseline 

200 250 350 350 600 700 800 900 1,000 1,000 1,000 950 950 

JLR 

Chg. under 

Proposal 

0 0 0 0 -100 -200 -300 -400 -450 -450 -450 -450 -450 

Mazda 

Costs under 

Baseline 

50 250 300 650 600 950 2,600 2,600 2,500 2,450 2,400 2,350 2,300 

Mazda 

Chg. under 

Proposal 

0 -100 -100 -400 -400 -750 -2,400 -2,350 -2,300 -2,250 -2,200 -2,100 -2,050 

Nissan/Mitsubishi 

Costs under 

Baseline 

100 150 350 700 1,000 1,100 1,150 1,300 1,400 1,400 1,400 1,400 1,350 

Nissan/Mitsubishi 

Chg. under 

Proposal 

0 0 -100 -200 -450 -500 -600 -700 -850 -850 -850 -850 -850 

Subaru 

Costs under 

Baseline 

600 600 600 1,000 1,600 1,750 1,800 1,750 1,700 1,700 1,700 1,650 1,600 

Subaru 

Chg. under 

Proposal 

-50 -50 -50 -400 -900 -1,050 -1,100 -1,100 -1,050 -1,000 -1,000 -950 -950 

Tesla 

Costs under 

Baseline 

0 0 0 0 0 0 0 0 0 0 0 0 0 

Tesla 

Chg. under 

Proposal 

0 0 0 0 0 0 0 0 0 0 0 0 0 

Toyota 

Costs under 

Baseline 

0 550 750 1,450 2,100 2,100 2,100 2,250 2,300 2,300 2,300 2,250 2,300 

Toyota 

Chg. under 

Proposal 

0 -150 -250 -700 -1,250 -1,250 -1,250 -1,400 -1,450 -1,450 -1,400 -1,400 -1,450 

Volvo 

Costs under 

Baseline 

50 50 200 250 350 400 550 650 750 750 750 750 750 

Volvo 

Chg. under 

Proposal 

0 0 0 0 -100 -200 -250 -350 -450 -450 -450 -450 -450 

VWA 

Costs under 

Baseline 

1,550 2,600 2,750 3,300 3,350 3,800 4,200 4,850 4,950 4,850 4,750 4,650 4,550 

VWA Chg. under -800 -1,550 -1,600 -1,900 -2,000 -2,400 -2,800 -3,500 -3,650 -3,550 -3,500 -3,450 -3,350 
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Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Proposal 

Ave./Total 

Costs under 

Baseline 

250 650 950 1,400 2,000 2,250 2,450 2,550 2,650 2,700 2,700 2,650 2,600 

Ave./Total 

Chg. under 

Proposal 

-100 -350 -550 -800 -1,350 -1,550 -1,750 -1,850 -1,950 -2,000 -1,950 -1,950 -1,900 
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Table 7-5 - Technology Costs, Average Prices, Sales, and Labor Utilization under Baseline and Proposed CAFE Standards 

  

Costs ($b) for Tech. 

(beyond MY 2016) Average Vehicle Prices ($) 

Annual Sales (million 

units) 

Labor 

   

 

(1000s 

of Job-

Years) 

     Standards Change Standards Change* Standards Change Standards Change 

MY B
a
se

li
n

e 

P
ro

p
o
se

d
 

A
b

s.
 

%
 

B
a
se

li
n

e 

P
ro

p
o
se

d
 

A
b

s.
 

%
 

B
a
se

li
n

e 

P
ro

p
o
se

d
 

A
b

s.
 

%
 

B
a
se

li
n

e 

P
ro

p
o
se

d
 

A
b

s.
 

%
 

2017 

 4   2  -2 -41%  32,300   

32,250  

-100 0%  16.8   16.8   -    0.0%  1,170   

1,170  

0 0% 

2018 

 11   5  -6 -53%  32,800   

32,450  

-350 -1%  17.2   17.2   -    0.0%  1,210   

1,200  

-10 -1% 

2019 

 16   7  -10 -58%  33,050   

32,550  

-550 -2%  17.5   17.5   -    0.0%  1,240   

1,220  

-20 -1% 

2020 

 25   10  -15 -59%  33,500   

32,700  

-800 -2%  17.7   17.7   -    0.0%  1,260   

1,240  

-30 -2% 

2021 

 35   11  -24 -68%  34,100   

32,750  

-1,350 -4%  17.7   17.7   -    0.0%  1,290   

1,240  

-50 -4% 

2022 

 40   12  -28 -70%  34,350   

32,800  

-1,600 -5%  17.8   17.8   0.0  0.2%  1,300   

1,250  

-50 -4% 

2023 

 43   12  -30 -71%  34,550   

32,800  

-1,750 -5%  17.7   17.8   0.1  0.3%  1,310   

1,250  

-60 -4% 

2024 

 44   12  -32 -72%  34,700   

32,800  

-1,900 -5%  17.7   17.8   0.1  0.6%  1,310   

1,250  

-50 -4% 

2025 

 46   12  -34 -73%  34,800   

32,750  

-2,050 -6%  17.7   17.9   0.2  0.9%  1,310   

1,250  

-50 -4% 

2026 

 48   13  -35 -73%  34,850   

32,800  

-2,100 -6%  17.7   17.9   0.2  1.1%  1,310   

1,260  

-60 -4% 

2027 

 47   13  -34 -73%  34,850   

32,800  

-2,100 -6%  17.7   17.9   0.2  1.1%  1,310   

1,260  

-50 -4% 

2028  47   13  -34 -72%  34,850   -2,050 -6%  17.8   18.0   0.2  0.9%  1,320   -60 -4% 
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Costs ($b) for Tech. 

(beyond MY 2016) Average Vehicle Prices ($) 

Annual Sales (million 

units) 

Labor 

   

 

(1000s 

of Job-

Years) 

     Standards Change Standards Change* Standards Change Standards Change 

MY B
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b
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%
 

32,800  1,260  

2029 

 46   13  -33 -72%  34,800   

32,750  

-2,050 -6%  17.9   18.0   0.1  0.7%  1,320   

1,260  

-60 -4% 

2030 

 45   13  -33 -72%  34,750   

32,750  

-2,000 -6%  17.9   18.0   0.1  0.6%  1,320   

1,270  

-60 -4% 

*The change in MSRP may not match the change in technology costs reported in other tables. The change in MSRP noted here 

will include shifts in the average value of a vehicle, before technology application, due to the dynamic fleet share model (more 

light trucks are projected under the augural standards than the proposed standards, and light trucks are on average more 

expensive than passenger cars), in addition to the price changes from differential technology application and civil penalties, 

reported elsewhere. 
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Table 7-6 - Technology Penetration under Baseline and Proposed CAFE Standards – Industry Average 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3820 3790 3760 3720 3690 3670 3660 3650 3640 3620 3620 3610 3610 

Curb Weight (lb.) Proposal 3820 3800 3770 3740 3720 3710 3700 3690 3690 3670 3670 3670 3670 

High CR NA Engines Baseline 6% 10% 14% 18% 23% 25% 25% 26% 26% 26% 26% 26% 26% 

High CR NA Engines Proposal 6% 10% 12% 14% 16% 17% 17% 17% 17% 17% 17% 17% 17% 

Turbo SI Engines Baseline 27% 38% 41% 46% 54% 57% 59% 59% 59% 63% 63% 64% 64% 

Turbo SI Engines Proposal 25% 31% 32% 36% 39% 44% 46% 47% 48% 51% 51% 51% 51% 

Dynamic Deac, Baseline 0% 0% 3% 4% 5% 5% 5% 6% 6% 6% 6% 6% 6% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 48% 65% 73% 82% 83% 81% 79% 77% 73% 71% 71% 72% 72% 

Adv. Transmission Proposal 48% 66% 75% 86% 92% 92% 93% 93% 93% 93% 93% 93% 93% 

12V SS Systems Baseline 12% 12% 13% 14% 13% 15% 16% 16% 15% 14% 14% 14% 14% 

12V SS Systems Proposal 13% 13% 13% 13% 13% 13% 13% 13% 14% 14% 14% 14% 14% 

Mild HEVs Baseline 2% 9% 14% 21% 29% 32% 34% 34% 32% 32% 32% 32% 32% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 3% 3% 4% 7% 11% 13% 16% 18% 22% 24% 24% 24% 24% 

Strong HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Baseline 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-7 - Technology Penetration under Baseline and Proposed CAFE Standards – BMW 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3830 3820 3750 3730 3730 3710 3690 3690 3690 3690 3690 3680 3680 

Curb Weight (lb.) Proposal 3830 3820 3750 3730 3730 3710 3680 3680 3680 3680 3680 3670 3670 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 

Turbo SI Engines Proposal 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 96% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 80% 82% 82% 90% 90% 90% 90% 91% 91% 91% 91% 91% 91% 

Adv. Transmission Proposal 80% 82% 82% 90% 90% 90% 90% 91% 91% 91% 91% 91% 91% 

12V SS Systems Baseline 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 

12V SS Systems Proposal 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-8 - Technology Penetration under Baseline and Proposed CAFE Standards – Daimler 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4130 4130 4060 4060 4040 3990 3980 3980 3980 3970 3980 3980 3980 

Curb Weight (lb.) Proposal 4130 4130 4060 4060 4040 3990 3970 3970 3970 3960 3960 3960 3960 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 85% 85% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 

Turbo SI Engines Proposal 85% 85% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 13% 13% 59% 74% 83% 84% 85% 85% 85% 85% 85% 85% 85% 

Adv. Transmission Proposal 13% 13% 59% 74% 83% 84% 85% 85% 85% 85% 85% 85% 85% 

12V SS Systems Baseline 83% 82% 83% 83% 83% 83% 82% 82% 82% 82% 82% 82% 82% 

12V SS Systems Proposal 83% 82% 83% 83% 83% 83% 83% 83% 83% 83% 83% 83% 83% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-9 - Technology Penetration under Baseline and Proposed CAFE Standards – Fiat Chrysler 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4170 4120 4030 4010 3990 3980 3960 3960 3950 3910 3910 3870 3860 

Curb Weight (lb.) Proposal 4170 4140 4070 4050 4030 4020 4010 4010 4010 3980 3980 3960 3960 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 16% 40% 43% 42% 48% 48% 52% 52% 52% 80% 81% 82% 82% 

Turbo SI Engines Proposal 16% 32% 32% 32% 36% 36% 40% 40% 40% 59% 60% 61% 61% 

Dynamic Deac, Baseline 0% 0% 13% 13% 15% 15% 15% 15% 15% 15% 15% 15% 15% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 62% 82% 78% 84% 79% 73% 66% 66% 59% 43% 43% 44% 44% 

Adv. Transmission Proposal 64% 85% 85% 91% 95% 94% 95% 95% 95% 95% 95% 95% 95% 

12V SS Systems Baseline 12% 13% 11% 11% 11% 11% 10% 10% 5% 0% 0% 0% 0% 

12V SS Systems Proposal 12% 13% 12% 12% 12% 12% 12% 12% 14% 14% 14% 14% 14% 

Mild HEVs Baseline 3% 23% 37% 37% 37% 37% 37% 37% 39% 43% 43% 44% 44% 

Mild HEVs Proposal 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Strong HEVs Baseline 4% 4% 8% 8% 17% 23% 30% 29% 37% 53% 53% 52% 52% 

Strong HEVs Proposal 0% 0% 0% 0% 1% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Baseline 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

 

  



 

558 

 

Table 7-10 - Technology Penetration under Baseline and Proposed CAFE Standards – Ford 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4040 4040 4040 3920 3910 3890 3890 3890 3880 3880 3870 3870 3870 

Curb Weight (lb.) Proposal 4040 4040 4040 3940 3930 3910 3910 3900 3900 3890 3870 3870 3870 

High CR NA Engines Baseline 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

High CR NA Engines Proposal 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

Turbo SI Engines Baseline 46% 48% 55% 76% 89% 94% 95% 96% 97% 97% 97% 97% 97% 

Turbo SI Engines Proposal 46% 46% 54% 67% 68% 68% 68% 68% 68% 68% 68% 68% 68% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 41% 47% 47% 70% 63% 58% 59% 56% 56% 56% 57% 57% 57% 

Adv. Transmission Proposal 41% 47% 47% 81% 85% 85% 86% 86% 86% 86% 86% 86% 86% 

12V SS Systems Baseline 8% 10% 10% 9% 2% 2% 2% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 

Mild HEVs Baseline 0% 3% 11% 41% 59% 63% 63% 64% 64% 64% 64% 64% 64% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 2% 2% 2% 13% 24% 29% 29% 32% 32% 32% 32% 32% 32% 

Strong HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-11 - Technology Penetration under Baseline and Proposed CAFE Standards – General Motors 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4290 4240 4170 4150 4070 4060 4060 4040 4020 4000 4000 4000 4000 

Curb Weight (lb.) Proposal 4290 4250 4200 4190 4130 4130 4120 4110 4100 4070 4070 4070 4070 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 27% 47% 52% 58% 67% 69% 69% 69% 70% 70% 70% 70% 70% 

Turbo SI Engines Proposal 27% 36% 36% 41% 49% 49% 50% 50% 61% 62% 62% 62% 62% 

Dynamic Deac, Baseline 0% 0% 12% 13% 22% 22% 22% 24% 27% 28% 28% 28% 28% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 14% 45% 66% 82% 91% 87% 84% 82% 64% 64% 65% 66% 66% 

Adv. Transmission Proposal 14% 45% 66% 83% 95% 95% 95% 95% 95% 95% 95% 97% 97% 

12V SS Systems Baseline 16% 17% 18% 16% 10% 6% 5% 2% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 

Mild HEVs Baseline 6% 25% 38% 45% 72% 77% 81% 81% 66% 66% 66% 66% 66% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 2% 5% 10% 13% 14% 32% 32% 32% 32% 32% 

Strong HEVs Proposal 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-12 - Technology Penetration under Baseline and Proposed CAFE Standards – Honda 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3450 3420 3410 3410 3400 3360 3310 3310 3310 3300 3280 3270 3270 

Curb Weight (lb.) Proposal 3450 3430 3420 3420 3420 3420 3400 3400 3400 3400 3400 3400 3400 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 29% 55% 58% 62% 83% 99% 100% 100% 100% 100% 100% 100% 100% 

Turbo SI Engines Proposal 6% 18% 21% 21% 21% 60% 76% 76% 76% 76% 76% 76% 76% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 75% 87% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 

Adv. Transmission Proposal 75% 87% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 

12V SS Systems Baseline 6% 6% 6% 6% 12% 32% 49% 55% 55% 55% 55% 55% 55% 

12V SS Systems Proposal 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 3% 13% 13% 13% 13% 13% 13% 13% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-13 - Technology Penetration under Baseline and Proposed CAFE Standards – Hyundai 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3160 3160 3150 3140 3100 3100 3090 3080 3080 3080 3080 3080 3080 

Curb Weight (lb.) Proposal 3160 3160 3160 3160 3160 3160 3160 3160 3160 3140 3140 3140 3140 

High CR NA Engines Baseline 7% 18% 25% 25% 55% 82% 82% 82% 82% 82% 81% 81% 81% 

High CR NA Engines Proposal 7% 18% 25% 25% 55% 58% 58% 58% 58% 59% 59% 59% 59% 

Turbo SI Engines Baseline 12% 12% 15% 18% 18% 18% 18% 18% 18% 18% 19% 19% 19% 

Turbo SI Engines Proposal 12% 12% 15% 18% 18% 18% 18% 18% 18% 18% 18% 18% 18% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 53% 68% 79% 79% 82% 82% 82% 82% 82% 82% 82% 82% 82% 

Adv. Transmission Proposal 53% 68% 79% 79% 82% 82% 82% 82% 82% 82% 82% 82% 82% 

12V SS Systems Baseline 0% 0% 0% 1% 4% 13% 15% 22% 23% 23% 23% 23% 23% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

Strong HEVs Proposal 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-14 - Technology Penetration under Baseline and Proposed CAFE Standards – Kia 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3290 3300 3290 3290 3240 3240 3230 3220 3220 3220 3220 3220 3220 

Curb Weight (lb.) Proposal 3290 3300 3290 3290 3280 3280 3280 3280 3280 3270 3270 3270 3270 

High CR NA Engines Baseline 0% 31% 31% 45% 76% 76% 76% 76% 76% 76% 75% 75% 75% 

High CR NA Engines Proposal 0% 31% 31% 37% 67% 67% 67% 67% 67% 67% 67% 67% 67% 

Turbo SI Engines Baseline 5% 5% 5% 5% 5% 5% 13% 23% 23% 23% 23% 23% 23% 

Turbo SI Engines Proposal 5% 5% 5% 5% 5% 5% 13% 22% 22% 22% 22% 22% 22% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 0% 29% 53% 67% 93% 93% 93% 89% 89% 89% 89% 89% 89% 

Adv. Transmission Proposal 0% 29% 53% 67% 93% 93% 93% 93% 93% 93% 93% 93% 93% 

12V SS Systems Baseline 0% 0% 0% 14% 21% 21% 21% 21% 21% 21% 20% 20% 20% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 0% 23% 47% 53% 53% 53% 53% 53% 53% 53% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 2% 2% 2% 2% 2% 2% 2% 6% 6% 6% 6% 6% 6% 

Strong HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-15 - Technology Penetration under Baseline and Proposed CAFE Standards – Jaguar / Land Rover 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4830 4830 4800 4790 4660 4650 4610 4620 4590 4590 4590 4590 4590 

Curb Weight (lb.) Proposal 4830 4830 4800 4790 4660 4650 4610 4610 4590 4590 4590 4590 4590 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 

Turbo SI Engines Proposal 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Adv. Transmission Proposal 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

12V SS Systems Baseline 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 

12V SS Systems Proposal 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 87% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

 

  



 

564 

 

Table 7-16 - Technology Penetration under Baseline and Proposed CAFE Standards – Mazda 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3300 3310 3310 3290 3290 3270 3220 3220 3220 3220 3220 3230 3230 

Curb Weight (lb.) Proposal 3300 3310 3310 3310 3310 3310 3310 3310 3310 3300 3300 3300 3300 

High CR NA Engines Baseline 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 

High CR NA Engines Proposal 94% 94% 94% 94% 94% 94% 94% 94% 94% 95% 95% 95% 95% 

Turbo SI Engines Baseline 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 

Turbo SI Engines Proposal 6% 6% 6% 6% 6% 6% 6% 6% 6% 5% 5% 5% 5% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 22% 82% 93% 93% 94% 94% 60% 58% 58% 58% 58% 58% 58% 

Adv. Transmission Proposal 22% 82% 93% 93% 94% 94% 94% 94% 94% 94% 94% 94% 94% 

12V SS Systems Baseline 0% 0% 0% 14% 14% 14% 14% 14% 14% 14% 14% 14% 14% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 7% 7% 25% 44% 44% 44% 44% 44% 44% 44% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 34% 36% 36% 36% 36% 36% 36% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-17 - Technology Penetration under Baseline and Proposed CAFE Standards – Nissan / Mitsubishi 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3400 3410 3390 3340 3310 3290 3290 3270 3250 3250 3250 3240 3240 

Curb Weight (lb.) Proposal 3400 3410 3390 3350 3350 3330 3330 3330 3320 3320 3320 3320 3320 

High CR NA Engines Baseline 0% 0% 19% 35% 63% 70% 76% 81% 86% 86% 86% 86% 86% 

High CR NA Engines Proposal 0% 0% 1% 16% 16% 18% 18% 18% 18% 18% 18% 18% 18% 

Turbo SI Engines Baseline 4% 4% 5% 5% 5% 5% 6% 6% 6% 6% 6% 6% 6% 

Turbo SI Engines Proposal 4% 4% 5% 5% 5% 5% 6% 6% 6% 6% 6% 6% 6% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 86% 92% 92% 91% 91% 94% 95% 95% 96% 96% 96% 96% 96% 

Adv. Transmission Proposal 86% 92% 92% 91% 91% 94% 95% 95% 96% 96% 96% 96% 96% 

12V SS Systems Baseline 2% 1% 2% 2% 2% 1% 1% 1% 1% 1% 1% 1% 1% 

12V SS Systems Proposal 2% 1% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 1% 1% 1% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Proposal 1% 1% 1% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-18 - Technology Penetration under Baseline and Proposed CAFE Standards – Subaru 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3440 3440 3440 3440 3280 3210 3210 3210 3210 3190 3190 3190 3190 

Curb Weight (lb.) Proposal 3440 3440 3440 3440 3390 3370 3370 3370 3370 3360 3330 3330 3330 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 35% 35% 35% 35% 59% 59% 59% 59% 59% 69% 69% 68% 68% 

Turbo SI Engines Proposal 35% 35% 35% 35% 35% 35% 35% 35% 35% 35% 35% 35% 35% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 91% 92% 91% 81% 81% 81% 81% 81% 81% 81% 81% 81% 81% 

Adv. Transmission Proposal 91% 92% 91% 92% 92% 92% 92% 92% 92% 92% 92% 92% 92% 

12V SS Systems Baseline 10% 9% 9% 9% 9% 0% 0% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 0% 0% 0% 10% 10% 10% 10% 10% 11% 11% 11% 11% 11% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 9% 9% 9% 9% 9% 9% 9% 9% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 1% 1% 1% 11% 12% 12% 12% 11% 11% 11% 11% 11% 11% 

Strong HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 0% 1% 1% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-19 - Technology Penetration under Baseline and Proposed CAFE Standards – Toyota 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3740 3700 3690 3630 3590 3590 3590 3570 3550 3520 3530 3530 3520 

Curb Weight (lb.) Proposal 3740 3700 3690 3640 3600 3590 3590 3570 3560 3530 3530 3530 3530 

High CR NA Engines Baseline 21% 34% 45% 62% 62% 63% 64% 63% 64% 65% 65% 65% 65% 

High CR NA Engines Proposal 21% 34% 45% 46% 46% 47% 47% 47% 47% 48% 48% 48% 48% 

Turbo SI Engines Baseline 3% 10% 11% 19% 29% 31% 31% 31% 32% 32% 32% 33% 33% 

Turbo SI Engines Proposal 3% 10% 10% 18% 23% 24% 24% 24% 24% 24% 24% 24% 24% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 38% 61% 74% 84% 85% 86% 87% 80% 80% 80% 79% 79% 79% 

Adv. Transmission Proposal 38% 62% 75% 87% 97% 98% 99% 99% 99% 99% 99% 99% 99% 

12V SS Systems Baseline 0% 0% 6% 6% 6% 6% 6% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 7% 8% 14% 16% 17% 17% 17% 16% 16% 16% 16% 16% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 9% 10% 10% 13% 21% 21% 21% 28% 28% 28% 29% 29% 29% 

Strong HEVs Proposal 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-20 - Technology Penetration under Baseline and Proposed CAFE Standards – Volvo 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4170 4170 4070 4070 4070 4070 4070 4060 4060 4060 4060 4060 4060 

Curb Weight (lb.) Proposal 4170 4170 4070 4070 4070 4070 4070 4050 4050 4050 4050 4050 4050 

High CR NA 

Engines 

Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA 

Engines 

Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Turbo SI Engines Proposal 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 70% 71% 91% 98% 98% 98% 98% 97% 97% 97% 97% 97% 97% 

Adv. Transmission Proposal 70% 71% 91% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 

12V SS Systems Baseline 70% 71% 70% 70% 70% 70% 70% 71% 71% 71% 71% 71% 71% 

12V SS Systems Proposal 70% 71% 70% 70% 70% 70% 70% 70% 70% 70% 70% 70% 70% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 2% 2% 2% 2% 2% 2% 2% 3% 3% 3% 3% 3% 3% 

Plug-In HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-21 - Technology Penetration under Baseline and Proposed CAFE Standards – VW 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3480 3420 3400 3360 3360 3330 3300 3290 3280 3270 3260 3240 3240 

Curb Weight (lb.) Proposal 3480 3420 3410 3370 3370 3330 3320 3320 3320 3320 3320 3320 3320 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 91% 94% 94% 94% 94% 94% 94% 85% 82% 82% 82% 82% 82% 

Turbo SI Engines Proposal 91% 95% 95% 95% 95% 96% 96% 96% 97% 97% 97% 97% 97% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 36% 32% 38% 48% 48% 40% 20% 14% 14% 14% 14% 14% 14% 

Adv. Transmission Proposal 45% 54% 64% 74% 74% 74% 74% 74% 74% 73% 74% 74% 73% 

12V SS Systems Baseline 15% 3% 3% 3% 2% 0% 0% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 41% 47% 51% 51% 51% 51% 51% 51% 51% 51% 51% 51% 51% 

Mild HEVs Baseline 24% 34% 34% 46% 46% 44% 27% 22% 22% 22% 21% 21% 21% 

Mild HEVs Proposal 0% 0% 0% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 

Strong HEVs Baseline 10% 24% 27% 31% 32% 43% 63% 59% 56% 56% 56% 56% 56% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 1% 1% 1% 1% 1% 2% 2% 11% 15% 15% 15% 15% 15% 

Plug-In HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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7.2.2 CO2 Standards 

Table 7-22 - Required and Achieved Ave. CO2 Levels in MYs 2016-2029 under Baseline CO2 Standards 

 (No-Action Alternative) 

Manufacturer   2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

BMW Required  248   240   229   220   211   198   189   180   172   163   163   163   163   163  

BMW Achieved  250   236   225   203   198   196   186   177   171   164   163   163   163   163  

Daimler Required  256   248   238   229   219   206   196   187   178   169   169   169   169   170  

Daimler Achieved  269   253   246   210   210   199   183   176   173   173   171   171   169   169  

Fiat Chrysler Required  277   272   262   254   245   228   217   207   197   188   188   188   188   188  

Fiat Chrysler Achieved  302   284   250   232   225   209   205   202   202   201   193   192   188   187  

Ford Required  277   272   263   256   248   232   221   211   201   191   191   191   191   191  

Ford Achieved  286   273   269   264   231   212   205   204   201   201   197   193   191   192  

General Motors Required  278   273   265   257   247   232   221   210   201   191   191   192   192   192  

General Motors Achieved  293   286   264   246   234   212   210   208   206   203   201   199   194   192  

Honda Required  248   241   231   222   213   200   190   181   172   164   164   164   164   165  

Honda Achieved  222   220   216   214   213   201   180   170   167   166   166   165   165   165  

Hyundai Required  232   222   213   203   194   183   174   166   158   150   150   150   150   150  

Hyundai Achieved  209   198   192   185   181   169   165   164   162   162   158   151   151   150  

Kia Required  241   232   222   213   203   193   183   175   166   158   158   158   158   158  

Kia Achieved  234   231   218   211   202   176   173   167   160   160   160   158   159   159  

Jaguar/Land 

Rover Required 

 283   282   270   262   254   234   223   213   202   192   192   192   192   192  

Jaguar/Land 

Rover Achieved 

 316   313   304   280   262   221   216   183   183   181   194   194   194   188  

Mazda Required  242   234   224   216   206   194   185   176   167   159   159   159   159   159  

Mazda Achieved  214   210   196   194   189   189   186   167   167   164   154   154   152   153  

Nissan Mitsubishi Required  244   236   226   217   208   195   186   177   168   161   161   161   161   161  
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Manufacturer   2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Nissan Mitsubishi Achieved  220   216   213   205   199   189   185   182   166   158   159   159   159   159  

Subaru Required  251   245   234   225   217   202   192   183   174   165   165   166   166   166  

Subaru Achieved  224   217   217   215   214   185   179   178   174   174   168   167   167   167  

Tesla Required  282   275   265   256   246   230   219   209   199   190   190   190   190   190  

Tesla Achieved  (19)  (19)  (19)  (19)  (19)  (19)  (19)  (19)  (19)  (19)  129   129   129   129  

Toyota Required  256   249   239   231   222   208   198   189   179   171   171   171   172   172  

Toyota Achieved  254   252   232   220   202   188   186   186   184   181   171   171   170   169  

Volvo Required  270   266   256   246   237   221   210   201   191   181   181   182   182   182  

Volvo Achieved  260   255   255   207   208   208   209   183   178   178   179   180   179   180  

VWA Required  236   228   218   209   200   188   180   170   163   154   154   155   155   155  

VWA Achieved  244   221   202   197   186   182   175   160   155   154   157   152   151   151  

Ave./Total Required  260   254   244   236   227   212   202   193   183   175   175   175   175   175  

Ave./Total Achieved  259   251   236   225   213   198   192   187   183   182   178   176   175   174  
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Table 7-23 - Required and Achieved Ave. CO2 Levels in MYs 2016-2029 under Proposed CO2 Standards  

(Preferred Alternative) 

Manufacturer   2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

BMW Required  248   240   229   221   211   224   224   224   224   224   223   223   223   223  

BMW Achieved  250   238   229   214   212   225   222   220   220   220   222   222   221   221  

Daimler Required  256   248   239   229   219   232   232   232   232   232   232   232   232   232  

Daimler Achieved  269   256   254   226   224   233   231   229   229   229   229   229   228   228  

Fiat Chrysler Required  277   272   262   254   245   259   259   259   259   259   259   259   259   259  

Fiat Chrysler Achieved  302   286   265   255   250   259   259   258   258   258   256   252   250   249  

Ford Required  277   272   263   256   248   261   261   261   261   261   261   261   261   261  

Ford Achieved  286   273   270   269   251   262   260   260   259   259   259   258   258   258  

General Motors Required  278   273   265   257   247   261   261   261   261   261   261   261   261   261  

General Motors Achieved  293   288   274   262   253   256   256   255   254   253   253   253   253   252  

Honda Required  248   241   231   222   213   227   227   227   227   227   226   226   226   226  

Honda Achieved  222   221   218   216   215   227   216   211   211   211   211   209   209   208  

Hyundai Required  232   222   213   203   194   206   206   206   206   206   206   206   206   206  

Hyundai Achieved  209   198   192   185   182   186   184   184   183   183   182   182   182   182  

Kia Required  241   232   222   213   203   217   217   217   217   217   217   217   217   217  

Kia Achieved  234   232   219   212   207   203   204   200   196   196   196   195   195   195  

Jaguar/Land 

Rover Required 

 283   282   270   262   253   268   268   268   268   268   268   268   268   268  

Jaguar/Land 

Rover Achieved 

 316   313   304   288   282   267   265   261   261   260   260   260   260   260  

Mazda Required  242   234   224   216   206   219   219   219   219   219   219   219   219   219  

Mazda Achieved  214   210   196   194   192   206   206   203   203   203   203   203   202   202  

Nissan Mitsubishi Required  244   236   226   217   208   221   221   221   221   221   221   221   221   221  

Nissan Mitsubishi Achieved  220   216   213   206   202   213   211   210   210   209   210   209   210   209  

Subaru Required  251   245   234   225   217   231   231   231   231   231   231   231   231   231  
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Manufacturer   2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Subaru Achieved  224   217   217   215   215   221   220   219   219   219   218   218   218   218  

Tesla Required  282   275   265   256   246   260   260   260   260   259   259   259   259   259  

Tesla Achieved  (19)  (19)  (19)  (19)  (19)  (4)  (4)  (4)  (4)  (4)  125   125   125   125  

Toyota Required  256   249   239   231   222   236   236   236   236   235   235   235   235   235  

Toyota Achieved  254   252   240   234   226   235   234   233   232   232   230   230   230   230  

Volvo Required  270   266   256   246   237   252   252   252   252   252   251   251   251   251  

Volvo Achieved  260   256   256   237   238   254   255   249   248   248   249   247   247   247  

VWA Required  236   228   218   209   200   213   213   213   213   213   213   213   213   213  

VWA Achieved  244   224   211   206   200   213   212   211   211   210   212   212   211   211  

Ave./Total Required  260   254   244   236   227   241   241   241   241   240   240   240   240   240  

Ave./Total Achieved  259   252   243   235   228   236   234   233   232   232   232   230   230   230  
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Table 7-24 - Undiscounted Regulatory Costs ($b) in MYs 2017-2029 under Baseline and Proposed CO2 Standards 

Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Sum 

BMW 

Costs under 

Baseline 

0.1 0.4 0.8 0.9 0.9 1.2 1.4 1.5 1.7 1.8 1.8 1.8 1.7 15.9 

BMW 

Chg. under 

Proposal 

-0.1 -0.2 -0.5 -0.6 -0.6 -0.8 -1.0 -1.2 -1.3 -1.5 -1.4 -1.4 -1.4 -12.0 

Daimler 

Costs under 

Baseline 

0.2 0.3 0.8 0.7 0.9 1.3 1.4 1.5 1.5 1.6 1.5 1.6 1.5 14.8 

Daimler 

Chg. under 

Proposal 

-0.1 -0.2 -0.4 -0.4 -0.6 -0.9 -1.0 -1.1 -1.1 -1.2 -1.2 -1.2 -1.2 -10.7 

Fiat Chrysler 

Costs under 

Baseline 

1.3 3.4 5.1 5.5 6.7 7.1 7.6 7.4 7.5 8.6 8.6 9.3 9.2 87.1 

Fiat Chrysler 

Chg. under 

Proposal 

-0.6 -2.1 -3.3 -3.6 -4.4 -4.9 -5.4 -5.2 -5.4 -6.4 -6.4 -7.0 -6.9 -61.5 

Ford 

Costs under 

Baseline 

0.2 0.5 0.9 3.8 5.6 6.1 6.1 6.3 6.1 7.0 7.8 7.9 7.8 66.1 

Ford 

Chg. under 

Proposal 

0.0 -0.2 -0.6 -3.0 -4.6 -5.2 -5.1 -5.3 -5.2 -6.1 -6.9 -7.0 -6.9 -56.0 

General Motors 

Costs under 

Baseline 

0.4 2.2 3.4 3.8 5.6 5.9 6.1 6.3 7.2 7.6 7.9 8.7 9.4 74.6 

General Motors 

Chg. under 

Proposal 

-0.3 -1.6 -2.5 -2.7 -4.2 -4.5 -4.7 -4.8 -5.6 -5.9 -6.3 -7.1 -7.8 -57.9 

Honda 

Costs under 

Baseline 

0.1 0.2 0.3 0.3 1.1 2.3 3.4 3.6 3.6 3.5 3.6 3.6 3.6 29.2 

Honda 

Chg. under 

Proposal 

0.0 -0.1 -0.1 -0.1 -0.8 -1.8 -2.8 -3.0 -3.0 -2.9 -2.9 -3.0 -2.9 -23.3 

Hyundai 

Costs under 

Baseline 

0.1 0.1 0.2 0.2 0.3 0.4 0.4 0.4 0.4 0.7 0.9 0.9 0.9 5.8 

Hyundai 

Chg. under 

Proposal 

0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.4 -0.6 -0.6 -0.7 -2.8 

Kia 

Costs under 

Baseline 

0.0 0.1 0.2 0.4 0.9 1.0 1.2 1.4 1.4 1.4 1.4 1.4 1.4 12.0 

Kia Chg. under 0.0 0.0 0.0 -0.1 -0.5 -0.7 -0.8 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -8.1 
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Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Sum 

Proposal 

JLR 

Costs under 

Baseline 

0.0 0.0 0.4 0.5 1.2 1.2 1.8 1.7 1.7 1.7 1.6 1.6 1.9 15.3 

JLR 

Chg. under 

Proposal 

0.0 0.0 -0.2 -0.4 -0.6 -0.7 -1.3 -1.2 -1.2 -1.2 -1.2 -1.1 -1.5 -10.7 

Mazda 

Costs under 

Baseline 

0.0 0.1 0.1 0.2 0.2 0.2 0.9 0.9 0.9 1.3 1.3 1.3 1.3 8.6 

Mazda 

Chg. under 

Proposal 

0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.8 -0.8 -0.8 -1.2 -1.2 -1.2 -1.2 -7.3 

Nissan/Mitsubishi 

Costs under 

Baseline 

0.0 0.0 0.2 0.4 0.7 0.8 0.9 1.4 1.7 1.7 1.7 1.7 1.7 12.7 

Nissan/Mitsubishi 

Chg. under 

Proposal 

0.0 0.0 0.0 -0.1 -0.4 -0.5 -0.6 -1.0 -1.3 -1.3 -1.3 -1.3 -1.3 -9.3 

Subaru 

Costs under 

Baseline 

0.0 0.0 0.0 0.1 0.5 0.6 0.6 0.6 0.6 0.7 0.8 0.8 0.8 6.1 

Subaru 

Chg. under 

Proposal 

0.0 0.0 0.0 0.0 -0.4 -0.5 -0.5 -0.5 -0.5 -0.6 -0.7 -0.7 -0.7 -4.9 

Tesla 

Costs under 

Baseline 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Tesla 

Chg. under 

Proposal 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Toyota 

Costs under 

Baseline 

0.0 1.0 1.5 2.5 3.3 3.4 3.4 3.8 4.3 5.6 5.6 5.7 5.9 46.1 

Toyota 

Chg. under 

Proposal 

0.0 -0.7 -1.1 -1.9 -2.5 -2.6 -2.6 -3.0 -3.5 -4.7 -4.8 -4.9 -5.0 -37.5 

Volvo 

Costs under 

Baseline 

0.0 0.0 0.3 0.2 0.2 0.2 0.4 0.4 0.4 0.4 0.4 0.4 0.3 3.6 

Volvo 

Chg. under 

Proposal 

0.0 0.0 -0.2 -0.2 -0.2 -0.2 -0.4 -0.4 -0.4 -0.3 -0.3 -0.3 -0.3 -3.3 

VWA 

Costs under 

Baseline 

0.4 0.9 1.0 1.4 1.5 1.8 2.6 2.8 2.8 2.8 3.0 3.0 2.9 26.9 

VWA Chg. under -0.3 -0.6 -0.6 -1.0 -1.1 -1.3 -2.2 -2.3 -2.3 -2.3 -2.6 -2.5 -2.5 -21.7 
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Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 Sum 

Proposal 

Ave./Total 

Costs under 

Baseline 

3.0 9.2 14.9 20.9 29.5 33.6 38.0 40.0 41.7 46.2 47.9 49.6 50.2 424.8 

Ave./Total 

Chg. under 

Proposal 

-1.4 -5.7 -9.5 -14.2 -21.0 -24.9 -29.1 -31.1 -32.8 -37.2 -38.8 -40.4 -41.0 -

327.0 
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Table 7-25 - Average Price Increases ($) in MYs 2017-2029 under Baseline and Proposed CO2 Standards 

Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

BMW Costs under 

Baseline 

350 850 1,850 2,050 2,100 2,850 3,250 3,650 4,100 4,450 4,300 4,250 4,150 

BMW Chg. under 

Proposal 

-250 -550 -1,200 -1,350 -1,300 -1,950 -2,400 -2,800 -3,250 -3,650 -3,550 -3,500 -3,400 

Daimler Costs under 

Baseline 

550 750 2,200 2,100 2,600 3,650 4,000 4,250 4,100 4,400 4,350 4,500 4,350 

Daimler Chg. under 

Proposal 

-300 -450 -1,250 -1,200 -1,550 -2,600 -2,950 -3,250 -3,100 -3,450 -3,400 -3,550 -3,450 

Fiat Chrysler Costs under 

Baseline 

600 1,600 2,350 2,500 3,000 3,200 3,400 3,300 3,350 3,850 3,850 4,100 4,050 

Fiat Chrysler Chg. under 

Proposal 

-300 -950 -1,500 -1,600 -2,000 -2,200 -2,400 -2,350 -2,400 -2,850 -2,800 -3,050 -3,000 

Ford Costs under 

Baseline 

100 200 400 1,650 2,450 2,700 2,650 2,750 2,650 3,050 3,400 3,450 3,350 

Ford Chg. under 

Proposal 

0 -100 -250 -1,300 -2,000 -2,250 -2,250 -2,300 -2,250 -2,650 -3,000 -3,050 -2,950 

General Motors Costs under 

Baseline 

150 850 1,250 1,400 2,050 2,150 2,250 2,300 2,600 2,750 2,850 3,150 3,400 

General Motors Chg. under 

Proposal 

-100 -600 -900 -1,000 -1,550 -1,650 -1,700 -1,750 -2,050 -2,150 -2,300 -2,550 -2,800 

Honda Costs under 

Baseline 

50 100 150 150 550 1,200 1,700 1,850 1,850 1,800 1,850 1,850 1,800 

Honda Chg. under 

Proposal 

0 -50 -50 -50 -400 -950 -1,400 -1,550 -1,550 -1,500 -1,500 -1,500 -1,500 

Hyundai Costs under 

Baseline 

100 150 200 250 400 500 500 550 550 900 1,150 1,200 1,250 

Hyundai Chg. under 

Proposal 

0 0 0 0 -50 -150 -150 -200 -200 -500 -800 -850 -900 

Kia Costs under 

Baseline 

50 150 250 450 1,100 1,250 1,500 1,750 1,750 1,750 1,800 1,750 1,750 

Kia Chg. under 

Proposal 

0 0 0 -200 -650 -850 -1,050 -1,250 -1,250 -1,250 -1,250 -1,250 -1,250 

JLR Costs under 0 50 1,200 1,800 3,800 4,050 5,800 5,600 5,500 5,300 5,150 5,000 5,950 
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Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Baseline 

JLR Chg. under 

Proposal 

0 0 -700 -1,200 -2,100 -2,350 -4,150 -4,000 -3,950 -3,800 -3,700 -3,600 -4,600 

Mazda Costs under 

Baseline 

50 150 200 300 300 500 1,750 1,750 1,800 2,650 2,550 2,700 2,650 

Mazda Chg. under 

Proposal 

0 0 0 -100 -100 -300 -1,550 -1,500 -1,550 -2,400 -2,350 -2,450 -2,400 

Nissan/Mitsubishi Costs under 

Baseline 

0 0 100 250 450 550 600 950 1,150 1,150 1,150 1,150 1,150 

Nissan/Mitsubishi Chg. under 

Proposal 

0 0 0 -100 -250 -350 -400 -700 -900 -900 -900 -900 -900 

Subaru Costs under 

Baseline 

50 50 50 100 800 950 950 1,050 1,050 1,200 1,250 1,250 1,250 

Subaru Chg. under 

Proposal 

0 0 0 -50 -600 -750 -750 -850 -850 -1,000 -1,050 -1,050 -1,050 

Tesla Costs under 

Baseline 

0 0 0 0 0 0 0 0 0 0 0 0 0 

Tesla Chg. under 

Proposal 

0 0 0 0 0 0 0 0 0 0 0 0 0 

Toyota Costs under 

Baseline 

0 400 600 1,000 1,300 1,300 1,300 1,500 1,650 2,200 2,200 2,250 2,300 

Toyota Chg. under 

Proposal 

0 -300 -450 -750 -1,000 -1,000 -1,000 -1,200 -1,350 -1,850 -1,900 -1,900 -1,950 

Volvo Costs under 

Baseline 

50 50 2,650 2,550 2,450 2,350 3,850 4,050 3,900 3,750 3,650 3,550 3,450 

Volvo Chg. under 

Proposal 

-50 -50 -2,450 -2,350 -2,250 -2,200 -3,600 -3,800 -3,650 -3,500 -3,350 -3,250 -3,150 

VWA Costs under 

Baseline 

750 1,500 1,650 2,400 2,500 2,950 4,400 4,650 4,650 4,650 5,050 5,000 4,850 

VWA Chg. under 

Proposal 

-450 -1,000 -1,050 -1,750 -1,750 -2,200 -3,650 -3,900 -3,900 -3,950 -4,350 -4,300 -4,200 

Ave./Total Costs under 

Baseline 

200 550 850 1,200 1,650 1,900 2,150 2,250 2,350 2,600 2,700 2,800 2,800 

Ave./Total Chg. under -100 -350 -550 -800 -1,200 -1,400 -1,650 -1,750 -1,850 -2,100 -2,200 -2,250 -2,300 
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Manufacturer   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Proposal 
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Table 7-26 - Technology Costs, Average Prices, Sales, and Labor Utilization under Baseline and Proposed CO2 Standards 

  Costs ($b) for Tech. 

(beyond MY 2016) 

Average Vehicle Prices ($) Annual Sales (million units) Labor 

(1000s of Job-Years) 

  Standards Change Standards Change* Standards Change Standards Change 

MY 
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2017  3   2  -1 -48%  32,250   32,150  -100 0%  16.8   16.8   -    0.0%  1,170  1,170  0 0% 

2018  9   4  -6 -61%  32,650   32,350  -350 -1%  17.2   17.2   -    0.0%  1,210  1,200  -10 -1% 

2019  15   5  -10 -64%  32,950   32,400  -550 -2%  17.5   17.5   -    0.0%  1,230  1,220  -20 -1% 

2020  21   7  -14 -68%  33,300   32,450  -800 -2%  17.7   17.7   -    0.0%  1,260  1,230  -20 -2% 

2021  30   8  -21 -71%  33,750   32,550  -1,200 -4%  17.8   17.8   -    0.0%  1,280  1,240  -40 -3% 

2022  34   9  -25 -74%  34,000   32,550  -1,400 -4%  17.7   17.8   0.0  0.3%  1,290  1,240  -40 -3% 

2023  38   9  -29 -76%  34,250   32,600  -1,700 -5%  17.7   17.8   0.1  0.5%  1,290  1,250  -50 -4% 

2024  40   9  -31 -78%  34,400   32,600  -1,800 -5%  17.7   17.8   0.1  0.6%  1,290  1,250  -50 -4% 

2025  42   9  -33 -79%  34,500   32,550  -1,950 -6%  17.7   17.9   0.1  0.8%  1,300  1,250  -50 -4% 

2026  46   9  -37 -80%  34,750   32,550  -2,200 -6%  17.7   17.9   0.2  1.0%  1,310  1,250  -50 -4% 

2027  48   9  -39 -81%  34,900   32,550  -2,350 -7%  17.8   18.0   0.2  1.0%  1,310  1,260  -60 -4% 

2028  50   9  -40 -81%  35,000   32,550  -2,450 -7%  17.8   18.0   0.2  0.9%  1,320  1,260  -60 -5% 

2029  50   9  -41 -82%  35,050   32,550  -2,500 -7%  17.8   18.0   0.2  1.0%  1,320  1,260  -60 -5% 

2030  50   9  -40 -81%  35,000   32,550  -2,500 -7%  17.9   18.0   0.2  0.9%  1,330  1,260  -60 -5% 

*The change in MSRP may not match the change in technology costs reported in other tables. The change in MSRP noted here 

will include shifts in the average value of a vehicle, before technology application, due to the dynamic fleet share model (more 

light trucks are projected under the augural standards than the proposed standards, and light trucks are on average more 

expensive than passenger cars), in addition to the price changes from differential technology application and civil penalties, 

reported elsewhere.  
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Table 7-27 - Technology Penetration under Baseline and Proposed CO2 Standards – Industry Average 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3810 3790 3760 3720 3680 3660 3650 3640 3630 3600 3590 3570 3570 

Curb Weight (lb.) Proposal 3820 3800 3770 3750 3720 3710 3710 3700 3700 3690 3680 3680 3680 

High CR NA Engines Baseline 6% 10% 12% 15% 18% 19% 20% 24% 25% 25% 26% 26% 26% 

High CR NA Engines Proposal 6% 8% 9% 9% 12% 12% 12% 12% 12% 12% 12% 12% 12% 

Turbo SI Engines Baseline 24% 33% 36% 42% 51% 57% 59% 60% 61% 62% 62% 62% 62% 

Turbo SI Engines Proposal 24% 28% 28% 29% 31% 35% 37% 38% 38% 39% 40% 40% 41% 

Dynamic Deac, Baseline 0% 0% 2% 2% 5% 2% 2% 2% 2% 2% 2% 4% 7% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 48% 64% 71% 83% 88% 87% 85% 84% 83% 79% 79% 76% 75% 

Adv. Transmission Proposal 48% 64% 73% 85% 91% 93% 93% 93% 93% 93% 93% 94% 94% 

12V SS Systems Baseline 13% 13% 12% 17% 17% 20% 21% 23% 24% 18% 16% 15% 15% 

12V SS Systems Proposal 12% 12% 12% 12% 11% 11% 11% 11% 11% 11% 11% 11% 11% 

Mild HEVs Baseline 3% 8% 14% 17% 25% 26% 28% 28% 29% 37% 40% 38% 37% 

Mild HEVs Proposal 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Strong HEVs Baseline 2% 2% 4% 4% 6% 8% 10% 12% 13% 16% 17% 20% 21% 

Strong HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-28 - Technology Penetration under Baseline and Proposed CO2 Standards – BMW 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3820 3800 3690 3670 3670 3630 3580 3560 3540 3520 3520 3500 3500 

Curb Weight (lb.) Proposal 3820 3800 3690 3670 3670 3630 3600 3600 3600 3600 3600 3590 3590 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 96% 97% 97% 96% 96% 96% 95% 95% 94% 92% 92% 92% 92% 

Turbo SI Engines Proposal 96% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 97% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 80% 80% 78% 83% 83% 67% 55% 34% 19% 2% 2% 2% 2% 

Adv. Transmission Proposal 80% 82% 83% 90% 90% 91% 91% 92% 92% 92% 92% 92% 92% 

12V SS Systems Baseline 79% 66% 35% 29% 29% 9% 0% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 91% 

Mild HEVs Baseline 13% 26% 55% 58% 58% 58% 56% 34% 19% 2% 2% 2% 2% 

Mild HEVs Proposal 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Strong HEVs Baseline 0% 3% 6% 8% 8% 27% 39% 61% 76% 92% 92% 92% 92% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 2% 2% 2% 2% 2% 2% 2% 2% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Dedicated EVs Baseline 1% 1% 2% 2% 2% 3% 3% 3% 5% 6% 6% 6% 6% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-29 - Technology Penetration under Baseline and Proposed CO2 Standards – Daimler 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4110 4120 4000 4000 3960 3880 3840 3820 3820 3780 3770 3770 3780 

Curb Weight (lb.) Proposal 4110 4120 4000 4000 3960 3920 3900 3900 3900 3890 3890 3890 3890 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 85% 84% 97% 97% 97% 97% 97% 97% 97% 97% 97% 94% 94% 

Turbo SI Engines Proposal 85% 85% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 13% 13% 41% 53% 55% 31% 21% 9% 9% 1% 1% 1% 1% 

Adv. Transmission Proposal 13% 13% 59% 74% 83% 84% 85% 85% 85% 85% 85% 85% 85% 

12V SS Systems Baseline 67% 66% 50% 50% 37% 13% 3% 3% 3% 0% 0% 0% 0% 

12V SS Systems Proposal 82% 81% 73% 73% 75% 75% 75% 75% 75% 75% 75% 75% 75% 

Mild HEVs Baseline 12% 12% 18% 18% 20% 20% 20% 9% 9% 3% 3% 1% 1% 

Mild HEVs Proposal 1% 2% 19% 19% 19% 19% 19% 19% 18% 18% 18% 18% 18% 

Strong HEVs Baseline 3% 4% 28% 28% 40% 64% 75% 86% 86% 94% 94% 94% 94% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 2% 2% 2% 2% 2% 2% 2% 2% 2% 1% 1% 1% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 3% 3% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-30 - Technology Penetration under Baseline and Proposed CO2 Standards – Fiat Chrysler 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4160 4100 4010 3980 3950 3930 3930 3930 3920 3890 3880 3840 3840 

Curb Weight (lb.) Proposal 4160 4100 4010 3980 3950 3950 3950 3950 3950 3930 3930 3920 3920 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 20% 44% 47% 57% 68% 74% 77% 77% 77% 82% 82% 82% 82% 

Turbo SI Engines Proposal 20% 22% 22% 22% 22% 23% 23% 23% 23% 28% 40% 44% 46% 

Dynamic Deac, Baseline 0% 0% 13% 13% 15% 15% 15% 15% 16% 16% 16% 16% 16% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 64% 85% 83% 89% 89% 84% 78% 78% 75% 63% 61% 45% 45% 

Adv. Transmission Proposal 64% 85% 85% 91% 96% 96% 97% 97% 97% 97% 97% 97% 97% 

12V SS Systems Baseline 15% 15% 8% 11% 10% 10% 8% 8% 8% 0% 0% 0% 0% 

12V SS Systems Proposal 12% 13% 13% 13% 13% 13% 13% 13% 13% 13% 13% 13% 13% 

Mild HEVs Baseline 11% 32% 54% 54% 58% 59% 60% 60% 59% 63% 61% 45% 45% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 2% 2% 7% 12% 19% 19% 22% 34% 36% 52% 52% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-31 - Technology Penetration under Baseline and Proposed CO2 Standards – Ford 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4040 4040 4030 3920 3910 3890 3890 3890 3890 3850 3780 3780 3780 

Curb Weight (lb.) Proposal 4040 4040 4030 3960 3950 3950 3950 3940 3940 3930 3920 3920 3920 

High CR NA Engines Baseline 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

High CR NA Engines Proposal 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

Turbo SI Engines Baseline 46% 48% 55% 76% 89% 94% 95% 96% 97% 97% 97% 97% 97% 

Turbo SI Engines Proposal 46% 46% 46% 46% 46% 46% 46% 46% 46% 46% 46% 46% 46% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 41% 47% 47% 81% 85% 85% 86% 86% 86% 83% 81% 78% 78% 

Adv. Transmission Proposal 41% 47% 47% 81% 84% 85% 86% 86% 85% 85% 85% 85% 85% 

12V SS Systems Baseline 8% 10% 17% 45% 40% 43% 43% 41% 41% 14% 5% 0% 0% 

12V SS Systems Proposal 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 8% 

Mild HEVs Baseline 0% 3% 3% 16% 43% 49% 49% 53% 53% 77% 85% 86% 86% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 2% 2% 2% 2% 2% 2% 2% 2% 2% 5% 7% 10% 10% 

Strong HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Plug-In HEVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-32 - Technology Penetration under Baseline and Proposed CO2 Standards – General Motors 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4300 4250 4180 4160 4070 4060 4060 4050 4020 3990 3990 3970 3960 

Curb Weight (lb.) Proposal 4300 4280 4230 4210 4160 4150 4140 4130 4120 4090 4090 4090 4090 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 27% 47% 52% 58% 67% 69% 69% 69% 70% 70% 70% 70% 69% 

Turbo SI Engines Proposal 27% 36% 36% 41% 50% 50% 50% 50% 50% 50% 50% 50% 50% 

Dynamic Deac, Baseline 0% 0% 0% 0% 22% 0% 0% 0% 0% 0% 0% 14% 29% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 14% 45% 66% 84% 96% 97% 97% 97% 96% 95% 92% 89% 83% 

Adv. Transmission Proposal 14% 45% 66% 84% 96% 96% 96% 96% 96% 96% 96% 98% 98% 

12V SS Systems Baseline 15% 21% 21% 24% 30% 35% 37% 38% 28% 15% 6% 3% 0% 

12V SS Systems Proposal 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 15% 

Mild HEVs Baseline 4% 18% 30% 33% 51% 51% 56% 60% 69% 81% 88% 86% 83% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 1% 2% 4% 10% 16% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-33 - Technology Penetration under Baseline and Proposed CO2 Standards – Honda 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3450 3430 3430 3420 3420 3380 3310 3310 3310 3310 3280 3270 3280 

Curb Weight (lb.) Proposal 3470 3470 3460 3460 3460 3440 3430 3430 3430 3430 3420 3420 3410 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 6% 18% 21% 21% 41% 80% 96% 100% 100% 100% 100% 100% 100% 

Turbo SI Engines Proposal 6% 18% 21% 21% 21% 60% 76% 76% 76% 76% 76% 76% 76% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 75% 75% 75% 85% 87% 97% 97% 97% 97% 97% 97% 97% 97% 

Adv. Transmission Proposal 75% 75% 75% 85% 87% 97% 97% 97% 97% 97% 97% 97% 97% 

12V SS Systems Baseline 6% 6% 6% 6% 6% 22% 39% 45% 45% 45% 45% 45% 45% 

12V SS Systems Proposal 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 3% 3% 3% 3% 3% 3% 3% 3% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-34 - Technology Penetration under Baseline and Proposed CO2 Standards – Hyundai 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3160 3160 3160 3150 3150 3150 3150 3140 3140 3060 3050 3060 3040 

Curb Weight (lb.) Proposal 3160 3160 3160 3160 3160 3160 3160 3160 3160 3140 3140 3140 3140 

High CR NA Engines Baseline 7% 18% 25% 25% 55% 58% 58% 58% 58% 58% 81% 81% 81% 

High CR NA Engines Proposal 7% 18% 25% 25% 55% 58% 58% 58% 59% 59% 59% 59% 59% 

Turbo SI Engines Baseline 12% 12% 15% 18% 18% 18% 18% 18% 18% 19% 19% 19% 19% 

Turbo SI Engines Proposal 12% 12% 15% 18% 18% 18% 18% 18% 18% 18% 18% 18% 18% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 53% 68% 79% 79% 82% 82% 82% 82% 82% 82% 82% 81% 81% 

Adv. Transmission Proposal 53% 68% 79% 79% 82% 82% 82% 82% 82% 82% 82% 82% 82% 

12V SS Systems Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 2% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

Strong HEVs Proposal 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 3% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-35 - Technology Penetration under Baseline and Proposed CO2 Standards – Kia 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3300 3300 3300 3300 3250 3250 3230 3220 3220 3220 3220 3220 3220 

Curb Weight (lb.) Proposal 3300 3300 3300 3300 3290 3290 3280 3280 3280 3280 3280 3280 3280 

High CR NA Engines Baseline 0% 31% 31% 45% 77% 77% 77% 77% 77% 77% 77% 77% 77% 

High CR NA Engines Proposal 0% 31% 31% 34% 66% 66% 66% 66% 66% 66% 66% 66% 66% 

Turbo SI Engines Baseline 5% 5% 5% 5% 5% 5% 13% 23% 23% 23% 23% 23% 23% 

Turbo SI Engines Proposal 5% 5% 5% 5% 5% 5% 13% 22% 22% 22% 22% 22% 22% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 0% 29% 53% 67% 96% 96% 96% 96% 96% 96% 96% 96% 96% 

Adv. Transmission Proposal 0% 29% 53% 67% 96% 96% 96% 96% 96% 96% 96% 96% 96% 

12V SS Systems Baseline 0% 0% 0% 14% 45% 69% 74% 81% 80% 80% 80% 80% 80% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 0% 5% 5% 12% 12% 12% 12% 12% 12% 12% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Strong HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

  



 

590 

 

Table 7-36 - Technology Penetration under Baseline and Proposed CO2 Standards – Jaguar / Land Rover 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4830 4830 4780 4770 4580 4550 4480 4480 4430 4430 4440 4430 4440 

Curb Weight (lb.) Proposal 4830 4830 4780 4770 4580 4570 4530 4530 4500 4500 4500 4500 4500 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 89% 89% 89% 86% 86% 85% 67% 67% 67% 67% 67% 68% 68% 

Turbo SI Engines Proposal 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 89% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 100% 100% 76% 73% 34% 29% 11% 11% 11% 11% 11% 11% 11% 

Adv. Transmission Proposal 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

12V SS Systems Baseline 87% 87% 76% 73% 23% 17% 0% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 87% 87% 89% 89% 39% 39% 39% 39% 39% 39% 39% 39% 39% 

Mild HEVs Baseline 0% 0% 0% 0% 11% 11% 11% 11% 11% 11% 11% 11% 11% 

Mild HEVs Proposal 0% 0% 11% 11% 61% 61% 61% 61% 61% 61% 61% 61% 61% 

Strong HEVs Baseline 0% 0% 24% 24% 62% 67% 67% 67% 67% 67% 67% 68% 68% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 18% 18% 18% 18% 18% 18% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 3% 3% 4% 4% 4% 4% 4% 4% 4% 21% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-37 - Technology Penetration under Baseline and Proposed CO2 Standards – Mazda 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3300 3310 3310 3290 3290 3270 3220 3220 3220 3190 3200 3150 3150 

Curb Weight (lb.) Proposal 3300 3310 3310 3310 3310 3310 3310 3310 3300 3300 3300 3300 3300 

High CR NA Engines Baseline 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 94% 

High CR NA Engines Proposal 94% 94% 94% 94% 94% 94% 94% 94% 95% 95% 95% 95% 95% 

Turbo SI Engines Baseline 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 6% 

Turbo SI Engines Proposal 6% 6% 6% 6% 6% 6% 6% 6% 5% 5% 5% 5% 5% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 22% 82% 93% 93% 94% 94% 79% 79% 79% 60% 60% 60% 60% 

Adv. Transmission Proposal 22% 82% 93% 93% 94% 94% 94% 94% 94% 94% 94% 94% 94% 

12V SS Systems Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 5% 44% 46% 46% 60% 60% 60% 60% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 15% 15% 15% 35% 34% 34% 34% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-38 - Technology Penetration under Baseline and Proposed CO2 Standards – Nissan / Mitsubishi 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3400 3410 3390 3360 3320 3300 3300 3290 3270 3270 3270 3270 3270 

Curb Weight (lb.) Proposal 3400 3410 3390 3370 3370 3360 3360 3360 3340 3340 3340 3340 3340 

High CR NA Engines Baseline 0% 0% 1% 3% 7% 14% 20% 67% 85% 86% 87% 87% 87% 

High CR NA Engines Proposal 0% 0% 1% 3% 3% 4% 4% 4% 4% 4% 4% 4% 4% 

Turbo SI Engines Baseline 4% 5% 5% 5% 5% 5% 7% 7% 7% 7% 7% 7% 7% 

Turbo SI Engines Proposal 4% 5% 5% 5% 5% 5% 6% 6% 7% 7% 7% 7% 7% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 86% 92% 92% 92% 92% 95% 96% 96% 97% 97% 97% 97% 97% 

Adv. Transmission Proposal 86% 92% 92% 92% 92% 95% 96% 96% 97% 97% 97% 97% 97% 

12V SS Systems Baseline 2% 1% 2% 2% 2% 2% 1% 1% 1% 1% 1% 1% 1% 

12V SS Systems Proposal 2% 1% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-39 - Technology Penetration under Baseline and Proposed CO2 Standards – Subaru 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3440 3440 3440 3440 3280 3210 3210 3210 3210 3190 3190 3190 3190 

Curb Weight (lb.) Proposal 3440 3440 3440 3440 3360 3330 3330 3330 3330 3310 3310 3310 3310 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 7% 7% 7% 7% 34% 34% 35% 35% 35% 35% 35% 35% 35% 

Turbo SI Engines Proposal 7% 7% 7% 7% 7% 7% 8% 8% 8% 8% 8% 8% 8% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 91% 92% 91% 92% 92% 92% 92% 92% 92% 92% 92% 92% 92% 

Adv. Transmission Proposal 91% 92% 91% 92% 92% 92% 92% 92% 92% 91% 91% 91% 91% 

12V SS Systems Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Strong HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 0% 0% 0% 0% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-40 - Technology Penetration under Baseline and Proposed CO2 Standards – Toyota 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3740 3700 3690 3630 3580 3580 3590 3550 3540 3480 3480 3480 3470 

Curb Weight (lb.) Proposal 3740 3720 3710 3690 3650 3650 3650 3640 3630 3610 3610 3610 3610 

High CR NA Engines Baseline 21% 34% 45% 62% 63% 63% 63% 63% 63% 64% 64% 64% 64% 

High CR NA Engines Proposal 21% 21% 21% 21% 21% 22% 22% 22% 22% 23% 23% 23% 23% 

Turbo SI Engines Baseline 3% 10% 10% 18% 27% 27% 27% 28% 29% 32% 32% 33% 33% 

Turbo SI Engines Proposal 3% 3% 3% 3% 4% 4% 4% 4% 4% 4% 4% 4% 4% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 38% 62% 75% 87% 97% 98% 99% 99% 99% 99% 99% 99% 99% 

Adv. Transmission Proposal 38% 62% 75% 87% 97% 98% 99% 99% 99% 99% 99% 99% 99% 

12V SS Systems Baseline 0% 0% 0% 0% 1% 3% 3% 14% 33% 38% 41% 41% 41% 

12V SS Systems Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Mild HEVs Baseline 0% 1% 2% 2% 7% 7% 7% 7% 7% 27% 30% 30% 30% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 

Strong HEVs Proposal 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 9% 

Plug-In HEVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-41 - Technology Penetration under Baseline and Proposed CO2 Standards – Volvo 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 4170 4170 4020 4020 4020 4020 3970 3950 3950 3950 3950 3950 3960 

Curb Weight (lb.) Proposal 4170 4170 4070 4070 4070 4070 4070 4050 4050 4050 4050 4040 4040 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Turbo SI Engines Proposal 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 70% 71% 48% 54% 54% 54% 20% 12% 12% 12% 12% 12% 12% 

Adv. Transmission Proposal 70% 71% 91% 98% 98% 98% 98% 98% 98% 98% 98% 98% 98% 

12V SS Systems Baseline 69% 69% 38% 38% 38% 38% 1% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 70% 71% 70% 70% 70% 70% 70% 70% 70% 70% 70% 70% 70% 

Mild HEVs Baseline 2% 2% 10% 10% 10% 10% 12% 12% 12% 12% 12% 12% 12% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 0% 43% 43% 43% 43% 78% 85% 85% 85% 85% 85% 85% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 2% 2% 2% 2% 2% 2% 2% 3% 3% 3% 3% 3% 3% 

Plug-In HEVs Proposal 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 2% 

Dedicated EVs Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dedicated EVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 7-42 - Technology Penetration under Baseline and Proposed CO2 Standards – VW 

Technology   2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 

Curb Weight (lb.) Baseline 3480 3420 3400 3360 3360 3320 3300 3290 3280 3260 3250 3240 3240 

Curb Weight (lb.) Proposal 3480 3420 3400 3360 3360 3320 3320 3320 3310 3310 3310 3310 3310 

High CR NA Engines Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

High CR NA Engines Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Turbo SI Engines Baseline 91% 95% 95% 95% 95% 96% 85% 85% 85% 85% 76% 76% 76% 

Turbo SI Engines Proposal 91% 95% 95% 95% 95% 96% 96% 96% 97% 97% 97% 97% 97% 

Dynamic Deac, Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Dynamic Deac, Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Adv. Transmission Baseline 45% 45% 55% 55% 55% 47% 24% 10% 5% 2% 2% 2% 2% 

Adv. Transmission Proposal 45% 54% 64% 74% 74% 74% 74% 74% 74% 73% 73% 73% 73% 

12V SS Systems Baseline 44% 41% 41% 41% 40% 32% 11% 0% 0% 0% 0% 0% 0% 

12V SS Systems Proposal 17% 17% 17% 17% 17% 17% 17% 17% 17% 17% 17% 17% 17% 

Mild HEVs Baseline 4% 11% 14% 14% 14% 15% 16% 13% 7% 3% 3% 3% 3% 

Mild HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Strong HEVs Baseline 0% 9% 9% 25% 26% 40% 52% 66% 73% 77% 67% 68% 68% 

Strong HEVs Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Plug-In HEVs Baseline 1% 1% 1% 1% 1% 1% 13% 13% 13% 13% 22% 22% 22% 

Plug-In HEVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Baseline 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Dedicated EVs Proposal 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 1% 

Fuel Cell Vehicles Baseline 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

Fuel Cell Vehicles Proposal 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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7.3 Impacts on Producers of New Vehicles 

Part 1 below presents estimates from the CAFE Model. 

Table 7-43, Table 7-50, and Table 7-54 present estimated compliance impacts and cumulative 

industry costs under the preferred alternative, including changes in stringency, achieved fuel 

economy, technology costs, civil penalties, sales impacts and revenue impacts.  

Table 7-47, Table 7-51 and Table 7-55 present estimated required fuel economy across fuel 

economy standards; Table 7-48, Table 7-52, and Table 7-56 present corresponding estimates of 

achieved fuel economy.  

Table 7-49, Table 7-53, and Table 7-57 present estimated technology penetration rates for MY 

2030 vehicles under the preferred alternative. 

Table 7-58 through Table 7-61 detail impacts on the passenger car fleet, including separate 

estimates for domestic and imported vehicles. 

Table 7-115 presents impacts on fuel economy, regulatory cost, average vehicle price, and 

technology use by manufacturer. In Part 2, the analysis from Part 1 is repeated under EPA’s CO2 

Program rather than the CAFE Model. 
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7.3.1 CAFE Standards 

Table 7-43 - Combined Light-Duty CAFE Compliance Impacts, Cumulative Industry Costs through MY 2029 

 MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 

34.0 34.9 35.8 36.9 36.9 36.9 36.9 37.0 37.0 37.0 37.0 37.0 37.0 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -5.5% -10.4% -15.6% -20.9% -26.5% -26.3% -26.2% -26.2% -26.1% N/A 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 

33.7 35.0 36.0 37.2 38.3 38.7 39.0 39.1 39.2 39.5 39.6 39.6 39.7 N/A 

Average Achieved 

Fuel Economy - 

MY 2020 (mpg) 

37.2 37.2 37.2 37.2 37.2 37.2 37.2 37.2 37.2 37.2 37.2 37.2 37.2 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-1.6 -5.7 -9.0 -13.3 -21.3 -23.9 -25.5 -26.0 -26.6 -26.5 -25.4 -24.4 -23.3 -253 

Total Civil 

Penalties ($b) 

0.0 0.1 0.1 0.0 0.0 -0.2 -0.3 -0.5 -0.7 -0.4 -0.4 -0.4 -0.4 -3.0 

Total Regulatory 

Costs ($b) 

-1.6 -5.6 -8.9 -13.3 -21.3 -24.0 -25.8 -26.5 -27.3 -27.0 -25.8 -24.8 -23.7 -256 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.2 0.2 0.2 0.2 0.1 1.0 

Revenue Change 

($b) 

-1.6 -5.6 -8.9 -13.3 -21.3 -23.4 -24.7 -24.5 -24.3 -23.4 -22.5 -22.8 -22.5 -239 
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Table 7-44 - Combined LDV Estimated Electrification Cost Coverage for MYs 2017-2029, CAFE Program, Undiscounted, 

Millions of $2016 

 MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Retrievable 

Electrification 

Costs 

0.00 -55.9 -56.4 -56.9 -90.3 -127 -132 -143 -165 -166 -167 -169 -170 -1,500 

Electrification 

Tax Credits 

0.00 0.00 0.00 0.00 0.00 -0.02 -13.10 -11.00 -11.00 0.00 0.00 0.00 0.00 -35.1 

Irretrievable 

Electrification 

Costs 

0.00 -27.0 -24.0 -21.1 -36.1 -44.9 -41.1 -39.7 -35.5 -36.9 -30.3 -24.1 -18.3 -379 

Total 

Electrification 

Costs 

0.00 -82.9 -80.4 -77.9 -126 -172 -186 -194 -212 -202 -197 -193 -188 -1,910 

 

Table 7-45 - Combined LDV Estimated Electrification Cost Coverage for MYs 2017-2029, CAFE Program, 3% Discount Rate, 

Millions of $2016 

 MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Retrievable 

Electrification 

Costs 

0.00 -54.3 -53.2 -52.0 -80.2 -110 -110 -116 -131 -127 -124 -122 -119 -1,200 

Electrification Tax 

Credits 

0.00 0.00 0.00 0.00 0.00 -0.02 -10.9 -8.98 -8.70 0.00 0.00 0.00 0.00 -28.6 

Irretrievable 

Electrification 

Costs 

0.00 -26.2 -22.6 -19.3 -32.1 -38.7 -34.4 -32.3 -28.0 -28.3 -22.6 -17.4 -12.8 -315 

Total 

Electrification 

costs 

0.00 -80.5 -75.8 -71.3 -112 -149 -156 -158 -167 -155 -147 -139 -132 -1,540 
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Table 7-46 - Combined LDV Estimated Electrification Cost Coverage for MYs 2017-2029, CAFE Program, 7% Discount Rate, 

Millions of $2016 

 MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Retrievable 

Electrification 

Costs 

0.00 -52.3 -49.3 -46.4 -68.9 -90.9 -87.7 -89.1 -96.3 -90.1 -84.9 -80.1 -75.3 -911 

Electrification Tax 

Credits 

0.00 0.00 0.00 0.00 0.00 -0.01 -8.70 -6.88 -6.42 0.00 0.00 0.00 0.00 -22 

Irretrievable 

Electrification 

Costs 

0.00 -25.2 -21.0 -17.2 -27.6 -32.0 -27.4 -24.7 -20.7 -20.1 -15.4 -11.5 -8.11 -251 

Total 

Electrification 

costs 

0.00 -77.5 -70.3 -63.6 -96.4 -123 -124 -121 -123 -110 -100 -91.6 -83.4 -1,180 
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Table 7-47 - Estimated Required Average for the Combined Light-Duty Fleet, in MPG 

Passenger Cars and Light 

Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 34.0 34.9 35.8 36.9 36.9 36.9 36.9 37.0 37.0 37.0 37.0 37.0 37.0 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 

 

34.0 34.9 35.8 36.9 37.1 37.3 37.5 37.7 37.9 38.1 38.1 38.1 38.1 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but 

No Target Offset 

 

 

 

34.0 34.9 35.8 36.9 37.1 37.3 37.5 37.7 37.9 38.1 38.1 38.1 38.1 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 

 

34.0 34.9 35.8 36.9 37.5 38.1 38.7 39.3 39.9 40.6 40.5 40.5 40.5 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 

 

34.0 34.9 35.8 36.9 39.0 39.5 40.2 40.8 41.4 42.1 42.1 42.1 42.1 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 

 

34.0 34.9 35.8 36.9 37.9 38.9 39.9 40.9 42.0 43.1 43.0 43.0 43.0 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but 

No Target Offset 

 

 

 

34.0 34.9 35.8 36.9 37.9 38.9 39.9 40.9 42.0 43.1 43.0 43.0 42.9 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 

 

34.0 34.9 35.8 36.9 39.0 40.0 41.0 42.1 43.2 44.3 44.2 44.2 44.2 
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Table 7-48 - Estimated Achieved Harmonic Average for the Combined Light-Duty Fleet, in MPG 

Passenger Cars and Light Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt During 

2021-2026 33.7 35.0 36.0 37.2 38.3 38.7 39.0 39.1 39.2 39.5 39.6 39.6 39.7 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 33.7 35.2 36.1 37.4 38.5 39.0 39.2 39.3 39.5 39.9 40.0 40.0 40.0 

0.50%/Y Pc and 0.50%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 33.7 35.2 36.2 37.5 38.7 39.1 39.4 39.4 39.2 39 39.1 39.2 39.2 

1.00%/Y Pc and 2.00%/Y Lt During 

2021-2026 33.7 35.3 36.4 37.7 39.1 39.7 40 40.2 40.4 41.1 41.1 41.2 41.2 

1.00%/Y Pc and 2.00%/Y Lt During 

2022-2026 33.9 35.5 36.7 38.2 40.1 40.6 40.9 41.2 41.5 42.2 42.2 42.3 42.3 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 33.8 35.4 36.6 38.0 39.9 40.7 41.2 41.8 42.1 43.0 43.0 43.1 43.2 

2.00%/Y Pc and 3.00%/Y Lt During 

2021-2026 with AC and Off-Cycle 

Adj. Phaseout but No Target Offset 33.8 35.4 36.8 38.3 40.4 41.4 41.9 42.2 42.3 42.7 42.7 42.8 42.8 

2.00%/Y Pc and 3.00%/Y Lt During 

2022-2026 33.9 35.6 37.0 38.6 41 41.8 42.3 42.6 43.0 43.9 44.0 44.1 44.1 
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Table 7-49 - Combined Light-Duty Fleet Penetration for MY 2030, CAFE Program 

 MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.3% 0.8% 1.5% 2.3% 2.9% 3.2% 3.3% 3.5% 3.7% 4.0% 4.1% 4.2% 4.2% 4.3% 

High Compression 

Ratio Non-Turbo 

Engines 

6.3% 10.1% 12.2% 13.7% 16.3% 16.9% 16.9% 16.9% 17.0% 17.2% 17.2% 17.2% 17.2% 17.2% 

Turbocharged 

Gasoline Engines 

24.8% 30.7% 32.5% 36.2% 38.9% 43.5% 46.2% 46.6% 48.5% 50.8% 51.0% 51.1% 51.1% 51.1% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

48.3% 65.7% 75.2% 86.1% 91.9% 92.0% 92.6% 92.6% 92.7% 92.6% 92.7% 92.9% 92.9% 92.9% 

Stop-Start 12V (Non-

Hybrid) 

12.8% 12.9% 13.1% 13.4% 13.4% 13.4% 13.4% 13.4% 13.7% 13.7% 13.7% 13.7% 13.7% 13.7% 

Mild Hybrid Electric 

Systems (48v)  

0.1% 0.1% 0.1% 0.3% 0.3% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Strong Hybrid 

Electric Systems 

1.9% 1.9% 1.9% 2.0% 2.1% 2.3% 2.3% 2.3% 2.3% 2.3% 2.3% 2.3% 2.3% 2.3% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.4% 0.4% 0.4% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 

Dedicated Electric 

Vehicles (EVs) 

0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-50 - Light Truck CAFE Compliance Impacts and Cumulative Industry Costs through MY 2029 

 MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 

29.5 30.1 30.6 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -6.6% -11.7% -17.0% -22.6% -28.3% -28.3% -28.3% -28.3% -28.3% N/A 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 

28.6 29.8 30.7 31.6 32.6 32.9 33.1 33.2 33.2 33.5 33.6 33.6 33.6 N/A 

Average Achieved 

Fuel Economy - 

MY 2020 (mpg) 

31.6 31.6 31.6 31.6 31.6 31.6 31.6 31.6 31.6 31.6 31.6 31.6 31.6 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-0.7 -3.8 -6.4 -8.3 -12.8 -13.4 -13.6 -13.8 -14.1 -14.3 -13.8 -13.4 -12.8 -141 

Total Civil 

Penalties ($b) 

0.0 0.1 0.1 0.0 -0.1 -0.1 -0.1 -0.3 -0.4 -0.2 -0.2 -0.2 -0.2 -1.5 

Total Regulatory 

Costs ($b) 

-0.7 -3.8 -6.3 -8.3 -12.8 -13.4 -13.7 -14.1 -14.5 -14.5 -14.0 -13.5 -13.0 -143 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.3 -1.1 

Revenue Change 

($b) 

-0.7 -3.8 -6.3 -8.3 -12.8 -14.1 -15.4 -16.2 -17.3 -18.2 -19.0 -19.9 -20.2 -172 
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Table 7-51 - Estimated Required Average for the Light Truck Fleet, in MPG 

Light Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 29.5 30.1 30.6 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 31.3 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 29.5 30.1 30.6 31.3 31.4 31.6 31.7 31.9 32.0 32.2 32.2 32.2 32.2 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 29.5 30.1 30.6 31.3 31.4 31.6 31.7 31.9 32.0 32.2 32.2 32.2 32.2 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 29.5 30.1 30.6 31.3 31.9 32.6 33.2 33.9 34.6 35.3 35.3 35.3 35.3 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 29.5 30.1 30.6 31.3 33.3 34.0 34.7 35.4 36.1 36.9 36.9 36.9 36.9 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 29.5 30.1 30.6 31.3 32.2 33.2 34.3 35.3 36.4 37.5 37.5 37.5 37.5 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 29.5 30.1 30.6 31.3 32.2 33.2 34.3 35.3 36.4 37.5 37.5 37.5 37.5 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 29.5 30.1 30.6 31.3 33.3 34.4 35.4 36.5 37.6 38.8 38.8 38.8 38.8 
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Table 7-52 - Estimated Achieved Harmonic Average for the Light Truck Fleet, in MPG 

Light Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 28.6 29.8 30.7 31.6 32.6 32.9 33.1 33.2 33.2 33.5 33.6 33.6 33.6 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 28.6 30.0 30.9 31.8 32.9 33.2 33.3 33.4 33.5 34.0 34.0 34.1 34.1 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 28.6 30.0 31.1 32.0 33.1 33.4 33.5 33.5 33.3 33.3 33.3 33.4 33.4 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 28.6 30.1 31.2 32.3 33.8 34.2 34.4 34.6 34.8 35.4 35.5 35.6 35.7 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 28.7 30.3 31.5 32.7 34.6 35.0 35.3 35.6 35.9 36.6 36.7 36.8 36.9 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 28.6 30.3 31.6 32.7 34.7 35.3 35.7 36.1 36.4 37.3 37.4 37.5 37.6 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 28.6 30.4 31.8 33.1 35.3 36.1 36.3 36.5 36.6 37.1 37.2 37.3 37.3 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 28.7 30.5 31.9 33.3 35.7 36.3 36.7 37.1 37.4 38.3 38.4 38.5 38.6 
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Table 7-53 - Light Truck Fleet Penetration for MY 2030, CAFE Program 

 MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.3% 1.0% 1.9% 2.6% 3.4% 3.6% 3.7% 3.8% 3.9% 4.2% 4.2% 4.4% 4.4% 4.4% 

High Compression 

Ratio Non-Turbo 

Engines 

5.0% 5.0% 7.2% 7.4% 7.5% 7.7% 7.7% 7.7% 7.7% 8.1% 8.1% 8.1% 8.1% 8.1% 

Turbocharged 

Gasoline Engines 

21.3% 32.2% 33.5% 35.9% 40.0% 47.2% 47.8% 48.7% 50.1% 52.7% 52.9% 53.1% 53.1% 53.1% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

45.9% 63.8% 73.5% 87.5% 96.8% 96.9% 97.5% 97.5% 97.7% 97.7% 97.7% 98.3% 98.3% 98.3% 

Stop-Start 12V (Non-

Hybrid) 

12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 12.3% 

Mild Hybrid Electric 

Systems (48v)  

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 

0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Dedicated Electric 

Vehicles (EVs) 

0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-54 - Passenger Car CAFE Compliance Impacts and Cumulative Industry Costs through MY 2029 

 MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 

39.1 40.5 42.0 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -

4.3% 

-

9.1% 

-14.2% -19.6% -25.2% -25.2% -25.2% -25.2% -25.2% N/A 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 

39.7 41.3 42.2 43.9 45.0 45.5 46.0 46.1 46.2 46.5 46.6 46.6 46.7 N/A 

Average Achieved 

Fuel Economy - MY 

2020 (mpg) 

43.9 43.9 43.9 43.9 43.9 43.9 43.9 43.9 43.9 43.9 43.9 43.9 43.9 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-0.9 -1.9 -2.6 -5.0 -8.5 -10.5 -11.9 -12.2 -12.5 -12.2 -11.6 -11.0 -10.5 -111 

Total Civil Penalties 

($b) 

0.0 0.0 0.0 0.0 0.1 -0.1 -0.1 -0.2 -0.3 -0.2 -0.2 -0.2 -0.2 -1.5 

Total Regulatory 

Costs ($b) 

-0.9 -1.9 -2.6 -5.1 -8.5 -10.6 -12.1 -12.5 -12.8 -12.5 -11.8 -11.3 -10.7 -113 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.2 0.3 0.3 0.4 0.4 0.4 2.1 

Revenue Change 

($b) 

-0.9 -1.9 -2.6 -5.1 -8.5 -9.3 -9.3 -8.3 -7.0 -5.2 -3.5 -2.9 -2.3 -66.7 
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Table 7-55 - Estimated Required Average for the Passenger Car Fleet, in MPG 

Passenger Cars 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 39.1 40.5 42.0 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 43.7 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 39.1 40.5 

 

42.0 43.7 43.9 44.1 44.3 44.5 44.8 

 

45.0 

 

45.0 

 

45.0 

 

45.0 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 39.1 40.5 

 

 

 

42.0 43.7 43.9 44.1 44.3 44.5 44.8 

 

 

 

45.0 

 

 

 

45.0 

 

 

 

45.0 

 

 

 

45.0 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 39.1 40.5 

 

42.0 43.7 44.1 44.5 45 45.5 45.9 46.4 46.4 46.4 46.4 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 39.1 40.5 

 

42.0 43.7 45.5 46.0 46.4 46.9 47.4 47.9 47.9 47.9 47.9 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 39.1 40.5 

 

42.0 43.7 44.5 45.5 46.4 47.3 48.3 49.3 49.3 49.3 49.3 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 39.1 40.5 

 

 

 

42.0 43.7 44.5 45.5 46.4 47.3 48.3 49.3 49.3 49.3 49.3 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 39.1 40.5 

 

42.0 43.7 45.5 46.4 47.4 48.4 49.4 50.4 50.4 50.4 50.4 
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Table 7-56 - Estimated Achieved Harmonic Average for the Passenger Car Fleet, in MPG 

Passenger Cars 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 39.7 41.3 42.2 43.9 45.0 45.5 46.0 46.1 46.2 46.5 46.6 46.6 46.7 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 39.7 41.3 42.2 43.9 45.1 45.7 46.1 46.2 46.4 46.7 46.8 46.8 46.9 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 39.7 41.3 42.2 43.9 45.2 45.8 46.2 46.2 46.0 45.6 45.7 45.8 45.8 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 39.7 41.3 42.3 44.0 45.3 46.0 46.5 46.6 46.8 47.3 47.5 47.6 47.6 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 39.8 41.7 42.8 44.6 46.3 47.1 47.5 47.7 47.9 48.4 48.5 48.6 48.6 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 39.7 41.4 42.4 44.1 45.8 46.8 47.6 48.2 48.5 49.4 49.5 49.6 49.6 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC and 

Off-Cycle Adj. Phaseout but No 

Target Offset 39.8 41.4 42.4 44.2 46.1 47.3 48.2 48.8 48.8 49.0 49.1 49.2 49.2 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 39.8 41.7 42.9 44.7 46.8 47.9 48.6 49.0 49.4 50.3 50.4 50.5 50.6 

  



 

611 

 

Table 7-57 - Passenger Car Fleet Penetration for MY 2030, CAFE Program 

Model Year 

Standards 

through 

MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 

0.6% 1.3% 1.5% 2.4% 2.8% 3.1% 3.3% 3.5% 3.6% 3.9% 4.0% 4.1% 4.1% 4.1% 

High 

Compression 

Ratio Non-Turbo 

Engines 

7.4% 14.4% 16.4% 19.0% 23.8% 24.6% 24.7% 24.7% 24.7% 24.7% 24.7% 24.7% 24.7% 24.7% 

Turbocharged 

Gasoline Engines 

27.8% 29.4% 31.6% 36.4% 38.0% 40.4% 44.8% 44.8% 47.2% 49.3% 49.3% 49.5% 49.5% 49.5% 

Dynamic 

Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

50.4% 67.3% 76.7% 84.9% 87.7% 87.9% 88.5% 88.5% 88.5% 88.5% 88.5% 88.5% 88.5% 88.5% 

Stop-Start 12V 

(Non-Hybrid) 

13.2% 13.5% 13.8% 14.4% 14.3% 14.3% 14.3% 14.3% 14.9% 14.9% 14.9% 14.9% 14.9% 15.0% 

Mild Hybrid 

Electric Systems 

(48v)  

0.1% 0.1% 0.1% 0.5% 0.6% 0.6% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Strong Hybrid 

Electric Systems 

2.7% 2.7% 2.7% 3.0% 3.2% 3.5% 3.5% 3.5% 3.5% 3.5% 3.5% 3.5% 3.5% 3.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.5% 0.5% 0.5% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Dedicated 

Electric Vehicles 

(EVs) 

0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Fuel Cell 

Vehicles (FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 



 

612 

 

Table 7-58 - Domestic Car CAFE Compliance Impacts and Cumulative Industry Costs through MY 2029 

Model Year 

Standards through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 

38.7 40.1 41.6 43.2 43.2 43.2 43.2 43.2 43.2 43.2 43.2 43.2 43.2 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -4.3% -9.1% -14.2% -19.6% -25.2% -25.2% -25.2% -25.2% -25.2% N/A 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 

39.0 40.8 41.6 43.6 44.5 44.9 45.5 45.6 45.8 46.3 46.4 46.4 46.4 N/A 

Average Achieved 

Fuel Economy - 

MY 2020 (mpg) 

43.6 43.6 43.6 43.6 43.6 43.6 43.6 43.6 43.6 43.6 43.6 43.6 43.6 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-0.6 -1.3 -1.8 -3.1 -5.2 -5.9 -6.3 -6.1 -6.0 -5.7 -5.2 -4.7 -4.3 -56.2 

Total Civil 

Penalties ($b) 

0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 -0.1 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 

-0.6 -1.3 -1.8 -3.2 -5.1 -5.9 -6.3 -6.2 -6.0 -5.7 -5.2 -4.7 -4.3 -56.3 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.2 0.2 0.2 1.3 

Revenue Change 

($b) 

-0.6 -1.3 -1.8 -3.2 -5.1 -5.3 -5.1 -4.4 -3.7 -2.9 -2.0 -1.7 -1.4 -38.4 
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Table 7-59 - Domestic Car Fleet Penetration for MY 2030, CAFE Program 

Model Year 

Standards through 

MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.7% 1.7% 1.9% 3.0% 3.4% 3.6% 3.7% 4.0% 4.0% 4.5% 4.8% 4.8% 4.8% 4.8% 

High Compression 

Ratio Non-Turbo 

Engines 

2.0% 8.6% 8.6% 12.6% 12.5% 12.6% 12.6% 12.6% 12.6% 12.7% 12.6% 12.6% 12.6% 12.7% 

Turbocharged 

Gasoline Engines 

25.2% 28.1% 32.0% 40.4% 42.9% 46.7% 54.4% 54.4% 58.5% 61.8% 61.9% 61.9% 61.9% 61.9% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

50.4% 68.7% 78.1% 89.0% 90.6% 90.6% 91.1% 91.1% 91.1% 91.1% 91.1% 91.1% 91.1% 91.1% 

Stop-Start 12V (Non-

Hybrid) 

10.4% 10.3% 10.4% 10.4% 10.4% 10.4% 10.4% 10.4% 11.5% 11.5% 11.5% 11.5% 11.5% 11.5% 

Mild Hybrid Electric 

Systems (48v)  

0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Strong Hybrid 

Electric Systems 

1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 

Dedicated Electric 

Vehicles (EVs) 

0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-60 - Imported Car CAFE Compliance Impacts and Cumulative Industry Costs through MY 2029 

Model Year 

Standards through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 

39.5 41.0 42.5 44.2 44.2 44.2 44.2 44.2 44.2 44.2 44.2 44.2 44.2 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -4.3% -9.1% -14.3% -19.6% -25.2% -25.2% -25.2% -25.2% -25.2% N/A 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 

40.5 41.8 42.9 44.1 45.6 46.3 46.5 46.6 46.7 46.8 46.8 46.9 46.9 N/A 

Average Achieved 

Fuel Economy - MY 

2020 (mpg) 

44.1 44.1 44.1 44.1 44.1 44.1 44.1 44.1 44.1 44.1 44.1 44.1 44.1 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-0.3 -0.5 -0.6 -1.4 -2.1 -2.8 -3.2 -3.3 -3.2 -3.0 -2.8 -2.5 -2.3 -27.9 

Total Civil Penalties 

($b) 

0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.1 -0.1 -0.1 -0.1 -1.0 

Total Regulatory 

Costs ($b) 

-0.3 -0.5 -0.6 -1.4 -2.2 -2.9 -3.3 -3.4 -3.4 -3.2 -2.9 -2.7 -2.5 -29.0 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.2 0.2 0.9 

Revenue Change ($b) -0.3 -0.5 -0.6 -1.4 -2.2 -2.4 -2.3 -2.0 -1.5 -0.8 -0.4 -0.2 -0.1 -14.6 
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Table 7-61 - Imported Car Fleet Penetration for MY 2030, CAFE Program 

 MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.4% 0.7% 1.0% 1.6% 2.0% 2.6% 2.7% 2.9% 3.0% 3.1% 3.1% 3.2% 3.2% 3.2% 

High Compression 

Ratio Non-Turbo 

Engines 

13.8% 21.4% 25.6% 26.7% 37.1% 39.0% 39.2% 39.1% 39.1% 39.0% 39.0% 39.1% 39.0% 39.0% 

Turbocharged 

Gasoline Engines 

30.9% 30.9% 31.2% 31.6% 32.3% 33.1% 33.5% 33.5% 33.6% 34.3% 34.3% 34.7% 34.7% 34.7% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

50.4% 65.7% 75.0% 80.0% 84.3% 84.7% 85.3% 85.3% 85.3% 85.3% 85.3% 85.3% 85.4% 85.4% 

Stop-Start 12V (Non-

Hybrid) 

16.5% 17.2% 17.8% 19.2% 19.0% 19.0% 19.0% 19.0% 19.0% 19.0% 19.0% 19.0% 19.0% 19.1% 

Mild Hybrid Electric 

Systems (48v)  

0.0% 0.0% 0.1% 0.9% 1.2% 1.3% 1.3% 1.3% 1.3% 1.3% 1.3% 1.3% 1.3% 1.3% 

Strong Hybrid 

Electric Systems 

4.8% 4.7% 4.8% 5.4% 5.9% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.4% 0.4% 0.4% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 

Dedicated Electric 

Vehicles (EVs) 

0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-62 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Car Fleet, CAFE 

Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 54.7 43.7 45.0 45.0 46.4 47.9 49.3 49.3 50.4 

Percent Change in 

Stringency from 

Baseline 0.0% -25.2% -21.5% -21.6% -17.9% -14.2% -10.9% -10.9% -8.6% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 54.2 46.7 46.9 45.9 47.7 48.7 49.7 49.3 50.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 237.7 -157.5 -153.4 -145.5 -141.1 -119.6 -109.9 -82.7 -87.7 

Total Civil 

Penalties ($b) 4.5 -2.3 -2.0 -1.9 -1.8 -1.2 -1.2 -1.2 -0.9 

Total Regulatory 

Costs ($b) 242.2 -160.0 -155.6 -147.5 -143.0 -120.9 -111.2 -83.9 -88.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2355 -1648 -1601 -1492 -1404 -1201 -1011 -658 -796 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 5.9% 4.1% 4.2% 4.4% 4.7% 5.0% 5.5% 5.8% 5.9% 

High Compression 

Ratio Non-Turbo 

Engines 39.0% 24.7% 24.7% 24.7% 24.7% 29.7% 29.8% 29.8% 29.8% 

Turbocharged 

Gasoline Engines 57.8% 49.5% 49.9% 49.9% 50.4% 51.5% 56.1% 57.3% 58.0% 

Dynamic Cylinder 

Deactivation 0.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.5% 0.5% 0.5% 

Stop-Start 12V 

(Non-Hybrid) 14.1% 15.0% 15.0% 17.8% 17.5% 15.2% 13.1% 17.7% 21.5% 

Mild Hybrid 

Electric Systems 

(48v)  22.9% 0.7% 0.5% 2.6% 0.9% 6.5% 9.2% 13.5% 8.3% 

Strong Hybrid 

Electric Systems 23.6% 3.5% 3.6% 3.7% 3.7% 3.8% 4.6% 10.3% 6.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.3% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.9% 0.8% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-63 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Truck Fleet, CAFE 

Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 40.1 31.3 32.2 32.2 35.3 36.9 37.5 37.5 38.8 

Percent Change in 

Stringency from 

Baseline 0.0% -28.3% -24.5% -24.5% -13.7% -8.7% -6.8% -6.8% -3.4% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 40.0 33.6 34.1 33.4 35.7 36.9 37.6 37.4 38.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 262.1 -193.7 -184.1 -171.0 -148.4 -114.5 -91.6 -40.3 -44.2 

Total Civil 

Penalties ($b) 3.2 -2.2 -2.1 -1.9 -1.5 -0.8 -1.0 -0.8 -0.5 

Total Regulatory 

Costs ($b) 265.4 -195.7 -186.0 -172.8 -149.7 -115.1 -92.5 -41.1 -44.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2835 -2114 -1997 -1851 -1527 -1124 -857 -246 -402 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 6.6% 4.4% 4.5% 4.9% 5.8% 6.3% 6.7% 6.8% 6.8% 

High Compression 

Ratio Non-Turbo 

Engines 11.9% 8.1% 8.1% 8.1% 8.1% 10.8% 10.8% 10.8% 10.8% 

Turbocharged 

Gasoline Engines 69.9% 53.1% 58.4% 58.4% 62.8% 66.9% 67.3% 69.1% 67.3% 

Dynamic Cylinder 

Deactivation 12.7% 0.0% 0.0% 0.0% 0.0% 0.0% 3.4% 14.1% 14.1% 

Stop-Start 12V 

(Non-Hybrid) 11.4% 12.3% 12.4% 13.2% 14.0% 17.7% 19.1% 7.6% 9.9% 

Mild Hybrid 

Electric Systems 

(48v)  46.1% 0.0% 0.0% 1.8% 5.2% 19.8% 34.9% 55.4% 61.6% 

Strong Hybrid 

Electric Systems 23.5% 0.9% 0.9% 0.9% 0.9% 0.9% 1.7% 12.6% 2.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.8% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-64 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Combined Light-Duty Fleet, 

CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 46.7 37.0 38.1 38.1 40.5 42.1 43.0 43.0 44.2 

Percent Change in 

Stringency from 

Baseline 0.0% -26.0% -22.4% -22.5% -15.2% -10.9% -8.5% -8.6% -5.6% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 46.4 39.7 40.1 39.2 41.3 42.4 43.2 42.8 44.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 499.9 -351.2 -337.5 -316.5 -289.5 -234.0 -201.6 -123.0 -131.9 

Total Civil 

Penalties ($b) 7.7 -4.5 -4.1 -3.7 -3.2 -2.0 -2.2 -2.0 -1.4 

Total Regulatory 

Costs ($b) 507.6 -355.7 -341.6 -320.2 -292.8 -236.0 -203.7 -124.9 -133.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 2582 -1869 -1790 -1663 -1467 -1168 -941 -465 -612 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

to New CAFE 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 5.7% 4.3% 4.4% 4.6% 5.1% 5.4% 5.7% 5.8% 5.9% 

High 

Compression 

Ratio Non-Turbo 

Engines 26.2% 17.2% 17.2% 17.1% 17.1% 20.9% 20.9% 20.9% 20.9% 

Turbocharged 

Gasoline Engines 63.6% 51.1% 53.7% 53.8% 56.1% 58.7% 61.3% 62.9% 62.4% 

Dynamic 

Cylinder 

Deactivation 6.3% 0.0% 0.0% 0.0% 0.0% 0.0% 1.9% 6.9% 6.9% 

Stop-Start 12V 

(Non-Hybrid) 12.9% 13.7% 13.8% 15.7% 15.9% 16.3% 15.9% 12.9% 16.0% 

Mild Hybrid 

Electric Systems 

(48v)  33.9% 0.4% 0.3% 2.3% 2.9% 12.7% 21.3% 33.2% 33.4% 

Strong Hybrid 

Electric Systems 23.5% 2.3% 2.4% 2.4% 2.4% 2.4% 3.2% 11.4% 4.7% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.1% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.6% 0.5% 

Dedicated 

Electric Vehicles 

(EVs) 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-65 -Combined LDV Estimated Electrification Cost Coverage for the Industry MYs 2017-2029, CAFE Program, 

Undiscounted, Millions of $2016 

 Alternative 

No 

Action 

1 2 3 4 5 6 7 8 

Model Years 2021-

2025 

2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-

2021 

Augural 

MY 

2022-

2025 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Retrievable 

Electrification Costs 

1,540 -1,500 -1,470 -1,470 -1,470 -1,470 -1,240 -940 -939 

Electrification Tax 

Credits 

99.0 -35.1 -35.1 0.76 -35.1 0.46 0.53 0.52 0.34 

Irretrievable 

Electrification Costs 

440 -379 -376 -338 -376 -316 -318 -256 -256 

Total Electrification 

costs 

2,080 -1,910 -1,880 -1,810 -1,880 -1,790 -1,560 -1,200 -1,190 
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Table 7-66 -Combined LDV Estimated Electrification Cost Coverage for the Industry for MYs 2017-2029, CAFE Program, 

3% Discount Rate, Millions of $2016 

 Alternative 

No 

Action 

1 2 3 4 5 6 7 8 

Model Years 2021-

2025 

2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-

2021 

Augural 

MY 

2022-

2025 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Retrievable 

Electrification Costs 

1,230 -1,200 -1,180 -1,180 -1,180 -1,180 -1,010 -775 -774 

Electrification Tax 

Credits 

85.8 -28.6 -28.6 0.62 -28.6 0.37 0.43 0.42 0.27 

Irretrievable 

Electrification Costs 

365 -315 -312 -285 -312 -268 -269 -219 -219 

Total Electrification 

costs 

1,680 -1,540 -1,520 -1,460 -1,520 -1,450 -1,280 -994 -993 
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Table 7-67-Combined LDV Estimated Electrification Cost Coverage for the Industry for MYs 2017-2029, CAFE Program, 7% 

Discount Rate, Millions of $2016 

  Alternative 

No 

Action 

1 2 3 4 5 6 7 8 

Model Years 2021-

2025 

2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-

2021 

Augural 

MY 

2022-

2025 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Retrievable 

Electrification Costs 

938 -911 -898 -897 -898 -897 -782 -612 -612 

Electrification Tax 

Credits 

71.9 -22.0 -22.0 0.47 -22.0 0.28 0.33 0.32 0.21 

Irretrievable 

Electrification Costs 

290 -251 -249 -231 -249 -218 -219 -181 -181 

Total Electrification 

costs 

1,300 -1,180 -1,170 -1,130 -1,170 -1,110 -1,000 -793 -793 
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Table 7-68 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

BMW, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 53.7 42.8 44.2 44.2 45.5 47.0 48.4 48.4 49.5 

Percent Change in 

Stringency from 

Baseline 0.0% -25.5% -21.5% -21.5% -18.0% -14.3% -11.0% -11.0% -8.5% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 40.0 40.0 40.0 38.6 40.0 40.0 40.0 38.6 40.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 1.9 -1.2 -1.1 -1.0 -1.0 -0.7 -0.7 -0.5 -0.5 

Total Regulatory 

Costs ($b) 3.0 -1.3 -1.2 -1.0 -1.0 -0.7 -0.6 -0.5 -0.5 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 966 -536 -474 -395 -393 -319 -254 -184 -199 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.9% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 96.0% 96.1% 96.1% 96.1% 96.1% 96.1% 96.1% 96.1% 96.1% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 89.9% 90.5% 90.4% 90.4% 90.3% 90.1% 90.1% 90.0% 90.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 1.5% 1.6% 1.6% 1.6% 1.6% 1.6% 1.6% 1.5% 1.5% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-69 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

BMW, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 42.2 32.8 33.8 33.8 37.0 38.8 39.4 39.4 40.8 

Percent Change in 

Stringency from 

Baseline 0.0% -28.7% -24.9% -24.9% -14.1% -8.8% -7.1% -7.1% -3.4% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 33.9 33.7 33.8 32.5 33.9 33.9 33.9 32.5 33.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.4 -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.4 -0.4 -0.4 -0.3 -0.2 -0.2 -0.2 -0.1 -0.1 

Total Regulatory 

Costs ($b) 0.9 -0.4 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 -0.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 720 -409 -365 -315 -243 -163 -132 -80 -70 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 94.5% 94.5% 94.5% 94.5% 94.5% 94.5% 94.5% 94.5% 94.5% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-70 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light-Duty Vehicles Produced by 

BMW, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 50.0 39.7 41.0 40.9 42.9 44.5 45.6 45.6 46.8 

Percent Change in 

Stringency from 

Baseline 0.0% -25.9% -22.0% -22.1% -16.5% -12.3% -9.6% -9.7% -6.8% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 38.2 38.2 38.2 36.9 38.2 38.2 38.2 36.8 38.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.5 -0.1 -0.1 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 2.3 -1.6 -1.5 -1.3 -1.2 -0.9 -0.8 -0.6 -0.6 

Total Regulatory 

Costs ($b) 3.8 -1.7 -1.5 -1.3 -1.2 -0.9 -0.8 -0.6 -0.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 899 -499 -442 -371 -351 -276 -220 -155 -164 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 4.5% 4.9% 4.8% 4.8% 4.7% 4.6% 4.6% 4.5% 4.6% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 96.2% 96.3% 96.3% 96.3% 96.2% 96.2% 96.2% 96.2% 96.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 91.2% 91.5% 91.5% 91.4% 91.4% 91.3% 91.3% 91.2% 91.2% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.9% 1.9% 1.9% 1.9% 1.9% 1.9% 1.9% 1.9% 1.9% 

Dedicated Electric 1.1% 1.2% 1.2% 1.2% 1.2% 1.1% 1.1% 1.1% 1.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-71 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

Daimler, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 52.8 42.2 43.5 43.5 44.8 46.3 47.6 47.6 48.7 

Percent Change in 

Stringency from 

Baseline 0.0% -25.2% -21.5% -21.5% -17.9% -14.1% -10.9% -10.9% -8.5% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 40.1 39.9 40.1 38.6 40.1 40.1 40.1 38.5 40.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil Penalties 

($b) 1.3 -0.9 -0.8 -0.7 -0.7 -0.6 -0.5 -0.4 -0.4 

Total Regulatory 

Costs ($b) 2.5 -1.0 -0.8 -0.7 -0.7 -0.5 -0.5 -0.4 -0.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 1007 -547 -460 -383 -379 -306 -244 -177 -193 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 95.9% 95.8% 95.8% 95.8% 95.8% 95.9% 95.9% 95.9% 95.9% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Dedicated Electric 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-72 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Daimler, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 41.4 32.2 33.2 33.2 36.4 38.1 38.7 38.7 40.1 

Percent Change 

in Stringency 

from Baseline 0.0% -28.6% -24.7% -24.7% -13.7% -8.7% -7.0% -7.0% -3.2% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 32.2 32.2 32.2 31.3 32.2 32.2 32.2 31.3 32.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.5 -0.5 -0.4 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Total 

Regulatory 

Costs ($b) 1.3 -0.4 -0.4 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE 

Standards ($) 980 -392 -362 -331 -248 -168 -136 -86 -70 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 4.8% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 56.8% 56.8% 56.8% 56.8% 56.8% 56.8% 56.8% 56.8% 56.8% 

Mild Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric 

Systems (48v)  

Strong Hybrid 

Electric 

Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-73 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light-Duty Vehicles Produced by 

Daimler, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 

2021-

2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 48.1 38.3 39.4 39.4 41.5 43.1 44.1 44.1 45.3 

Percent Change in 

Stringency from 

Baseline 0.0% -25.8% -22.1% -22.2% -15.9% -11.7% -9.2% -9.2% -6.3% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 36.9 37.0 37.1 35.8 37.0 37.0 36.9 35.6 36.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil Penalties 

($b) 1.9 -1.4 -1.2 -1.1 -1.0 -0.7 -0.6 -0.5 -0.4 

Total Regulatory 

Costs ($b) 3.7 -1.4 -1.2 -1.1 -1.0 -0.7 -0.6 -0.5 -0.4 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 

2021-

2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase due to 

New CAFE 

Standards ($) 997 -495 -427 -365 -334 -258 -206 -145 -150 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight Change 

(percent from MY 

2016) 4.3% 4.8% 4.8% 4.7% 4.6% 4.5% 4.4% 4.4% 4.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 82.0% 82.9% 82.8% 82.7% 82.5% 82.3% 82.2% 82.1% 82.1% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 

2021-

2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Electric Vehicles 

(PHEVs) 

Dedicated Electric 

Vehicles (EVs) 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-74 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Passenger Cars Produced by Fiat 

Chrysler, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 53.2 42.3 43.6 43.6 45.0 46.5 47.9 47.9 48.9 

Percent Change in 

Stringency from 

Baseline 0.0% -25.7% -21.9% -21.9% -18.1% -14.3% -10.9% -10.9% -8.6% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 54.0 42.8 44.3 43.8 45.2 47.0 48.6 48.5 49.7 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 33.7 -22.3 -20.3 -15.0 -16.8 -13.0 -8.8 -5.3 -7.8 

Total Civil Penalties 

($b) 0.8 0.1 0.1 0.0 0.1 0.3 0.1 -0.1 0.1 

Total Regulatory 

Costs ($b) 34.4 -22.4 -20.4 -15.1 -16.9 -12.9 -8.9 -5.4 -7.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 4892 -3226 -2909 -2088 -2325 -1665 -1199 -585 -1067 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.2% 6.5% 8.1% 8.2% 8.3% 9.1% 9.2% 9.2% 9.2% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 89.5% 83.5% 87.9% 88.1% 88.6% 88.3% 90.5% 91.2% 91.8% 

Dynamic Cylinder 

Deactivation 6.4% 0.0% 0.0% 0.0% 0.0% 0.0% 6.4% 6.4% 6.4% 

Stop-Start 12V (Non-

Hybrid) 0.0% 10.3% 10.3% 44.5% 52.1% 41.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.2% 2.5% 0.9% 27.8% 0.1% 45.0% 86.0% 36.9% 79.6% 

Strong Hybrid 

Electric Systems 91.6% 6.5% 8.1% 8.5% 9.0% 8.7% 8.4% 56.7% 14.6% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 3.5% 0.0% 0.0% 0.4% 0.1% 0.4% 0.7% 1.7% 1.1% 

Dedicated Electric 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-75 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light Trucks Produced by Fiat 

Chrysler, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 40.4 31.5 32.4 32.4 35.5 37.2 37.8 37.8 39.1 

Percent Change in 

Stringency from 

Baseline 0.0% -28.3% -24.7% -24.7% -13.8% -8.6% -6.9% -6.9% -3.3% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 40.8 33.2 35.9 35.1 37.4 37.6 38.8 38.2 39.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 61.0 -46.7 -37.6 -27.5 -27.6 -25.1 -13.3 -2.3 -6.6 

Total Civil Penalties 

($b) 0.5 -0.4 -0.4 -0.4 -0.4 -0.1 -0.3 -0.3 -0.2 

Total Regulatory 

Costs ($b) 61.6 -46.8 -37.7 -27.7 -27.7 -25.0 -13.5 -2.6 -6.7 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3622 -2720 -2116 -1575 -1534 -1371 -825 -112 -484 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 8.2% 5.5% 6.4% 7.7% 7.7% 8.2% 8.2% 8.2% 8.2% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 79.2% 50.4% 79.0% 79.0% 79.0% 79.0% 79.2% 79.2% 79.2% 

Dynamic Cylinder 

Deactivation 18.5% 0.0% 0.0% 0.0% 0.0% 0.0% 18.5% 18.5% 18.5% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 16.4% 16.9% 21.1% 25.6% 23.4% 24.5% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  62.9% 0.0% 0.0% 9.4% 16.2% 18.5% 53.2% 64.9% 97.8% 

Strong Hybrid 

Electric Systems 34.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 32.8% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-76 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles Produced 

by Fiat Chrysler, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 43.6 34.3 35.3 35.3 38.0 39.7 40.5 40.4 41.7 

Percent Change in 

Stringency from 

Baseline 0.0% -27.1% -23.5% -23.6% -14.7% -9.9% -7.8% -7.9% -4.6% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 44.1 35.8 38.2 37.5 39.6 40.1 41.4 40.8 42.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 94.7 -68.9 -57.9 -42.5 -44.4 -38.1 -22.1 -7.6 -14.4 

Total Civil Penalties 

($b) 1.2 -0.2 -0.3 -0.3 -0.2 0.1 -0.3 -0.4 -0.1 

Total Regulatory 

Costs ($b) 96.0 -69.1 -58.2 -42.8 -44.6 -37.9 -22.4 -8.1 -14.5 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 4014 -2865 -2354 -1724 -1774 -1456 -938 -256 -663 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight Change 

(percent from MY 

2016) 8.2% 5.8% 6.9% 7.8% 7.8% 8.3% 8.3% 8.2% 8.3% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 82.3% 61.1% 81.9% 81.9% 82.1% 81.9% 82.7% 82.9% 83.1% 

Dynamic Cylinder 

Deactivation 14.8% 0.0% 0.0% 0.0% 0.0% 0.0% 14.7% 14.8% 14.8% 

Stop-Start 12V (Non-

Hybrid) 0.0% 14.4% 14.7% 28.6% 34.0% 28.9% 16.9% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  43.5% 0.8% 0.3% 15.3% 11.1% 26.8% 63.4% 56.3% 92.2% 

Strong Hybrid Electric 

Systems 52.4% 2.1% 2.6% 2.7% 2.8% 2.7% 2.6% 40.2% 4.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.1% 0.0% 0.0% 0.1% 0.0% 0.1% 0.2% 0.5% 0.3% 

Dedicated Electric 

Vehicles (EVs) 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-77 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

Ford, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 54.0 43.1 44.4 44.4 45.8 47.3 48.7 48.7 49.7 

Percent Change in 

Stringency from 

Baseline 0.0% -25.3% -21.6% -21.6% -17.9% -14.2% -10.9% -10.9% -8.7% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 54.7 45.8 45.8 44.8 47.3 48.2 49.5 49.5 50.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 40.4 -27.6 -27.6 -27.3 -25.5 -23.0 -21.3 -15.4 -18.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 40.4 -27.6 -27.6 -27.3 -25.5 -23.0 -21.3 -15.4 -18.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3278 -2266 -2266 -2230 -1912 -1725 -1402 -766 -1133 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 6.2% 5.7% 5.7% 5.7% 6.5% 6.8% 8.2% 8.2% 8.2% 

High Compression 

Ratio Non-Turbo 

Engines 6.1% 6.3% 6.3% 6.3% 6.2% 6.2% 6.2% 6.2% 6.2% 

Turbocharged 

Gasoline Engines 93.7% 79.4% 79.4% 79.3% 83.4% 86.7% 90.0% 93.6% 93.6% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 1.9% 1.9% 1.9% 1.9% 3.2% 12.1% 71.7% 45.8% 

Mild Hybrid 

Electric Systems 

(48v)  58.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 16.2% 0.4% 

Strong Hybrid 

Electric Systems 33.6% 4.3% 4.3% 4.2% 4.2% 4.2% 4.2% 4.2% 4.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 2.1% 2.1% 2.1% 2.2% 2.2% 2.1% 2.1% 2.1% 2.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.1% 0.2% 0.2% 0.2% 0.2% 0.2% 0.1% 0.1% 0.1% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-78 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Ford, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 36.9 28.8 29.7 29.7 32.5 34.0 34.6 34.6 35.7 

Percent Change 

in Stringency 

from Baseline 0.0% -28.1% -24.2% -24.2% -13.5% -8.5% -6.6% -6.6% -3.4% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 37.0 29.6 29.7 29.7 32.7 34.1 34.8 34.8 35.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 48.8 -41.6 -41.5 -39.2 -31.0 -22.7 -20.0 -8.5 -10.6 

Total Civil 

Penalties ($b) 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 48.8 -41.6 -41.5 -39.2 -31.0 -22.7 -20.0 -8.5 -10.6 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Price Increase 

due to New 

CAFE Standards 

($) 3295 -2826 -2815 -2612 -1828 -1242 -967 -182 -449 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 3.7% 3.1% 3.1% 3.1% 4.6% 4.6% 4.7% 4.7% 4.7% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 59.0% 59.0% 59.0% 86.1% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 13.4% 13.4% 13.4% 4.6% 11.6% 20.5% 0.0% 7.3% 

Mild Hybrid 

Electric Systems 

(48v)  69.2% 0.0% 0.0% 0.0% 8.9% 32.9% 58.2% 93.1% 89.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Strong Hybrid 

Electric Systems 30.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 6.2% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-79 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles Produced 

by Ford, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 42.9 34.1 35.1 35.1 37.5 38.9 39.8 39.7 40.8 

Percent Change in 

Stringency from 

Baseline 0.0% -26.1% -22.4% -22.5% -14.6% -10.2% -8.0% -8.1% -5.1% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 43.2 35.5 35.5 35.2 38.1 39.3 40.2 40.2 41.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 89.2 -69.2 -69.2 -66.5 -56.5 -45.7 -41.3 -24.0 -28.9 

Total Civil Penalties 

($b) 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 89.2 -69.2 -69.1 -66.5 -56.5 -45.7 -41.3 -24.0 -28.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 3288 -2566 -2560 -2436 -1867 -1460 -1162 -443 -755 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 4.1% 4.1% 4.1% 4.0% 5.1% 5.1% 5.7% 5.6% 5.6% 

High Compression 

Ratio Non-Turbo 

Engines 2.7% 2.9% 2.9% 2.9% 2.8% 2.8% 2.8% 2.8% 2.8% 

Turbocharged 

Gasoline Engines 97.2% 68.5% 68.4% 68.4% 84.9% 94.0% 95.5% 97.2% 97.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 8.0% 8.0% 8.1% 3.3% 7.8% 16.7% 32.0% 24.5% 

Mild Hybrid Electric 

Systems (48v)  64.4% 0.0% 0.0% 0.0% 4.8% 18.0% 32.1% 58.8% 49.4% 

Strong Hybrid 

Electric Systems 31.7% 2.0% 2.0% 2.0% 1.9% 1.9% 1.9% 5.3% 1.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.9% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 

Dedicated Electric 

Vehicles (EVs) 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-80 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Passenger Cars Produced by 

General Motors, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 54.1 43.2 44.5 44.5 45.9 47.4 48.7 48.7 49.8 

Percent Change in 

Stringency from 

Baseline 0.0% -25.1% -21.4% -21.4% -17.9% -14.1% -11.0% -11.0% -8.5% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 54.6 45.6 45.6 44.8 47.5 48.1 49.2 49.2 49.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 46.4 -32.9 -32.9 -32.3 -30.4 -26.3 -25.4 -16.6 -20.1 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 46.5 -32.9 -32.9 -32.3 -30.4 -26.2 -25.4 -16.6 -20.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3470 -2580 -2579 -2489 -2256 -1969 -1823 -909 -1370 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 7.8% 6.2% 6.2% 6.2% 6.6% 7.6% 7.8% 7.8% 7.8% 

High Compression 

Ratio Non-Turbo 

Engines 0.5% 0.6% 0.6% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 

Turbocharged 

Gasoline Engines 97.7% 89.1% 89.1% 89.1% 89.5% 89.6% 94.8% 96.8% 94.8% 

Dynamic Cylinder 

Deactivation 0.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.6% 0.6% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 31.6% 31.5% 31.4% 31.2% 30.9% 32.5% 19.4% 63.1% 

Mild Hybrid 

Electric Systems 

(48v)  48.1% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 62.6% 1.5% 

Strong Hybrid 

Electric Systems 48.9% 2.8% 2.8% 2.8% 2.9% 2.9% 2.9% 2.9% 2.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.2% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-81 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light Trucks Produced by 

General Motors, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 36.8 28.8 29.7 29.7 32.5 33.9 34.6 34.6 35.6 

Percent Change in 

Stringency from 

Baseline 0.0% -27.8% -23.9% -23.9% -13.2% -8.6% -6.4% -6.4% -3.4% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 36.9 31.0 31.0 30.1 32.8 34.0 34.8 34.8 35.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 55.9 -42.1 -42.1 -42.0 -33.4 -26.5 -22.8 -8.0 -7.2 

Total Civil 

Penalties ($b) 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 55.9 -42.0 -42.0 -42.0 -33.4 -26.5 -22.8 -8.0 -7.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3150 -2387 -2387 -2380 -1742 -1235 -1099 -128 -248 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use 

under CAFE 

Alternative in MY 

2030 (total fleet 

penetration) 

         Curb Weight 

Reduction 

(percent change 

from MY 2016) 7.7% 5.2% 5.2% 5.2% 7.6% 8.0% 8.0% 8.0% 8.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 48.1% 38.6% 38.6% 38.6% 40.3% 40.3% 40.3% 40.3% 40.3% 

Dynamic Cylinder 

Deactivation 50.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 58.4% 58.4% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.9% 0.9% 0.9% 2.1% 1.8% 4.9% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  79.7% 0.2% 0.2% 0.2% 1.8% 40.5% 66.7% 85.7% 98.9% 

Strong Hybrid 20.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 14.1% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Electric Systems 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-82 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for All Light-Duty Vehicles 

Produced by General Motors, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 42.9 34.0 35.1 35.1 37.5 38.9 39.7 39.7 40.8 

Percent Change in 

Stringency from 

Baseline 0.0% -25.9% -22.2% -22.2% -14.4% -10.3% -7.8% -7.9% -5.1% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 43.1 36.4 36.3 35.5 38.2 39.2 40.0 40.0 41.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 102.3 -75.0 -75.0 -74.3 -63.8 -52.8 -48.3 -24.6 -27.3 

Total Civil Penalties 

($b) 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 102.4 -74.9 -74.9 -74.3 -63.8 -52.7 -48.2 -24.5 -27.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 3292 -2470 -2470 -2424 -1972 -1563 -1421 -474 -746 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 7.1% 5.6% 5.5% 5.4% 7.0% 7.5% 7.5% 7.4% 7.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.2% 0.3% 0.3% 0.3% 0.2% 0.2% 0.2% 0.2% 0.2% 

Turbocharged 

Gasoline Engines 70.1% 61.9% 61.9% 61.8% 62.6% 62.5% 64.6% 65.4% 64.5% 

Dynamic Cylinder 

Deactivation 28.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 32.7% 32.7% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 15.1% 15.0% 14.9% 15.3% 14.9% 17.2% 8.6% 28.1% 

Mild Hybrid 

Electric Systems 

(48v)  65.7% 0.3% 0.3% 0.3% 1.2% 22.5% 37.1% 75.4% 55.5% 

Strong Hybrid 

Electric Systems 32.9% 1.3% 1.3% 1.3% 1.3% 1.3% 1.3% 9.1% 1.3% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Dedicated Electric 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-83 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

Honda, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 55.8 44.5 45.8 45.8 47.2 48.8 50.2 50.2 51.3 

Percent Change in 

Stringency from 

Baseline 0.0% -25.3% -21.7% -21.7% -18.1% -14.2% -11.0% -11.0% -8.6% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 56.0 47.1 47.5 46.2 47.6 49.3 51.5 51.7 53.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 20.3 -17.2 -16.8 -16.8 -16.7 -13.7 -13.1 -9.6 -8.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 20.3 -17.2 -16.8 -16.8 -16.7 -13.7 -13.1 -9.6 -8.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 1729 -1464 -1427 -1427 -1411 -1239 -1022 -674 -681 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

to New CAFE 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 5.7% 2.7% 2.7% 2.7% 2.6% 3.0% 3.0% 4.8% 4.8% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 59.3% 59.3% 59.3% 59.3% 65.5% 87.8% 87.7% 99.8% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 52.6% 3.2% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 

Mild Hybrid 

Electric Systems 

(48v)  0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Electric Vehicles 

(PHEVs) 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-84 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Honda, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate 

of Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 43.1 33.5 34.5 34.5 37.8 39.6 40.2 40.2 41.7 

Percent Change 

in Stringency 

from Baseline 0.0% -28.7% -24.9% -24.9% -14.0% -8.8% -7.2% -7.2% -3.4% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 43.8 37.4 37.4 36.6 37.8 40.1 40.8 40.5 42.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 17.4 -13.6 -13.6 -13.6 -13.0 -8.8 -8.3 -5.9 -3.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total 

Regulatory 

Costs ($b) 17.4 -13.6 -13.6 -13.6 -13.0 -8.8 -8.3 -5.9 -3.3 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate 

of Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE 

Standards ($) 2158 -1743 -1743 -1743 -1689 -1154 -1018 -729 -403 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 7.8% 2.5% 2.5% 2.5% 2.5% 5.1% 5.1% 6.1% 7.8% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 58.2% 9.4% 9.4% 9.4% 9.4% 9.4% 9.4% 2.0% 12.4% 

Mild Hybrid 30.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 7.4% 7.4% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate 

of Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric 

Systems (48v)  

Strong Hybrid 

Electric 

Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-85. Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles Produced 

by Honda, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required Fuel 

Economy - MY 2026+ (mpg) 49.6 39.3 40.4 40.4 42.8 44.5 45.5 45.4 46.8 

Percent Change in Stringency 

from Baseline 0.0% -26.2% -22.6% -22.7% -15.8% -11.4% -9.0% -9.1% -6.0% 

Average Achieved Fuel 

Economy - MY 2030 (mpg) 50.1 42.6 42.8 41.8 43.0 45.0 46.4 46.3 48.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology Costs ($b) 37.7 -30.8 -30.4 -30.4 -29.7 -22.5 -21.4 -15.4 -11.6 

Total Civil Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory Costs ($b) 37.7 -30.8 -30.4 -30.4 -29.7 -22.5 -21.4 -15.4 -11.6 

Average Price Increase for 

MY 2030 Vehicles 

         Price Increase due to New 

CAFE Standards ($) 1911 -1585 -1563 -1563 -1531 -1206 -1022 -698 -564 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight Change (percent 

from MY 2016) 6.3% 2.6% 2.6% 2.5% 2.4% 3.7% 3.7% 5.0% 5.8% 

High Compression Ratio Non- 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Turbo Engines 

Turbocharged Gasoline 

Engines 100% 75.8% 75.8% 75.9% 76.1% 79.9% 92.9% 92.9% 99.9% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-Hybrid) 55.0% 5.7% 5.7% 5.7% 5.7% 5.7% 5.7% 2.6% 7.0% 

Mild Hybrid Electric Systems 

(48v)  13.0% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 3.2% 3.2% 

Strong Hybrid Electric 

Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid Electric 

Vehicles (PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-86 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

Hyundai, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required Fuel 

Economy - MY 2026+ (mpg) 54.6 43.6 44.9 44.9 46.3 47.8 49.2 49.2 50.3 

Percent Change in Stringency 

from Baseline 0.0% -25.2% -21.6% -21.6% -17.9% -14.2% -11.0% -11.0% -8.5% 

Average Achieved Fuel 

Economy - MY 2030 (mpg) 54.7 49.3 49.3 47.9 49.5 49.6 49.6 49.2 50.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology Costs ($b) 8.6 -5.5 -5.5 -5.5 -5.3 -5.2 -5.2 -4.7 -4.8 

Total Civil Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory Costs ($b) 8.6 -5.5 -5.5 -5.5 -5.3 -5.2 -5.2 -4.7 -4.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to New 

CAFE Standards ($) 1202 -846 -846 -846 -807 -789 -776 -667 -689 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight Reduction 

(percent change from MY 

2016) 2.3% 0.4% 0.4% 0.4% 0.3% 0.5% 0.5% 0.7% 0.7% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

High Compression Ratio Non-

Turbo Engines 83.8% 60.2% 60.2% 60.2% 60.2% 60.2% 60.2% 60.2% 60.2% 

Turbocharged Gasoline 

Engines 16.2% 15.3% 15.3% 15.4% 15.5% 15.7% 15.8% 16.1% 16.1% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-Hybrid) 21.8% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 2.8% 2.9% 2.9% 2.9% 2.9% 2.9% 2.9% 2.8% 2.8% 

Plug-In Hybrid Electric 

Vehicles (PHEVs) 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Dedicated Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-87 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Hyundai, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 43.2 33.6 34.6 34.6 37.9 39.7 40.3 40.3 41.8 

Percent Change 

in Stringency 

from Baseline 0.0% -28.6% -24.9% -24.9% -14.0% -8.8% -7.2% -7.2% -3.3% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 43.5 37.7 37.7 36.3 37.9 39.9 41.6 40.6 42.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 0.5 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.1 -0.1 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.5 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.1 -0.1 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 2331 -1625 -1625 -1625 -1572 -1173 -708 -314 -314 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 5.6% 0.0% 0.0% 0.0% 0.0% 2.8% 2.8% 5.6% 5.6% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 49.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-88 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for All Light-Duty Vehicles 

Produced by Hyundai, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 54.2 43.2 44.5 44.5 46.0 47.5 48.9 48.9 50.0 

Percent Change in 

Stringency from 

Baseline 0.0% -25.3% -21.6% -21.7% -17.7% -14.0% -10.8% -10.8% -8.3% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 54.3 48.9 48.8 47.5 49.1 49.2 49.3 48.9 50.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 9.2 -5.9 -5.9 -5.9 -5.6 -5.5 -5.4 -4.8 -4.9 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 9.2 -5.9 -5.9 -5.9 -5.6 -5.5 -5.4 -4.8 -4.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 1236 -870 -870 -870 -830 -801 -775 -657 -679 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 2.4% 0.4% 0.4% 0.4% 0.3% 0.5% 0.5% 0.8% 0.8% 

High Compression 

Ratio Non-Turbo 

Engines 81.3% 58.5% 58.5% 58.5% 58.5% 58.4% 58.4% 58.4% 58.4% 

Turbocharged 

Gasoline Engines 18.7% 17.6% 17.7% 17.7% 18.0% 18.1% 18.2% 18.6% 18.6% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 22.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 2.8% 2.8% 2.8% 2.8% 2.8% 2.8% 2.8% 2.8% 2.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-89 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

Kia, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 54.9 43.8 45.2 45.2 46.6 48.1 49.5 49.5 50.6 

Percent Change in 

Stringency from 

Baseline 0.0% -25.3% -21.5% -21.5% -17.8% -14.1% -10.9% -10.9% -8.5% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 55.1 48.5 48.5 47.5 48.5 49.0 49.5 49.6 50.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 15.3 -11.9 -11.9 -11.9 -11.9 -11.7 -11.2 -10.0 -10.3 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 15.3 -11.9 -11.9 -11.9 -11.9 -11.7 -11.2 -10.0 -10.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 2289 -1791 -1790 -1790 -1788 -1736 -1688 -1449 -1499 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 2.6% 0.5% 0.5% 0.5% 0.5% 0.5% 0.4% 1.1% 0.5% 

High Compression 

Ratio Non-Turbo 

Engines 92.3% 81.5% 81.5% 81.6% 81.8% 91.3% 91.4% 91.4% 91.4% 

Turbocharged 

Gasoline Engines 7.2% 7.3% 7.3% 7.3% 7.3% 7.3% 7.3% 7.2% 7.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Mild Hybrid Electric 

Systems (48v)  94.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 1.7% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-90 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Kia, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 41.5 32.2 33.2 33.2 36.4 38.1 38.7 38.7 40.1 

Percent Change in 

Stringency from 

Baseline 0.0% -28.9% -25.0% -25.0% -14.0% -8.9% -7.2% -7.2% -3.5% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 44.8 41.3 41.3 40.0 41.3 41.3 41.3 40.1 41.7 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 4.9 -1.4 -1.4 -1.4 -1.3 -1.3 -1.3 -1.3 -1.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 4.9 -1.4 -1.4 -1.4 -1.3 -1.3 -1.3 -1.3 -1.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 2788 -1079 -1079 -1079 -1079 -1079 -1079 -1034 -980 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.2% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 

High Compression 

Ratio Non-Turbo 

Engines 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 

Turbocharged 

Gasoline Engines 85.9% 85.9% 85.9% 85.9% 85.9% 85.9% 85.9% 85.9% 85.9% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 6.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 7.3% 7.3% 7.3% 7.3% 7.3% 7.3% 7.3% 7.3% 7.3% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-91 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles Produced 

by Kia, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 51.6 41.0 42.3 42.3 44.2 45.8 46.9 46.9 48.1 

Percent Change in 

Stringency from 

Baseline 0.0% -25.9% -22.0% -22.0% -16.7% -12.8% -10.0% -10.0% -7.2% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 52.7 47.0 47.0 45.8 46.9 47.2 47.6 47.4 48.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 20.2 -13.2 -13.2 -13.2 -13.2 -13.0 -12.6 -11.3 -11.4 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 20.2 -13.2 -13.2 -13.2 -13.2 -13.0 -12.6 -11.3 -11.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2387 -1660 -1659 -1658 -1654 -1610 -1569 -1367 -1398 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 2.8% 0.7% 0.7% 0.7% 0.6% 0.6% 0.5% 1.0% 0.5% 

High Compression 

Ratio Non-Turbo 

Engines 75.4% 67.3% 67.3% 67.3% 67.3% 74.9% 74.8% 74.8% 74.8% 

Turbocharged 

Gasoline Engines 22.8% 22.2% 22.2% 22.3% 22.4% 22.6% 22.6% 22.7% 22.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Mild Hybrid 

Electric Systems 

(48v)  76.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 2.7% 2.0% 2.0% 2.0% 2.1% 2.1% 2.1% 2.1% 2.1% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.4% 1.4% 1.4% 1.4% 1.4% 1.4% 1.4% 1.4% 1.4% 

Dedicated Electric 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-92 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Passenger Cars Produced by 

Jaguar Land Rover, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 50.9 40.7 41.9 41.9 43.2 44.6 45.9 45.9 46.9 

Percent Change 

in Stringency 

from Baseline 0.0% -25.1% -21.5% -21.5% -17.8% -14.1% -10.9% -10.9% -8.5% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 32.0 32.0 32.0 31.0 32.0 32.0 32.0 31.0 32.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.3 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 

Total Regulatory 

Costs ($b) 0.4 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Price Increase 

due to New 

CAFE Standards 

($) 1250 -706 -596 -419 -418 -328 -262 -140 -199 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-93 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light Trucks Produced by 

Jaguar Land Rover, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 41.9 32.6 33.6 33.6 36.8 38.5 39.1 39.1 40.5 

Percent Change in 

Stringency from 

Baseline 0.0% -28.5% -24.7% -24.7% -13.9% -8.8% -7.2% -7.2% -3.5% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 31.8 31.8 31.8 30.1 31.8 31.8 31.8 30.1 31.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 1.4 -1.1 -1.0 -0.8 -0.6 -0.4 -0.4 -0.2 -0.2 

Total Regulatory 

Costs ($b) 2.8 -1.0 -0.9 -0.8 -0.6 -0.4 -0.4 -0.3 -0.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 953 -422 -380 -338 -239 -160 -132 -83 -66 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 87.7% 87.7% 87.7% 87.7% 87.7% 87.7% 87.7% 87.7% 87.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 85.8% 85.8% 85.8% 85.8% 85.8% 85.8% 85.8% 85.8% 85.8% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-94 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles Produced 

by Jaguar Land Rover, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 42.5 33.2 34.2 34.2 37.3 39.0 39.6 39.6 41.0 

Percent Change in 

Stringency from 

Baseline 0.0% -28.1% -24.3% -24.3% -14.0% -9.1% -7.4% -7.4% -3.8% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 31.8 31.8 31.8 30.2 31.8 31.8 31.8 30.2 31.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 1.7 -1.2 -1.0 -0.9 -0.7 -0.4 -0.4 -0.3 -0.2 

Total Regulatory 

Costs ($b) 3.1 -1.2 -1.1 -0.9 -0.7 -0.5 -0.4 -0.3 -0.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 978 -446 -397 -343 -253 -173 -142 -88 -77 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 4.9% 5.0% 5.0% 5.0% 4.9% 4.9% 4.9% 4.9% 4.9% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 88.7% 88.8% 88.8% 88.8% 88.8% 88.8% 88.8% 88.7% 88.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 87.0% 87.1% 87.1% 87.1% 87.0% 87.0% 87.0% 87.0% 87.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-95 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced by 

Mazda, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 55.2 44.1 45.5 45.5 46.9 48.4 49.8 49.8 50.9 

Percent Change 

in Stringency 

from Baseline 0.0% -25.2% -21.3% -21.3% -17.7% -14.0% -10.8% -10.8% -8.4% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 55.5 47.1 47.1 47.1 47.3 48.7 50.5 50.3 51.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 7.5 -6.7 -6.7 -6.7 -6.6 -5.9 -4.8 -4.8 -4.2 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 7.5 -6.7 -6.7 -6.7 -6.6 -5.9 -4.8 -4.8 -4.2 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 2198 -1989 -1989 -1989 -1943 -1622 -1178 -1177 -918 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 2.4% 0.0% 0.0% 0.0% -0.1% -0.2% 4.7% 4.7% 4.9% 

High 

Compression 

Ratio Non-

Turbo Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Turbocharged 

Gasoline 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 50.7% 

Mild Hybrid 58.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 32.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-96 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Mazda, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 44.8 34.8 35.9 35.9 39.3 41.2 41.8 41.8 43.3 

Percent Change in 

Stringency from 

Baseline 0.0% -28.7% -24.8% -24.8% -14.0% -8.7% -7.2% -7.2% -3.5% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 48.0 38.9 38.9 38.9 39.3 41.6 43.2 42.8 44.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 4.2 -3.6 -3.6 -3.6 -3.6 -2.7 -2.3 -2.0 -1.8 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 4.2 -3.6 -3.6 -3.6 -3.6 -2.7 -2.3 -2.0 -1.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 2550 -2271 -2271 -2271 -2208 -1584 -1041 -852 -786 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 2.8% 0.0% 0.0% 0.0% 0.0% 0.0% 5.6% 5.6% 5.6% 

High Compression 

Ratio Non-Turbo 

Engines 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 

Turbocharged 

Gasoline Engines 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 48.9% 48.9% 89.5% 96.2% 

Mild Hybrid Electric 

Systems (48v)  57.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 3.8% 

Strong Hybrid 

Electric Systems 43.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-97 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles Produced 

by Mazda, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 51.1 40.5 41.8 41.8 44.0 45.7 46.7 46.7 48.0 

Percent Change in 

Stringency from 

Baseline 0.0% -26.1% -22.3% -22.3% -16.0% -11.8% -9.3% -9.4% -6.4% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 52.6 44.0 44.0 44.0 44.2 46.0 47.7 47.4 48.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 11.7 -10.3 -10.3 -10.3 -10.2 -8.5 -7.0 -6.8 -6.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 11.7 -10.3 -10.3 -10.3 -10.2 -8.5 -7.0 -6.8 -6.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2321 -2088 -2088 -2088 -2036 -1611 -1132 -1065 -873 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 2.3% 0.0% 0.0% -0.1% -0.2% -0.3% 4.9% 4.8% 4.9% 

High Compression 

Ratio Non-Turbo 

Engines 94.3% 94.5% 94.5% 94.5% 94.4% 94.4% 94.3% 94.3% 94.3% 

Turbocharged 

Gasoline Engines 5.7% 5.5% 5.5% 5.5% 5.6% 5.6% 5.7% 5.7% 5.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 16.8% 16.9% 31.1% 66.5% 

Mild Hybrid 

Electric Systems 

(48v)  57.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 1.3% 

Strong Hybrid 

Electric Systems 36.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 



 

715 

 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-98 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Passenger Cars Produced by 

Nissan Mitsubishi, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 55.0 44.0 45.3 45.3 46.7 48.2 49.6 49.6 50.7 

Percent Change 

in Stringency 

from Baseline 0.0% -25.0% -21.4% -21.4% -17.8% -14.1% -10.8% -10.8% -8.5% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 57.4 48.3 48.2 46.9 48.3 51.7 51.5 50.1 52.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 15.1 -7.3 -7.3 -7.3 -7.2 -4.5 -5.7 -5.7 -4.0 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 15.1 -7.3 -7.3 -7.3 -7.2 -4.5 -5.7 -5.7 -4.0 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase 

due to New 

CAFE Standards 

($) 1406 -830 -830 -829 -821 -577 -603 -593 -507 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 4.8% 2.4% 2.3% 2.3% 2.4% 2.4% 2.3% 2.5% 3.6% 

High 

Compression 

Ratio Non-Turbo 

Engines 88.7% 22.2% 22.2% 22.1% 22.0% 61.7% 61.8% 61.8% 61.6% 

Turbocharged 

Gasoline Engines 7.3% 7.1% 7.1% 7.1% 7.2% 7.2% 7.2% 7.3% 7.3% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 2.1% 2.2% 2.2% 2.2% 2.1% 2.1% 2.1% 2.1% 2.1% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Strong Hybrid 

Electric Systems 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 2.3% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 

Dedicated 

Electric Vehicles 

(EVs) 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-99 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light Trucks Produced by Nissan 

Mitsubishi, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 43.0 33.4 34.4 34.4 37.7 39.5 40.1 40.1 41.6 

Percent Change in 

Stringency from 

Baseline 0.0% -28.7% -25.0% -25.0% -14.1% -8.9% -7.2% -7.2% -3.4% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 43.9 37.0 37.0 36.1 37.7 39.9 40.3 40.3 41.7 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 5.8 -3.8 -3.8 -3.8 -3.4 -2.5 -2.7 -1.7 -1.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 5.8 -3.8 -3.8 -3.8 -3.4 -2.5 -2.7 -1.7 -1.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 1283 -887 -887 -887 -791 -596 -554 -348 -305 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 5.3% 2.2% 2.2% 2.2% 2.8% 2.8% 2.8% 2.8% 3.4% 

High Compression 

Ratio Non-Turbo 

Engines 79.5% 9.4% 9.4% 9.4% 9.4% 58.9% 58.9% 58.9% 58.9% 

Turbocharged 

Gasoline Engines 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-100 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for All Light-Duty Vehicles 

Produced by Nissan Mitsubishi, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 50.6 40.3 41.5 41.4 43.6 45.2 46.3 46.3 47.5 

Percent Change 

in Stringency 

from Baseline 0.0% -25.7% -22.1% -22.2% -16.2% -12.0% -9.4% -9.5% -6.6% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 52.4 44.3 44.3 43.1 44.5 47.5 47.5 46.6 48.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 20.9 -11.1 -11.1 -11.1 -10.7 -6.9 -8.4 -7.4 -5.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 20.9 -11.1 -11.1 -11.1 -10.7 -6.9 -8.4 -7.4 -5.3 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase 

due to New 

CAFE Standards 

($) 1368 -845 -845 -845 -811 -582 -587 -517 -445 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 4.6% 2.3% 2.3% 2.2% 2.4% 2.3% 2.2% 2.3% 3.2% 

High 

Compression 

Ratio Non-Turbo 

Engines 85.9% 18.5% 18.4% 18.4% 18.2% 60.8% 60.9% 60.9% 60.8% 

Turbocharged 

Gasoline Engines 6.4% 6.3% 6.3% 6.3% 6.3% 6.3% 6.4% 6.4% 6.4% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Electric Systems 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.6% 1.5% 1.5% 1.5% 1.5% 1.6% 1.6% 1.6% 1.6% 

Dedicated 

Electric Vehicles 

(EVs) 1.2% 1.3% 1.3% 1.3% 1.2% 1.2% 1.2% 1.2% 1.2% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-101 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced 

by Subaru, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 56.4 45.0 46.4 46.4 47.8 49.4 50.8 50.8 51.9 

Percent Change in 

Stringency from 

Baseline 0.0% -25.3% -21.6% -21.6% -18.0% -14.2% -11.0% -11.0% -8.7% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 58.2 46.3 46.6 46.5 48.9 51.2 51.2 52.4 53.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 5.9 -3.5 -3.4 -3.3 -3.2 -2.4 -2.3 -1.9 -1.4 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 5.9 -3.5 -3.4 -3.3 -3.2 -2.4 -2.3 -1.9 -1.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2969 -1892 -1868 -1816 -1669 -1245 -1117 -725 -793 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.4% 3.2% 3.7% 4.9% 4.9% 7.4% 7.4% 7.4% 7.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 96.8% 58.8% 61.4% 61.4% 61.4% 61.4% 61.4% 96.8% 61.4% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 38.6% 38.6% 38.6% 38.6% 65.6% 65.6% 54.7% 3.2% 

Mild Hybrid 

Electric Systems 

(48v)  35.4% 0.0% 0.0% 0.0% 0.0% 11.2% 11.2% 22.1% 73.6% 

Strong Hybrid 

Electric Systems 41.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-102 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Subaru, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 46.8 36.4 37.5 37.5 41.0 43.0 43.6 43.6 45.2 

Percent Change 

in Stringency 

from Baseline 0.0% -28.6% -24.8% -24.8% -14.1% -8.8% -7.3% -7.3% -3.5% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 47.1 42.3 41.9 42.0 44.1 44.9 44.9 46.3 45.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 6.0 -3.0 -3.1 -2.8 -2.4 -1.7 -1.1 -0.4 -1.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 6.0 -3.0 -3.1 -2.8 -2.4 -1.7 -1.1 -0.4 -1.3 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 1121 -623 -658 -597 -448 -296 -217 79 -241 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 7.5% 3.3% 3.7% 5.0% 5.0% 7.5% 7.5% 7.5% 7.5% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 58.7% 25.8% 25.8% 25.8% 25.8% 25.8% 25.8% 58.7% 25.8% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

(48v)  

Strong Hybrid 

Electric Systems 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-103 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles 

Produced by Subaru, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 48.9 38.4 39.6 39.6 42.6 44.5 45.3 45.3 46.8 

Percent Change 

in Stringency 

from Baseline 0.0% -27.3% -23.6% -23.6% -14.8% -9.9% -8.1% -8.1% -4.6% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 49.5 43.4 43.1 43.1 45.3 46.4 46.4 47.8 47.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 11.9 -6.5 -6.5 -6.2 -5.6 -4.0 -3.4 -2.3 -2.7 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 11.9 -6.5 -6.5 -6.2 -5.6 -4.0 -3.4 -2.3 -2.7 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase 

due to New 

CAFE Standards 

($) 1594 -935 -955 -897 -753 -532 -443 -124 -379 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 7.4% 3.2% 3.7% 5.0% 4.9% 7.4% 7.4% 7.4% 7.4% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 68.5% 34.9% 35.6% 35.5% 35.3% 35.2% 35.1% 68.6% 35.0% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 10.7% 10.6% 10.6% 10.4% 17.3% 17.1% 14.1% 0.8% 

Mild Hybrid 

Electric Systems 

(48v)  9.1% 0.0% 0.0% 0.0% 0.0% 3.0% 2.9% 5.7% 19.0% 

Strong Hybrid 11.1% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Electric Systems 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-104 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced 

by Tesla, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 50.3 40.2 41.4 41.4 42.7 44.0 45.3 45.3 46.3 

Percent Change in 

Stringency from 

Baseline 0.0% -25.1% -21.5% -21.5% -17.8% -14.3% -11.0% -11.0% -8.6% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 287.9 287.9 287.9 237.2 287.9 287.9 287.9 237.2 287.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2 0 0 0 0 0 0 0 0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-105 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Tesla, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 39.4 30.6 31.6 31.6 34.6 36.2 36.8 36.8 38.1 

Percent Change in 

Stringency from 

Baseline 0.0% -28.8% -24.7% -24.7% -13.9% -8.8% -7.1% -7.1% -3.4% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 234.5 234.5 234.5 228.4 234.5 234.5 234.5 228.4 234.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 6 0 0 0 0 0 0 0 0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-106 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles 

Produced by Tesla, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 44.4 35.2 36.3 36.3 38.5 40.0 40.8 40.8 42.0 

Percent Change 

in Stringency 

from Baseline 0.0% -26.1% -22.4% -22.4% -15.3% -11.1% -8.8% -8.8% -5.8% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 259.6 261.1 261.0 233.1 260.5 260.1 259.9 232.9 259.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Price Increase 

due to New 

CAFE Standards 

($) 4 0 0 0 0 0 0 0 0 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) -0.2% 0.0% 0.0% 0.0% -0.1% -0.1% -0.2% -0.2% -0.2% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric Vehicles 

(EVs) 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-107 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced 

by Toyota, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 55.4 44.2 45.6 45.5 47.0 48.5 49.9 49.9 51.0 

Percent Change in 

Stringency from 

Baseline 0.0% -25.2% -21.5% -21.7% -17.8% -14.3% -11.1% -11.0% -8.7% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 55.9 50.4 50.4 48.7 50.9 50.9 52.1 51.4 52.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 18.9 -8.4 -8.4 -8.4 -7.0 -6.8 -4.5 -3.6 -4.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 18.9 -8.3 -8.3 -8.4 -6.9 -6.8 -4.5 -3.6 -4.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 1266 -686 -686 -685 -496 -481 -227 -124 -177 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 6.3% 5.0% 5.0% 5.0% 6.2% 6.2% 7.2% 7.2% 7.2% 

High Compression 

Ratio Non-Turbo 

Engines 84.8% 54.2% 54.2% 54.2% 54.3% 54.4% 54.8% 54.9% 54.9% 

Turbocharged 

Gasoline Engines 11.0% 10.3% 10.3% 10.3% 10.4% 10.4% 14.8% 14.8% 14.8% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.8% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 12.4% 12.6% 12.6% 12.6% 12.5% 12.5% 12.4% 12.4% 12.4% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 
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Table 7-108 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Toyota, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 40.9 31.9 32.8 32.8 36.0 37.6 38.3 38.3 39.6 

Percent Change in 

Stringency from 

Baseline 0.0% -28.2% -24.7% -24.7% -13.6% -8.8% -6.8% -6.8% -3.3% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 42.0 35.0 35.0 34.0 36.1 37.9 38.8 38.8 40.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 45.3 -29.6 -29.5 -29.5 -26.0 -18.1 -15.5 -6.2 -7.4 

Total Civil Penalties 

($b) 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

Total Regulatory 

Costs ($b) 45.3 -29.5 -29.5 -29.5 -25.9 -18.0 -15.4 -6.2 -7.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 3379 -2199 -2199 -2199 -1877 -1265 -881 -105 -400 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 6.9% 6.0% 6.0% 6.0% 6.9% 6.9% 8.6% 8.6% 7.7% 

High Compression 

Ratio Non-Turbo 

Engines 40.9% 40.9% 40.9% 40.9% 40.9% 40.9% 40.9% 40.9% 40.9% 

Turbocharged 

Gasoline Engines 58.5% 41.9% 41.9% 41.9% 41.9% 56.1% 58.5% 58.5% 58.5% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 11.8% 26.6% 21.7% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  35.3% 0.0% 0.0% 0.0% 0.0% 16.6% 22.9% 88.5% 73.8% 

Strong Hybrid 

Electric Systems 47.7% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 10.8% 9.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-109 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for All Light-Duty Vehicles 

Produced by Toyota, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average Required 

Fuel Economy - 

MY 2026+ (mpg) 47.6 37.8 38.9 38.9 41.3 42.9 43.8 43.8 45.0 

Percent Change in 

Stringency from 

Baseline 0.0% -25.9% -22.3% -22.5% -15.1% -11.1% -8.6% -8.7% -5.7% 

Average Achieved 

Fuel Economy - 

MY 2030 (mpg) 48.5 42.2 42.2 40.9 43.0 44.1 45.0 44.8 46.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 64.2 -37.9 -37.9 -37.9 -33.0 -24.8 -20.0 -9.8 -11.4 

Total Civil 

Penalties ($b) 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

Total Regulatory 

Costs ($b) 64.2 -37.8 -37.8 -37.8 -32.9 -24.8 -19.9 -9.7 -11.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2240 -1397 -1396 -1394 -1142 -854 -536 -120 -285 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 5.9% 5.5% 5.5% 5.4% 6.3% 6.1% 7.4% 7.3% 6.8% 

High Compression 

Ratio Non-Turbo 

Engines 64.6% 48.4% 48.4% 48.4% 48.3% 48.3% 48.5% 48.5% 48.5% 

Turbocharged 

Gasoline Engines 32.9% 24.1% 24.2% 24.2% 24.4% 31.0% 34.7% 34.8% 34.8% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.4% 0.0% 0.0% 0.0% 5.3% 12.0% 9.9% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  16.2% 0.0% 0.0% 0.0% 0.0% 7.5% 10.4% 40.5% 33.8% 

Strong Hybrid 

Electric Systems 28.7% 9.3% 9.2% 9.2% 9.1% 9.1% 9.0% 11.7% 10.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-110 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced 

by Volvo, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 53.0 42.4 43.7 43.7 45.0 46.5 47.8 47.8 48.9 

Percent Change 

in Stringency 

from Baseline 0.0% -25.0% -21.3% -21.3% -17.8% -14.0% -10.9% -10.9% -8.4% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 41.5 41.6 41.6 40.6 41.5 41.5 41.5 40.5 41.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.2 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 

Total Regulatory 

Costs ($b) 0.3 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 912 -496 -463 -416 -384 -307 -247 -194 -191 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 4.8% 5.0% 5.0% 5.0% 4.9% 4.9% 4.8% 4.8% 4.8% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 84.0% 83.4% 83.4% 83.5% 83.6% 83.8% 83.9% 83.9% 83.9% 

Mild Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-111 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Light Trucks Produced by 

Volvo, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 41.6 32.4 33.4 33.4 36.5 38.2 38.8 38.8 40.2 

Percent Change 

in Stringency 

from Baseline 0.0% -28.4% -24.6% -24.6% -14.0% -8.9% -7.2% -7.2% -3.5% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 34.2 33.9 33.9 33.2 34.2 34.2 34.2 33.2 34.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 0.0 

Total Regulatory 

Costs ($b) 0.4 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 0.0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 647 -388 -372 -341 -241 -163 -134 -97 -69 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 1.6% 1.9% 1.8% 1.8% 1.8% 1.7% 1.7% 1.7% 1.7% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 63.8% 62.7% 62.8% 62.9% 63.2% 63.4% 63.6% 63.7% 63.7% 

Mild Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 3.9% 3.8% 3.8% 3.8% 3.8% 3.9% 3.9% 3.9% 3.9% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-112 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for All Light-Duty Vehicles 

Produced by Volvo, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 44.9 35.4 36.5 36.5 39.1 40.7 41.5 41.5 42.8 

Percent Change 

in Stringency 

from Baseline 0.0% -27.0% -23.2% -23.3% -14.9% -10.3% -8.2% -8.3% -4.9% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 36.4 36.3 36.3 35.5 36.4 36.4 36.4 35.4 36.4 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil 

Penalties ($b) 0.4 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -0.1 -0.1 

Total Regulatory 

Costs ($b) 0.7 -0.4 -0.3 -0.3 -0.2 -0.2 -0.2 -0.1 -0.1 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 738 -423 -401 -365 -289 -212 -172 -130 -111 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Change (percent 

from MY 2016) 2.4% 2.9% 2.8% 2.8% 2.7% 2.6% 2.5% 2.4% 2.4% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 70.8% 70.1% 70.2% 70.2% 70.4% 70.6% 70.6% 70.7% 70.7% 

Mild Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

(48v)  

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 2.5% 2.4% 2.5% 2.5% 2.5% 2.5% 2.5% 2.5% 2.5% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-113 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for Passenger Cars Produced 

by Volkswagen Group, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 55.9 44.6 46.0 46.0 47.4 49.0 50.4 50.4 51.5 

Percent Change 

in Stringency 

from Baseline 0.0% -25.2% -21.5% -21.5% -17.9% -14.1% -10.9% -10.9% -8.5% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 56.5 46.1 46.6 46.9 48.2 49.5 50.8 50.7 51.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 23.1 -14.3 -12.6 -10.9 -10.5 -7.2 -7.5 -5.2 -4.5 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 23.1 -14.3 -12.6 -10.9 -10.5 -7.2 -7.5 -5.2 -4.5 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 4083 -2808 -2522 -1975 -1945 -1537 -1248 -722 -832 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 9.9% 7.4% 7.4% 10.0% 9.9% 9.9% 9.9% 9.9% 9.9% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 89.1% 97.9% 98.1% 98.1% 98.1% 98.1% 98.1% 97.2% 98.1% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 54.8% 55.2% 62.2% 46.9% 4.1% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 25.7% 7.9% 7.9% 10.6% 16.4% 59.9% 53.1% 9.4% 19.3% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

(48v)  

Strong Hybrid 

Electric Systems 55.6% 0.2% 0.2% 0.2% 0.2% 3.5% 20.1% 62.9% 53.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 9.0% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 1.8% 0.9% 

Dedicated 

Electric Vehicles 

(EVs) 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-114 - Impacts on Fuel Economy, Regulatory Cost, Average Price, Technology Use for Light Trucks Produced by 

Volkswagen Group, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average 

Required Fuel 

Economy - MY 

2026+ (mpg) 43.5 33.8 34.8 34.8 38.1 39.9 40.5 40.5 42.0 

Percent Change 

in Stringency 

from Baseline 0.0% -28.7% -25.0% -25.0% -14.2% -9.0% -7.4% -7.4% -3.6% 

Average 

Achieved Fuel 

Economy - MY 

2030 (mpg) 51.4 35.2 35.3 35.5 38.2 40.2 41.7 40.7 42.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 9.5 -7.8 -7.4 -7.1 -6.3 -4.9 -4.2 -3.8 -3.5 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total 

Regulatory 

Costs ($b) 9.5 -7.8 -7.4 -7.1 -6.3 -4.9 -4.2 -3.8 -3.5 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE 

Standards ($) 5678 -4826 -4647 -4186 -3708 -2846 -2250 -1817 -2026 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 9.3% 6.8% 6.8% 8.5% 10.0% 10.0% 10.0% 10.0% 10.0% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 58.6% 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 35.0% 35.0% 35.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 6.8% 0.0% 0.0% 0.0% 35.0% 98.2% 47.2% 18.1% 33.9% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 58.6% 0.0% 0.0% 0.0% 0.0% 0.0% 51.0% 80.1% 64.3% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 34.6% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-115 - Impacts on Fuel Economy, Regulatory Cost, Average Price, and Technology Use for All Light-Duty Vehicles 

Produced by Volkswagen Group, CAFE Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Economy 

Average Required 

Fuel Economy - MY 

2026+ (mpg) 52.5 41.8 43.1 43.0 45.0 46.6 47.8 47.7 49.0 

Percent Change in 

Stringency from 

Baseline 0.0% -25.5% -21.8% -21.9% -16.6% -12.5% -9.8% -9.9% -7.1% 

Average Achieved 

Fuel Economy - MY 

2030 (mpg) 55.3 43.3 43.6 43.9 45.6 47.1 48.4 48.0 49.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 32.6 -22.1 -20.0 -18.0 -16.8 -12.1 -11.7 -9.0 -8.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 32.6 -22.1 -20.0 -18.0 -16.8 -12.1 -11.7 -9.0 -8.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 4447 -3261 -2999 -2471 -2346 -1837 -1479 -973 -1106 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.4% 7.3% 7.2% 9.6% 9.8% 9.7% 9.7% 9.6% 9.6% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 82.1% 96.9% 97.0% 97.0% 97.0% 97.0% 97.0% 96.3% 97.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 50.6% 50.9% 56.4% 36.6% 3.2% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  21.4% 6.2% 6.2% 8.3% 20.5% 68.4% 51.7% 11.4% 22.6% 

Strong Hybrid 

Electric Systems 56.3% 0.1% 0.1% 0.1% 0.1% 2.7% 27.0% 66.8% 56.3% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 14.9% 1.1% 1.1% 1.1% 1.1% 1.1% 1.1% 1.8% 1.1% 

Dedicated Electric 1.1% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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7.3.2 CO2 Standards 

Table 7-116 - Combined Light-Duty CO2 Compliance Impacts and Cumulative Industry Costs through MY 2029 

Model Year 

Standards through 

  MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 

  254.0 244.0 236.0 227.0 241.0 241.0 241.0 241.0 240.0 240.0 240.0 240.0 240.0 N/A 

Percent Change in 

Stringency from 

Baseline 

  0.0% 0.0% 0.0% 0.0% -13.4% -18.9% -24.8% -31.1% -

37.6% 

-

37.5% 

-

37.3% 

-37.2% -37.0% N/A 

Average Achieved 

CO2 - MY 2030 

(g/mi) 

  252.0 242.0 235.0 228.0 236.0 234.0 233.0 232.0 232.0 232.0 230.0 230.0 230.0 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

  -1.4 -5.5 -9.0 -13.0 -18.7 -21.4 -24.3 -25.3 -25.9 -28.5 -28.8 -29.2 -28.8 -260.0 

Total Civil Penalties 

($b) 

  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 

  -1.4 -5.5 -9.0 -13.0 -18.7 -21.4 -24.3 -25.3 -25.9 -28.5 -28.8 -29.2 -28.8 -260.0 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

  0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.2 0.2 0.2 1.1 

Revenue Change 

($b) 

  -1.4 -5.5 -9.0 -13.0 -18.7 -20.4 -22.8 -23.5 -23.7 -25.9 -26.4 -27.6 -27.4 -245.0 

 

Table 7-117- Combined LDV Estimated Electrification Cost Coverage for MYs 2017-2029, GHG Program, Undiscounted, 

Millions of $2016 

Model Year Standards 

through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Retrievable Electrification 

Costs 

0.00 -55.9 -56.4 -66.8 -67.1 -157 -160 -173 -176 -176 -181 -241 -385 -1,900 

Electrification Tax Credits 0.00 0.00 0.00 -23.9 -23.7 -27.8 -27.5 -23.2 -23.1 0.00 0.00 0.00 0.00 -149 

Irretrievable Electrification 0.00 -27.0 -24.0 -44.4 -40.0 -61.8 -52.5 -51.7 -43.2 -55.1 -46.7 -51.5 -34.0 -532 
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Costs 

Total Electrification costs 0.00 -82.9 -80.4 -135 -131 -247 -240 -248 -242 -231 -228 -293 -419 -2,580 

 

Table 7-118 - Combined LDV Estimated Electrification Cost Coverage for MYs 2017-2029, GHG Program, 3% Discount Rate, 

Millions of $2016 

Model Year Standards 

through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Retrievable Electrification 

Costs 

0.00 -54.3 -53.2 -61.2 -59.7 -136 -134 -141 -139 -135 -135 -174 -270 -1,490 

Electrification Tax Credits 0.00 0.00 0.00 -21.9 -21.1 -24.0 -23.0 -18.8 -18.2 0.00 0.00 0.00 0.00 -127 

Irretrievable Electrification 

Costs 

0.00 -26.2 -22.6 -40.6 -35.5 -53.3 -44.0 -42.0 -34.1 -42.2 -34.7 -37.2 -23.8 -436 

Total Electrification costs 0.00 -80.5 -75.8 -124 -116 -213 -201 -202 -191 -177 -170 -211 -294 -2,060 

 

Table 7-119 - Combined LDV Estimated Electrification Cost Coverage for MYs 2017-2029, GHG Program, 7% Discount Rate, 

Millions of $2016 

Model Year Standards 

through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Retrievable 

Electrification Costs 

0.00 -52.3 -49.3 -54.6 -51.2 -112 -107 -108 -102 -95.6 -92.1 -115 -171 -1,110 

Electrification Tax 

Credits 

0.00 0.00 0.00 -19.5 -18.1 -19.8 -18.3 -14.4 -13.4 0.00 0.00 0.00 0.00 -104 

Irretrievable 

Electrification Costs 

0.00 -25.2 -21.0 -36.2 -30.5 -44.0 -35.0 -32.2 -25.1 -29.9 -23.7 -24.5 -15.1 -342 

Total Electrification costs 0.00 -77.5 -70.3 -110 -99.8 -176 -160 -155 -141 -126 -116 -139 -186 -1,560 
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Table 7-120 - Combined Light-Duty Fleet Penetration for MY 2030, CO2 Program 

Model Year 

Standards through 

MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.3% 0.7% 1.5% 2.1% 2.8% 3.0% 3.1% 3.3% 3.4% 3.7% 3.8% 3.9% 3.9% 4.0% 

High Compression 

Ratio Non-Turbo 

Engines 

6.3% 8.2% 8.6% 8.9% 11.6% 12.0% 12.1% 12.1% 12.1% 12.3% 12.3% 12.3% 12.3% 12.4% 

Turbocharged 

Gasoline Engines 

24.4% 27.6% 28.3% 29.3% 30.7% 35.2% 37.5% 37.9% 37.9% 38.5% 40.0% 40.5% 40.8% 40.8% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

48.3% 64.4% 72.8% 85.0% 91.2% 92.7% 93.3% 93.3% 93.3% 93.3% 93.3% 93.6% 93.6% 93.6% 

Stop-Start 12V (Non-

Hybrid) 

11.9% 11.9% 11.8% 11.8% 11.1% 11.1% 11.1% 11.1% 11.1% 11.1% 11.1% 11.1% 11.1% 11.1% 

Mild Hybrid Electric 

Systems (48v)  

0.1% 0.1% 0.6% 0.6% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 

Strong Hybrid 

Electric Systems 

1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Dedicated Electric 

Vehicles (EVs) 

0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-121 - Light Truck CO2 Compliance Impacts and Cumulative Industry Costs through MY 2029 

Model Year 

Standards 

through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 

294.0 284.0 277.0 269.0 284.0 284.0 284.0 284.0 284.0 284.0 284.0 284.0 284.0 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -14.1% -19.8% -25.7% -

32.1% 

-

39.2% 

-

39.2% 

-

39.2% 

-

39.2% 

-

39.2% 

N/A 

Average Achieved 

CO2 - MY 2030 

(g/mi) 

300.0 287.0 277.0 268.0 276.0 273.0 272.0 271.0 271.0 271.0 269.0 269.0 268.0 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-0.6 -3.4 -5.9 -7.4 -10.7 -11.6 -12.6 -12.8 -12.9 -14.2 -14.5 -15.0 -15.1 -

137.0 

Total Civil 

Penalties ($b) 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 

-0.6 -3.4 -5.9 -7.4 -10.7 -11.6 -12.6 -12.8 -12.9 -14.2 -14.5 -15.0 -15.1 -

137.0 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.4 -1.5 

Revenue Change 

($b) 

-0.6 -3.4 -5.9 -7.4 -10.7 -12.0 -14.6 -16.0 -17.4 -19.9 -21.9 -23.7 -25.3 -

179.0 
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Table 7-122 - Light Truck Fleet Penetration for MY 2030, CO2 Program 

Model Year 

Standards through 

MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.3% 1.0% 2.2% 2.8% 3.6% 3.7% 3.8% 3.9% 4.0% 4.2% 4.2% 4.3% 4.4% 4.4% 

High Compression 

Ratio Non-Turbo 

Engines 

5.0% 5.0% 5.2% 5.4% 5.7% 5.7% 5.7% 5.7% 5.7% 6.1% 6.1% 6.1% 6.1% 6.3% 

Turbocharged 

Gasoline Engines 

20.0% 25.7% 27.0% 27.0% 29.4% 36.6% 37.3% 38.2% 38.3% 39.0% 41.7% 42.1% 42.1% 42.1% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

45.9% 61.6% 69.0% 85.4% 94.9% 97.2% 97.8% 97.8% 97.9% 97.9% 97.9% 98.6% 98.6% 98.6% 

Stop-Start 12V (Non-

Hybrid) 

12.3% 12.3% 12.1% 12.1% 10.2% 10.2% 10.2% 10.2% 10.2% 10.2% 10.2% 10.2% 10.2% 10.2% 

Mild Hybrid Electric 

Systems (48v)  

0.0% 0.1% 1.2% 1.3% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 

Strong Hybrid 

Electric Systems 

0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Dedicated Electric 

Vehicles (EVs) 

0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-123 - Passenger Car CO2 Compliance Impacts and Cumulative Industry Costs through MY 2029 

Model Year 

Standards through 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Total 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 

220.0 210.0 201.0 191.0 204.0 204.0 204.0 204.0 204.0 204.0 204.0 204.0 204.0 N/A 

Percent Change in 

Stringency from 

Baseline 

0.0% 0.0% 0.0% 0.0% -12.7% -17.9% -24.4% -

30.8% 

-

36.9% 

-

36.9% 

-36.9% -36.9% -36.9% N/A 

Average Achieved 

CO2 - MY 2030 

(g/mi) 

211.0 204.0 199.0 194.0 203.0 201.0 200.0 199.0 199.0 199.0 198.0 198.0 198.0 N/A 

Total Regulatory Costs through MY 2029 Vehicles (7% discount rate) 

Total Technology 

Costs ($b) 

-0.8 -2.1 -3.0 -5.6 -8.0 -9.9 -11.8 -12.5 -13.0 -14.3 -14.3 -14.2 -13.7 -123.0 

Total Civil Penalties 

($b) 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 

-0.8 -2.1 -3.0 -5.6 -8.0 -9.9 -11.8 -12.5 -13.0 -14.3 -14.3 -14.2 -13.7 -123.0 

Sales and Revenue Impacts through MY 2029 Vehicles (7% discount rate for Revenue Change) 

Sales Change 

(millions) 

0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.2 0.3 0.4 0.5 0.5 0.6 2.6 

Revenue Change 

($b) 

-0.8 -2.1 -3.0 -5.6 -8.0 -8.4 -8.2 -7.5 -6.3 -6.0 -4.5 -3.8 -2.1 -66.5 
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Table 7-124 - Passenger Car Fleet Penetration for MY 2030, CO2 Program 

Model Year 

Standards through 

MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

Technology Use Under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 

0.5% 0.9% 1.2% 1.7% 2.1% 2.5% 2.6% 2.7% 2.8% 3.1% 3.3% 3.3% 3.3% 3.4% 

High Compression 

Ratio Non-Turbo 

Engines 

7.4% 10.9% 11.5% 11.9% 16.6% 17.4% 17.4% 17.4% 17.4% 17.4% 17.4% 17.4% 17.4% 17.4% 

Turbocharged 

Gasoline Engines 

28.2% 29.2% 29.5% 31.2% 31.8% 34.0% 37.6% 37.6% 37.6% 38.1% 38.5% 39.2% 39.8% 39.8% 

Dynamic Cylinder 

Deactivation 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Advanced 

Transmissions 

50.4% 66.9% 75.9% 84.6% 88.1% 88.9% 89.5% 89.5% 89.5% 89.5% 89.5% 89.5% 89.5% 89.5% 

Stop-Start 12V (Non-

Hybrid) 

11.7% 11.6% 11.6% 11.6% 11.8% 11.8% 11.8% 11.8% 11.9% 11.9% 11.9% 11.9% 11.9% 11.9% 

Mild Hybrid Electric 

Systems (48v)  

0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Strong Hybrid 

Electric Systems 

2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.7% 2.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 

0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Dedicated Electric 

Vehicles (EVs) 

0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Fuel Cell Vehicles 

(FCVs) 

0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-125 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Car 

Fleet, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required CO2 - 

MY 2026+ (g/mi) 149.0 204.0 198.0 198.0 192.0 186.0 180.0 180.0 176.0 

Percent Change in 

Stringency from Baseline 0.0% -36.9% -32.9% -32.9% -28.9% -24.8% -20.8% -20.8% -18.1% 

Average Achieved CO2 - 

MY 2030 (g/mi) 148.0 198.0 196.0 198.0 187.0 180.0 177.0 177.0 172.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology Costs 

($b) 222.7 -174.7 -169.5 -158.5 -142.3 -108.4 -101.9 -67.8 -65.8 

Total Civil Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory Costs 

($b) 222.7 -174.7 -169.5 -158.5 -142.3 -108.4 -101.9 -67.8 -65.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards ($) 2503 -2076 -2022 -1844 -1668 -1323 -1115 -659 -772 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight Reduction 

(percent change from MY 6.7% 3.3% 3.6% 4.0% 4.6% 5.4% 5.8% 6.0% 6.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

2016) 

High Compression Ratio 

Non-Turbo Engines 39.2% 17.4% 17.4% 18.8% 18.9% 32.5% 32.8% 33.6% 32.8% 

Turbocharged Gasoline 

Engines 56.1% 39.8% 39.8% 46.1% 49.9% 52.4% 55.6% 57.4% 57.5% 

Dynamic Cylinder 

Deactivation 0.8% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.7% 0.0% 

Stop-Start 12V (Non-

Hybrid) 19.7% 11.9% 12.1% 11.9% 15.0% 11.8% 11.4% 10.5% 19.7% 

Mild Hybrid Electric 

Systems (48v)  20.3% 0.1% 0.1% 0.4% 0.7% 5.9% 7.3% 15.5% 8.9% 

Strong Hybrid Electric 

Systems 23.7% 2.7% 2.7% 2.8% 3.0% 4.2% 5.8% 14.5% 10.7% 

Plug-In Hybrid Electric 

Vehicles (PHEVs) 1.7% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Dedicated Electric 

Vehicles (EVs) 1.1% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 1.0% 1.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-126 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Truck 

Fleet, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 204.0 284.0 276.0 276.0 252.0 241.0 237.0 237.0 229.0 

Percent Change in 

Stringency from 

Baseline 0.0% -39.2% -35.3% -35.3% -23.5% -18.1% -16.2% -16.2% -12.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 203.0 268.0 266.0 268.0 251.0 243.0 238.0 237.0 231.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 251.7 -192.7 -187.4 -176.5 -155.5 -118.8 -109.3 -65.3 -68.8 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 251.7 -192.7 -187.4 -176.5 -155.5 -118.8 -109.3 -65.3 -68.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 3066 -2454 -2400 -2164 -1869 -1496 -1165 -459 -730 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 8.1% 4.4% 4.5% 4.8% 5.7% 6.3% 7.4% 7.8% 7.9% 

High Compression 

Ratio Non-Turbo 

Engines 12.0% 6.3% 6.3% 6.3% 6.3% 10.9% 10.9% 10.9% 10.9% 

Turbocharged 

Gasoline Engines 68.0% 42.1% 44.2% 50.8% 61.5% 61.5% 61.5% 64.7% 63.9% 

Dynamic Cylinder 

Deactivation 12.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 13.8% 0.0% 

Stop-Start 12V (Non-

Hybrid) 9.0% 10.2% 9.9% 7.9% 7.3% 3.2% 5.7% 3.9% 8.9% 

Mild Hybrid Electric 

Systems (48v)  55.8% 3.1% 3.7% 7.8% 10.2% 22.4% 27.0% 46.5% 45.4% 

Strong Hybrid Electric 

Systems 17.4% 0.7% 0.7% 1.2% 2.3% 3.5% 4.2% 9.1% 5.4% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 1.0% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.9% 0.3% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-127 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, Technology Use for Combined Light-

Duty Fleet, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 175.4 240.0 233.1 233.4 219.6 211.6 206.8 207.1 201.1 

Percent Change in 

Stringency from 

Baseline 0.0% -36.9% -33.0% -33.1% -25.2% -20.7% -17.9% -18.1% -14.7% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 174.4 229.5 227.5 229.8 216.4 209.3 205.7 205.5 200.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 474.4 -367.4 -356.9 -335.1 -297.7 -227.1 -211.2 -133.1 -134.6 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 474.4 -367.4 -356.9 -335.1 -297.7 -227.1 -211.2 -133.1 -134.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 2773 -2262 -2208 -2004 -1772 -1411 -1144 -567 -755 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 6.7% 4.0% 4.1% 4.4% 5.0% 5.5% 6.2% 6.4% 6.5% 

High Compression 

Ratio Non-Turbo 

Engines 26.2% 12.4% 12.4% 13.1% 13.1% 22.5% 22.5% 22.8% 22.4% 

Turbocharged 

Gasoline Engines 61.8% 40.8% 41.8% 48.2% 55.3% 56.6% 58.4% 60.9% 60.5% 

Dynamic Cylinder 

Deactivation 6.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 6.9% 0.0% 

Stop-Start 12V (Non-

Hybrid) 14.6% 11.1% 11.1% 10.1% 11.5% 7.8% 8.7% 7.3% 14.6% 

Mild Hybrid Electric 

Systems (48v)  37.3% 1.5% 1.7% 3.7% 5.0% 13.6% 16.5% 30.2% 26.2% 

Strong Hybrid 

Electric Systems 20.7% 1.8% 1.8% 2.1% 2.7% 3.9% 5.1% 11.9% 8.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.9% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Dedicated Electric 1.0% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 1.0% 0.6% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-128 -Combined LDV Estimated Electrification Cost Coverage for the Industry for MYs 2017-2029, GHG Program, 

Undiscounted, Millions of $2016 

  Alternative 

No 

Action 

1 2 3 4 5 6 7 8 

Model Years 2021-

2025 

2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 

2017-

2021 

Augural 

MY 

2022-

2025 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Retrievable 

Electrification Costs 

1,900 -1,900 -1,900 -1,900 -1,840 -1,840 -1,600 -822 -1,390 

Electrification Tax 

Credits 

149 -149 -149 -149 -149 -149 -149 -14.9 -15.5 

Irretrievable 

Electrification Costs 

532 -532 -532 -532 -519 -519 -521 -201 -289 

Total Electrification 

costs 

2,580 -2,580 -2,580 -2,580 -2,500 -2,500 -2,270 -1,040 -1,690 
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Table 7-129-Combined LDV Estimated Electrification Cost Coverage for the Industry for MYs 2017-2029, GHG Program, 

3% Discount Rate, Millions of $2016 

  Alternative 

No 

Action 

1 2 3 4 5 6 7 8 

Model Years 2021-

2025 

2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 

2017-

2021 

Augural 

MY 

2022-

2025 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Retrievable 

Electrification Costs 

1,490 -1,490 -1,490 -1,490 -1,440 -1,440 -1,270 -663 -1,120 

Electrification Tax 

Credits 

127 -127 -127 -127 -127 -127 -127 -12.3 -12.9 

Irretrievable 

Electrification Costs 

436 -436 -436 -436 -426 -426 -427 -171 -244 

Total Electrification 

costs 

2,060 -2,060 -2,060 -2,060 -2,000 -2,000 -1,830 -847 -1,370 
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Table 7-130-Combined LDV Estimated Electrification Cost Coverage for the Industry for MYs 2017-2029, GHG Program, 

3% Discount Rate, Millions of $2016 

  Alternative 

No 

Action 

1 2 3 4 5 6 7 8 

Model Years 2021-

2025 

2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-

2021 

Augural 

MY 

2022-

2025 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Retrievable 

Electrification Costs 

1,110 -1,110 -1,110 -1,110 -1,070 -1,070 -958 -512 -853 

Electrification Tax 

Credits 

104 -104 -104 -104 -104 -104 -104 -9.7 -10.1 

Irretrievable 

Electrification Costs 

342 -342 -342 -342 -334 -334 -335 -142 -198 

Total Electrification 

costs 

1,560 -1,560 -1,560 -1,560 -1,510 -1,510 -1,400 -663 -1,060 
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Table 7-131 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, Technology Use for Passenger Cars 

Produced by BMW, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average 

Required CO2 - 

MY 2026+ 

(g/mi) 152.0 207.0 201.0 201.0 195.0 189.0 184.0 184.0 180.0 

Percent Change 

in Stringency 

from Baseline 0.0% -36.2% -32.2% -32.2% -28.3% -24.3% -21.1% -21.1% -18.4% 

Average 

Achieved CO2 - 

MY 2030 (g/mi) 153.1 211.4 206.7 206.2 196.4 187.5 181.7 181.1 176.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 12.9 -10.0 -9.0 -7.8 -7.3 -4.0 -4.7 -2.6 -2.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total 

Regulatory 

Costs ($b) 12.9 -10.0 -9.0 -7.8 -7.3 -4.0 -4.7 -2.6 -2.3 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE 

Standards ($) 4039 -3321 -2934 -2309 -2234 -1527 -1134 -458 -788 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 9.8% 6.7% 7.2% 9.7% 9.7% 9.7% 9.7% 9.8% 9.8% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 92.9% 97.4% 97.4% 97.4% 97.4% 97.4% 97.4% 97.4% 97.4% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 90.8% 90.8% 95.8% 85.7% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 1.0% 0.0% 0.0% 1.2% 11.3% 85.0% 57.3% 1.6% 25.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 92.0% 0.0% 0.0% 0.0% 0.0% 11.9% 39.7% 95.3% 71.8% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 

Dedicated 

Electric 

Vehicles (EVs) 6.1% 1.6% 1.6% 1.6% 1.6% 1.6% 1.5% 1.5% 1.5% 

Fuel Cell 

Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-132 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, Technology Use for Light Trucks 

Produced by BMW, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 193.0 271.0 263.0 263.0 240.0 229.0 226.0 226.0 218.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.4% -36.3% -36.3% -24.4% -18.7% -17.1% -17.1% -13.0% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 187.3 248.1 244.9 240.2 228.4 225.7 225.7 224.2 220.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 4.7 -3.3 -3.0 -2.3 -2.1 -1.4 -1.6 -0.8 -1.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 4.7 -3.3 -3.0 -2.3 -2.1 -1.4 -1.6 -0.8 -1.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 4042 -3176 -2878 -1958 -1958 -1725 -1718 -653 -1296 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 10.0% 7.5% 7.5% 10.0% 10.0% 10.0% 10.0% 10.0% 10.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 91.2% 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 96.6% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 91.1% 85.8% 33.9% 33.9% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  3.4% 3.4% 8.7% 60.7% 60.7% 94.5% 94.5% 19.4% 60.7% 

Strong Hybrid 

Electric Systems 91.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 75.1% 33.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 5.5% 

Dedicated Electric 5.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-133 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by BMW, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 163.5 223.2 216.8 216.9 206.8 199.7 195.4 195.6 190.5 

Percent Change in 

Stringency from 

Baseline 0.0% -36.6% -32.6% -32.7% -26.5% -22.2% -19.5% -19.6% -16.5% 

Average Achieved 

CO2 - MY 2030 (g/mi) 162.7 220.7 216.4 214.9 204.7 197.7 193.7 193.0 188.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 17.6 -13.4 -12.0 -10.1 -9.4 -5.4 -6.3 -3.4 -3.3 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 17.6 -13.4 -12.0 -10.1 -9.4 -5.4 -6.3 -3.4 -3.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 4040 -3284 -2919 -2219 -2162 -1580 -1292 -512 -928 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.3% 7.0% 7.4% 9.8% 9.7% 9.6% 9.5% 9.4% 9.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 92.4% 97.2% 97.2% 97.2% 97.2% 97.2% 97.2% 97.2% 97.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 90.9% 89.5% 79.8% 72.1% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  1.7% 0.9% 2.2% 16.5% 24.2% 87.6% 67.4% 6.5% 34.9% 

Strong Hybrid Electric 

Systems 91.8% 0.0% 0.0% 0.0% 0.0% 8.8% 28.9% 89.7% 61.4% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 1.8% 1.8% 1.9% 1.9% 1.9% 1.9% 1.9% 1.9% 

Dedicated Electric 

Vehicles (EVs) 5.9% 1.2% 1.2% 1.2% 1.2% 1.1% 1.1% 1.1% 1.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-134 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Daimler, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average 

Required CO2 - 

MY 2026+ 

(g/mi) 154.0 210.0 204.0 204.0 198.0 192.0 186.0 186.0 182.0 

Percent Change 

in Stringency 

from Baseline 0.0% -36.4% -32.5% -32.5% -28.6% -24.7% -20.8% -20.8% -18.2% 

Average 

Achieved CO2 - 

MY 2030 

(g/mi) 154.1 213.4 212.3 210.5 199.2 189.0 183.1 181.4 171.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 10.0 -7.7 -7.6 -6.2 -6.0 -3.6 -3.1 -1.5 -1.0 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total 

Regulatory 

Costs ($b) 10.0 -7.7 -7.6 -6.2 -6.0 -3.6 -3.1 -1.5 -1.0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE 

Standards ($) 4126 -3390 -3358 -2711 -2675 -2019 -1435 -789 -601 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 9.8% 6.2% 6.2% 9.4% 8.8% 8.8% 9.4% 9.4% 9.8% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 95.1% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 98.9% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 97.3% 97.3% 97.3% 90.8% 45.1% 0.0% 0.0% 0.0% 

Mild Hybrid 0.5% 1.3% 1.3% 1.3% 7.9% 21.2% 64.4% 11.1% 4.7% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric 

Systems (48v)  

Strong Hybrid 

Electric 

Systems 94.8% 0.0% 0.0% 0.0% 0.0% 32.4% 34.3% 87.6% 94.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Dedicated 

Electric 

Vehicles (EVs) 4.4% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 0.6% 

Fuel Cell 

Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-135 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Daimler, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 197.0 276.0 268.0 268.0 244.0 233.0 230.0 230.0 222.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.1% -36.0% -36.0% -23.9% -18.3% -16.8% -16.8% -12.7% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 196.0 256.5 252.5 256.7 242.1 236.9 233.8 239.4 233.7 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 6.3 -4.2 -3.9 -3.6 -3.2 -2.9 -2.7 -2.4 -2.6 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 6.3 -4.2 -3.9 -3.6 -3.2 -2.9 -2.7 -2.4 -2.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 4496 -3209 -3058 -2692 -2516 -2206 -1881 -1496 -1831 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.7% 6.8% 6.8% 7.8% 7.8% 8.9% 9.5% 9.5% 9.7% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 92.8% 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 96.9% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 30.4% 30.4% 8.4% 8.4% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  3.1% 52.5% 67.9% 90.0% 90.0% 91.5% 88.1% 63.4% 88.1% 

Strong Hybrid 

Electric Systems 92.8% 0.0% 0.0% 0.0% 0.0% 8.4% 11.8% 36.4% 11.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 3.8% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Dedicated Electric 0.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

  



 

803 

 

Table 7-136 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Daimler, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average 

Required CO2 - 

MY 2026+ 

(g/mi) 169.5 231.8 225.2 225.4 213.6 206.2 201.5 201.7 196.2 

Percent Change 

in Stringency 

from Baseline 0.0% -36.7% -32.8% -32.9% -26.0% -21.6% -18.8% -19.0% -15.7% 

Average 

Achieved CO2 - 

MY 2030 

(g/mi) 169.2 227.6 225.6 225.9 213.8 205.6 200.9 202.1 193.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 16.3 -11.9 -11.5 -9.8 -9.3 -6.5 -5.8 -3.9 -3.6 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total 

Regulatory 

Costs ($b) 16.3 -11.9 -11.5 -9.8 -9.3 -6.5 -5.8 -3.9 -3.6 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE 

Standards ($) 4260 -3342 -3271 -2715 -2629 -2090 -1595 -1043 -1041 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 9.2% 6.5% 6.5% 8.7% 8.3% 8.6% 9.0% 8.9% 9.3% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 94.3% 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 98.2% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 75.3% 75.2% 67.6% 62.8% 29.5% 0.0% 0.0% 0.0% 

Mild Hybrid 1.5% 18.2% 23.3% 30.9% 35.8% 45.5% 72.7% 29.8% 34.4% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric 

Systems (48v)  

Strong Hybrid 

Electric 

Systems 94.1% 0.0% 0.0% 0.0% 0.0% 24.1% 26.4% 69.3% 64.7% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 1.4% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Dedicated 

Electric 

Vehicles (EVs) 2.9% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Fuel Cell 

Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-137 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Fiat Chrysler, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 153.0 210.0 204.0 204.0 198.0 191.0 186.0 185.0 181.0 

Percent Change in 

Stringency from 

Baseline 0.0% -37.3% -33.3% -33.3% -29.4% -24.8% -21.6% -20.9% -18.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 156.1 217.4 217.4 218.6 208.0 197.8 195.5 188.2 187.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 32.2 -22.6 -22.1 -21.0 -20.0 -15.2 -15.1 -8.4 -9.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 32.2 -22.6 -22.1 -21.0 -20.0 -15.2 -15.1 -8.4 -9.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 4657 -3523 -3523 -3211 -3117 -2321 -2131 -839 -1363 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.9% 7.1% 7.1% 7.6% 8.2% 9.3% 9.7% 9.8% 9.8% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 89.7% 62.9% 62.9% 83.3% 88.3% 88.8% 88.9% 89.6% 89.6% 

Dynamic Cylinder 

Deactivation 8.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 8.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 5.8% 5.8% 5.8% 5.9% 46.7% 65.1% 0.0% 25.8% 

Mild Hybrid 

Electric Systems 

(48v)  0.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 63.2% 69.1% 

Strong Hybrid 

Electric Systems 94.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 27.5% 0.4% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-138 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Fiat Chrysler, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 203.0 282.0 274.0 274.0 250.0 239.0 235.0 235.0 227.0 

Percent Change in 

Stringency from 

Baseline 0.0% -38.9% -35.0% -35.0% -23.2% -17.7% -15.8% -15.8% -11.8% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 200.5 263.7 263.7 267.3 242.1 233.4 231.0 231.1 223.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 64.0 -45.6 -44.5 -41.1 -36.2 -24.3 -23.9 -8.5 -11.9 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 64.0 -45.6 -44.5 -41.1 -36.2 -24.3 -23.9 -8.5 -11.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3674 -2677 -2677 -2280 -1947 -1433 -1160 -128 -555 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 8.9% 7.1% 7.1% 7.3% 7.7% 8.2% 8.9% 9.6% 9.6% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 79.0% 38.6% 38.6% 50.4% 79.0% 79.0% 79.0% 79.0% 79.0% 

Dynamic Cylinder 

Deactivation 18.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 18.5% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 17.0% 17.0% 19.9% 25.6% 10.0% 19.2% 0.0% 8.4% 

Mild Hybrid 

Electric Systems 

(48v)  65.1% 0.0% 0.0% 11.1% 16.2% 35.9% 35.9% 86.7% 87.1% 

Strong Hybrid 

Electric Systems 32.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 11.1% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-139 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Fiat Chrysler, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 187.8 258.6 251.3 251.5 233.5 224.0 219.8 219.6 212.9 

Percent Change in 

Stringency from 

Baseline 0.0% -37.7% -33.8% -33.9% -24.3% -19.2% -17.0% -17.0% -13.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 187.0 248.6 248.6 251.6 231.2 222.3 220.0 217.9 212.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 96.2 -68.3 -66.6 -62.1 -56.2 -39.5 -38.9 -16.9 -21.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 96.2 -68.3 -66.6 -62.1 -56.2 -39.5 -38.9 -16.9 -21.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 3973 -2931 -2931 -2562 -2305 -1702 -1455 -343 -800 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 8.8% 7.1% 7.1% 7.4% 7.8% 8.3% 8.9% 9.4% 9.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 82.3% 46.5% 46.5% 61.0% 82.0% 82.1% 82.1% 82.3% 82.3% 

Dynamic Cylinder 

Deactivation 15.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 15.3% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 13.4% 13.4% 15.4% 19.4% 21.5% 33.4% 0.0% 13.8% 

Mild Hybrid Electric 

Systems (48v)  45.5% 0.0% 0.0% 7.6% 11.0% 24.7% 24.8% 79.5% 81.5% 

Strong Hybrid 

Electric Systems 51.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 16.1% 0.1% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 



 

814 

 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-140 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Ford, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required CO2 - MY 

2026+ (g/mi) 151.0 206.0 200.0 200.0 194.0 188.0 183.0 183.0 179.0 

Percent Change in Stringency 

from Baseline 0.0% -36.4% -32.5% -32.5% -28.5% -24.5% -21.2% -21.2% -18.5% 

Average Achieved CO2 - MY 

2030 (g/mi) 149.0 211.9 205.3 199.6 188.5 179.5 177.1 181.7 176.4 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology Costs ($b) 31.9 -27.5 -25.7 -22.6 -19.4 -14.9 -15.0 -11.1 -11.0 

Total Civil Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory Costs ($b) 31.9 -27.5 -25.7 -22.6 -19.4 -14.9 -15.0 -11.1 -11.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to New 

CAFE Standards ($) 3327 -2982 -2749 -2348 -2183 -1511 -1399 -1020 -1258 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight Reduction 

(percent change from MY 

2016) 8.3% 3.5% 5.6% 5.9% 6.0% 8.4% 8.4% 8.3% 8.3% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

High Compression Ratio Non-

Turbo Engines 6.1% 6.3% 6.3% 6.3% 6.2% 6.2% 6.2% 6.1% 6.1% 

Turbocharged Gasoline 

Engines 93.8% 34.3% 34.3% 73.2% 83.3% 90.0% 93.7% 93.7% 93.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-Hybrid) 0.0% 1.8% 1.9% 1.9% 1.9% 4.0% 11.6% 82.0% 24.8% 

Mild Hybrid Electric Systems 

(48v)  70.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.4% 0.0% 

Strong Hybrid Electric 

Systems 21.9% 4.2% 4.2% 4.2% 4.1% 4.1% 4.1% 4.1% 4.1% 

Plug-In Hybrid Electric 

Vehicles (PHEVs) 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 

Dedicated Electric Vehicles 

(EVs) 0.1% 0.2% 0.2% 0.2% 0.2% 0.2% 0.1% 0.1% 0.1% 

Fuel Cell Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-141 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Ford, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change No Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average 

Required CO2 - 

MY 2026+ (g/mi) 223.0 308.0 299.0 299.0 273.0 262.0 257.0 257.0 249.0 

Percent Change 

in Stringency 

from Baseline 0.0% -38.1% -34.1% -34.1% -22.4% -17.5% -15.2% -15.2% -11.7% 

Average 

Achieved CO2 - 

MY 2030 (g/mi) 224.1 298.5 292.5 296.7 276.7 267.5 260.1 257.5 249.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 41.9 -35.3 -33.2 -32.3 -28.4 -21.7 -19.0 -13.2 -12.9 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 41.9 -35.3 -33.2 -32.3 -28.4 -21.7 -19.0 -13.2 -12.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 3334 -2900 -2725 -2567 -2201 -1725 -1163 -457 -552 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change No Change 

Phaseout 

2022-2026 No Change 

CAFE Standards 

($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 6.4% 2.5% 3.0% 3.6% 3.7% 4.8% 6.3% 6.4% 6.3% 

High 

Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 55.8% 55.8% 59.1% 86.1% 86.1% 86.1% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 13.4% 13.4% 13.4% 0.0% 0.0% 6.1% 13.7% 16.2% 

Mild Hybrid 

Electric Systems 

(48v)  98.8% 0.0% 0.0% 0.0% 13.4% 27.9% 29.9% 57.3% 40.9% 

Strong Hybrid 

Electric Systems 1.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.2% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change No Change 

Phaseout 

2022-2026 No Change 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric Vehicles 

(EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-142 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Ford, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 191.5 260.3 252.8 253.1 236.8 228.6 223.9 224.3 218.0 

Percent Change in 

Stringency from 

Baseline 0.0% -35.9% -32.0% -32.2% -23.7% -19.4% -16.9% -17.1% -13.8% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 191.3 258.0 251.8 251.7 236.4 227.8 223.0 224.0 217.3 

Total Regulatory Costs through MY 

2029 Vehicles 

Total Technology 

Costs ($b) 73.8 -62.8 -59.0 -54.8 -47.8 -36.6 -34.0 -24.3 -23.9 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 73.8 -62.8 -59.0 -54.8 -47.8 -36.6 -34.0 -24.3 -23.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 3331 -2938 -2736 -2466 -2192 -1629 -1268 -706 -864 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

New CAFE 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 6.4% 3.0% 4.1% 4.5% 4.4% 5.8% 6.6% 6.5% 6.5% 

High Compression 

Ratio Non-Turbo 

Engines 2.7% 3.0% 2.9% 2.9% 2.9% 2.8% 2.8% 2.7% 2.7% 

Turbocharged 

Gasoline Engines 97.3% 45.8% 45.8% 65.6% 84.8% 87.9% 89.5% 97.2% 97.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 8.0% 8.0% 8.1% 0.9% 1.8% 8.6% 43.9% 20.0% 

Mild Hybrid Electric 

Systems (48v)  86.3% 0.0% 0.0% 0.0% 7.3% 15.3% 16.5% 32.1% 22.8% 

Strong Hybrid 

Electric Systems 10.3% 2.0% 2.0% 1.9% 1.9% 1.9% 1.9% 1.8% 1.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.9% 1.0% 1.0% 1.0% 1.0% 0.9% 0.9% 0.9% 0.9% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 

2017-2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-143 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by General Motors, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 151.0 206.0 200.0 200.0 194.0 188.0 182.0 182.0 178.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.4% -32.5% -32.5% -28.5% -24.5% -20.5% -20.5% -17.9% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 153.0 204.4 203.2 207.2 188.7 183.6 181.1 180.5 177.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 33.6 -26.2 -26.1 -25.4 -21.2 -16.2 -14.8 -7.2 -9.4 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 33.6 -26.2 -26.1 -25.4 -21.2 -16.2 -14.8 -7.2 -9.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3140 -2590 -2565 -2465 -2032 -1758 -1443 -605 -1005 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 7.7% 4.9% 4.9% 4.9% 6.3% 7.1% 7.7% 7.8% 7.8% 

High Compression 

Ratio Non-Turbo 

Engines 0.5% 0.6% 0.6% 0.6% 0.5% 0.5% 0.5% 0.5% 0.5% 

Turbocharged 

Gasoline Engines 97.0% 71.5% 71.5% 71.7% 89.7% 96.9% 97.0% 97.0% 97.0% 

Dynamic Cylinder 

Deactivation 1.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.6% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 31.9% 31.8% 31.7% 31.4% 31.6% 34.6% 1.8% 86.5% 

Mild Hybrid 

Electric Systems 

(48v)  78.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 77.6% 6.6% 

Strong Hybrid 

Electric Systems 18.7% 0.6% 0.6% 0.6% 0.5% 0.5% 0.5% 1.7% 0.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 0.8% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.2% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.2% 0.2% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-144 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by General Motors, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 224.0 308.0 299.0 299.0 273.0 262.0 257.0 257.0 249.0 

Percent Change in 

Stringency from 

Baseline 0.0% -37.5% -33.5% -33.5% -21.9% -17.0% -14.7% -14.7% -11.2% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 221.5 292.3 292.3 294.3 275.7 264.2 254.9 256.7 249.4 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 50.3 -39.3 -39.2 -38.1 -32.9 -25.9 -22.4 -14.2 -14.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 50.3 -39.3 -39.2 -38.1 -32.9 -25.9 -22.4 -14.2 -14.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 3470 -2839 -2839 -2681 -2247 -1774 -1230 -400 -848 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.5% 5.0% 5.0% 5.0% 7.0% 7.8% 9.5% 9.5% 9.5% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 48.1% 31.5% 31.5% 33.1% 40.3% 40.3% 40.3% 40.3% 40.3% 

Dynamic Cylinder 

Deactivation 50.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 56.8% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.9% 0.9% 0.9% 0.9% 0.9% 1.7% 0.0% 1.0% 

Mild Hybrid Electric 

Systems (48v)  86.4% 0.2% 0.2% 0.2% 0.2% 32.4% 58.4% 85.7% 90.3% 

Strong Hybrid 

Electric Systems 13.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 5.7% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-145 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by General Motors, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 192.1 260.6 253.1 253.4 237.0 228.7 223.6 223.9 217.7 

Percent Change in 

Stringency from 

Baseline 0.0% -35.7% -31.7% -31.9% -23.4% -19.1% -16.4% -16.6% -13.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 191.6 251.5 251.0 254.2 236.1 228.0 222.0 223.1 217.7 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 83.9 -65.5 -65.3 -63.5 -54.1 -42.1 -37.2 -21.4 -23.3 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 83.9 -65.5 -65.3 -63.5 -54.1 -42.1 -37.2 -21.4 -23.3 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3326 -2733 -2721 -2589 -2156 -1771 -1328 -492 -919 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 8.1% 5.1% 5.0% 4.9% 6.6% 7.2% 8.3% 8.2% 8.2% 

High Compression 

Ratio Non-Turbo 

Engines 0.2% 0.3% 0.3% 0.3% 0.2% 0.2% 0.2% 0.2% 0.2% 

Turbocharged 

Gasoline Engines 69.4% 50.1% 50.0% 50.9% 62.8% 65.7% 65.5% 65.3% 65.3% 

Dynamic Cylinder 

Deactivation 29.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 32.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 15.3% 15.3% 15.1% 14.8% 14.7% 16.3% 0.8% 38.7% 

Mild Hybrid 

Electric Systems 

(48v)  82.9% 0.3% 0.3% 0.3% 0.3% 18.0% 32.6% 82.1% 53.4% 

Strong Hybrid 

Electric Systems 15.7% 0.3% 0.3% 0.3% 0.2% 0.2% 0.2% 3.9% 0.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.3% 0.4% 0.4% 0.4% 0.4% 0.4% 0.3% 0.3% 0.3% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-146 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Honda, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 146.0 200.0 194.0 194.0 188.0 182.0 177.0 177.0 173.0 

Percent Change in 

Stringency from 

Baseline 0.0% -37.0% -32.9% -32.9% -28.8% -24.7% -21.2% -21.2% -18.5% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 145.4 188.4 188.4 193.0 186.5 176.8 171.8 171.8 166.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 17.4 -14.4 -14.3 -14.2 -13.9 -11.0 -10.2 -8.3 -8.1 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 17.4 -14.4 -14.3 -14.2 -13.9 -11.0 -10.2 -8.3 -8.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 1618 -1346 -1346 -1337 -1303 -1010 -866 -638 -639 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 5.7% 1.8% 1.8% 1.7% 2.2% 4.4% 4.4% 4.3% 4.3% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 59.3% 59.3% 59.3% 59.3% 65.5% 87.7% 100% 100% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 39.8% 3.2% 3.2% 3.1% 3.1% 3.1% 3.1% 3.1% 3.1% 

Mild Hybrid 

Electric Systems 

(48v)  0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

 



 

835 

 

Table 7-147 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Honda, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average 

Required CO2 - 

MY 2026+ 

(g/mi) 189.0 265.0 257.0 257.0 235.0 224.0 221.0 221.0 213.0 

Percent Change 

in Stringency 

from Baseline 0.0% -40.2% -36.0% -36.0% -24.3% -18.5% -16.9% -16.9% -12.7% 

Average 

Achieved CO2 - 

MY 2030 (g/mi) 190.2 237.7 237.7 242.7 236.6 228.1 224.3 224.1 217.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 15.3 -11.8 -11.6 -11.6 -11.2 -9.1 -8.3 -6.4 -6.2 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 15.3 -11.8 -11.6 -11.6 -11.2 -9.1 -8.3 -6.4 -6.2 

Average Price Increase for MY 2030 Vehicles 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Price Increase 

due to New 

CAFE Standards 

($) 2030 -1608 -1608 -1608 -1586 -1326 -1155 -916 -890 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 7.8% 2.5% 2.5% 2.5% 2.5% 3.4% 5.1% 5.1% 5.1% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 51.7% 9.4% 9.4% 9.4% 9.4% 9.4% 9.4% 9.4% 9.4% 

Mild Hybrid 

Electric Systems 

(48v)  7.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-148 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Honda, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 164.5 226.2 219.4 219.6 207.4 199.6 195.6 195.8 190.1 

Percent Change in 

Stringency from 

Baseline 0.0% -37.5% -33.4% -33.5% -26.0% -21.3% -18.9% -19.0% -15.5% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 164.7 208.3 208.3 213.2 207.1 198.2 194.0 194.1 188.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 32.8 -26.2 -25.9 -25.8 -25.0 -20.2 -18.5 -14.7 -14.4 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 32.8 -26.2 -25.9 -25.8 -25.0 -20.2 -18.5 -14.7 -14.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 1795 -1463 -1463 -1457 -1428 -1147 -992 -759 -748 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 6.1% 2.2% 2.2% 2.1% 2.2% 3.6% 4.3% 4.2% 4.2% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 75.7% 75.7% 75.9% 76.1% 79.9% 92.9% 100% 100% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 45.0% 5.7% 5.7% 5.7% 5.7% 5.7% 5.7% 5.7% 5.7% 

Mild Hybrid 

Electric Systems 

(48v)  3.3% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-149 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Hyundai, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 149.0 204.0 198.0 198.0 192.0 186.0 181.0 181.0 177.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.9% -32.9% -32.9% -28.9% -24.8% -21.5% -21.5% -18.8% 

Average Achieved 

CO2 - MY 2030 (g/mi) 148.7 180.5 180.5 185.7 180.9 181.2 180.5 180.5 176.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 6.4 -3.3 -3.3 -3.3 -3.3 -3.3 -3.3 -2.9 -2.9 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 6.4 -3.3 -3.3 -3.3 -3.3 -3.3 -3.3 -2.9 -2.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1230 -874 -873 -873 -873 -873 -855 -705 -747 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 3.6% 0.5% 0.4% 0.4% 0.3% 0.2% 0.2% 0.1% 0.1% 

High Compression 

Ratio Non-Turbo 

Engines 83.6% 60.2% 60.2% 60.2% 60.2% 60.2% 60.2% 60.2% 60.2% 

Turbocharged 

Gasoline Engines 16.4% 15.2% 15.2% 15.3% 15.5% 15.7% 15.8% 16.0% 16.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 2.8% 2.9% 2.9% 2.9% 2.9% 2.9% 2.8% 2.8% 2.8% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-150 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Hyundai, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average 

Required CO2 - 

MY 2026+ 

(g/mi) 188.0 265.0 257.0 257.0 234.0 224.0 220.0 220.0 213.0 

Percent Change 

in Stringency 

from Baseline 0.0% -41.0% -36.7% -36.7% -24.5% -19.1% -17.0% -17.0% -13.3% 

Average 

Achieved CO2 - 

MY 2030 (g/mi) 187.3 236.0 236.0 245.0 236.0 236.0 236.0 237.8 227.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total 

Technology 

Costs ($b) 0.3 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total 

Regulatory 

Costs ($b) 0.3 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Average Price Increase for MY 2030 Vehicles 

Price Increase 

due to New 

CAFE Standards 

($) 2331 -1625 -1625 -1625 -1625 -1625 -1625 -1367 -1394 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction 

(percent change 

from MY 2016) 5.6% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

High 

Compression 

Ratio Non-

Turbo Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic 

Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 49.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 Final 

MY 2022-

2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures No Change No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Electric Systems 

(48v)  

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric 

Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated 

Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell 

Vehicles (FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-151 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Hyundai, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 150.2 205.7 199.6 199.6 193.2 187.1 182.2 182.2 178.1 

Percent Change in 

Stringency from 

Baseline 0.0% -36.9% -32.9% -32.9% -28.6% -24.6% -21.3% -21.3% -18.6% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 149.9 182.0 182.1 187.3 182.5 182.8 182.2 182.2 178.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 6.8 -3.5 -3.5 -3.5 -3.5 -3.5 -3.4 -3.0 -3.1 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 6.8 -3.5 -3.5 -3.5 -3.5 -3.5 -3.4 -3.0 -3.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 1264 -898 -898 -898 -897 -896 -879 -726 -767 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 3.6% 0.4% 0.4% 0.4% 0.3% 0.2% 0.1% 0.0% 0.0% 

High Compression 

Ratio Non-Turbo 

Engines 81.0% 58.5% 58.5% 58.5% 58.5% 58.4% 58.4% 58.4% 58.4% 

Turbocharged 

Gasoline Engines 19.0% 17.5% 17.6% 17.7% 17.9% 18.1% 18.3% 18.5% 18.5% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 1.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 2.7% 2.8% 2.8% 2.8% 2.8% 2.8% 2.8% 2.7% 2.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-152 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, Technology Use for Passenger Cars 

Produced by Kia, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 148.0 203.0 197.0 197.0 191.0 185.0 180.0 180.0 176.0 

Percent Change in 

Stringency from 

Baseline 0.0% -37.2% -33.1% -33.1% -29.1% -25.0% -21.6% -21.6% -18.9% 

Average Achieved 

CO2 - MY 2030 (g/mi) 153.2 184.0 184.1 188.2 184.3 184.1 180.5 179.3 176.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 10.0 -6.8 -6.8 -6.8 -6.8 -6.6 -6.3 -5.6 -5.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 10.0 -6.8 -6.8 -6.8 -6.8 -6.6 -6.3 -5.6 -5.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1538 -1068 -1068 -1067 -1065 -1054 -927 -707 -728 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 1.9% 0.4% 0.4% 0.4% 0.3% 0.3% 0.3% 1.6% 1.6% 

High Compression 

Ratio Non-Turbo 

Engines 92.3% 78.0% 78.0% 78.2% 78.4% 78.7% 78.9% 91.4% 79.1% 

Turbocharged 

Gasoline Engines 7.2% 7.3% 7.3% 7.3% 7.3% 7.3% 7.2% 7.2% 7.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 91.1% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-153 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Kia, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 197.0 276.0 268.0 268.0 244.0 233.0 230.0 230.0 222.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.1% -36.0% -36.0% -23.9% -18.3% -16.8% -16.8% -12.7% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 180.9 230.9 230.9 236.9 230.9 230.9 227.2 228.4 221.6 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 3.4 -2.3 -2.3 -2.2 -2.2 -2.2 -2.1 -2.0 -1.9 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 3.4 -2.3 -2.3 -2.2 -2.2 -2.2 -2.1 -2.0 -1.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 2414 -1619 -1619 -1619 -1619 -1619 -1495 -1278 -1240 



 

854 

 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 2.8% 2.8% 

High Compression 

Ratio Non-Turbo 

Engines 13.6% 13.6% 13.6% 13.6% 13.6% 13.6% 13.6% 13.6% 13.6% 

Turbocharged 

Gasoline Engines 86.4% 86.4% 86.4% 86.4% 86.4% 86.4% 86.4% 86.4% 86.4% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 35.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  61.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-154 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Kia, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 157.8 216.8 210.4 210.5 201.2 194.3 189.8 189.9 185.1 

Percent Change in 

Stringency from 

Baseline 0.0% -37.4% -33.3% -33.4% -27.5% -23.2% -20.3% -20.3% -17.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 158.7 192.9 192.9 197.5 193.3 193.2 189.7 189.0 185.4 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 13.3 -9.0 -9.0 -9.0 -9.0 -8.8 -8.5 -7.6 -7.1 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 13.3 -9.0 -9.0 -9.0 -9.0 -8.8 -8.5 -7.6 -7.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 1713 -1182 -1182 -1180 -1178 -1169 -1042 -822 -831 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 2.2% 0.6% 0.6% 0.5% 0.5% 0.4% 0.3% 1.7% 1.7% 

High Compression 

Ratio Non-Turbo 

Engines 76.6% 65.8% 65.9% 65.9% 65.9% 66.0% 66.0% 76.0% 66.1% 

Turbocharged 

Gasoline Engines 23.0% 22.2% 22.2% 22.3% 22.5% 22.7% 22.8% 22.9% 22.9% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 80.1% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 0.3% 

Mild Hybrid Electric 

Systems (48v)  12.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.7% 0.8% 0.8% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-155 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Jaguar Land Rover, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 161.0 219.0 212.0 212.0 206.0 199.0 194.0 194.0 189.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.0% -31.7% -31.7% -28.0% -23.6% -20.5% -20.5% -17.4% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 143.8 256.0 256.0 239.5 208.5 208.5 201.5 98.3 92.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 2.5 -2.2 -2.2 -1.7 -1.4 -1.4 -1.4 0.2 0.6 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 2.5 -2.2 -2.2 -1.7 -1.4 -1.4 -1.4 0.2 0.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 7888 -6764 -6764 -5215 -4227 -4193 -3367 5300 5300 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 10.0% 5.9% 5.9% 9.1% 9.1% 9.1% 10.0% 10.0% 10.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 56.1% 100% 100% 100% 100% 100% 95.3% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 100% 100% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 80.4% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 56.1% 0.0% 0.0% 19.6% 100% 100% 95.3% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 43.9% 0.0% 0.0% 0.0% 0.0% 0.0% 4.7% 100% 100% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-156 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Jaguar Land Rover, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 195.0 273.0 265.0 265.0 242.0 231.0 227.0 227.0 219.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.0% -35.9% -35.9% -24.1% -18.5% -16.4% -16.4% -12.3% 

Average Achieved 

CO2 - MY 2030 (g/mi) 191.9 260.5 260.5 257.0 235.3 229.1 226.1 219.5 226.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 14.6 -9.9 -9.9 -7.6 -6.2 -3.8 -3.8 -1.5 -2.8 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 14.6 -9.9 -9.9 -7.6 -6.2 -3.8 -3.8 -1.5 -2.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 5574 -4223 -4223 -2987 -2574 -2054 -1729 457 -1729 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 8.2% 6.8% 6.8% 10.0% 10.0% 10.0% 10.0% 10.0% 10.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 68.5% 87.7% 87.7% 87.7% 87.7% 87.7% 87.7% 68.5% 87.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 33.4% 33.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  12.3% 66.6% 66.6% 85.8% 54.8% 24.1% 12.3% 12.3% 12.3% 

Strong Hybrid Electric 

Systems 68.5% 0.0% 0.0% 14.2% 45.2% 75.9% 87.7% 68.5% 87.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 19.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 19.2% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-157 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Jaguar Land Rover, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 192.3 268.0 260.1 260.2 238.8 228.3 224.2 224.3 216.5 

Percent Change in 

Stringency from 

Baseline 0.0% -39.4% -35.3% -35.3% -24.2% -18.7% -16.6% -16.7% -12.6% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 188.1 260.1 260.1 255.4 232.9 227.3 224.0 209.6 215.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 17.1 -12.1 -12.1 -9.4 -7.6 -5.2 -5.1 -1.3 -2.1 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 17.1 -12.1 -12.1 -9.4 -7.6 -5.2 -5.1 -1.3 -2.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 5759 -4429 -4429 -3164 -2700 -2224 -1857 858 -1148 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 8.1% 6.8% 6.8% 9.9% 9.9% 9.8% 9.9% 9.8% 9.9% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 67.5% 88.8% 88.8% 88.8% 88.8% 88.8% 88.4% 62.9% 80.5% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 39.6% 39.5% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  11.3% 60.4% 60.5% 85.3% 50.0% 22.0% 11.3% 11.3% 11.3% 

Strong Hybrid 

Electric Systems 67.5% 0.0% 0.0% 14.7% 50.0% 78.0% 88.4% 62.9% 80.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 21.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.4% 25.8% 8.2% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-158 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, Technology Use for Passenger Cars 

Produced by Mazda, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 147.0 201.0 196.0 195.0 190.0 184.0 178.0 178.0 175.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.7% -33.3% -32.7% -29.3% -25.2% -21.1% -21.1% -19.0% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 145.4 188.6 188.6 188.7 188.4 180.0 175.8 176.4 170.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 5.8 -4.9 -4.9 -4.9 -4.9 -4.2 -3.6 -3.5 -2.4 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 5.8 -4.9 -4.9 -4.9 -4.9 -4.2 -3.6 -3.5 -2.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2431 -2222 -2222 -2222 -2214 -1853 -1386 -1385 -827 



 

869 

 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.8% 0.0% 0.0% 0.0% -0.1% 2.3% 4.9% 4.9% 4.9% 

High Compression 

Ratio Non-Turbo 

Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 72.1% 

Mild Hybrid 

Electric Systems 

(48v)  61.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 19.2% 

Strong Hybrid 

Electric Systems 29.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-159 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, Technology Use for Light Trucks 

Produced by Mazda, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 181.0 255.0 248.0 248.0 226.0 216.0 213.0 213.0 205.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.9% -37.0% -37.0% -24.9% -19.3% -17.7% -17.7% -13.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 165.0 228.5 228.5 228.5 228.5 215.4 209.8 210.8 200.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 4.1 -3.6 -3.6 -3.6 -3.6 -3.1 -2.7 -2.7 -1.8 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 4.1 -3.6 -3.6 -3.6 -3.6 -3.1 -2.7 -2.7 -1.8 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 2880 -2601 -2601 -2601 -2601 -2133 -1599 -1599 -1056 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 5.6% 0.0% 0.0% 0.0% 0.0% 2.8% 5.6% 5.6% 5.6% 

High Compression 

Ratio Non-Turbo 

Engines 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 83.6% 

Turbocharged 

Gasoline Engines 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 16.4% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 83.6% 

Mild Hybrid Electric 

Systems (48v)  57.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 16.4% 

Strong Hybrid 

Electric Systems 43.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-160 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Mazda, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required CO2 

- MY 2026+ (g/mi) 159.0 218.9 213.3 212.7 202.2 195.0 190.1 190.3 185.5 

Percent Change in 

Stringency from 

Baseline 0.0% -37.6% -34.1% -33.8% -27.1% -22.6% -19.6% -19.6% -16.6% 

Average Achieved CO2 

- MY 2030 (g/mi) 152.3 201.8 201.9 202.0 202.0 192.2 187.6 188.5 180.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology Costs 

($b) 9.9 -8.5 -8.5 -8.5 -8.5 -7.3 -6.2 -6.2 -4.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory Costs 

($b) 9.9 -8.5 -8.5 -8.5 -8.5 -7.3 -6.2 -6.2 -4.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 2590 -2358 -2358 -2357 -2352 -1954 -1463 -1462 -909 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Curb Weight Reduction 

(percent change from 

MY 2016) 4.8% 0.1% 0.1% 0.0% -0.1% 2.3% 4.9% 4.8% 4.9% 

High Compression 

Ratio Non-Turbo 

Engines 94.2% 94.6% 94.6% 94.5% 94.4% 94.4% 94.3% 94.3% 94.3% 

Turbocharged Gasoline 

Engines 5.8% 5.4% 5.4% 5.5% 5.6% 5.6% 5.7% 5.7% 5.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 76.1% 

Mild Hybrid Electric 

Systems (48v)  60.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 18.2% 

Strong Hybrid Electric 

Systems 34.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid Electric 

Vehicles (PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-161 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Nissan Mitsubishi, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 148.0 202.0 196.0 196.0 190.0 184.0 179.0 179.0 175.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.5% -32.4% -32.4% -28.4% -24.3% -20.9% -20.9% -18.2% 

Average Achieved 

CO2 - MY 2030 (g/mi) 146.7 195.4 195.4 196.3 189.0 180.4 178.9 179.5 173.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 9.2 -7.0 -7.0 -6.7 -6.4 -4.9 -4.7 -3.6 -3.1 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 9.2 -7.0 -7.0 -6.7 -6.4 -4.9 -4.7 -3.6 -3.1 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1085 -895 -894 -806 -745 -596 -560 -387 -351 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 3.9% 1.7% 1.7% 1.7% 1.8% 1.7% 1.6% 1.5% 2.2% 

High Compression 

Ratio Non-Turbo 

Engines 90.0% 3.4% 3.4% 16.4% 16.4% 56.1% 56.1% 56.2% 56.2% 

Turbocharged 

Gasoline Engines 8.3% 8.1% 8.1% 8.1% 8.1% 8.2% 8.2% 8.2% 8.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 2.1% 2.2% 2.2% 2.2% 2.1% 2.1% 2.1% 2.1% 2.1% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 1.7% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.7% 1.7% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-162 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Nissan Mitsubishi, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 190.0 266.0 258.0 258.0 236.0 225.0 222.0 222.0 214.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.0% -35.8% -35.8% -24.2% -18.4% -16.8% -16.8% -12.6% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 185.9 241.3 241.3 247.3 237.8 222.4 221.8 222.5 215.5 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 5.1 -3.5 -3.5 -3.5 -3.3 -2.5 -2.5 -1.8 -1.4 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 5.1 -3.5 -3.5 -3.5 -3.3 -2.5 -2.5 -1.8 -1.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 1237 -888 -888 -888 -823 -580 -569 -374 -367 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 5.2% 2.0% 2.0% 2.0% 2.6% 2.6% 2.6% 2.6% 2.6% 

High Compression 

Ratio Non-Turbo 

Engines 79.5% 9.4% 9.4% 9.4% 9.4% 58.9% 58.9% 58.9% 58.9% 

Turbocharged 

Gasoline Engines 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 4.4% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-163 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Nissan Mitsubishi, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 161.2 220.6 214.0 214.2 203.7 196.4 192.2 192.4 187.1 

Percent Change in 

Stringency from 

Baseline 0.0% -36.8% -32.8% -32.9% -26.4% -21.8% -19.2% -19.3% -16.1% 

Average Achieved 

CO2 - MY 2030 (g/mi) 159.1 208.7 208.7 211.3 203.5 193.2 192.1 192.8 186.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 14.4 -10.6 -10.6 -10.3 -9.7 -7.3 -7.2 -5.4 -4.5 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 14.4 -10.6 -10.6 -10.3 -9.7 -7.3 -7.2 -5.4 -4.5 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1133 -897 -896 -833 -771 -593 -564 -384 -357 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 3.9% 1.9% 1.8% 1.7% 1.9% 1.8% 1.6% 1.5% 1.9% 

High Compression 

Ratio Non-Turbo 

Engines 86.7% 5.1% 5.1% 14.4% 14.3% 56.9% 57.0% 57.0% 57.0% 

Turbocharged 

Gasoline Engines 7.1% 7.0% 7.0% 7.0% 7.0% 7.0% 7.0% 7.0% 7.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 1.4% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.4% 1.4% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 0.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 1.2% 1.3% 1.3% 1.3% 1.3% 1.2% 1.2% 1.2% 1.2% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-164 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Subaru, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 144.0 197.0 192.0 192.0 186.0 180.0 175.0 175.0 171.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.8% -33.3% -33.3% -29.2% -25.0% -21.5% -21.5% -18.8% 

Average Achieved 

CO2 - MY 2030 (g/mi) 173.6 213.8 213.8 216.8 201.9 197.1 194.4 195.6 188.0 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.4 -1.0 -1.0 -1.0 -0.9 -0.6 -0.6 -0.5 -0.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 1.4 -1.0 -1.0 -1.0 -0.9 -0.6 -0.6 -0.5 -0.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1007 -779 -779 -779 -562 -437 -338 -262 -81 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.3% 3.7% 3.7% 3.7% 4.4% 4.9% 4.9% 6.3% 7.3% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 23.1% 23.1% 23.1% 23.1% 23.1% 23.1% 23.1% 23.1% 26.3% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-165 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Subaru, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 173.0 244.0 237.0 237.0 217.0 207.0 204.0 204.0 196.0 

Percent Change in 

Stringency from 

Baseline 0.0% -41.0% -37.0% -37.0% -25.4% -19.7% -17.9% -17.9% -13.3% 

Average Achieved 

CO2 - MY 2030 (g/mi) 164.4 219.7 219.7 222.7 206.6 201.2 197.6 197.5 189.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 5.5 -4.6 -4.6 -4.6 -4.1 -3.2 -3.2 -2.7 -1.4 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 5.5 -4.6 -4.6 -4.6 -4.1 -3.2 -3.2 -2.7 -1.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1297 -1131 -1131 -1131 -885 -725 -627 -432 -238 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.5% 3.7% 3.7% 3.7% 4.5% 5.0% 5.0% 6.5% 7.5% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 38.7% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 6.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 0.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-166 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Subaru, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 165.8 230.8 224.4 224.6 208.6 199.9 196.5 196.6 189.6 

Percent Change in 

Stringency from 

Baseline 0.0% -39.2% -35.4% -35.5% -25.9% -20.6% -18.5% -18.6% -14.4% 

Average Achieved 

CO2 - MY 2030 (g/mi) 166.7 218.0 218.0 221.1 205.3 200.1 196.7 197.0 188.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 6.8 -5.6 -5.6 -5.6 -5.0 -3.8 -3.8 -3.2 -1.6 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 6.8 -5.6 -5.6 -5.6 -5.0 -3.8 -3.8 -3.2 -1.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1225 -1041 -1041 -1041 -804 -653 -555 -390 -199 



 

892 

 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.3% 3.7% 3.7% 3.7% 4.4% 4.9% 4.9% 6.4% 7.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 34.8% 8.0% 8.0% 7.9% 7.8% 7.6% 7.5% 7.4% 11.7% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-167 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Tesla, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 173.0 234.0 227.0 227.0 220.0 213.0 207.0 207.0 202.0 

Percent Change in 

Stringency from 

Baseline 0.0% -35.3% -31.2% -31.2% -27.2% -23.1% -19.7% -19.7% -16.8% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 128.9 125.9 127.9 134.5 129.9 131.7 133.2 139.8 134.7 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 2 0 0 0 0 0 0 0 0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-168 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Tesla, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 208.0 290.0 281.0 281.0 257.0 245.0 242.0 242.0 233.0 

Percent Change in 

Stringency from 

Baseline 0.0% -39.4% -35.1% -35.1% -23.6% -17.8% -16.3% -16.3% -12.0% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 129.4 123.4 125.4 126.4 132.4 135.4 136.4 137.4 139.4 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 6 0 0 0 0 0 0 0 0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 100% 100% 100% 100% 100% 100% 100% 100% 100% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-169 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Tesla, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 190.1 259.1 251.2 251.5 237.0 228.0 223.6 223.8 216.9 

Percent Change in 

Stringency from 

Baseline 0.0% -36.3% -32.2% -32.3% -24.7% -20.0% -17.7% -17.8% -14.1% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 129.1 124.8 126.8 130.8 131.0 133.4 134.8 138.7 136.9 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 4 0 0 0 0 0 0 0 0 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) -0.3% 0.0% 0.0% 0.0% -0.1% -0.2% -0.2% -0.3% -0.3% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid 

Electric Systems 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-170 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Toyota, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 147.0 201.0 195.0 195.0 189.0 183.0 178.0 178.0 174.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.7% -32.7% -32.7% -28.6% -24.5% -21.1% -21.1% -18.4% 

Average Achieved 

CO2 - MY 2030 (g/mi) 136.7 188.9 188.9 188.6 175.2 160.9 157.4 160.5 153.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 23.9 -19.8 -19.8 -18.5 -15.1 -10.2 -8.0 -6.0 -3.9 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 23.9 -19.8 -19.8 -18.5 -15.1 -10.2 -8.0 -6.0 -3.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 1786 -1554 -1554 -1408 -1116 -777 -494 -274 -274 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.4% 2.7% 2.7% 2.7% 5.1% 5.0% 6.3% 7.3% 7.4% 

High Compression 

Ratio Non-Turbo 

Engines 84.7% 20.8% 20.8% 20.7% 20.7% 83.3% 84.8% 84.8% 84.8% 

Turbocharged 

Gasoline Engines 15.2% 6.5% 6.5% 10.3% 10.4% 10.4% 11.0% 15.2% 15.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 57.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 4.6% 4.6% 

Mild Hybrid Electric 

Systems (48v)  0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Strong Hybrid Electric 

Systems 12.3% 12.6% 12.6% 12.6% 12.5% 12.5% 12.4% 12.4% 12.4% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Cell Vehicles 

(FCVs) 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 
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Table 7-171 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Toyota, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required CO2 

- MY 2026+ (g/mi) 200.0 279.0 271.0 271.0 247.0 236.0 232.0 232.0 224.0 

Percent Change in 

Stringency from 

Baseline 0.0% -39.5% -35.5% -35.5% -23.5% -18.0% -16.0% -16.0% -12.0% 

Average Achieved CO2 

- MY 2030 (g/mi) 206.3 281.4 276.5 272.9 255.4 251.1 245.1 240.4 236.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 28.0 -22.7 -21.9 -20.6 -17.3 -15.7 -14.2 -7.2 -9.0 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory Costs 

($b) 28.0 -22.7 -21.9 -20.6 -17.3 -15.7 -14.2 -7.2 -9.0 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 2777 -2340 -2227 -1965 -1599 -1449 -1168 -493 -698 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Curb Weight Reduction 

(percent change from 

MY 2016) 8.6% 3.9% 3.9% 3.9% 6.0% 6.0% 6.9% 8.6% 8.6% 

High Compression 

Ratio Non-Turbo 

Engines 40.9% 26.9% 26.9% 26.9% 26.9% 40.9% 40.9% 40.9% 40.9% 

Turbocharged Gasoline 

Engines 54.2% 1.7% 16.6% 41.9% 41.9% 41.9% 41.9% 54.2% 41.9% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 21.7% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 6.0% 14.0% 

Mild Hybrid Electric 

Systems (48v)  64.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.4% 24.4% 16.4% 

Strong Hybrid Electric 

Systems 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 5.0% 

Plug-In Hybrid Electric 

Vehicles (PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-172 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Toyota, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 171.8 234.9 228.1 228.4 214.8 207.0 202.7 203.0 197.1 

Percent Change in 

Stringency from 

Baseline 0.0% -36.7% -32.7% -32.9% -25.0% -20.5% -18.0% -18.1% -14.7% 

Average Achieved 

CO2 - MY 2030 (g/mi) 169.3 229.1 227.0 225.6 210.9 201.7 197.6 197.5 192.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 51.9 -42.5 -41.7 -39.1 -32.4 -25.9 -22.2 -13.2 -12.9 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 51.9 -42.5 -41.7 -39.1 -32.4 -25.9 -22.2 -13.2 -12.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 2250 -1929 -1880 -1682 -1354 -1097 -813 -381 -476 



 

909 

 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.1% 3.4% 3.4% 3.2% 5.3% 5.1% 6.0% 7.2% 7.2% 

High Compression 

Ratio Non-Turbo 

Engines 64.2% 23.4% 23.4% 23.4% 23.5% 64.1% 64.7% 64.5% 64.5% 

Turbocharged 

Gasoline Engines 33.5% 4.4% 10.9% 24.2% 24.4% 24.6% 25.1% 33.3% 27.5% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 41.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 5.3% 9.0% 

Mild Hybrid Electric 

Systems (48v)  30.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.2% 11.3% 7.6% 

Strong Hybrid Electric 

Systems 8.9% 9.3% 9.3% 9.2% 9.2% 9.1% 9.0% 8.9% 8.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-173 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Volvo, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 154.0 210.0 204.0 204.0 197.0 191.0 186.0 186.0 182.0 

Percent Change in 

Stringency from 

Baseline 0.0% -36.4% -32.5% -32.5% -27.9% -24.0% -20.8% -20.8% -18.2% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 155.7 217.4 214.1 216.5 203.7 195.2 190.4 182.0 180.2 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 1.7 -1.6 -1.5 -1.5 -1.4 -1.0 -0.8 -0.3 -0.4 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 1.7 -1.6 -1.5 -1.5 -1.4 -1.0 -0.8 -0.3 -0.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3488 -3185 -3109 -3017 -2742 -2047 -1635 -485 -764 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 7.2% 5.0% 5.0% 5.0% 7.4% 7.4% 7.3% 7.2% 7.2% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 83.3% 83.3% 83.4% 83.6% 98.8% 42.1% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  5.8% 0.0% 0.0% 0.0% 0.0% 0.0% 57.9% 39.0% 58.0% 

Strong Hybrid 

Electric Systems 94.2% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 61.0% 42.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-174 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Volvo, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 196.0 274.0 266.0 266.0 243.0 232.0 229.0 229.0 221.0 

Percent Change in 

Stringency from 

Baseline 0.0% -39.8% -35.7% -35.7% -24.0% -18.4% -16.8% -16.8% -12.8% 

Average Achieved 

CO2 - MY 2030 (g/mi) 192.0 263.4 258.9 259.1 237.3 228.6 224.7 229.3 220.1 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 2.2 -2.0 -2.0 -1.9 -1.5 -1.0 -0.8 -0.6 -0.6 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 2.2 -2.0 -2.0 -1.9 -1.5 -1.0 -0.8 -0.6 -0.6 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE Standards 

($) 3267 -3011 -2914 -2715 -2161 -1490 -1235 -909 -909 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.4% 1.9% 1.9% 1.8% 2.7% 4.5% 4.5% 4.4% 4.4% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 62.6% 62.6% 62.8% 10.1% 27.2% 1.2% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  15.8% 0.0% 0.0% 0.0% 53.0% 63.4% 94.9% 74.0% 74.0% 

Strong Hybrid Electric 

Systems 80.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 22.1% 22.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 3.9% 3.8% 3.8% 3.8% 3.8% 3.9% 3.9% 3.9% 3.9% 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-175 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Volvo, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 181.6 251.0 243.7 243.8 226.7 217.6 214.1 214.2 207.6 

Percent Change in 

Stringency from 

Baseline 0.0% -38.2% -34.2% -34.2% -24.8% -19.8% -17.8% -17.9% -14.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 179.6 246.8 242.8 243.9 225.4 216.9 212.8 213.0 206.3 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 3.9 -3.6 -3.5 -3.4 -2.9 -2.1 -1.7 -0.8 -0.9 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 3.9 -3.6 -3.5 -3.4 -2.9 -2.1 -1.7 -0.8 -0.9 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3343 -3070 -2980 -2820 -2364 -1683 -1373 -762 -858 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 4.9% 2.9% 2.9% 2.8% 4.1% 5.3% 5.2% 5.0% 5.1% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 70.0% 70.1% 70.2% 36.1% 52.3% 15.5% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  12.4% 0.0% 0.0% 0.0% 34.2% 41.2% 82.0% 61.9% 68.4% 

Strong Hybrid 

Electric Systems 85.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 35.5% 29.0% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 2.6% 2.4% 2.4% 2.5% 2.5% 2.5% 2.5% 2.5% 2.5% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-176 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Passenger Cars 

Produced by Volkswagen Group, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 145.0 199.0 193.0 193.0 187.0 182.0 176.0 176.0 173.0 

Percent Change in 

Stringency from 

Baseline 0.0% -37.2% -33.1% -33.1% -29.0% -25.5% -21.4% -21.4% -19.3% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 139.5 199.9 196.1 194.6 184.9 178.7 173.9 173.7 169.4 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 23.8 -19.6 -18.3 -17.0 -14.3 -11.1 -10.4 -6.6 -7.2 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 23.8 -19.6 -18.3 -17.0 -14.3 -11.1 -10.4 -6.6 -7.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 5031 -4381 -4158 -3663 -3059 -2657 -2258 -1484 -1684 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.9% 7.4% 7.5% 9.9% 10.0% 9.9% 9.9% 9.9% 9.9% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 70.8% 97.9% 98.0% 98.0% 98.0% 98.1% 98.1% 98.1% 98.1% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 11.8% 15.3% 15.3% 88.7% 35.4% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  1.8% 0.0% 0.0% 0.0% 0.5% 52.7% 73.1% 3.0% 22.8% 

Strong Hybrid 

Electric Systems 60.6% 0.2% 0.2% 0.2% 0.2% 1.2% 16.4% 86.5% 66.7% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 28.0% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 0.9% 

Dedicated Electric 1.6% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 1.5% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Vehicles (EVs) 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-177. Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for Light Trucks 

Produced by Volkswagen Group, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 187.0 263.0 255.0 255.0 233.0 223.0 219.0 219.0 211.0 

Percent Change in 

Stringency from 

Baseline 0.0% -40.6% -36.4% -36.4% -24.6% -19.3% -17.1% -17.1% -12.8% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 190.1 254.1 245.4 243.8 229.8 223.5 221.4 221.7 214.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 5.9 -4.5 -3.9 -3.4 -3.0 -1.8 -2.0 -1.2 -1.2 

Total Civil 

Penalties ($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 5.9 -4.5 -3.9 -3.4 -3.0 -1.8 -2.0 -1.2 -1.2 

Average Price Increase for MY 2030 Vehicles 

Price Increase due 

to New CAFE 3945 -3188 -2882 -2227 -1856 -1272 -1179 -406 -600 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 10.0% 7.5% 7.5% 10.0% 10.0% 10.0% 10.0% 10.0% 10.0% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 93.2% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V 

(Non-Hybrid) 0.0% 35.0% 21.3% 0.0% 51.0% 0.0% 0.0% 0.0% 0.0% 

Mild Hybrid 

Electric Systems 

(48v)  6.8% 0.0% 13.8% 35.0% 42.1% 98.2% 80.1% 21.5% 42.4% 

Strong Hybrid 

Electric Systems 91.4% 0.0% 0.0% 0.0% 0.0% 0.0% 18.2% 76.7% 55.9% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 1.8% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency 

Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Dedicated Electric 

Vehicles (EVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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Table 7-178 - Impacts on Carbon Dioxide Emissions, Regulatory Cost, Average Price, and Technology Use for All Light-Duty 

Vehicles Produced by Volkswagen Group, CO2 Program, Costs Undiscounted 

 

Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Average Required 

CO2 - MY 2026+ 

(g/mi) 154.8 212.4 206.0 206.2 197.0 191.1 185.7 185.9 181.7 

Percent Change in 

Stringency from 

Baseline 0.0% -37.2% -33.1% -33.2% -27.2% -23.4% -19.9% -20.1% -17.4% 

Average Achieved 

CO2 - MY 2030 

(g/mi) 151.3 211.2 206.4 205.1 194.6 188.7 184.7 184.8 179.8 

Total Regulatory Costs through MY 2029 Vehicles 

Total Technology 

Costs ($b) 29.7 -24.1 -22.2 -20.4 -17.3 -12.9 -12.3 -7.8 -8.4 

Total Civil Penalties 

($b) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Total Regulatory 

Costs ($b) 29.7 -24.1 -22.2 -20.4 -17.3 -12.9 -12.3 -7.8 -8.4 

Average Price Increase for MY 2030 Vehicles 

Price Increase due to 

New CAFE 4777 -4104 -3863 -3334 -2779 -2336 -2006 -1232 -1430 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Standards ($) 

Technology Use under CAFE Alternative in MY 2030 (total fleet penetration) 

Curb Weight 

Reduction (percent 

change from MY 

2016) 9.5% 7.5% 7.5% 9.9% 9.9% 9.7% 9.7% 9.6% 9.6% 

High Compression 

Ratio Non-Turbo 

Engines 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Turbocharged 

Gasoline Engines 76.1% 96.9% 97.0% 97.0% 97.0% 97.0% 97.0% 97.0% 97.0% 

Dynamic Cylinder 

Deactivation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Stop-Start 12V (Non-

Hybrid) 0.0% 16.6% 16.5% 12.0% 80.5% 27.6% 0.0% 0.0% 0.0% 

Mild Hybrid Electric 

Systems (48v)  3.0% 0.0% 2.9% 7.5% 9.5% 62.9% 74.7% 7.3% 27.3% 

Strong Hybrid 

Electric Systems 67.8% 0.2% 0.2% 0.2% 0.1% 1.0% 16.8% 84.2% 64.2% 

Plug-In Hybrid 

Electric Vehicles 

(PHEVs) 21.8% 1.1% 1.1% 1.1% 1.1% 1.1% 1.1% 1.1% 1.1% 
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Alternative 

No Action 1 2 3 4 5 6 7 8 

Model Years 2021-2025 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of 

Stringency Increase 

MY 2017-

2021 

Final MY 

2022-2025 

Augural 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle 

Procedures 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Average CO2 Emission Rate 

Dedicated Electric 

Vehicles (EVs) 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.1% 1.1% 

Fuel Cell Vehicles 

(FCVs) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
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8 Economic Analysis of Regulatory Alternatives 

This chapter describes the approach for measuring the various economic costs and benefits that 

are likely to result from adopting different regulatory alternatives. It also reports the values of the 

economic parameters used to calculate each category of costs and benefits, describes the sources 

relied on for estimates of the values of these parameters, and highlights the uncertainty 

surrounding those values. 

These are important considerations, because as Office of Management and Budget Circular A-4 

states, benefits and costs reported in regulatory analyses must be defined and measured 

consistently with economic theory, and should also reflect how alternative regulations are 

anticipated to change the behavior of producers and consumers from a baseline scenario.
479

 In 

this analysis, those include vehicle manufacturers, buyers of new cars and light trucks, and 

owners of used vehicles, all of whose behavior is likely to be affected in complex ways by the 

proposed action to adopt less strict CAFE and CO2 emission standards for future years. 

The values of economic parameters used in this analysis are equally important, because they 

directly affect the estimated dollar values of each regulatory alternative’s benefits and costs. 

These values were chosen based on extensive review of careful empirical research, rather than 

chosen selectively from individual studies, extrapolated using uncertain assumptions, or derived 

from speculative assessments of future trends. 

8.1 Overview of Economic Consequences from Changing Fuel Economy and CO2 

Emission Standards 

Figure 8-1 illustrates how changes in fuel economy and emissions standards generate benefits 

and costs in various markets and throughout the U.S. economy. As it shows, vehicle 

manufacturers respond to changes in standards by accelerating – or decelerating, if standards are 

reduced – the pace at which they apply new technology to improve the energy efficiency of the 

models they offer. At the same time, they may also modify how it is incorporated into those 

vehicles’ power trains to produce accompanying changes in other features that affect their utility 

and value to potential buyers. These attributes can include performance, seating or carrying 

capacity, passenger comfort, occupant safety, or towing capability. Because new technology is 

costly to produce and to integrate into a vehicle’s design, changes in manufacturers’ decisions to 

incorporate additional technology will affect their costs to produce the models they redesign, and 

they will attempt to recover these additional costs by raising selling prices for those or other 

models they offer.  

                                                 
479

 White House Office of Management and Budget, Circular A-4 - Regulatory Analysis, September 17, 2003 

(https://obamawhitehouse.archives.gov/omb/circulars_a004_a-4/), Section E. 

https://obamawhitehouse.archives.gov/omb/circulars_a004_a-4/
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Figure 8-1 - Overview of Economic Effects of Changing Fuel Economy and CO2 Standards 

As the figure indicates, the resulting changes in the fuel economy, other features, and prices of 

new vehicles will affect their sales, although the direction in which they do so is difficult to 

anticipate. This is because the change depends on how potential buyers value the future savings 

or increase in fuel costs that result from changing vehicles’ fuel economy, as well as how they 

value any accompanying changes in other attributes that affect their utility. Modifying vehicles’ 

fuel economy also changes their operating costs (by changing the amount of fuel consumed in 

driving each mile), which as the figure also shows, affects how much they are likely to be driven 

each year and throughout their lifetimes.  

At the same time, changes in the prices, fuel economy, and other features of new cars and light 

trucks will alter some potential buyers’ choices between new and used models because used 

vehicles often represent a close substitute for new models. The direction of this effect again 

depends on the magnitude of changes in new vehicles’ prices and on how buyers value the 

changes in new vehicles’ fuel economy relative to any accompanying changes in their other 

features. If on balance fewer buyers elect to purchase new cars or light trucks, some who would 

otherwise have purchased a new model may decide to buy a used model instead, while others 

will continue to drive a vehicle they already own. Conversely, if buyers find the combination of 

changes in new vehicles’ prices, fuel economy, and other attributes attractive, some will respond 

by purchasing new vehicles instead of buying used models or by replacing one on they already 

own.  
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This effect is shown in Figure 8-1 as a change in the demand for used vehicles. If demand for 

used cars and light trucks increases in response to the same factors that reduce new car sales, the 

value of used cars will rise, because their supply is limited (although it is not fixed, as will be 

discussed in detail later).  As a consequence, some that would otherwise have been retired will 

instead be kept in service. But if changes in prices and characteristics of new vehicles cause their 

sales to rise, demand for used cars and light trucks will decline, causing their value to decline 

and increasing the number of them that are retired. This will in effect result in a transfer of some 

travel (VMT) between new and used vehicles - in the first case more of total VMT will be driven 

in used cars and light trucks than under the baseline scenario, while in the latter case some will 

be shifted from used models to the newly-purchased ones that replace them.  

As Figure 8-1 shows, this process will have several economic consequences, but whether these 

represent costs or benefits will again depend on how changing the fuel economy levels that new 

cars and light trucks are required to achieve affects the sales and use of new versus used models. 

First, total fuel use by new vehicles will decline if fuel economy standards rise and increase if 

they are reduced, but in either case fuel consumption by used vehicles will change in the 

opposite direction and offset some fraction of the anticipated effect of raising or lowering 

standards for new cars and light trucks.  

Raising standards will produce economic benefits to new vehicle buyers from savings in future 

fuel use that offset costs for increased fuel consumption by used vehicles, while reducing them 

will produce net costs to light-duty vehicle users as higher fuel use by new models offsets any 

decline in driving and fuel consumption by older vehicles. Additional economic benefits – 

including savings in time spent refueling and the value of increased travel, as vehicle use 

responds to higher fuel economy – will accompany those savings in fuel costs if standards are 

raised from their levels under the baseline, while if standards are reduced, drivers will spend 

more time refueling and travel less, in response to higher fuel costs for driving each mile.  

In turn, changes in the volume of fuel refined (or imported), distributed, and consumed 

throughout the U.S. will affect emissions of CO2 and criteria air pollutants, generating economic 

benefits by reducing the costs these externalities impose if total fuel supplied and consumed 

declines, but increasing those costs if fuel production and use increase. Changing the volume of 

fuel refined or imported will also affect the magnitude and costs of economic externalities that 

result from U.S. petroleum consumption and imports, which include transfers from consumers of 

petroleum products to petroleum suppliers and increases in the potential costs to businesses and 

households for adapting to interruptions in the supply of petroleum or sudden, large increases in 

its price. Again, reducing U.S. fuel consumption and petroleum demand by raising required fuel 

economy levels for new cars and light trucks will reduce the costs resulting from these 

externalities, while reducing those standards from the baseline scenario will increase the costs 

these externalities impose on the U.S. economy.  
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Finally, Figure 8-1 also shows that changes in the mix of new and used cars and light trucks in 

use and accompanying shifts in total VMT between them – again, measured relative to the 

composition of the vehicle fleet and the mix of driving by new and used vehicles under the 

baseline scenario – will affect the safety of drivers and their passengers. This effect occurs 

primarily because new vehicles have become progressively safer over time, and this trend is 

anticipated to continue. Thus if changing CAFE and CO2 standards leads to an increase in sales 

of new cars and light trucks, the accompanying shift of some travel to new vehicles will reduce 

fatalities, other injuries, and property damage caused by motor vehicle crashes, producing 

significant economic benefits.  

Conversely, if buyers’ reaction to the changes in prices and attributes of new vehicles that 

manufacturers make in response to higher or lower fuel economy standards causes a decline in 

their sales, some travel that would otherwise have taken place in newer, safer cars and light 

trucks will instead be sifted to older models. As a consequence, the safety consequences and 

economic costs of motor vehicle crashes will rise.  

8.2 New Issues Addressed in this Regulatory Analysis 

This regulatory analysis addresses two important issues that have not been recognized in the 

analyses supporting previous CAFE/GHG rules. First, this RIA recognizes the effects of 

changing fuel economy and CO2 standards for new light-duty vehicles on the number, age 

distribution, and retirement rates of vehicles that were produced during previous model years and 

make up the current used vehicle fleet. It estimates the effects of changes in fuel economy, 

prices, and other attributes of new vehicles produced during future model years on the usage and 

fuel consumption of used vehicles, and their consequences for fuel savings, emissions 

reductions, associated externalities, and safety impacts resulting from the proposed changes in 

CAFE and CO2 emissions standards.  

8.2.1 Effects on the Used Vehicle Fleet 

The potential for regulations affecting new cars and light trucks to change their prices and other 

attributes in ways that influence the usage, energy consumption, and emissions of used vehicles 

produced during previous years has been recognized in analyses of the impacts of fuel economy 

and emission standards for nearly 40 years. This effect has long been recognized by academic 

and government researchers, and other regulatory agencies have acknowledged it as a significant 

concern.
480

 Limitations on data and analytic resources – rather than reservations about its realism 

or empirical significance – have prevented a quantitative incorporation of this effect in previous 

regulatory analyses, but this analysis corrects that previous omission.  

                                                 
480

 Gruenspecht (1981), Greenspan & Cohen (1999), California Air Resources Board (2004), Jacobsen & van 

Benthem (2015). 
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The core of this analysis is a detailed econometric model of the annual retirement (or 

“scrappage”) rates of vehicles from previous model years that make up the used vehicle fleet 

during each future calendar year. It estimates changes in their retirement rates that result from 

changes in the fuel economy, prices, and other attributes of new cars and light trucks produced 

during future model years, as well as from other variables that affect owners’ decisions about 

when to retire used vehicles. These other influences include maintenance and repair costs, fuel 

prices, the fuel economy of vehicles produced during earlier model years, and macroeconomic 

conditions such as the rates of economic growth and unemployment. Changes in the values of 

these factors affect the number of used vehicles of different ages that are kept in service rather 

than being retired, and their continued usage contributes to fuel consumption, emissions, and 

safety concerns in ways that offset some of the direct effects of changes in CAFE and CO2 

standards.  

8.2.2 Changes in Vehicle Features Other than Fuel Economy  

Second, this analysis recognizes that manufacturers’ changes in the fuel economy and emissions 

levels of new vehicles in response to raising or lowering federal standards may also entail 

changes in other attributes that affect their energy consumption, and that potential buyers also 

value. These other attributes may include carrying capacity for passengers and cargo, comfort 

and ride quality, performance, and occupant safety. Any sacrifices or gains in the levels of these 

desired attributes that vehicle manufacturers implement in the process of responding to changes 

in the fuel economy and emissions levels required by federal standards represent opportunity 

costs or benefits that should be included among the more widely-recognized economic effects of 

changing those standards. Although detailed estimates of the economic benefits or costs of 

changes in these other vehicle attributes have not yet been developed, this regulatory analysis 

explicitly recognizes the potential significance of these benefits or costs, and reports a rough 

estimate of their likely empirical significance.  

Instead, the analysis holds most other attributes of new cars and light trucks produced in future 

model years fixed at their levels during the model year (2016) used to represent its base year 

fleet. Where this is not the case, the analysis imputes some loss in vehicles’ value (as with range 

limitations from PHEVs and BEVs), or (as with engine downsizing and mass reduction) includes 

any additional technology costs that are necessary to maintain performance, utility, or safety at 

base year (2016) values. Because the improvements in energy conversion efficiency that result 

from most technologies cannot effectively be deployed exclusively to improve fuel economy, 

some fraction of their energy efficiency benefits remains available to improve other vehicle 

attributes as a by-product of using them to increase fuel economy, and the estimates of their 

effectiveness in increasing fuel economy developed in Argonne’s simulations reflect this.
481

 The 

short payback period used to calculate the effective cost estimates used in the CAFE model’s 

                                                 
481

 For further discussion of Argonne National Laboratory’s physics-based simulation modeling, see RIA Chapter V. 
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technology selection algorithm also reflects an implicit assumption that manufacturers will 

continue to apply some of the energy efficiency improvements from most technologies to 

improve other desirable attributes of vehicles, as they have historically done.  

It is important to realize, however, that this approach is not equivalent to including the value of 

changes in the attributes of future model years’ vehicles from those that manufacturers would 

offer if today’s prevailing CAFE and CO2 standards were left unchanged but extended to apply 

to future model years. In general, the opportunity costs or benefits of potential changes to future 

vehicle attributes as they are traded off against improved fuel economy are likely to exceed the 

costs or benefits of maintaining those attributes at the levels featured by todays’ (or a recent 

model year’s) new cars and light trucks.  

8.3 Consumer Valuation of Improved Fuel Economy 

How potential buyers value improvements in the fuel economy of new cars and light trucks is 

another important issue in assessing the benefits and costs of government regulation. If buyers 

fully value the savings in fuel costs that result from higher fuel economy, manufacturers will 

presumably supply any improvements that buyers demand, and vehicle prices will fully reflect 

future fuel cost savings consumers would realize from owning – and potentially re-selling – more 

fuel-efficient models.  In this case, more stringent fuel economy standards will impose net costs 

on vehicle owners and can only result in social benefits by correcting externalities, since 

consumers would already fully incorporate private savings into their purchase decisions. If 

instead consumers systematically undervalue the cost savings generated by improvements in fuel 

economy when choosing among competing models, more stringent fuel economy standards will 

also lead manufacturers to adopt improvements in fuel economy that buyers might not choose, 

despite the cost savings they offer.  

The potential for car buyers to forego improvements in fuel economy that offer savings 

exceeding their initial costs is one example of what is often termed the “energy-efficiency gap.” 

This appearance of such a gap - between the level of energy efficiency that would minimize 

consumers’ overall expenses and what they actually purchase - is typically based on engineering 

calculations that compare the initial cost for providing higher energy efficiency to the discounted 

present value of the resulting savings in future energy costs.  

There has long been an active debate about why such a gap might arise, and whether it actually 

exists.  Economic theory predicts that individuals will purchase more energy-efficient products 

only if the savings in future energy costs they offer promise to offset their higher initial costs.  

However, the additional cost of a more energy-efficient product includes more than just the cost 

of the technology necessary to improve its efficiency; it also includes the opportunity cost of any 

other desirable features that consumers give up when they choose the more efficient alternative.  

In the context of vehicles, whether the expected fuel savings outweigh the opportunity cost of 

purchasing a model offering higher fuel economy will depend on how much its buyer expects to 
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drive, his or her expectations about future fuel prices, the discount rate he or she uses to value 

future expenses, the expected effect on resale value, and whether more efficient models offer 

equivalent attributes such as performance, carrying capacity, reliability, quality, or other 

characteristics.   

8.3.1 Recent Research on How Buyers Value Fuel Eocnmy 

Published literature has offered little consensus about consumers’ willingness-to-pay for greater 

fuel economy, and whether it implies over-, under- or full-valuation of the expected fuel savings 

from purchasing a model with higher fuel economy. Most studies have relied on car buyers’ 

purchasing behavior to estimate their willingness-to-pay for future fuel savings; a typical 

approach has been to use “discrete choice” models that relate individual buyers’ choices among 

competing vehicles to their purchase prices, fuel economy, and other attributes (such as 

performance, carrying capacity, and reliability), and to infer buyers’ valuation of higher fuel 

economy from the relative importance of purchase prices and fuel economy.
482

 Empirical 

estimates using this approach span a wide range, extending from substantial undervaluation of 

fuel savings to significant overvaluation, thus making it difficult to draw solid conclusions about 

the influence of fuel economy on vehicle buyers’ choices (see Helfand and Wolverton (2011) 

and Green (2010) for detailed reviews of these cross-sectional studies).
483

 Because a vehicle’s 

price is often correlated with its other attributes (both measured and unobserved), analysts have 

often used instrumental variables or other approaches to address endogeneity and other resulting 

concerns (e.g., Barry, et al. 1995).
484

  

Despite these efforts, more recent research has criticized these cross-sectional studies; some have 

questioned the effectiveness of the instruments they use (Allcott and Greenstone 2012), while 

others have observed that coefficients estimated using non-linear statistical methods can be 

sensitive to the optimization algorithm and starting values (Knittel and Metaxoglou 2014).
485

 

Collinearity (i.e., high correlations) among vehicle attributes – most notably among fuel 

                                                 
482

 In a typical vehicle choice model, the ratio of estimated coefficients on fuel economy – or more commonly, fuel 

cost per mile driven – and purchase price is used to infer the dollar value buyers attach to slightly higher fuel 

economy.  
483

 Helfand, Gloria, and Ann Wolverton, “Evaluating the Consumer Response to Fuel Economy: A Review of the 

Literature,” International Review of Environmental and Resource Economics: Vol. 5: No. 2, pp 103-146. 

http://dx.doi.org/10.1561/101.00000040; and David L. Greene, “How Consumers Value Fuel Economy: A Literature 

Review,” EPA-420-R-10-008, U.S. Environmental Protection Agency, March 2010 

(http://www.epa.gov/otaq/climate/regulations/420r10008.pdf).  
484

 Berry, Stephen, James Levinsohn and Ariel Pakes, “Automobile Prices in Market Equilibrium,” Econometrica, 

Vol. 63, No. 4. (Jul., 1995), pp. 841-890 

(https://pdfs.semanticscholar.org/cd7f/b9e476e7002d5649309661a06c8688058f49.pdf).  
485

 Allcott, Hunt, and Michael Greenstone, “Is There an Energy Efficeincy Gap?” Journal of Economic Perspectives 

Vol. 26, No. 1, Winter 2012, pp. 3-28 (https://www.aeaweb.org/articles?id=10.1257/jep.26.1.3); Knittel, Christopher 

R., and Konstantinos Metaxoglou, “Estimation of Random-Coefficient Demand Models: Two Empiricists' 

Perspective,” Review of Economics and Statistics, Volume 96 Issue 1, (March 2014), pp.34-59 

(https://www.mitpressjournals.org/doi/abs/10.1162/REST_a_00394).  

http://dx.doi.org/10.1561/101.00000040
http://www.epa.gov/otaq/climate/regulations/420r10008.pdf
https://pdfs.semanticscholar.org/cd7f/b9e476e7002d5649309661a06c8688058f49.pdf
https://www.aeaweb.org/articles?id=10.1257/jep.26.1.3
https://www.mitpressjournals.org/doi/abs/10.1162/REST_a_00394
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economy, performance or power, and vehicle size – and between vehicles’ measured and 

unobserved features also raises questions about the reliability and interpretation of coefficients 

that may conflate the value of fuel economy with other attributes.  

In an effort to overcome shortcomings of past analyses, three recently published studies rely on 

panel data from sales of individual vehicle models to improve their reliability in identifying the 

association between vehicles’ prices and their fuel economy (Sallee, et al. 2016; Allcott and 

Wozny 2014; Busse, et al. 2013).
486

 Although they differ in certain details, each of these 

analyses relates changes over time in individual models’ selling prices to fluctuations in fuel 

prices, differences in their fuel economy, and increases in their age and accumulated use (which 

affects their expected remaining life, and thus their market value). Because a vehicle’s future fuel 

costs are a function of both its fuel economy and expected gasoline prices, changes in fuel prices 

have different effects on the market values of vehicles with different fuel economy; comparing 

these effects over time and among vehicle models reveals the fraction of changes in fuel costs 

that is reflected in changes in their selling prices (Allcott and Wozny 2014).  Using very large 

samples of sales enables these studies to define vehicle models at an extremely disaggregated 

level, which enables their authors to isolate differences in their fuel economy from the many 

other attributes – including those that are difficult to observe or measure – that affect their sale 

prices.
487

  

These studies point to a somewhat narrower range of estimates than suggested by previous cross-

sectional studies; more important, they consistently suggest that buyers value a large proportion 

– and perhaps even all – of the future savings that models with higher fuel economy offer.
488

 

                                                 
486

 Busse, Meghan R, Christopher R Knittel, and Florian Zettelmeyer, “Are Consumers Myopic? Evidence from 

New and Used Car Purchases.” American Economic Review 103, no. 1 (February 2013), pp. 220–256; Allcott, Hunt 

and Nathan Wozny, “Gasoline Prices, Fuel Economy, and the Energy Paradox.” Review of Economics and Statistics 

96, no. 5 (December 2014), pp. 779-795; Sallee, James M., Sarah E. West, and Wei Fan, “Do Consumers Recognize 

the Value of Fuel Economy? Evidence from Used Car Prices and Gasoline Price Fluctuations.” Journal of Public 

Economics 135 (March 2016), pp. 61-73. 
487

 These studies rely on individual vehicle transaction data from dealer sales and wholesale auctions, which 

includes actual sale prices and allows their authors to define vehicle models at a highly disaggregated level. For 

instance, Allcott and Wozny (2014) differentiate vehicles by manufacturer, model or nameplate, trim level, body 

type, fuel economy, engine displacement, number of cylinders, and “generation” (a group of successive model years 

during which a model’s design remains largely unchanged). All three studies include transactions only through mid-

2008 to limit the effect of the recession on vehicle prices. To ensure that the vehicle choice set consists of true 

substitutes, Allcott and Wozny (2014) define the choice set as all gasoline-fueled light-duty cars, trucks, SUVs and 

minivans that are less than 25 years old (i.e., they exclude vehicles where the substitution elasticity is expected to be 

small). Sallee, et al. (2016) exclude diesels, hybrids, and used vehicles with fewer than 10,000 or more than 100,000 

miles. 
488

 Two earlier studies rely on similar longitudinal approaches to examine consumer valuation of fuel economy, 

except that they use average values or list prices instead of actual transaction prices; see Killian, Lutz, and Eric R. 

Sims, “The Effects of Real Gasoline Prices on Automobile Demand: A Structural Analysis Using Micro Data,” 

Department of Economics, University of Michigan, April 2006; and Sawhill, James W., “Are Capital and Operating 

Costs Weighted Equally in Durable Goods Purchases? Evidence from the U.S.Automobile Market,” University of 

California, Berkeley, April 2008. Since these studies remain unpublished and use what may be less reliable data, 

they are excluded from this discussion. 
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Because they rely on estimates of fuel costs over vehicles’ expected remaining lifetimes, these 

studies’ estimates of how buyers value fuel economy are sensitive to the strategies they use to 

isolate differences among individual models’ fuel economy, as well as to their assumptions about 

buyers’ discount rates and gasoline price expectations, among others. Since Anderson, et al. 

(2013) find evidence that consumers expect future gasoline prices to resemble current prices, we 

use this assumption to compare the findings of the three studies, and examine how their findings 

vary with the discount rates buyers apply to future fuel savings.
489

  

As Table 1 indicates, Allcott and Wozny (2014) find that consumers incorporate 55 percent of 

future fuel costs into vehicle purchase decisions at a 6 percent discount rate, when their 

expectations for future gasoline prices are assumed to reflect prevailing prices at the time of their 

purchases.  With the same expectation about future fuel prices, the authors report that consumers 

would fully value fuel costs only if they apply discount rates of 24% or higher. However, these 

authors’ estimates are closer to full valuation when using gasoline price forecasts that mirror oil 

futures markets, because the petroleum market expected prices to fall during this period (this 

outlook reduces the discounted value of a vehicle’s expected remaining lifetime fuel costs). With 

this expectation, Allcott and Wozny (2014) find that buyers value 76 percent of future cost 

savings (discounted at 6 percent) from choosing a model that offers higher fuel economy, and 

that a discount rate of 15 percent would imply that they fully value future cost savings.   

Sallee, et al. (2016) begin with the perspective that buyers fully internalize future fuel costs into 

vehicles’ purchase prices and cannot reliably reject that hypothesis; their base specification 

suggests that changes in vehicle prices incorporate slightly more than 100 percent of changes in 

future fuel costs. For discount rates of 5 to 6 percent, the Busse, et al. (2013) results imply that 

vehicle prices reflect 60 to 100 percent of future fuel costs. As Table 1 suggests, higher private 

discount rates move all of the estimates closer to full valuation or to over-valuation, while lower 

discount rates imply less complete valuation in all three studies. 

 

                                                 
489

 Each of the studies makes slightly different assumptions about appropriate discount rates. Sallee, et al. (2016) use 

5 percent in their base specification, while Allcott and Wozny (2014) rely on 6 percent. As some authors note, a 5 to 

6 percent discount rate is consistent with current interest rates on car loans, but they also acknowledge that 

borrowing rates could be higher in some cases, which could be justify higher discount rates. Rather than assuming a 

specific discount rate, Busse et al. (2013) directly estimate implicit discount rates at which future fuel costs would 

be fully internalized; they find discount rates of six to 21 percent for used cars and one to 13 percent for new cars at 

assumed demand elasticities ranging from -2 to -3. Their estimates can be translated into the percent of fuel costs 

internalized by consumers, assuming a particular discount rate. To make these results more directly comparable to 

the other two studies, we assume a range of discount rates and uses the authors’ spreadsheet tool to translate their 

results into the percent of fuel costs internalized into the purchase price at each rate. Because Busse et al. (2013) 

estimate the effects of future fuel costs on vehicle prices separately by fuel economy quartile, these results depend 

on which quartiles of the fuel economy distribution are compared; our summary shows results using the full range of 

quartile comparisons.  
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Table 1: Percent of Future Fuels Costs Internalized in Used Vehicle Purchase Price using 

Current Gasoline Prices to Reflect Expectations (for Base Case Assumptions) 

Authors (Pub. Date) Discount rate 

3%  5%  6%  10%  

Busse, et al. (2013)* 54%-87% 60%-96% 62%-100% 73%-117% 

Allcott & Wozny (2014) 48%  55% 65% 

Sallee, et al. (2016)  101%  142% 
*Note: The ranges in the Busse et al. estimates depend on which quartiles of the fuel economy distribution are 

compared. With no prior on which quartile comparison to use, this analysis presents the full quartile comparison 

range. 

8.3.2 Variation in the Value of Higher Fuel Economy 

The studies also explore the sensitivity of the results to other parameters that could influence 

their results. Busse, et al. (2013) and Allcott and Wozny (2014) find that relying on data that 

suggest lower annual vehicle use or survival probabilities (which imply that vehicles will not last 

as long) moves their estimates closer to full valuation, an unsurprising result because both reduce 

the changes in expected future fuel costs caused by fuel price fluctuations. Allcott and Wozny’s 

(2014) base results rely on an instrumental variables estimator that groups miles-per-gallon 

(MPG) into two quantiles to mitigate potential attenuation bias due to measurement error in fuel 

economy, but they find that greater disaggregation of the MPG groups implies greater 

undervaluation (for example, it reduces the 55 percent estimated reported in Table 1 to 49 

percent). Busse, et al. (2013) allow gasoline prices to vary across local markets in their main 

specification; using national average gasoline prices, an approach more directly comparable to 

the other studies, results in estimates that are closer to or above full valuation. Sallee et al. (2016) 

find modest undervaluation by vehicle fleet operators or manufacturers making large-scale 

purchases, compared to retail dealer sales (i.e., 70 to 86 percent). 

Since they rely predominantly on changes in vehicles’ prices between repeat sales, most of the 

valuation estimates reported in these studies apply most directly to buyers of used vehicles. Only 

Busse, et al. (2013) examine new vehicle sales; they find that consumers value between 75 to 

133 percent of future fuel costs for new vehicles, a higher range than they estimate for used 

vehicles. Allcott and Wozny (2014) examine how their estimates vary by vehicle age, and find 

that fluctuations in purchase prices of younger vehicles imply that buyers whose fuel price 

expectations mirror the petroleum futures market value a higher fraction of future fuel costs: 93 

percent for one- to three-year-old vehicles, compared to their estimate of 76 percent for all used 

vehicles assuming the same price expectation.
490

   

                                                 
490

 Allcott and Wozny (2014) and Sallee, et al. (2016) also find that future fuel costs for older vehicles are 

substantially undervalued (26-30 percent).  The pattern of Allcott and Wozny’s results for different vehicle ages is 

similar when they use retail transaction prices (adjusted for customer cash rebates and trade-in values) instead of 
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Accounting for differences in their data and estimation procedures, the three studies described 

here suggest that car buyers who use discount rates of 5-6 percent value at least half – and 

perhaps all – of the savings in future fuel costs they expect from choosing models that offer 

higher fuel economy.  Perhaps more important in assessing the case for regulating fuel economy, 

one study suggests that buyers of new cars and light trucks value three-quarters or more of the 

savings in future fuel costs they anticipate from purchasing higher-mpg models, although this 

result is based on more limited information.  

8.3.3 How NHTSA’a Analysis Approaches the Issue  

Previous regulatory analyses of fuel economy standards implicitly assumed that buyers value 

little of the fuel cost savings they would experience from purchasing models with higher fuel 

economy. Without increases in fuel economy standards, little improvement would occur under 

this assumption, and the entire value of fuel savings from raising CAFE standards represented 

private benefits to car and light truck buyers themselves. For instance, in the EPA analysis of the 

2017-2025 model year greenhouse gas emission standards, fuel savings alone added up to $475 

billion (at 3 percent discount rate) over the lifetime of the vehicles, far outweighing the 

compliance costs ($150 billion). The assertion that buyers were unwilling to take voluntary 

advantage of this opportunity implies that collectively, they must have valued less than a third 

($150 billion/$475 billion = 32%) of the fuel savings that would have resulted from those 

standards.
491

  The evidence reviewed here makes that perspective extremely difficult to justify, 

and would call into question any analysis that claims to show large private net benefits for 

vehicle buyers. 

What analysts assume about consumers’ vehicle purchasing behavior – particularly about 

potential buyers’ perspectives on the value of increased fuel economy – clearly matters a great 

deal in the context of benefit-cost analysis for fuel economy regulation. In light of recent 

evidence on this question, a more nuanced approach than assuming that buyers drastically 

undervalue benefits from higher fuel economy – and that as a consequence, these benefits are 

unlikely to be realized without stringent fuel economy standards – seems warranted. One 

possible approach would be to use a baseline scenario where fuel economy levels of new cars 

and light trucks reflected full (or nearly so) valuation of fuel savings by potential buyers, in order 

to reveal whether setting fuel economy standards above market-determined levels could produce 

net social benefits.  

                                                                                                                                                             
wholesale auction prices, although the degree of valuation falls substantially in all age cohorts with the smaller, 

retail price based sample.  
491

 In fact, those earlier analyses assumed that new car and light truck buyers attach relatively little value to higher 

fuel economy, since their baseline scenarios assumed that fuel economy levels would not increase in the absence of 

progressively tighter standards.  
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Another might be to assume that – unlike in the agencies’ previous analyses, where buyers were 

assumed to greatly undervalue higher fuel economy under the baseline but to value it fully under 

the proposed standards – buyers value improved fuel economy identically under both the 

baseline scenario and with stricter CAFE standards in place. The agencies ask for comment on 

these and any alternative approaches they should consider for valuing fuel savings, new peer-

reviewed evidence on vehicle buyers’ behavior that casts light on how they value improved fuel 

economy, the appropriate private discount rate to apply to future fuel savings, and thus the 

degree to which private fuel savings should be considered as private benefits of increasing fuel 

economy standards.  

8.4 Baseline for Measuring Benefits and Costs  

The Office of Management and Budget’s guidance on regulatory analysis directs agencies to 

measure the benefits and costs of their proposed actions against a baseline alternative that 

represents “…the best assessment of the way the world would look absent the proposed action.” 

Where that future world includes existing government regulations, OMB’s guidance further 

advises that a baseline should reflect “…changes in regulations promulgated by the agency or 

other government entities, and the degree of compliance by regulated entities with other 

regulations,” and that “[f]or review of an existing regulation, a baseline assuming no change in 

the regulatory program generally provides an appropriate basis for evaluating regulatory 

alternatives.”
492

  

Executive Order 13771 (issued January 30, 2017) directs federal agencies to take various actions 

that reduce the burden of regulations and control the costs regulations impose on businesses and 

households. The proposed revision of CO2 emissions and CAFE standards for light-duty vehicles 

produced in MY 2021, and establishment and revision of CAFE and CO2 standards for MYs 

2022-2026, represent a prominent example of such a “deregulatory” action. Guidance from OMB 

interpreting Executive Order 13771 clarifies that analyses of such actions should measure the 

resulting savings in regulatory costs by applying in reverse the same accounting conventions 

normally used to define and measure benefits and costs of regulations, as prescribed in Circular 

A-4. Thus savings in future costs that regulations would otherwise have imposed represent the 

benefits of such actions, while sacrifices in future benefits that would have resulted from 

previously adopted regulations represent the costs of deregulatory actions.
493

  

8.4.1 Regulatory Baseline Used in this Analysis  

NHTSA and EPA interpret OMB’s guidance as indicating that EPA’s CO2 emission standards 

for MYs years 2022-25 should represent the baseline alternative for this regulatory analysis, 
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 OMB Circular A-4, p. 15. 
493

 Office of Management and Budget, “Guidance Implementing Executive Order 13771, Titled ‘Reducing 

Regulation and Controlling Regulatory Costs,” April 5, 2017, pp. 9-11. 
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against which alternative changes to those standards should be evaluated.  Because EPA’s 

standards were adopted previously and thus have the force of law, the operative interpretation is 

that they represent the correct baseline for measuring benefits and costs of proposed alternative 

standards for the EPA CO2 program.  Similarly, the operative interpretation for this analysis is 

that the augural CAFE standards NHTSA announced previously for MYs 2022-2025 represent 

the correct baseline for assessing the effects of alternative CAFE standards for those model 

years.  Where this analysis considers alternative fuel economy and CO2 emissions standards for 

model years beyond 2026, it evaluates them against a baseline that assumes the standards 

previously established for model year 2026 would be extended to apply to subsequent model 

years.  

This perspective has important implications for the definition of those benefits and costs, because 

each of the regulatory alternatives considered in this analysis would allow vehicles across the 

footprint spectrum to meet higher CO2 emission targets, which correspond to lower fuel 

economy targets.  As a consequence, each alternative reduces manufacturers’ compliance costs 

from their levels under the baseline, while also reducing other resulting private and social costs 

of compliance with EPA’s adopted standards, and these cost reductions represent benefits of that 

alternative. Conversely, sacrifices in private and economy-wide benefits of the reductions in fuel 

consumption and CO2 emissions that were projected to result from EPA’s standards for future 

model years represent costs of each regulatory alternative considered in this analysis.  

8.4.2 Other Assumptions Used in Measuring Benefits and Costs 

This analysis also incorporates other economic assumptions and forecasts, and while these do not 

vary between the baseline scenario and those that would change CAFE and CO2 standards, they 

do affect the benefits and costs of the various regulatory alternatives the agencies consider.  

Forecasts of U.S. economic activity, personal income, and other macroeconomic aggregates, 

which affect the projections of retirement rates of used vehicles through U.S. fuel prices, are 

taken from the U.S. Energy Information Administration’s Annual Energy Outlook 2017 (AEO 

2017).
494

  This is also the source for the forecasts of global petroleum supply and prices, as well 

as U.S. consumption and imports of crude petroleum and refined fuel.
495

   

8.5 Effects of Reducing CAFE Standards on Vehicle Prices, Fuel Economy, and 

Other Features 

Changing fuel economy and CO2 emissions standards will directly affect the design and 

production cost of light-duty vehicles, and these direct impacts are the initial source of all 
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 U.S. Energy Information Administration, Annual Energy Outlook 2017, Reference Case Table 20 

(https://www.eia.gov/outlooks/aeo/tables_ref.php).  
495

 U.S. Energy Information Administration, Annual Energy Outlook 2017, Reference Case Tables 11 and 12 

(https://www.eia.gov/outlooks/aeo/tables_ref.php).  

https://www.eia.gov/outlooks/aeo/tables_ref.php
https://www.eia.gov/outlooks/aeo/tables_ref.php
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resulting costs and benefits. Changing CAFE standards is likely to affect not only the fuel 

economy of cars and light trucks, but also other features that buyers value, including seating and 

cargo-carrying capacity, ride comfort, occupant protection, and performance. These other 

features are likely to be affected because they also influence vehicles’ energy consumption, so 

changing fuel economy may enable manufacturers to make improvements – or alternatively, 

require them to make tradeoffs – in these other attributes. By doing so, changing CAFE 

standards will also affect vehicles’ production costs and selling prices, as manufacturers attempt 

to pass changes in their production costs on to buyers.  

Without fuel economy regulation (or where CAFE standards require low fuel economy levels), 

manufacturers will offer levels of fuel economy and other features that provides the highest 

utility to buyers, and in combination with prices manufacturers charge to recover their 

production costs, result in maximum sales or profits. This combination will be affected by the 

fuel prices that potential buyers of different vehicle models expect to prevail over those vehicles’ 

lifetimes (or over the periods they expect to own them), as well as by their income levels, 

household demographics, and travel demands. When CAFE standards require higher fuel 

economy than manufacturers would otherwise provide, they are likely to use a combination of 

use two strategies to comply. First, they will add technology to some models to improve their 

fuel economy, which increases those models’ production costs and selling prices. Second, 

manufacturers will sacrifice potential improvements to those models, in effect substituting 

additional fuel economy for some of the improvement in other desirable features they would 

have made if the CAFE standard had not increased.  

Manufacturers’ responses to the higher CAFE standard will balance these two strategies to 

preserve their profitability, but both strategies impose economic costs on potential buyers of 

redesigned car and light truck models. Manufacturers’ increased production costs will be 

translated into higher selling prices for those (or other) models, while sacrificing potential 

improvements in vehicles’ other desirable features reduces their appeal to potential buyers. Even 

if manufacturers are able to preserve vehicles’ other desirable features at today’s levels, some 

features of the models whose fuel economy they improve will be inferior – from the perspective 

of potential buyers – to those that manufacturers could have offered without the higher CAFE 

standard in effect.  

The proposed rule would reduce CAFE standards for future model years from the levels that the 

augural standards would have required. This will have exactly the opposite of the two effects 

described previously - first, manufacturers’ costs to produce some vehicles in future model years 

will be reduced by the amount they would otherwise have been required to invest to improve 

their fuel economy. Second, reducing standards will enable manufacturers to improve vehicles’ 

other attributes, and thus to offer combinations of fuel economy, other desirable features, and 

lower prices that will make new cars and light trucks more desirable to buyers.  
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Limited data from the vehicle simulations performed for this rulemaking (or from other sources) 

is available to estimate specific improvements in attributes other than fuel economy that could be 

made using the same technologies that are available to improve fuel economy. Thus the analysis 

cannot accurately quantify the sacrifices in these other attributes that would have resulted from 

requiring manufacturers to meet the augural CAFE standards, or the benefits from reducing those 

standards and enabling manufacturers to improve other desirable attributes instead.  In addition, 

by using a reference fleet from a previous model year (2016), the analysis does not incorporate 

the normal gradual improvements in vehicle technology that enable slow but steady increases in 

fuel economy and other features that buyers value. 

As a consequence, the estimates of the cost to improve the fuel economy of the reference fleet to 

meet higher CAFE standards during future model years may overstate the incremental cost of the 

additional technology that would be required. At the same time, however, it omits the 

opportunity costs to buyers from requiring manufacturers to use additional technology 

exclusively to improve fuel economy, rather than other features that buyers also value. Although 

it is difficult to anticipate the net effect of these over- and under-estimates, without the need to 

meet constantly increasing CAFE standards manufacturers are likely to improve other attributes 

of vehicles, as they have done during past periods when standards remained unchanged. This 

suggests that, on balance, the estimates presented in this analysis probably understate the true 

economic costs of meeting stricter standards.  

For this same reason, the analysis supporting this proposed rule is likely to understate the 

benefits from reducing fuel economy and CO2 emission standards for future model years, 

because those benefits take the form of avoided costs to meet the higher augural standards. 

Again, however, the likely extent of any resulting underestimation of benefits from the proposed 

action is difficult to anticipate. An illustrative estimate of the economic effects of including 

opportunity costs from sacrificing potential improvements in selected features of future cars and 

light trucks is provided at the conclusion of this chapter. These estimated losses exceed the value 

of improvements in fuel economy that the baseline standards would have required, which implies 

that reducing CAFE standards to the levels proposed here would enable improvements in other 

features that buyers value more than enough to offset the fuel savings they forego when 

manufacturers are required to meet less stringent standards.  

8.6 Effects of Changes in Vehicle Prices and Attributes on Sales 

The changes in selling prices, fuel economy, and other features of cars and light trucks produced 

during future model years that result from manufacturers’ responses to lower CAFE and CO2 

emission standards are likely to affect both sales of individual models and the total number of 

new vehicles sold. Because the values of changes in fuel economy and other features to potential 

buyers are not completely understood, the magnitude – and possibly even the direction – of their 

effect on sales of new vehicles is difficult to anticipate. On balance, the changes in prices, fuel 

economy, and other attributes expected to result from their proposed action to reduce fuel 
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economy and CO2 emission standards are likely to increase total sales of new cars and light 

trucks slightly during future model years.  

8.6.1 Anticipated Effects of Changes in Prices and Other Attributes on Sales 

Figure 8-2 illustrates the analysis of this proposed rule’s likely effect on sales of new vehicles. 

Under the baseline scenario, total demand for new cars and light trucks is shown by the demand 

curve D0, which shows the number that will be purchased at each (average) price. The industry-

wide supply curve – which depicts the number produced and offered for sale at each price – is 

shown by S0 in the figure; in the baseline, demand and supply interact to result in total sales of 

Q0 vehicles. By reducing the amount of fuel economy-improving technology that manufacturers 

must employ, reducing CAFE and CO2 standards reduces the costs to produce new vehicles, and 

this effect is shown as a downward shift in the industry-wide supply curve to S1. If there were no 

accompanying change in demand, annual sales would increase to the level corresponding to Q1.  

 

Figure 8-2 - Effect of Changes in Vehicle Prices, Fuel Economy, and Other Attributes on 

Sales 

As indicated in the previous section, however, the combinations of fuel economy and other 

features offered on many new car and light truck models will also change, as their manufacturers 

employ less technology and redeploy some of its energy-efficiency benefits from increasing fuel 

economy to improving other features that potential buyers seek. Both of these changes will affect 

demand for new vehicles, but they are likely to do so in opposite directions. On one hand, 

reducing vehicles’ fuel economy increases their operating costs, which reduces their desirability 

to buyers; by itself, this would shift demand for new vehicles downward – for example, to the 

level shown by the lower demand curve D1. In conjunction with lower prices, this decline in the 

value of new vehicles would reduce their sales to Q2 if no other changes in their attributes 

occurred. At the same time, however, the accompanying improvements in new vehicles’ other 

attributes will increase new models’ desirability and value to their potential buyers, which by 
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itself would increase demand to D2. In conjunction with their lower prices, this would increase 

their sales to Q3 if it were not accompanied by a reduction in their fuel economy.  

The net effect of these two changes on demand for new cars and light trucks is difficult to 

anticipate, because it depends on the magnitude of changes in fuel economy and vehicles’ other 

features, as well as on the values that buyers attach to fuel economy and those other attributes. 

As the previous section indicated, one consequence of reducing fuel economy and CO2 standards 

for future model years is that manufacturers may offer combinations of fuel economy and other 

features that buyers view as more desirable than those that would have been available with the 

higher baseline standards in effect. Thus on balance, demand for new cars and light trucks is 

likely to increase in response to the changes in their fuel economy and other features likely to 

result from this proposed action. Together with the lower production costs and vehicle prices 

permitted by less demanding CAFE and CO2 standards, this is likely to increase sales of cars and 

light trucks in future model years for which this proposed action would reduce those 

requirements.  

However, Figure 8-2 shows that even if buyers view the resulting combination of lower fuel 

economy and improvements to other attributes as making future models less desirable than those 

manufacturers would offer with the baseline standards in effect, and demand for new vehicles 

declines to a position such as D3, sales will still rise (to Q4 in the figure) because the effect of 

lower prices will outweigh that of the net decline in demand. Viewed another way, sales will 

increase as long as potential buyers view the combination of lower prices and improvements to 

vehicles’ other attributes as increasing their desirability by more than the accompanying 

reduction in their fuel economy reduces it, which is the most likely response to this proposed 

action.  

The likely increase in future sales of new cars and light trucks produces two sources of economic 

benefits to their buyers.  Figure 8-3 illustrates these benefits for a simplified case where demand 

for new cars and light trucks declines (from D0 to D1) as their manufacturers provide lower levels 

of fuel economy in response to reduced standards, but make no accompanying improvements in 

their other attributes. This example provides a conservative estimate of benefits, because the 

resulting decline in their attractiveness to potential buyers would by itself reduce their sales (to 

Q1), and the only source of increased appeal is their lower price (which declines from P0 to P1). 

On balance, sales of new cars and light trucks still increase (to Q2) in this example, and if 

manufacturers make accompanying improvements in new vehicles’ other features, the increase in 

sales and resulting benefits will be larger than Figure 8-4 shows. 
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Figure 8-3 - Benefits from Lower in Car and Light Truck Prices and Increased 

 

First, those who would have purchased new models even with the baseline standards for future 

model years in effect will on balance experience improved welfare from the combination of 

lower prices and lower fuel economy. Collective benefits to these buyers are measured by their 

savings from lower prices for the models they purchase, shown as rectangle P0abP1 in the figure, 

minus the loss in vehicles’ value that stems from the additional fuel costs their owners incur over 

those vehicles’ lifetimes. This loss in their value is the rectangle P0acd, which leaves net benefits 

to buyers equal to rectangle dcbP1. As the previous section indicated, sufficient information is 

not available to quantify the changes in other attributes that are likely to accompany the 

reduction in new vehicles’ fuel economy, so the value of any such improvements is not reflected 

in this estimate. Including it would increase benefits to buyers, and a tentative estimate of how 

much it might do so is included as a sensitivity analysis.  

Second, buyers who would not have purchased new models with the baseline standards in effect 

but decide to do so in response to the changes in new vehicles’ prices and features that result 

with less demanding standards in place will also experience increased welfare. Collective 

benefits to these “new” buyers are measured by the consumer surplus they receive from their 

increased purchases, which is shown as the triangular area labeled cbe in Figure 8-4. When 

expressed on a per-vehicle or per-buyer basis, this benefit averages approximately half of that 

experienced by those who would have bought new vehicles even with the baseline standards in 

effect. Because it is not entirely certain that sales of new cars and light trucks will increase in 

response to this proposed action, however, this analysis does not estimate the value of these 

likely additional economic benefits.  

8.6.2 Estimating Changes in New Vehicle Sales  
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This analysis estimates the change in total sales of new cars and light trucks during future model 

years using an econometric model that captures the historical relationship of sales to their 

average price and other macroeconomic conditions. Once the aggregate future level of total sales 

of new cars and light trucks is determined, the shares of these sales accounted for by cars and 

light trucks is estimated using a separate model developed by the U.S. Energy Information 

Administration as part of its National Energy Modeling System (NEMS), which relates those 

shares to fuel prices, the relative fuel economy levels of new cars and light trucks, other 

attributes that differ between the two, and their recent historical shares of total sales.  

Developing a procedure to predict the effects of changes in prices and attributes of new vehicles 

is complicated by the fact that their sales are highly pro-cyclical – that is, they are very sensitive 

to changes in macroeconomic conditions – and also statistically “noisy,” because they reflect the 

transient effects of other factors such as consumers’ confidence in the future, which can be 

difficult to observe and measure accurately. At the same time, their average sales price tends to 

move in parallel with changes in economic growth; that is, average new vehicle prices tend to be 

higher when the total number of new vehicles sold is increasing and lower when the total number 

of new sales decreases (typically during periods of low economic growth or recessions). Finally, 

counts of the total number of new cars and light trucks that are sold do not capture shifts in 

demand among vehicle size classes or body styles (“market segments”); nor do they measure 

changes in the durability, safety, fuel economy, carrying capacity, comfort, or other aspects of 

vehicles’ quality.  

The historical series of new light-duty vehicle sales exhibits cyclic behavior over time that is 

most responsive to larger cycles in the macro economy – but has not increased over time in the 

same way the population, for example, has. While U.S. population has grown more than 35% 

since 1980, the registered vehicle population has grown at an even faster pace – nearly doubling 

between 1980 and 2015
496

. But annual vehicle sales did not grow at a similar pace –even 

accounting for the cyclical nature of the industry. Total new light-duty sales prior to the 2008 

recession climbed as high as 16 million, though similarly high sales years occurred in the 1980’s 

and 1990’s as well. In fact, when considering a 10-year moving average to smooth out the effect 

of cycles, most 10-year averages between 1992 and 2015 are within a few percent of the 10-year 

average in 1992. And although average transaction prices for new vehicles have been rising 

steadily since the recession ended, prices are not yet at historical highs when adjusted for 

inflation. The period of highest inflation-adjusted transaction prices occurred from 1996-2006, 
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 Registered vehicle population estimates aggregated by R.L. Polk (now IHS/Polk) show the registered light duty 

vehicle population growing over 80 percent during this period. The other official estimate of population size, 

attributed to FHWA, shows a smaller increase of just over 60 percent during the same period. 
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when the average transaction price for a new light-duty vehicle was consistently higher than the 

price in 2015
497

.  

The analysis explored various approaches to predict the response of new vehicle sales to the 

changes in prices, fuel economy, and other features in an attempt to overcome analytic 

challenges. This included treating new vehicle demand as the result of changes in total demand 

for vehicle ownership and demand necessary to replace used vehicles that are retired, analyzing 

total expenditures to purchase new cars and light trucks in conjunction with the total number 

sold, and other approaches. However, none of these methods offered a significant improvement 

over estimating the total number of vehicles sold directly from its historical relationship to 

directly measurable factors such as their average sales price, macroeconomic variables such as 

GDP or Personal Disposable Income, and regularly published surveys of consumer sentiment or 

confidence.  

Quarterly rather than annual data on total sales of new cars and light trucks, their average selling 

price, and macroeconomic variables were used to develop an econometric model of sales, in 

order to increase the number of observations and more accurately capture the causal effects of 

individual explanatory variables. Applying conventional data diagnostics for time-series 

economic data revealed that most variables were non-stationary (i.e., they reflected strong 

underlying time trends) and displayed unit roots, and statistical tests revealed cointegration 

between the total vehicle sales – the model’s dependent variable – and most candidate 

explanatory variables. 

Both the dependent variable and many of the independent variables displayed time series 

properties that made the application of simple OLS regressions inappropriate. The only 

stationary variable in the model is GDP growth rate. All of the others are nonstationary in some 

way. Most have unit roots, determined by applying the Elliot, Rotherberg, and Stock test and the 

augmented Dickey-Fuller test. Some candidate series appear trend stationary, but with the 

presence of structural breaks (always around the most recent recession, though in at least one 

case during the early 2000’s recession). However, it is possible that more observation will be 

required post-recession to accurately determine the nature of the time series in the presence of 

the structural break. For these, Perron’s test still supported the presence of unit roots even with 

structural breaks. Of the variables that were determined to have unit roots, cointegration tests 

were performed using both Engle-Granger two-step estimation and Johansen’s test for 

cointegration. 

An autoregressive distributed-lag (ARDL) model that employs a combination of lagged values of 

its dependent variable – in this case, the previous period’s and the prior period’s vehicle sales – 

and the change in average vehicle price, quarterly changes in the U.S. GDP growth rate, as well 
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 While 2015 is the last year for which data informed the estimated sales response, the inflation-adjusted average 

new vehicle price continued increasing in 2016 and 2017.  
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as current and lagged values of quarterly estimates of U.S. labor force participation, was 

estimated in order to address complications in time series data. The number of lagged values of 

each explanatory variable to include was determined by examining how different combinations 

of their lagged values affected the model’s ability to “explain” (or reproduce) historical variation 

in car and light truck sales.  

The results of this approach are encouraging - as Figure 8-4 shows, the model’s predictions fit 

the historical data on sales well, each of its explanatory variables displayed the expected effect 

on sales, and analysis of its unexplained residual terms revealed little evidence of autocorrelation 

or other indications of statistical problems. The model coefficients suggest that positive GDP 

growth rates and increases in labor force participation are both indicators of increases in new 

vehicle sales, while positive changes in average new vehicle price reduce new sales. However, 

the magnitude of the coefficient on change in average price is not as determinative of total sales 

as the other variables, as illustrated in Table 8-1.  

Table 8-1 - Coefficient estimates for sales model 

Coefficients Estimate Std.Error Significance 

Intercept 0.509100 0.3221   

LD.Sales, lag1 0.611700 0.0627 0 

LD.Sales, lag2 0.204800 0.05755 0 

GDP.Growth.Rate 0.148800 0.01738 0 

Delta.Transaction.Price -0.000172 0.00002794 0 

Labor.Force.Participation 0.000246 0.0001001 0.05 

Labor.Force.Participation, lag1 -0.000229 0.00009896 0.05 

F-statistic 363.2     

Adjusted R-squared 0.9184     

 

Based on the model, a $1,000 increase in the average new vehicle price causes approximately 

170,000 lost units in the first year, followed by a reduction of another 600,000 units over the next 

ten years as the initial sales decrease propagates over time through the lagged variables and their 

coefficients. The price elasticity of new car and light truck sales implied by alternative estimates 

of the model’s coefficients ranged from -0.2 to -0.3 – meaning that changes in their prices have 

moderate effects on total sales – which contrasts with estimates of higher sensitivity to prices 

implied by some other models of demand for new vehicles. The model did not incorporate any 

measure of new car and light truck fuel economy that added to its ability to explain historical 

variation in sales, even after experimenting with alternative measures of such as the unweighted 

and sales-weighted averages fuel economy of models sold in each quarter, the level of fuel 

economy they were required to achieve, and the change in their fuel economy from previous 

periods.  
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Figure 8-4 - Actual versus Predicted Quarterly Sales of New Cars and Light Trucks 

 

The model’s predictions of quarterly sales were aggregated to obtain estimates of annual sales, 

which still produced a reasonable fit to their actual historical values. Figure 8-5 compares two 

versions of the model’s estimates of annual car and light truck sales to their actual values - the  

first (shown in blue in the figure) is constructed using the actual values of previous quarters’ 

sales and the model’s other explanatory variables, while the second (shown in green) uses the 

model’s predicted values of sales for past quarters in conjunction with actual past values of its 

other explanatory variables. This latter estimate represents a more demanding test of the model’s 

predictive performance, and is also is more consistent with the way it is applied to obtain 

forecasts of new car and light truck sales during future years with different CAFE and CO2 

standards (which affect vehicle prices) in effect.  

Estimating the sales response to changes in average prices at the level of total new vehicle sales 

likely fails to address valid concerns about changes to the quality or attributes of new vehicles 

sold – both over time and in response to price increases resulting from CAFE standards. 

However, attempts to address such concerns would require significant additional data, new 
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statistical approaches, and structural changes to the CAFE model over several years. It is also the 

case that using absolute changes in the average price may be more limited than another 

characterization of price that relies on distributions of household income over time or percentage 

change in the new vehicle price. The former would require forecasting a deeply uncertain 

quantity many years into the future, and the latter only become relevant once the simulation 

moves beyond the magnitude of observed price changes in the historical series. Future versions 

of this model may use a different characterization of cost that accounts for some of these factors 

if their inclusion improves the model estimation and corresponding forecast projections are 

available. 

 

Figure 8-5 - Actual versus Predicted Annual Sales of New Cars and Light Trucks 

 

The changes in selling prices, fuel economy, and other features of cars and light trucks produced 

during future model years that result from manufacturers’ responses to lower CAFE and CO2 

emission standards are likely to affect both sales of individual models and the total number of 

new vehicles sold. Because the values of changes in fuel economy and other features to potential 

buyers are not completely understood, however, the magnitude – and possibly even the direction 

– of their effect on sales of new vehicles is difficult to anticipate. On balance, the changes in 

prices, fuel economy, and other attributes expected to result from this proposed action to amend 

and establish fuel economy and CO2 emission standards are likely to increase total sales of new 

cars and light trucks during future model years. 
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The purpose of the sales response model is to allow the CAFE model to simulate new vehicle 

sales in a given future model year, accounting for the impact of a regulatory alternative’s 

stringency on new vehicle prices (in a macro-economic context that is identical across 

alternatives). In order to accomplish this, it is important that the model of sales response be 

dynamically stable – meaning that it responds to shocks not by “exploding”, increasing or 

decreasing in a way that is unbounded, but rather returns to a stable path, allowing the shock to 

dissipate. The CAFE model uses the sales model described above to dynamically project future 

sales; after the first year of the simulation, lagged values of new vehicle sales are those that were 

produced by the model itself, rather than observed. The sales response model constructed here 

uses two lagged dependent variables, and simple econometric conditions determine if the model 

is dynamically stable. The coefficients of the one-year lag and the 2-year lag, β1 and β2, 

respectively must satisfy three conditions. Their sum must be less than one, β2 – β1 < 1, and the 

absolute value of β2 must be less than 1. The coefficients of this model satisfy all three 

conditions. 

Using the augural CAFE standards as the baseline, it is possible to produce a series of future total 

sales as shown in Table-8-2. For comparison, the table includes the calculated total light-duty 

sales of a proprietary forecast purchased to support the 2016 Draft TAR analysis, the total new 

light-duty sales in EIA’s 2017 Annual Energy Outlook, and a (short) forecast published in the 

Center for Automotive Research’s Q4 2017 Automotive Outlook. All of the forecasts in 

Table-8-2 assume the augural standards are in place through MY 2025, though assumptions 

about the costs required to comply with them likely differ. As the table shows, despite 

differences among them, the dynamically produced sales projection from the CAFE model is not 

qualitatively different from the others. 

Table-8-2 - Comparison of Forecasts, 2016-2029 

Year CAFE 

model
498

 

IHS/Polk AEO 

2017 

CAR 

Outlook 

Actual 

Sales
499

 

2016 16.34 17.78 16.43 17.5 17.55 

2017 16.83 18.20 17.05 17.5 17.25 

2018 17.19 18.08 16.91 17.4  

2019 17.48 17.68 16.32 17.3  

2020 17.66 17.23 16.27 17  

2021 17.75 17.12 16.54 17.5  

2022 17.76 17.02 16.40 17.6  

2023 17.74 17.08 16.28    

                                                 
498

 Out of necessity, the analysis in today’s rule conflates production year (or “model year”) and calendar year. The 

volumes cited in the CAFE model forecast represent forecasted production volumes for those model years, while the 

other represent calendar year sales (rather than production) – during which two, or possibly three, different model 

year vehicles are sold. In the long run, the difference is not important. In the early years, there are likely to be 

discrepancies. 
499

 [CITE] Automotive News 
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2024 17.73 17.16 16.71    

2025 17.71 17.30 16.70    

2026 17.70 17.33 16.45    

2027 17.74 17.41 16.57    

2028 17.81 17.21 16.58    

2029 17.87 17.08 16.88    

 

In addition to the statistical model that estimates the response of total new vehicle sales to 

changes in the average new vehicle price, the CAFE model incorporates a dynamic fleet share 

model that modifies the light truck (and, symmetrically, passenger car) share of the new vehicle 

market. A version of this model first appeared in the 2012 final rule, when this fleet share 

component was introduced to ensure greater internal consistency within inputs in the uncertainty 

analysis. For today’s analysis, this dynamic fleet share is enabled throughout the analysis of 

alternatives. 

The dynamic fleet share model is a series of difference equations that determine the relative 

share of light trucks (and passenger cars) based on the average fuel economy of each, the fuel 

price, and average vehicle attributes like horsepower and vehicle mass (the latter of which 

explicitly evolves as a result of the compliance simulation). While this model was taken from 

EIA’s National Energy Modeling System (NEMS), it is applied at a different level. Rather than 

apply the shares based on the regulatory class distinction, the CAFE model applies the shares to 

body-style. This is done to account for the large-scale shift in recent years to crossover utility 

vehicles that have model variants in both the passenger car and light truck regulatory fleets. 

Static forecasts of new vehicle sales have been modified for this analysis to reflect the PC/LT 

split present in the Annual Energy Outlook, and this integration continues that approach in a way 

that ensures greater internal consistency when simulating multiple regulatory alternatives (and 

conducting sensitivity analysis on any of the factors that influence fleet share). 

8.7 Additional costs and benefits incurred by new vehicle buyers 

Some costs of purchasing and owning a new or used vehicle scale with the value of the vehicle. 

Where fuel economy standards increase the transaction price of vehicles, they will affect both the 

absolute amount paid in sales tax, and the average amount of financing required to purchase the 

vehicle. Further, where they increase the MSRP, they increase the appraised value upon which 

both value-related registration fees and a portion of insurance premiums are based. The analysis 

assumes that the transaction price is a set share of the MSRP, which allows calculation of these 

factors as shares of MSRP. Below the assumptions made about how each of these additional 

costs of vehicle purchase and ownership scale with the MSRP, and how the analysis arrived at 

these assumptions are discussed.  

8.7.1 Sales taxes 
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The analysis took auto sales taxes by state
500

 and weighted them by population by state to 

determine a national weighted-average sales tax of 5.46%. The analysis sought to weight sales 

taxes by new vehicle sales by state; however, such data were unavailable. It is recognized that for 

this purpose, new vehicle sales by state is a superior weighting mechanism to Census population; 

in effort to approximate new vehicle sales by state, a study of the change in new vehicle 

registrations (using R.L. Polk data) by state across recent years was conducted, resulting in a 

corresponding set of weights. Use of the weights derived from the study of vehicle registration 

data resulted in a national weighted-average sales tax rate almost identical to that resulting from 

the use of Census population estimates as weights, just slightly above 5.5%. The analysis opted 

to utilize Census population rather than the registration-based proxy of new vehicle sales as the 

basis for computing this weighted average, as the end results were negligibly different and the 

analytical approach involving new vehicle registrations had not been as thoroughly reviewed. 

Note sales taxes and registration fees are transfer payments between consumers and the federal 

government, and are therefore not considered a cost in the societal perspective. However, these 

costs are considered as additional costs in the private consumer perspective. 

8.7.2 Financing costs 

The analysis assumes 85% of automobiles are financed based on Experian’s quarter 4, 2016 

“State of the Automotive Finance Market”, which notes that 85.2% of 2016 new vehicles were 

financed, as were 85.9% of 2015 new vehicle purchases.
501

 The analysis used data from Wards 

Automotive and JD Power on the average transaction price of new vehicle purchases, average 

financed new auto beginning principal, and the average incentive as a percent of MSRP to 

compute the ratio of the average financed new auto principal to the average new vehicle MSRP 

for calendar years 2011-2016.  Table-8-3 shows that the average financed auto principal is 

between 82 and 84% of the average new vehicle MSRP. Using the assumption that 85% of new 

vehicle purchases involve some financing, the average share of the MSRP financed for all 

vehicles purchased – including non-financed transactions, rather than only those that are 

financed, was computed.  Table-8-3 shows that this share ranges between 70 and 72%. From 

this, the analysis assumed that on an aggregate level, including all new vehicle purchases, 70% 

of the value of all vehicles’ MSRP is financed. It is likely that the share financed is correlated 

with the MSRP of the new vehicle purchased, but for simplification purposes, it is assumed that 

                                                 
500

 See Car Tax by State, FACTORYWARRANTYLIST.COM, http://www.factorywarrantylist.com/car-tax-by-state.html 

(last visited June 22, 2018). Note: County, city, and other municipality-specific taxes were excluded from weighted 

averages, as the variation in locality taxes within states, lack of accessible documentation of locality rates, and lack 

of availability of weights to apply to locality taxes complicate the ability to reliably analyze the subject at this level 

of detail. Localities with relatively high automobile sales taxes may have relatively fewer auto dealerships, as 

consumers would endeavor to purchase vehicles in areas with lower locality taxes, therefore reducing the effect of 

the exclusion of municipality-specific taxes from this analysis.  
501

 Melinda Zabritski, State of the Automotive Finance Market: A look at loans and leases in Q4 2016, EXPERIAN, 

https://www.experian.com/assets/automotive/quarterly-webinars/2016-Q4-SAFM-revised.pdf (last visited June 22, 

2018).  
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70% of all vehicle costs are financed, regardless of the MSRP of the vehicle. In measurements of 

the impacts on the average consumer, this assumption will not affect the outcome of our 

calculation, though this assumption will matter for any discussions about how many, or which, 

consumers bear the brunt of the additional cost of owning more expensive new vehicles. For sake 

of simplicity, the model also assumes that increasing the cost of new vehicles will not change the 

share of new vehicle MSRP that is financed; the relatively constant share from 2011-2016 when 

the average MSRP of a vehicle increased 10% supports this assumption. It is recognized that this 

is not indicative of average individual consumer transactions, but provides a useful tool to 

analyze the aggregate marketplace. 

Table-8-3 - Share of Average MSRP Financed 

Year Financed 

New 

Vehicles 

All New 

Vehicles 

2016 0.84 0.71 

2015 0.84 0.71 

2014 0.82 0.70 

2013 0.82 0.70 

2012 0.84 0.72 

2011 0.84 0.72 

From Wards Auto data, the average 48- and 60-month new auto interest rates were 4.25% in 

2016, and the average finance term length for new autos was 68 months. It is recognized that 

longer financing terms generally include higher interest rates. The share financed, interest rate, 

and finance term length are added as inputs in the parameters file so that they are easier to update 

in the future. Using these inputs the model computes the stream of financing payments paid for 

the average financed purchases as the following: 

𝐴𝑛𝑛𝑢𝑎𝑙 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 =
𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 ∗ 𝑀𝑆𝑅𝑃 ∗ (𝑠ℎ𝑎𝑟𝑒 𝑓𝑖𝑛𝑎𝑛𝑐𝑒𝑑)

1 − (1 + (𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡/12))−𝑡𝑒𝑟𝑚
−

𝑀𝑆𝑅𝑃 ∗ (𝑠ℎ𝑎𝑟𝑒 𝑓𝑖𝑛𝑎𝑛𝑐𝑒𝑑)

(𝑡𝑒𝑟𝑚/12)
 

Note: The above assumes the interest is distributed evenly over the period, when in reality more 

of the interest is paid during the beginning of the term.  However, the incremental amount 

calculated as attributable to the standard will represent the difference in the annual payments at 

the time that they are paid, assuming that a consumer does not repay early.  This will represented 

the expected change in the stream of financing payments at the time of financing. 

The above stream does not equate to the average amount paid to finance the purchase of a new 

vehicle. In order to compute this amount the share of financed transactions at each interest rate 

and term combination would have to be known. Without having projections of the full 

distribution of the auto finance market into the future, the above methodology reasonably 

accounts for the increased amount of financing costs due to the purchase of a more expensive 

vehicle, on an average basis taking into account non-financed transactions.  Financing payments 

are also assumed to be an intertemporal transfer of wealth for a consumer; for this reason, it is 
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not included in the societal cost and benefit analysis.  However, because it is an additional cost 

paid by the consumer, it is calculated as a part of the private consumer welfare analysis. 

It is recognized that increased finance terms, combined with rising interest rates, lead to a longer 

period of time before a consumer will have positive equity in the vehicle to trade in toward the 

purchase of a newer vehicle.  This has impacts in terms of consumers either trading vehicles with 

negative equity (thereby increasing the amount financed and potentially subjecting the consumer 

to higher interest rates and/or rendering the consumer unable to obtaining financing), or delaying 

the replacement of the vehicle until they achieve suitably positive equity to allow for a trade.  

Comment is sought on the effect these developments will have on the new vehicle market, both 

in general, and in light of increased stringency of fuel economy and GHG emission standards.  

Comment is also sought on whether and how the model should account for consumer decisions 

to purchase a used vehicle instead of a new vehicle based upon increased new vehicle prices in 

response to increased CAFE standard stringency. 

8.7.3 Insurance costs 

More expensive vehicles will require more expensive collision and comprehensive (e.g., fire and 

theft) car insurance. Actuarially fair insurance premiums for these components of value-based 

insurance will be the amount an insurance company will pay out in the case of an incident type 

weighted by the risk of that type of incident occurring. It is expected that the same driver in the 

same vehicle type will have the same risk of occurrence for the entirety of a vehicle’s life, so that 

the share of the value of a vehicle paid out should be constant over the life of a vehicle. 

However, the value of vehicles will decline at some depreciation rate so that the absolute amount 

paid in value-related insurance will decline as the vehicle depreciates. This is represented in the 

model as the following stream of expected collision and comprehensive insurance payments: 

(𝐶𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 & 𝐶𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛)𝑎𝑔𝑒 =
𝑀𝑆𝑅𝑃 ∗ (𝑠ℎ𝑎𝑟𝑒 𝑀𝑆𝑅𝑃)

(1 + 𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 )𝑎𝑔𝑒
 

To utilize the above framework, estimates of the share of MSRP paid on collision and 

comprehensive insurance and of annual vehicle depreciations are needed to implement the above 

equation.  Wards has data on the average annual amount paid by model year for new light trucks 

and passenger cars on collision, comprehensive and damage and liability insurance for model 

years 1992-2003; for model years 2004-2016 they only offer the total amount paid for insurance 

premiums.  The share of total insurance premiums paid for collision and comprehensive 

coverage was computed for 1979-2003. For cars the share ranges from 49 to 55%, with the share 

tending to be largest towards the end of the series.  For trucks the share ranges from 43 to 61%, 

again, with the share increasing towards the end of the series. It is assumed that for model years 

2004-2016, 60% of insurance premiums for trucks, and 55% for cars, is paid for collision and 

comprehensive.  Using these shares the absolute amount paid for collision and comprehensive 

coverage for cars and trucks is computed.  Then each regulatory class in the fleet is weighted by 
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share to estimate the overall average amount paid for collision and comprehensive insurance by 

model year as shown in Table-8-4.  The average share of the initial MSRP paid in collision and 

comprehensive insurance by model year is then computed. The average share paid for model 

years 2010-2016 is 1.83% of the initial MSRP.  This is used as the share of the value of a new 

vehicle paid for collision and comprehensive in the future. 

Table-8-4 - Average Share of MSRP Paid for Collision and Comprehensive Insurance 

Model 

Year 

Collision and 

Comprehensive 

Average 

MSRP 

Percent 

MSRP 

2016 $681 $33,590 2.03% 

2015 $601 $32,750 1.84% 

2014 $567 $31,882 1.78% 

2013 $548 $31,056 1.76% 

2012 $530 $30,062 1.76% 

2011 $517 $29,751 1.74% 

2010 $548 $29,076 1.88% 

 

2017 data from Fitch Black Book was used as a source for vehicle depreciation rates; 2-6-year-

old vehicles in 2016 had an average annual depreciation rate of 17.3%.
 502

  It is assumed that 

future depreciation rates will be like recent depreciation, and the analysis used the same assumed 

depreciation. Table-8-5 shows the cumulative share of the initial MSRP of a vehicle assumed to 

be paid in collision and comprehensive insurance in 5-year age increments under this 

depreciation assumption, conditional on a vehicle surviving to that age — that is, the expected 

insurance payments at the time of purchase will be weighted by the probability of surviving to 

that age. If a vehicle lives to 10 years, 9.9% of the initial MSRP is expected to be paid in 

collision and comprehensive payments; by 20 years 11.9% of the initial MSRP; finally, if a 

vehicle lives to age 40, 12.4% of the initial MSRP. As can be seen, the majority of collision and 

comprehensive payments are paid by the time the vehicle is 10 years old. 

Table-8-5 - Cumulative MSRP Share of Collision/Comprehensive by Age 

Age  Share of Value 

Remaining 

Cumulative 

Share MSRP 

5 0.590 0.068 

10 0.266 0.099 

15 0.120 0.113 

20 0.054 0.119 

25 0.024 0.122 

30 0.011 0.123 

                                                 
502

 Fitch Ratings Vehicle Depreciation Report February 2017, BLACK BOOK, http://www.blackbook.com/wp-

content/uploads/2017/02/Final-February-Fitch-Report.pdf (last visited June 22, 2018). 
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35 0.005 0.124 

40 0.002 0.124 

 

The increase in insurance premiums resulting from an increase in the average value of a vehicle, 

is a result of an increase in the expected amount insurance companies will have to pay out in the 

case of damage occurring to the driver’s vehicle. In this way, it is a cost to the private consumer, 

attributable to the CAFE standard that caused the price increase. 

8.8 Employment Impacts 

Higher vehicle prices resulting from CAFE technologies will reduce new vehicle sales, which 

will in turn affect employment associated with those sales.  Conversely, production of new 

technologies used to improve fuel economy will create new demand for production. Note that 

employment impacts represent a net effect of labor years associated with changes in new vehicle 

sales and changes in labor years required to produce new technologies that improve 

CAFE.  Relative to the baseline augural standards, the proposal would produce small increases in 

sales and small net decreases in labor requirements for MYs 2017-2030. 

8.8.1 Industry employment baseline (including multiplier effect) and data description 

In the first two joint CAFE/CO2 rulemakings, the agencies considered an analysis of industry 

employment impacts in some form in setting both CAFE and emissions standards; NHTSA 

conducted an industry employment analysis in part to determine whether the standards the 

agency set were economically practicable, that is, whether the standards were “within the 

financial capability of the industry, but not so stringent as to” lead to “adverse economic 

consequences, such as a significant loss of jobs or unreasonable elimination of consumer 

choice.”
503

  EPA similarly conducted an industry employment analysis under the broad authority 

granted to the agency under the Clean Air Act.
504

  Both agencies recognized the uncertainties 

inherent in estimating industry employment impacts; in fact, both agencies dedicated a 

substantial amount of discussion to uncertainty in industry employment analyses in the 2012 

final rule for MYs 2017 and beyond.
505

  Notwithstanding these uncertainties, CAFE and CO2 

standards do impact industry labor hours, and providing the best analysis practicable better 

informs stakeholders and the public about the standards’ impact than would omitting any 

estimates of potential labor impacts. 

The framework for today’s analysis is similar to frameworks presented in the past, but today, 

many of the effects that were qualitatively identified but previously not considered were 

                                                 
503

 67 FR 77015, 77021 (December 16, 2002). 
504

 See George E. Warren Corp. v. EPA, 159 F.3d 616, 623-624 (D.C. Cir. 1998) (ordinarily permissible for EPA to 

consider factors not specifically enumerated in the Act). 
505

 See 77 FR 62952, 63102 (October 15, 2012). 
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quantified. For instance, in the PRIA for the 2017-2025 rule, EPA identified “demand effects,” 

“cost effects,” and “factor shift effects” as important considerations for industry labor, but the 

analysis did not attempt to quantify either the demand effect or the factor shift effect.
506

 Today’s 

industry labor analysis quantifies direct labor changes that had previously been discussed 

qualitatively. 

Today’s analysis both improved on previous analyses and developed new methodologies to 

consider direct labor effects on the automotive sector in the United States. The analysis evaluated 

potential changes to (1) dealership labor related to new light duty vehicle unit sales; (2) changes 

in assembly labor for vehicles, for engines and for transmissions related to new vehicle unit 

sales; and (3) changes in industry labor related to additional fuel savings technologies, 

accounting for new vehicle unit sales. All automotive labor effects were estimated and reported 

at a national level,
507

 in labor-years, assuming 2,000 hours of labor per labor-year. 

The analysis estimated labor effects from the forecasted CAFE model technology costs and from 

review of automotive labor for the MY 2016 fleet. For each vehicle in the CAFE model analysis, 

the locations for vehicle assembly, engine assembly, transmission assembly, and estimated labor 

in MY 2016 were recorded. Percent U.S. content for each vehicle was also recorded. Not all 

parts are made in the United States, so the analysis also took into account the percent U.S. 

content for each vehicle as manufacturers add fuel-savings technologies. As manufacturers added 

fuel-economy technologies in the CAFE model simulations, it was assumed that percent U.S. 

content would remain constant in the future, and that the U.S. labor added would be proportional 

to U.S. content. From this foundation, the analysis forecasted automotive labor effects as the 

CAFE model added fuel economy technology and adjusted future sales for each vehicle.  

The analysis also accounts for sales projections in response to the different regulatory 

alternatives; the labor analysis considers changes in new vehicle prices and new vehicle sales. As 

vehicle prices rise, it is expected that consumers will purchase fewer vehicles than they would 

have at lower prices. As manufacturers sell fewer vehicles, the manufacturers may need less 

labor to produce the vehicles, and less labor to sell the vehicles.  However, as manufacturers add 

equipment to each new vehicle, the manufacturers will require human resources to develop, sell, 

and produce additional fuel-saving technologies. The analysis also accounts for the potential that 

new standards could shift the relative shares of passenger cars and light trucks in the overall 

fleet; insofar as different vehicles involved different amounts of labor, this shifting impacts the 

quantity of estimated labor. The CAFE model automotive labor analysis takes into account 

reduction in vehicle sales, shifts in the mix of passenger cars and light trucks, and addition of 

fuel-savings technologies.  

                                                 
506

 Pages 8-24 to 8-32 of August 2012 “Regulatory Impact Analysis - Final Rulemaking for 2017-2025 Light-Duty 

Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards.” 
507 

This analysis recognizes a few local production facilities may contribute meaningfully to local economies, but the 

analysis reported only on national effects. 
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Today’s analysis assumes that some observations about the production of MY 2016 vehicles 

would carry forward, unchanged into the future. For instance, the analysis assumed assembly 

plants would remain the same as MY 2016 for all products now, and in the future. The analysis 

also assumed percent U.S. content would remain constant, even as manufacturers updated 

vehicles and introduced new fuel-saving technologies. It was also assumed that assembly labor 

hours per unit would remain at estimated MY 2016 levels for vehicles, engines, and 

transmissions, and the factor between direct assembly labor and parts production jobs would 

remain the same. When considering shifts from one technology to another, the analysis assumed 

revenue per employee at suppliers and original equipment manufacturers would remain in line 

with MY 2016 levels, even as manufacturers added fuel-saving technologies and realized cost 

reductions from learning.   

The analysis focused on automotive labor because adjacent employment factors and consumer 

spending factors for other goods and services are uncertain and difficult to predict. The analysis 

did not consider how direct labor changes may affect the macro economy and possibly change 

employment in adjacent industries.  For instance, the analysis did not consider possible labor 

changes in vehicle maintenance and repair, nor did the analysis consider changes in labor at retail 

gas stations. The analysis did not consider possible labor changes due to raw material production, 

such as production of aluminum, steel, copper and lithium, nor did the analysis consider possible 

labor impacts due to changes in production of oil and gas, ethanol, and electricity. The analysis 

did not consider effects of how consumers could spend money saved due to improved fuel 

economy, nor did the analysis consider effects of how consumers would pay for more expensive 

fuel savings technologies at the time of purchase; either could affect consumption of other goods 

and services, and hence affect labor in other industries. The analysis did not consider the effects 

of increased usage of car-sharing, ride-sharing, and automated vehicles. The analysis did not 

estimate how changes in labor from any industry could affect gross domestic product and 

possibly affect other industries as a result.  

Finally, the analysis made no assumptions about full-employment or not full-employment and 

the availability of human resources to fill positions. When the economy is at full employment, a 

fuel economy regulation is unlikely to have much impact on net U.S. employment; instead, labor 

would primarily be shifted from one sector to another. These shifts in employment impose an 

opportunity cost on society, approximated by the wages of the employees, as regulation diverts 

workers from other activities in the economy. In this situation, any effects on net employment 

are likely to be transitory as workers change jobs (e.g., some workers may need to be retrained or 

require time to search for new jobs, while shortages in some sectors or regions could bid up 

wages to attract workers). On the other hand, if a regulation comes into effect during a period of 

high unemployment, a change in labor demand due to regulation may affect net U.S. 

employment because the labor market is not in equilibrium.  Schmalansee & Stavins point out 

that net positive employment effects are possible in the near term when the economy is at less 

than full employment due to the potential hiring of idle labor resources by the regulated sector to 
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meet new requirements (e.g., to install new equipment) and new economic activity in sectors 

related to the regulated sector  longer run, the net effect on employment is more difficult to 

predict and will depend on the way in which the related industries respond to the regulatory 

requirements. For that reason, this analysis does not include multiplier effects, but instead 

focuses on labor impacts in the most directly affected industries. Those sectors are likely to face 

the most concentrated labor impacts. 

Please provide comments on these assumptions and approaches in the labor analysis. 

8.8.2 Estimating labor for fuel economy technologies, vehicle components, final assembly, 

and retailers 

The following sections discuss the approaches to estimating factors related to dealership labor, 

final assembly labor and parts production, and fuel economy technology labor.  

8.8.2.1 Dealership labor 

The analysis evaluated dealership labor related to new light-duty vehicle sales, and estimated the 

labor hours per new vehicle sold at dealerships, including labor from sales, finance, insurance, 

and management. The effect of new car sales on the maintenance, repair, and parts department 

labor is expected to be limited, as this need is based on the vehicle miles traveled of the total 

fleet. To estimate the labor hours at dealerships per new vehicle sold, the analysis referenced the 

National Automobile Dealers Association 2016 Annual Report, which provides franchise dealer 

employment by department and function.
508

  It was estimated that slightly less than 20% of 

dealership employees’ work relates to new car sales (versus approximately 80% in service, parts, 

and used car sales), and that on average dealership employees working on new vehicle sales 

labor for 27.8 hours per new vehicle sold.  

8.8.2.2 Final assembly labor and parts production 

The analysis also estimated how the quantity of assembly labor and parts production labor for 

MY 2016 vehicles would increase or decrease in the future as new vehicle unit sales increased or 

decreased.  

Specific assembly locations for final vehicle assembly, engine assembly, and transmission 

assembly for each MY 2016 vehicle were identified.  In some cases, manufacturers assembled 

products in more than one location, and such products and parallel production were considered in 

the labor analysis.  

Industry average direct assembly labor per vehicle (30 hours), per engine (4 hours), and per 

transmission (5 hours) were estimated based on a sample of U.S. assembly plant employment 

and production statistics and other publicly available information. Some plants may have used 

                                                 
508

 National Automobile Dealers Association, 2016 Annual Report (2017). 



 

962 

 

less labor than the analysis estimates to produce the vehicle, the engine, or the transmission, and 

other plants may have used more labor.  The assembly locations and industry averages for labor 

per unit were used to estimate U.S. assembly labor hours for each vehicle. U.S. assembly labor 

hours per vehicle ranged from as high as 39 hours if the manufacturer assembled the vehicle, 

engine, and transmission at U.S. plants, to as low as 0 hours if the manufacturer imported the 

vehicle, engine, and transmission.  

Labor for parts production in addition to labor for final assembly was also considered. Motor 

vehicle and equipment manufacturing labor statistics from the U.S. Census Bureau, the Bureau 

of Labor Statistics,
509

 and other publicly available sources was also surveyed. Based on these 

sources, it is apparent that the historical average ratio of vehicle assembly manufacturing 

employment to employment for total motor vehicle and equipment manufacturing for new 

vehicles remained roughly constant over the period from 2001 through 2013, at a ratio of 5.26. 

Observations from 2001-2013 spanned many years, many combinations of technologies and 

technology trends, and many economic conditions, yet the ratio remained about the same. 

Accordingly, the analysis scaled up estimated U.S. assembly labor hours by a factor of 5.26 to 

consider U.S. parts production labor in addition to assembly labor for each vehicle.  

The industry estimates for vehicle assembly labor and parts production labor for each vehicle 

scaled up or down as unit sales scaled up or down over time in the CAFE model. 

8.8.2.3 Fuel economy technology labor 

As manufacturers spend additional dollars on fuel-saving technologies, parts suppliers and 

manufacturers require human resources to bring those technologies to market. Manufacturers 

may add, shift, or replace employees in ways that are difficult for the agencies to predict in 

response to adding fuel-savings technologies; however, it is expected that the revenue per labor 

hour at original equipment manufacturers (OEMs) and suppliers will remain about the same as in 

MY 2016, even as industry includes additional fuel-saving technology.  

To estimate the average revenue per labor hour at OEMs and suppliers, financial reports from 

publicly traded automotive businesses were analyzed.
510

  Based on recent figures, it was 

estimated that OEMs would add one labor year per $633,066 revenue,
511

 and that suppliers 

would add one labor year per $247,648 in revenue.
512

  These global estimates are applied to all 

revenues, and U.S. content is applied as a later adjustment. Today’s analysis assumed these ratios 

                                                 
509

 NAICS Code 3361, 3363. 
510

 The analysis surveyed suppliers who won the Automotive News “PACE Award” from 2013-2017, covering more 

than 40 suppliers, more than 30 of which are publicly traded companies. Automotive News gives “PACE Awards” 

to innovative manufacturers, with most recent winners earning awards for new fuel-savings technologies. 
511

 The analysis assumed incremental OEM revenue as the retail price equivalent for technologies, adjusting for 

changes in sales volume.  
512

 The analysis assumed incremental supplier revenue as the technology cost for technologies before retail price 

equivalent mark-up, adjusting for changes in sales volume. 
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would remain constant for all technologies, rather than that the increased labor costs would be 

shifted toward foreign countries. Please provide comments on the realism of this assumption. 

8.8.2.4  Labor Calculations 

The analysis estimated the total labor as the sum of three components - dealership hours, final 

assembly and parts production, and labor for fuel-economy technologies (at OEM’s and 

suppliers). The CAFE model calculated additional labor hours for each vehicle, based on current 

vehicle manufacturing locations and simulation outputs for additional technologies, and sales 

changes. Some constants were applied to all vehicles,
513

 but other constants were vehicle 

specific,
514

 or year specific for a vehicle.
515

 

While the analysis presented today did not consider a multiplier effect of all U.S. automotive 

related jobs on non-auto related U.S. jobs, the model does include a “global multiplier” that can 

be used to scale up or scale down the total labor hours. This multiplier exists in the parameters 

file, and today’s analysis uses a value set at 1.00.

                                                 
513

 The analysis applied the same assumptions to all manufacturers for annual labor hours per employee, dealership 

hours per unit sold, OEM revenue per employee, supplier revenue per employee, and factor for the jobs multiplier.  
514

 The analysis included vehicle specific assumptions about percent U.S. content and U.S. assembly employment 

hours. 
515

 The technology cost for each vehicle, for each year was estimated based on the technology content applied in the 

CAFE model, year-by-year. 
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Equation 8-1 - Total Labor Hours Equation 



= ∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒 x
𝐷𝑒𝑎𝑙𝑒𝑟𝑠ℎ𝑖𝑝_𝐻𝑜𝑢𝑟𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1

+ ∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒 x
𝑈𝑆_𝐴𝑠𝑠𝑒𝑚𝑏𝑙𝑦_𝐸𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡_𝐻𝑜𝑢𝑟𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒  𝑥 𝐹𝑎𝑐𝑡𝑜𝑟𝑗𝑜𝑏𝑠_𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟  

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1

+ ∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑈𝑆_𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 
 𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦_𝐶𝑜𝑠𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒
x

𝐴𝑛𝑛𝑢𝑎𝑙_𝐿𝑎𝑏𝑜𝑟_𝐻𝑜𝑢𝑟𝑠

𝑂𝐸𝑀_𝑅𝑒𝑣𝑒𝑛𝑢𝑒_𝑝𝑒𝑟_𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1

+ ∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑈𝑆_𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒 x
𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦_𝐶𝑜𝑠𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒 x 𝑅𝑒𝑡𝑎𝑖𝑙_𝑃𝑟𝑖𝑐𝑒_𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡𝑀𝑎𝑟𝑘𝑢𝑝

x
𝐴𝑛𝑛𝑢𝑎𝑙_𝐿𝑎𝑏𝑜𝑟_𝐻𝑜𝑢𝑟𝑠

𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑟_𝑅𝑒𝑣𝑒𝑛𝑢𝑒_𝑝𝑒𝑟_𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1

 

 

Equation 8-2 - Total Labor Hours Equation with Global Constants 

∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒 x
𝑈𝑆_𝐴𝑠𝑠𝑒𝑚𝑏𝑙𝑦_𝐸𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡_𝐻𝑜𝑢𝑟𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 5.26

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1

+ ∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑈𝑆_𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 
 𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦_𝐶𝑜𝑠𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒
x

2,000 hours

$633,066
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1

+ ∑ (𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒𝑠𝑣𝑒ℎ𝑖𝑐𝑙𝑒  x 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑈𝑆_𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒 x
𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦_𝐶𝑜𝑠𝑡𝑣𝑒ℎ𝑖𝑐𝑙𝑒

𝑈𝑛𝑖𝑡_𝑠𝑎𝑙𝑒 x 1.5
x

2,000 hours

$247,648
)

𝑁

𝑣𝑒ℎ𝑖𝑐𝑙𝑒 =1
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Equation 8-3 - Equation for Job-Years to Total Labor Hours 

𝑱𝒐𝒃_𝒚𝒆𝒂𝒓𝒔 =
𝑇𝑜𝑡𝑎𝑙_𝐿𝑎𝑏𝑜𝑟_𝐻𝑜𝑢𝑟𝑠

𝐴𝑛𝑛𝑢𝑎𝑙_𝐿𝑎𝑏𝑜𝑟_𝐻𝑜𝑢𝑟𝑠
=

𝑇𝑜𝑡𝑎𝑙_𝐿𝑎𝑏𝑜𝑟_𝐻𝑜𝑢𝑟𝑠

2,000 hours
 

 

8.8.2.5 Assumptions and Limitations 

As discussed in Section II.E of the preamble, the analysis includes estimates of impacts on U.S. 

auto industry labor, considering the combined impact of changes in sales volumes and changes in 

outlays for additional fuel-saving technology. Note that this analysis does not consider the 

possibility that potential new jobs and plants attributable to increased stringency will not be 

located in the United States, or that increased stringency will not lead to the relocation of current 

jobs or plants to foreign countries. Compared to the no-action alternative (i.e., the baseline 

standards), the proposed standards (alternative 1) and other regulatory alternatives under 

consideration all involve reduced regulatory costs expected to lead to reduced average vehicle 

prices and, in turn, increased sales.   

While the increased sales slightly increase estimated U.S. auto sector labor, because producing 

and selling more vehicles uses additional U.S. labor, the reduced outlays for fuel-saving 

technology slightly reduce estimated U.S. auto sector labor, because manufacturing, integrating, 

and selling less technology means using less labor to do so.  Of course, this is technology that 

may not otherwise be produced or deployed were it not for regulatory mandate, and the 

additional costs of this technology would be borne by a reduced number of consumers given 

reduction in sales in response to increased prices.   

Today’s analysis shows the negative impact of reduced mandatory technology outlays 

outweighing the positive impact of increased sales.  However, both of these underlying factors 

are subject to uncertainty.  For example, if fuel-saving technology that would have been applied 

under the baseline standards is more likely to have come from foreign suppliers than estimated 

here, less of the foregone labor to manufacture that technology would have been U.S. labor.  

Also, if sales would be more positively impacted by reduced vehicle prices than estimated here, 

correspondingly positive impacts on U.S. auto sector labor could be magnified.  Alternatively, if 

manufacturers are able to deploy technology to improve vehicle attributes that new car buyers 

prefer to fuel economy improvements, both technology spending and vehicle sales would 

correspondingly increase.  

The sales and employment analysis may be updated for the final rule, and incremental changes 

opposite in sign from those presented below may result. Please provide comments, in particular, 

on the potential for changes in stringency to result in new jobs and plants being created in 

foreign countries, or for current United States jobs and plants to be moved outside of the United 

States. 
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8.9 Effect of the Proposed Action on New Car Use 

The fuel economy rebound effect – a specific example of the well-documented energy efficiency 

rebound effect for energy-consuming capital goods – refers to the tendency of motor vehicles’ 

use to increase when their fuel economy is improved and the cost of driving each mile declines 

as a result. Reducing fuel economy and CO2 standards for future model years will lead to lower 

fuel economy for new cars and light trucks, thus increasing the amount of fuel they consume and 

the cost of traveling each mile. The resulting increase in their per-mile fuel and total driving 

costs will lead to a reduction in the number of miles they are driven each year over their 

lifetimes, an example of the fuel economy rebound effect working in reverse.  

8.9.1 Vehicle Usage and Mileage Accumulation 

The MY 2017-2021 final rule built estimates of average lifetime mileage accumulation by body 

style and age using the 2009 National Household Travel Survey (NHTS), which surveys 

odometer readings of the vehicles present from the approximately 113,000 households sampled. 

Approximately 210,000 vehicles were in the sample readings collected between April 2008 and 

April 2009. This represents a sample size of less than one percent of the more than 250 million 

light-duty vehicles registered in 2008 and 2009. The NHTS sample is now 10 years old and 

taken during the Great Recession. The 2017 NHTS was not available at the time of this 

rulemaking. Because of the age of the last available NHTS and the unusual economic conditions 

under which it was collected, the new schedule was built using a similar method from a 

proprietary dataset collected in the fall of 2015. 

In order to develop new mileage accumulation schedules for vehicles regulated under the CAFE 

program (classes 1-3), NHTSA purchased a data set of vehicle odometer readings from IHS/Polk 

(Polk). Polk collects odometer readings from registered vehicles when they encounter 

maintenance facilities, state inspection programs, or interactions with dealerships and OEMs. 

The average odometer readings in the data set NHTSA purchased are based on more than 74 

million unique odometer readings across 16 model years (2000-2015) and vehicle classes present 

in the data purchase (all registered vehicles less than 14,000 lbs. GVW). This sample represents 

approximately 28% of the light-duty vehicles registered in 2015, and thus has the benefit of not 

only being a newer, but also, a larger, sample.  

Comparably to the NHTS, the Polk data provide a measure of the cumulative lifetime vehicle 

miles traveled (VMT) for vehicles, at the time of measurement, aggregated by the following 

parameters - make, model, model year, fuel type, drive type, door count, and ownership type 

(commercial or personal). Within each of these subcategories they provide the average odometer 

reading, the number of odometer readings in the sample from which Polk calculated the 

averages, and the total number of that subcategory of vehicles in operation.  
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8.9.1.1 Updated Schedules 

Figure 8-6 shows the predicted total VMT by age for the sample of passenger cars. It also shows 

the old and new schedules together. The new schedule predicts lower annual VMT for all ages—

except the first year—but the discrepancy increases for vehicles older than 8 years. The resulting 

difference in VMT over a 30-year life of a passenger car is a decrease of 96,882 miles under the 

new schedule, a 32% decrease from the old schedule. A notable trend in the new passenger car 

schedule is a higher annual VMT for the first year, followed by a relatively constant annual 

VMT until age 6 (MY 2014 to MY 2008, for this sample). This trend is likely a byproduct of the 

patterns of commercial and personal vehicle ownership over the age of vehicles. 

 

Figure 8-6 - A comparison of the new and old passenger car schedules 

Figure 8-6 shows the share of passenger cars registered between commercial and personal fleets, 

and the population-weighted average odometer reading by ownership type. Commercial vehicles 

are driven more than personally-owned vehicles, and make up the largest share of one-year-old 

vehicles, relative to other ages. Because a model year of vehicles is sold starting in the fall of the 

previous calendar year, throughout the matching calendar year, and into the succeeding one, this 

initial proportion suggests that (in proportion to fleet share) more commercially-owned vehicles 

are bought early. Another partial explanation is likely that commercial vehicles are sold into the 

personal fleet after a short time. Regardless of the cause, this pattern of ownership likely explains 

why the first year annual VMT is higher than other years - the share of more heavily-driven 

commercial vehicles is highest for age one vehicles, and we weight the models by the proportion 

each makes up of the total population of registered vehicles. The SUV/van and light-duty truck 

class fleets show similar patterns of more-heavily driven commercial vehicles, and the highest 

share of commercial vehicles occurring for one-year-old vehicles. Unsurprisingly, the initial 

peak of annual VMT occurs for these classes as well. 
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Figure 8-7 - Total VMT and share of population by ownership type for passenger 

 

The old SUV and van schedules are very similar (Figure 8-8). Because the Polk data is already 

aggregated to the model-level, there are 38 categories of vans in 2014. For all other classes there 

are at least 3 times as many model-level classifications. For these reasons, it was determined that 

vans and SUVs were sufficiently similar, and so they were merged into a single class for VMT 

purposes. The new SUV/van schedule shows a peak average annual VMT (16,035) occurring at 

age one. It predicts lower annual VMT for all ages (except the first year, which is slightly higher 

than the old SUV schedule, though still predicts lower annual VMT than the old van schedule). 

The new schedule predicts a total of 89,529 (29%) fewer miles driven over a 30-year lifespan 

than the old SUV schedule, and a total of 99,445 (32%) fewer miles driven over a 30-year 

lifespan than the old van schedule. 

  

Figure 8-8 - A comparison of the new and old SUV/Van schedules 

 

The new light-duty pick up schedule predicts a peak annual VMT of 17,436 miles at age one. 

Figure 8-9 shows that the new light-duty pickup VMT schedule predicts higher annual VMT for 

ages one through five, and lower annual VMT for all other ages. Even considering this, the new 
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schedule for light pickups predicts a total 30-year lifetime decrease of 74,385 (24%) from the old 

schedule for light trucks. 

 

Figure 8-9 - A comparison of the new and old light pickup schedules 

Table 8-6 offers a summary of the comparison of lifetime VMT (by class) under the new 

schedule, compared with lifetime VMT under the old schedule. In addition to the total lifetime 

VMT expected under each schedule for vehicles that survive to their full useful life, Figure 8 

also shows the survival-weighted lifetime VMT for both schedules. This represents the average 

lifetime VMT for all vehicles, not only those that survive to their full useful life. The percentage 

difference between the two schedules is not as stark for the survival-weighted schedules - the 

percentage decrease of survival-weighted lifetime VMT under the new schedules range from 

16.2% (for pickups) to 21.2% (for passenger vans). 

Table 8-6 - Summary comparison of lifetime VMT of the new and old schedules 

 

  Survival-Weighted (“Expected”)  

 

Maximum  

Lifetime VMT  Lifetime VMT 

 

New Old % difference New Old % difference 

Car 204,233 301,115 32.2% 142,119 179,399 20.8% 

Van 237,623 362,482 34.4% 155,115 196,725 21.2% 

SUV 237,623 338,646 29.8% 155,115 193,115 19.7% 

Pickup 265,849 360,982 26.4% 157,991 188,634 16.2% 

8.9.1.2 Data Description 

While the Polk data set contains model-level average odometer readings, the CAFE model 

assigns lifetime VMT schedules at a lower resolution based on vehicle body style. For the 

purposes of VMT accounting, the CAFE model classifies every vehicle in the analysis fleet as 

being one of the following - passenger car, SUV, pickup truck, or passenger van. In order to use 

the Polk data to develop VMT schedules for each of the (VMT) classes in the CAFE model, a 

map was constructed between the classification of each model in the Polk data and the classes in 

the CAFE model. The only difference between the mapping for the VMT schedules and the rest 

of the CAFE model is that SUV and van body styles were merged into one class (for reasons 
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described in the discussion of the SUV/van schedule above). This mapping allowed the analysis 

to predict the lifetime miles traveled, by the age of a vehicle, for the categories in the CAFE 

model.  

In estimating the VMT models, each data point (make/model classification) was weighted by the 

share of each make/model in the total population of the corresponding CAFE class. This 

weighting ensures that the predicted odometer readings, by class and model year, represent each 

of vehicle classification among observed vehicles (i.e., the vehicles for which Polk has odometer 

readings), based on each vehicles’ representation in the registered vehicle population of its class. 

Implicit in this weighting scheme, is the assumption that the samples used to calculate each 

average odometer reading by make, model, and model year are representative of the total 

population of vehicles of that type. Several indicators suggest that this is a reasonable 

assumption. 

First, the majority of each vehicle make/model is well-represented in the sample. Histograms and 

empirical cumulative distribution functions (CDFs) of the ratio of the number of odometer 

readings to the total population of those makes/models by each class (Figure 8-10, below), show 

that for more than 85% of make/model combinations, the average odometer readings are 

collected for 20% or more of the total population. Most make/model observations have sufficient 

sample sizes, relative to their representation in the vehicle population, to produce meaningful 

average odometer totals at that level.
516

  

make/model/MY)  

 

Figure 8-10 - Distribution of the ratio of the sample size to the population size (by 

The analysis also considered whether the representativeness of the odometer sample varies by 

vehicle age, since VMT schedules in the CAFE model are specific to each age. To investigate, 

the percentage of vehicle types (by make, model, and model year) that did not have odometer 

readings were calculated. Figure 8-11 shows that all model years, apart from 2015, have 

odometer readings for 96% or more of the total types of vehicles observed in the fleet.  

                                                 
516

 Similar figures were developed that were stratified by each vehicle class, but these were no more revealing than 

the figures for all vehicles. 
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Figure 8-11 - The percentage of the total vehicle population with no odometer readings 

across model year 

While the preceding discussion supports the coverage of the odometer sample across 

makes/models by each model year, it is possible that, for some of those models, an insufficient 

number of odometer readings is recorded to create an average that is likely to be representative 

of all of those models in operation for a given year. Figure 8-12, below, shows the percentage of 

all vehicle types for which the number of odometer readings is less than 5% of the total 

population (for that model). Again, for all model years other than 2015, approximately 95% or 

more of vehicles types are represented by at least 5% of their population. For this reason, 

observations from all model years other than 2015 were included, in the estimation of the new 

VMT schedules.  

 

Figure 8-12 - Percentage of vehicles with fewer than 5% of the population in odometer 

readings (by class) 

It is possible that the odometer sample is biased. If certain vehicles are over-represented in the 

sample of odometer readings relative to the registered vehicle population, a simple average, or 

even one weighted by the number of odometer observations will be biased.  However, while 
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weighting by the share of each vehicle in the population will account for this bias, it would not 

correct for a sample that entirely omits a large number of makes/models within a model year. 

This assumption was tested by computing the proportion of the count of odometer readings for 

each individual vehicle type — within a class and model year — to the total count of readings for 

that class and model year. The population of each make/model — within each class and model 

year — was also compared to the population of the corresponding class and model year. The 

difference of these two ratios shows the difference of the representation of a vehicle type — in 

its respective class and model year — in the sample versus the population. All vehicle types are 

represented in the sample within 10% of their representation in the population, and the variance 

between the two representations is normally distributed. This suggests that, on average, the 

likelihood that a vehicle is in the sample is comparable to its proportion in the relevant 

population, and that there is little under or over sampling of certain vehicle makes/models.
517

  

 

Figure 8-13 - Difference in the share of each vehicle in the population versus the sample (by 

class) 

8.9.1.3 Estimation 

Because model years are sold in in the fall of the previous calendar year, throughout the same 

calendar year, and even into the following calendar year — not all registered vehicles of a 

make/model/model year will have been registered for at least a year (or more) until age 3. The 

result is that some MY 2014 vehicles may have been driven for longer than one year, and some 

less, at the time the odometer was observed. In order to consider this in the definition of age, the 

age of a vehicle was assigned to be the difference between the average reading date of a 

make/model and the average first registration date of that make/model. The result is that the 

continuous age variable reflects the amount of time that a car has been registered at the time of 

odometer reading, and presumably the time span that the car has accumulated the miles. 

After creating the “Age” variable, the make/model lifetime VMT data points were fit to a 

weighted quartic polynomial regression of the age of the vehicle (stratified by vehicle 
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 We produced similar figures, stratified by class, but these were no more revealing; the only difference being that 

cars are represented in the sample within 5% of their representation in the population (with a distribution range of 

.05 on either side). 
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classification).
518

 The predicted values of the quartic regressions are used to calculate the 

marginal annual VMT by age for each class by calculating differences in estimated lifetime 

mileage accumulation by age. However, the Polk data acquired by NHTSA only contains 

observations for vehicles newer than 16 years of age. In order to estimate the schedule for 

vehicles older than the age 15 vehicles in the Polk data, that information was combined with the 

portion of the schedule from the VMT schedules used in the 2017-2021 Final Light Duty Rule. 

The light-duty schedules were derived from the survey data contained in the 2009 National 

Household Travel Survey (NHTS). 

Based on the vehicle ages for which data is available (from the Polk purchase), the newly 

estimated annual schedules differ from the previous version in important ways. Perhaps most 

significantly, the annual mileage associated with ages beyond age 8 begin to, and continue to, 

trend much lower. The approach taken here attempts to preserve the results obtained through 

estimation on the Polk observations, while leveraging the existing (NHTS-based) schedules to 

support estimation of the higher ages (age 16 and beyond). Because the two schedules are so far 

apart, simply splicing them together would have created not only a discontinuity, but also 

precluded the possibility of a monotonically decreasing scale with age (which is consistent with 

previous schedules, the data acquired from Polk, and common sense).  

From the old schedules, annual VMT is expected to be decreasing for all ages. Towards the end 

of the sample, the predictions for annual VMT increase. In order to force the expected 

monotonicity, a triangular smoothing algorithm was performed until the schedule became 

monotonic. This performs a weighted average which weights the observations close to the 

observation more than those farther from it. The result is a monotonic function, which predicts 

similar lifetime VMT for the sample span as the original function. Because data beyond 15 years 

of age is not available, it is impossible to correctly capture that part of the annual VMT curve 

using only the new dataset. For this reason, trends in the old data are used to extrapolate the new 

schedule for ages beyond the sample range. 

In order to use the VMT information from the newer data source for ages outside of the sample, 

the final in-sample age (15 years) is used as a seed and then applied to the proportional trend 

from the old schedules to extrapolate the new schedules out to age 30. To do this, the annual 

percentage difference in VMT of the old schedule for ages 15-30 is calculated. The same annual 

percentage difference in VMT is applied to the new schedule to extend beyond the final in-

sample value. This assumes the proportional trend in the outer years is correctly modeled in the 

old VMT schedule, and imposes this same trend for the outer years of the new schedule. The 

extrapolated schedules are the final input for the VMT schedules in the CAFE model. 

                                                 
518

 Vehicle classification refers to the following body styles: pickups, vans/SUVs, and other cars. 
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8.9.1.4 Comparison to Previous Schedules 

As can be seen from all of the schedules, the new VMT data suggests that the VMT schedule 

used in the last light-duty CAFE final rule likely does not represent current annual VMT rates. 

Across all classes, the previous VMT schedules overestimate the average annual VMT. The 

previous schedules are based on data that is outdated and self-reported, while the observations 

from Polk are between 5 and 7 years newer than those in the NHTS and represent valid odometer 

readings (rather than self-reported information).  

Additionally, while the NHTS may be a representative sample of households, it is less likely to 

be a representative sample of vehicles. However, by properly accounting for vehicle population 

weights in the new averages and models, this issue is corrected for in the derivation of the new 

schedules.  

While these changes will influence total benefits and fatalities associated with the CAFE 

program, they are an improvement on the previous iterations and will be used until the next 

available update. 

8.9.2 The Fuel Economy Rebound Effect on Vehicle Use 

Figure 8-14, Figure 8-15, and Figure 8-16 illustrate the effect of new vehicles’ lower sales prices 

and fuel economy on the number of miles they are driven annually, using the average values of 

both variables for new cars and light trucks produced during a future model year where this 

proposed rule would reduce fuel economy and CO2 emission standards from their levels under 

the baseline alternative. As it shows, vehicles’ per-mile operating costs include the cost of fuel 

they consume, the expected cost associated with potential crashes, maintenance and repair 

outlays, operating costs other than fuel (oil, tire wear, etc.), depreciation associated with vehicle 

use, and the value of their drivers’ and other occupants’ travel time.  

 

Figure 8-14 - Effect of Reducing CAFE/CO2 Standards on New Car and Light Truck Use 
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Reducing fuel economy and CO2 standards will lead to both lower fuel economy and lower sales 

prices for cars and light trucks produced during future model years. Lower fuel economy will 

increase the amount of fuel vehicles consume each mile they are driven, thus increasing their 

per-mile driving cost. By itself, this effect will reduce the number of miles vehicles are driven 

each year during their lifetimes. At the same time, new models’ lower sales prices may reduce 

their per-mile depreciation costs slightly, as their lower initial value gradually depreciates over 

their lifetimes; whether their per-mile depreciation also declines depend on whether their initial 

selling prices (which measure their market value when new) fall proportionally less than does 

their cumulative lifetime mileage.  

For illustrative purposes, Figure 8-14 shows the situation where new vehicles’ fuel costs increase 

but their per-mile depreciation costs decline, and on balance these changes raise their total cost 

for driving each mile slightly, from C0 to C1. This increase in driving costs leads to an upward 

movement along the demand curve for vehicle use, reducing the average number of miles they 

are driven annually from M0 to M1. Two direct economic costs, as well as a variety of indirect 

economic costs and benefits, which are discussed in subsequent sections, will result from the 

decline in new vehicles’ use caused by this “reverse rebound effect.”  

First, new car and light truck buyers’ annual outlays for fuel increase throughout the lifetimes of 

the models they purchase, as reducing future CAFE and CO2 standards leads to lower fuel 

economy levels (on average) and increased fuel consumption. The magnitude of this cost 

depends on how much new vehicles’ average fuel economy declines when future standards are 

lowered and how much they continue to be driven each year, as well as on future retail prices for 

fuel; graphically, it is equal to the shaded rectangular area C1abC0 in Figure 8-15. The analysis 

estimates this cost using the reductions in the fuel economy of individual cars and light truck 

models expected to be offered in future model years that are simulated by DOT’s CAFE 

compliance model, together with forecasts of fuel prices from the U.S. Energy Information 

Administration’s Annual Energy Outlook 2017. 

Second, some travel or mobility-related benefits are sacrificed when driving declines in response 

to higher fuel costs. At the same time, however, drivers save costs this driving would have 

entailed, and this saving offsets much of the loss in benefits the additional driving would have 

brought them. On balance, the net loss in welfare is measured by the consumer surplus they 

would have gained from the driving they no longer do when their per-mile fuel costs rise, which 

is shown as the triangular area abc in Figure 8-16. The analysis estimates this loss by assuming 

the demand curve for vehicle use is linear over the relevant range, so its annual value can be 

calculated as one-half of the product of the increase in driving costs (C1 – C0) and the reduction 

in vehicle use (M0 – M1). 

Even if new vehicles’ per-mile depreciation costs decline by enough to offset the increase in 

their fuel costs and thus cause a decline in the total cost of driving each mile, the reduction in 

their fuel economy that occurs in response to reducing future standards would by itself cause an 
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increase in their per-mile driving cost and a decline in their annual use. This separate effect – or 

more commonly, the reverse of this effect – is what empirical estimates of the fuel economy 

rebound effect measure, so they cannot instead be applied to the change in vehicles’ per-mile 

driving cost (including fuel, depreciation, and its other components) to estimate the resulting 

change in their use. Thus incorporating depreciation costs would not change the estimates of the 

reduction in vehicle use stemming from lower fuel economy levels permitted by less stringent 

CAFE standards or its associated economic costs.  

8.9.2.1 Scaling the VMT Accumulation Schedules to Accommodate Rebound 

Although there is a single VMT by age schedule used as an input for each body style, the 

assumptions about the rebound effect require that this schedule is scaled based on changes to the 

cost of travel from a set reference point, resulting both from changes in fuel prices from the time 

the sample was collected to the time of the analysis, and also changes in fuel economy between 

the vehicles in the dataset used to build the schedules and the vehicles analyzed within the CAFE 

Model simulation. As discussed in Section 8.10.10, the literature supports a 20% elasticity of 

demand for light-duty vehicle travel. This suggests that a 5% reduction in the cost per mile of 

travel for a vehicle body style will result in a 1% increase in annual VMT. The average cost per 

mile (CPM) of a vehicle of a given age and vehicle style in calendar year 2016 (the first analysis 

year of the simulation) was used as the reference point to calculate the rebound effect within the 

CAFE model. However, this does not perfectly align with the time of the collection of the Polk 

dataset. 

The Polk dataset was collected in 2015 (so that 2014 fuel prices were the last to influence the 

average lifetime odometer readings), and represents the average odometer readings at a single 

point in time for all ages (model years) in the cross-section. We use the estimated difference in 

the average odometer readings by vintage to calculate the number of miles vehicles drive at each 

age (see PRIA Chapter VII for specific details on the analysis). For example, we assert that the 

difference in the average odometer readings between the 5-year-old vehicles and the 6-year-old 

vehicles represents the number of miles driven by an average 5-year-old vehicle during the year 

in which it was 5 years old. However, different model year vintages do not have the same 

average fuel economy, and it is important to consider the average fuel economy of the vintage 

used to measure the mileage accumulation (at a given age) when scaling VMT for the rebound 

calculation.  

The first step to doing so is to include any rebound effect that would have occurred from 

calendar year 2014 to 2016 in the input VMT schedules. This is done by pre-scaling the original 

Polk schedules using the following equation: 

𝑉𝑀𝑇𝑠𝑡𝑦𝑙𝑒,𝐶𝑌2016,𝑎𝑔𝑒

= 𝑉𝑀𝑇𝑠𝑡𝑦𝑙𝑒,𝐶𝑌2014,𝒂𝒈𝒆 (𝟏−. 𝟐 ∗ (
𝑪𝑷𝑴𝒔𝒕𝒚𝒍𝒆,𝑪𝒀𝟐𝟎16,𝑎𝑔𝑒 − 𝐶𝑃𝑀𝑠𝑡𝑦𝑙𝑒,𝐶𝑌2014,𝑎𝑔𝑒

𝐶𝑃𝑀𝑠𝑡𝑦𝑙𝑒,𝐶𝑌2014,𝑎𝑔𝑒
)) 
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Where: 

 

𝐶𝑃𝑀𝑠𝑡𝑦𝑙𝑒,𝐶𝑌=2016,𝑎𝑔𝑒 =
𝐹𝑢𝑒𝑙 𝑃𝑟𝑖𝑐𝑒𝐶𝑌=2016

𝐹𝑢𝑒𝑙 𝐸𝑐𝑜𝑛𝑜𝑚𝑦𝑠𝑡𝑦𝑙𝑒,𝐶𝑌=2016,𝑎𝑔𝑒
 

Here the average fuel economy for a given body style and age refers to a different model year in 

each calendar year (for example, an age 2 vehicle in calendar year 2016 is a 2014 model year, 

where it was a 2012 model year in calendar 2014). 

Using the VMT schedules with calendar year 2016 as the baseline, the CAFE model scales these 

to include the estimates of the travel demand elasticity (i.e., ‘the rebound effect’). It calculates 

the percentage difference between the CPM of individual vehicle models of a given vehicle type 

in a given regulatory alternative of the analysis from the average observed CPM of a vehicle of 

that type and age in calendar year 2016 VMT schedule inputs. This adjustment is defined by the 

equation below: 

𝑉𝑀𝑇𝑠𝑡𝑦𝑙𝑒,𝐶𝑌,𝑎𝑔𝑒 = 𝑉𝑀𝑇𝑠𝑡𝑦𝑙𝑒,𝐶𝑌=2016,𝒂𝒈𝒆 (𝟏−. 𝟐 ∗ (
𝑪𝑷𝑴𝒔𝒕𝒚𝒍𝒆,𝑪𝒀,𝑎𝑔𝑒 − 𝐶𝑃𝑀𝑠𝑡𝑦𝑙𝑒,𝐶𝑌=2016,𝑎𝑔𝑒

𝐶𝑃𝑀𝑠𝑡𝑦𝑙𝑒,𝐶𝑌=2016,𝑎𝑔𝑒
)) 

Where: 

𝐶𝑃𝑀𝑠𝑡𝑦𝑙𝑒,𝐶𝑌,𝑎𝑔𝑒 =
𝐹𝑢𝑒𝑙 𝑃𝑟𝑖𝑐𝑒𝐶𝑌

𝐹𝑢𝑒𝑙 𝐸𝑐𝑜𝑛𝑜𝑚𝑦𝑠𝑡𝑦𝑙𝑒,𝑎𝑔𝑒
 

The above equation uses the observed cost per mile of a vehicle of each age and style in calendar 

year 2016 as the reference point for all calendar years. That is, the fuel price is fixed at 2016 

levels, and the fuel economy of each age is fixed to the average fuel economy of the vintage that 

was that age in 2016. For example, the reference CPM for a 1-year-old SUV is always the CPM 

of the average MY 2015 SUV in calendar year 2016, and the CPM for a 2-year-old SUV is 

always the CPM of the average MY 2014 SUV in calendar year 2016. This ensures that the 

model’s estimates of VMT accumulation include changes in the CPM of vehicles of a given age 

relative to the vehicles and fuel prices observed when the VMT accumulation schedules were 

measured. This is consistent with a definition of the rebound effect as the elasticity of travel 

demand. 

8.9.3 Externalities from Increased Rebound-Effect Driving  

Vehicle use also generates external costs via adverse health effects from its contribution to air 

pollution, emissions of GHGs and their role in climate-related economic damages, and increased 

traffic congestion and noise in the vicinity of roadways. While these external costs are small for 

new cars and light trucks –except possibly for their contribution to congestion – the reduction in 
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their use that results from permitting them to meet lower fuel economy standards nevertheless 

produces some economic benefits by reducing the magnitude of these costs.  

Figure 8-15 illustrates the nature of these benefits. Like the preceding figure, it shows the 

demand for travel in new cars and light trucks, and illustrates the effect of the rise in their per-

mile driving costs that occurs with lower fuel economy.  Figure 8-15 omits the detailed 

breakdown of total driving costs shown in the previous figure, and instead shows the combined 

external costs imposed by new vehicles’ contributions to air pollution, climate-related damages, 

traffic congestion, and road noise. At the level of new car and light truck use that would occur 

with the baseline standards in effect, these external costs are equal to the product of their per-

mile value (SC0 – C0) and initial vehicle use M0, or the rectangular area SC0fcC0.  

 

Figure 8-15 - Externalities Resulting from Changes in New Car and Light Truck Use 

At the lower level of driving by new cars and light trucks that results when their fuel economy 

declines (M1 in Figure 8-15), the total cost of these externalities is again the product of their per-

mile value (SC1 – C1) and this lower level of use M1, or the rectangular area SC1daC1. If the per-

mile value of these externalities is unaffected by the change in new vehicles’ use from M0 to M1, 

as shown in Figure 8-15, total external costs will decline by the area of the rectangle ebcf, which 

is (M0 – M1)*( SC0 – C0). More generally, the value of this additional economic benefit is the 

difference between the total cost of driving-related externalities caused by use of new cars and 

light trucks with the baseline CAGE and CO2 standards in effect, or M0*(SC0-C0), and their 

presumably lower value under the lower proposed standards, M1*(SC1– C1).
519

 

                                                 
519

 It is possible the per-mile cost of these externalities could increase sufficiently with the decline in new vehicles’ 

use to cause their total value to rise, but this seems extremely unlikely because all except congestion are 

approximately constant on a per-mile basis, and congestion is likely to decline with lower vehicle use. 
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The analysis calculates changes in each of these external costs resulting from less intensive use 

of new cars and light trucks separately. The reduction in CO2 emissions from their lower use is 

already reflected in the net change in total CO2 emissions, because this is calculated from the net 

change in fuel production and consumption with the proposed rather than the baseline standards 

in effect. Reductions in emissions of criteria air pollutants and GHGs other than CO2 are 

calculated from the estimated decline in new vehicles’ use and per-mile emission factors for 

future model year vehicles derived from EPA’s MOVES model, which incorporate future 

changes in emission standards for light-duty vehicles. Finally, reductions in external costs from 

congestion delays and road noise caused by new cars and light trucks are estimated using 

estimates of their per-mile marginal or incremental contributions to these costs reported by the 

Federal Highway Administration.
520

 

8.9.4 Measuring the Fuel Economy Rebound Effect 

Together with the change in new vehicles’ fuel economy that results from reducing CAFE 

standards, the rebound effect determines how much their use is likely to decline, so its magnitude 

is an important parameter in this analysis. Formally, the fuel economy rebound effect is equal to 

the elasticity of average or total vehicle use per time period with respect to fuel economy (or its 

reciprocal, fuel efficiency), usually expressed as a positive percentage rather than as a negative 

decimal number. Most research on the rebound effect has relied on econometric analysis of one 

of three sources of data -  

 Time-series data on total annual vehicle use, average fuel cost per mile, macroeconomic 

conditions, road supply measures, and other variables thought to affect vehicle use. 

 “Panel” data combining vehicle use, average fuel cost, and other measures thought to 

affect vehicle travel for individual states over a succession of years, to capture their 

variation among states and over time.  

 Survey data on use of individual vehicles that also includes their fuel economy and other 

attributes, as well as demographic and location characteristics of the households that own 

them. 

Some research has estimated the fuel economy rebound effect using econometric analysis of the 

relationship between vehicle use and fuel economy, controlling for other factors likely to affect 

vehicle use such as fuel prices, measures of economic activity or income, and road supply (as a 

proxy for travel speed and congestion). Other analyses measure the rebound effect using the 

elasticity of vehicle use with respect to fuel cost per mile – equal to fuel price per gallon divided 

by fuel economy (in miles per gallon) – under the assumption that drivers respond identically to 

                                                 
520

 Federal Highway Administration, 1997 Highway Cost Allocation Study, Chapter V 

(https://www.fhwa.dot.gov/policy/hcas/final/five.cfm), Tables V-22 and V-23. These values were updated to 2016 

dollars using the change in the Implicit Price Deflator for U.S. Gross Domestic Product, reported in U.S. Bureau of 

Economic Analysis, National Income and Product Accounts, Table 1.1.9 

(https://www.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=survey&1903=13).  

https://www.fhwa.dot.gov/policy/hcas/final/five.cfm
https://www.bea.gov/iTable/iTable.cfm?reqid=19&step=2#reqid=19&step=3&isuri=1&1921=survey&1903=13


 

980 

 

changes in fuel cost per mile that resulting from either varying fuel prices or changes in fuel 

economy.  

Analysts often resort to this second approach because variation in fuel economy is typically 

limited in aggregate time-series data on large vehicle fleets, such as those for states or nations, 

which makes it difficult to isolate the response of vehicle use to changing fuel economy from the 

effects of other factors. The second strategy is also common because data on vehicle use that 

reflect independent (or “exogenous”) variation in fuel economy are difficult to obtain, whereas 

variation in fuel prices is less likely to be influenced by vehicle use.  

A related complication in most analyses of national and state data is that they measure fuel 

economy by dividing total vehicle use by fuel sales (to obtain average miles per gallon), thus 

creating a “definitional” connection between the two variables that makes it difficult to identify 

whether they have a true cause-and-effect relationship. A similar concern arises with survey data 

on individual vehicles – which typically contain much wider variation in fuel economy and 

vehicle use – because households who anticipate using vehicles more intensively may purchase 

models with higher fuel economy. Insofar as they do, this again makes it challenging for analysts 

to be confident that they are measuring the influence of fuel economy on vehicle use 

independently from any reverse effect.  

State-level data on vehicle use and fuel consumption are also hampered by a geographic 

“mismatch” between where fuel is purchased and where vehicles consuming it are driven, 

because of through travel by trucks and some drivers’ purchases of fuel in neighboring states. 

Thus, there is likely to be extensive measurement error in the fuel economy measures used in 

studies relying on state data, reducing confidence that they actually measure the rebound effect 

rather than other influences on vehicle use that also differs among neighboring states.  

Some research tries to avoid these complications by inferring the magnitude of the rebound 

effect from econometric estimates of the elasticity of vehicle use with respect to the price of fuel 

itself, rather than fuel economy or fuel cost per mile. The main advantage of this approach is that 

vehicle use may be less likely to affect fuel prices than it is to affect fuel economy (at either the 

fleet-wide aggregate level or for individual vehicles), thus increasing confidence that any 

statistical association between vehicle use and fuel prices actually reflects a behavioral 

relationship, although this depends on the assumption that the supply of fuel is highly elastic 

with respect to its price. Despite this advantage, the elasticity of vehicle use with respect to fuel 

price does not capture the effect of fuel economy itself on vehicle use and thus does not measure 

the rebound effect, so the estimates of this effect are generally regarded as less informative.   

8.9.5 Early Empirical Estimates of the Rebound Effect 
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Table 8-7 summarizes estimates of the fuel economy rebound effect for light-duty vehicles from 

studies conducted through 2008, when research on this subject was first surveyed for the light-

duty CAFE and GHG rulemaking.
521

 It summarizes estimates reported in published and other 

publicly-available research available at that time, and also distinguishes among estimates based 

on the type of data used to develop them. As the table reports, estimates of the rebound effect 

ranged from 6% to as high as 75%, and the range spanned by published estimates was nearly as 

wide (7-75%). Most studies reported more than one empirical estimate, and the authors of 

published studies typically identified the single estimate in which they were most confident; 

these preferred estimates spanned only a slightly narrower range (9-75%).  

Table 8-7 - Summary of Research on the Fuel Economy Rebound Effect through 2008 

 

Despite their wide range, these estimates displayed a strong central tendency, as Table 8-7 also 

shows. The average values of all estimates, those that were published, and authors’ preferred 

estimates from published studies were 22-23%, and the median estimates in each category were 

close to these values, indicating nearly symmetric distributions. Estimates in each category also 

clustered fairly tightly around their respective average values, as shown by their standard 

deviations in the table’s last column. Research based on U.S. aggregate time-series data 

produced slightly smaller values (averaging 18%) than did panel-type data for individual states 

(23%) or household survey data (25%). In each category, the median estimate was again quite 

close to the average reported value, and comparing the standard deviations of estimates based on 

each type of data again suggests a fairly tight scatter around their respective means.  

Of these studies, the agencies singled out a then recently-published analysis by Small & Van 

Dender (2007) which reported that the rebound effect appeared to be declining over time in 

response to increasing income of drivers. These authors theorized that rising income increased 

the opportunity cost of drivers’ time, leading them to be less responsive over time to reductions 

in the fuel cost of driving each mile. Small and Van Dender reported that while the rebound 

effect averaged 22% over the entire time period they analyzed (1967-2001), its value declined by 

half – or to 11% – during the last five years they studied (1997-2001). The agencies also took 

particular note of recent EPA-funded research by Greene (2009), which replicated the finding 

                                                 
521

 Corporate Average Fuel Economy for MY 2012 - MY 2016 Passenger Cars and Light Trucks, Final Regulatory 

Impact Analysis, National Highway Traffic Safety Administration (Mar. 2010), available at 

https://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/CAFE_2012-2016_FRIA_04012010.pdf. 

Low High Median Mean Std. Dev.

All Estimates 27 87 6% 75% 19% 22% 13%

Published Estimates 20 68 7% 75% 19% 23% 13%

Authors' Preferred Estimates 20 20 9% 75% 22% 22% 15%

U.S. Time-Series Estimates 7 34 7% 45% 14% 18% 9%

Household Survey Estimates 17 38 6% 75% 22% 25% 15%

Pooled U.S. State Estimates 3 15 8% 58% 22% 23% 12%

RangeNumber of 

Studies

Number of 

Estimates

Distribution
Category of Estimates
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that the rebound effect appeared to be declining over time as U.S. income levels increased using 

time-series data for the U.S., and projected that it could decline to 10% by the year 2020 with 

continued income growth.  

Relying primarily on these studies’ projections that sustained income growth would continue to 

reduce the rebound effect over time, the agencies reduced the 20% estimate that NHTSA had 

used to analyze the effects of CAFE standards for light trucks produced during model years 

2005-07 and 2008-11 to 10% for their analysis of CAFE and GHG standards for model year 

2012-16 passenger cars and light trucks. The agencies continued to use the 10% estimate of the 

rebound effect in their subsequent analyses of CAFE and GHG standards for model years 2017-

21 and beyond, although the income growth that had been anticipated to erode the value of the 

rebound effect had not materialized. 

8.9.6 More Recent Research on the Rebound Effect 

Table 8-8 summarizes estimates of the rebound effect reported in research that has become 

available since the agencies’ original survey, which extended through 2008, and the following 

discussion briefly summarizes the approaches used by these more recent studies. As in all 

previous analyses, this analysis focuses on estimates of the long-run rebound effect – that is, the 

effect of fuel economy on vehicle use after sufficient time has elapsed for drivers to adapt to the 

effect of changes in fuel economy on driving costs. As the table shows, several recent studies of 

the rebound effect utilize data on the characteristics and use of household vehicles from the 2009 

U.S. National household Travel Survey, which was conducted over a period (March 2008-April 

2009) when fuel prices and the performance of the U.S. economy varied widely. These 

circumstances offered an unusual opportunity to isolate the effect of fuel economy on vehicle use 

by U.S. households from those of fuel prices and household income levels, while the large 

number of U.S. households owning multiple vehicles increased the range of fuel economy levels 

and enabled analysts to examine households’ substitution among them.  
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Table 8-8 - Recent Estimates of the Fuel Economy Rebound Effect 

Authors (Date) Nation 
Time 

Period 
Data 

Estimate of 

Long-Run 

Effect 

Source of Variation in 

Estimates 

Barla et al. (2009) Canada 
1990-

2004 

10 Canadian 

provinces 
20% Overall estimate 

Bento (2009) U.S. 2001 
~150,000 household 

vehicles 
21-38% Vehicle type, size, age 

Waddud (2009) U.S. 
1984-

2003 
U.S income quintiles 1-25% Household income 

West and Pickrell 

(2011) 
U.S. 2009 

120,000 household 

vehicles 
9-34% Vehicle ownership 

Anjovic and Haas 

(2012) 
E.U. 

1970-

2007 
6 E.U. nations 44% Time, nation 

Su (2012) U.S. 2009 45,000 households 11-19% Vehicle use 

Greene (2012) U.S. 
1967-

2006 
U.S. aggregate data 8-12% Model specificaiton 

Linn (2013) U.S. 2009 
230,000 household 

vehicles 
20-40% Model specification 

Frondel and Vance 

(2013) 
Germany 

1997-

2009 
2,165 households 46-70% 

Definition of rebound 

effect, household driving 

Liu (2014) U.S. 2009 1,420 households 39-40% Household characteristics 

Gillingham (2014) California 2001-09 5 million vehicles 22-23% Model specification 

Weber and Farsi 

(2014) 
Switzerland 2010 

8,000 household 

vehicles 
19-81% 

Annual vs. daily driving; 

estimation procedure 

Hymel & Small 

(2015) 
U.S. 2003-09 50 U.S. states 18% Overall estimate 

West et al. (2015) U.S. 2009 
166,000 new 

vehicles 
0% Overall estimate 

DeBorger (2016) Denmark 2001-11 23,000 households 8-10% Model specification 

Stapleton et al. 

(2016,2017) 

Great 

Britain 

1970-

2012 

average annual 

values 
14-30% Time period 

 

Bento et al. (2009) combined demographic characteristics of more than 20,000 U.S. households, 

the manufacturer and model of each vehicle they owned, and their annual usage of each vehicle 

from the 2001 National Household Travel Survey with detailed data on fuel economy and other 

attributes for each vehicle model obtained from commercial publications.
522

 The authors 

aggregated vehicle models into 350 categories representing combinations of manufacturer, 

vehicle type, and age, and use the resulting data to estimate the parameters of a complex model 

                                                 
522

 Bento, Antonio M., Lawrence H. Goulder, Mark R. Jacobsen, and Roger H. von Haefen, “Distributional and 

Efficiency Impacts of Increased US Gasoline Taxes,” American Economic Review Volume 99 No. 3, 2009, pp. 667–

699 (http://www.aeaweb.org/articles.php?doi=10.1257/aer.99.3.667).  

 

http://www.aeaweb.org/articles.php?doi=10.1257/aer.99.3.667


 

984 

 

of households’ joint choices of the number and types of vehicles to own, and their annual use of 

each vehicle.  

Bento et al. (2009) estimated the effect of vehicles’ operating cost per mile, including fuel costs 

– which depend in part on each vehicle’s fuel economy – as well as maintenance and insurance 

expenses, on households’ annual use of each vehicle they own. Combining the authors’ estimates 

of the elasticity of vehicle use with respect to per-mile operating costs with the reported fraction 

of total operating costs accounted for by fuel (slightly less than one-half) yielded estimates of the 

rebound effect. The resulting values varied by household composition, vehicle size and type, and 

vehicle age, ranging from 21 to 38%, with a composite estimate of 34% for all households, 

vehicle models, and ages. The smallest values applied to new luxury cars, while the largest 

estimates are for light trucks and households with children, but the implied rebound effects 

differed little by vehicle age.  

Barla et al. (2009) analyzed the responses of car and light truck ownership, vehicle travel, and 

average fuel efficiency to variation in fuel prices and aggregate economic activity (measured by 

gross product) using panel-type data for the 10 Canadian provinces over the period from 1990 

through 2004.
523

 The authors estimated a system of equations for these three variables using 

statistical procedures appropriate for models where the variables of interest are simultaneously 

determined (that is, where each variable is one of the factors explaining variation in the 

others).
524

 This procedure enabled them to control for the potential “reverse influence” of 

households’ demand for vehicle travel on their choices of how many vehicles to own and their 

fuel efficiency levels when estimating the effect of variation in fuel efficiency on vehicle use.  

Their analysis found that provincial-level aggregate economic activity had moderately strong 

effects on car and light truck ownership and use, but that fuel prices had only modest effects on 

driving and the average fuel efficiency of the light-duty vehicle fleet. Each of these effects 

became considerably stronger over the long term than in the year when changes in economic 

activity and fuel prices initially occurred, with 3-5 years typically required for behavioral 

adjustments to stabilize. After controlling for the joint relationship among vehicle ownership, 

driving demand, and the fuel efficiency of cars and light trucks, Barla et al. estimated elasticities 

of average vehicle use with respect to fuel efficiency that corresponded to a rebound effect of 8% 

in the short run, rising to nearly 20% within 5 years. A notable feature of their analysis was that 

variation in average fuel efficiency among the individual Canadian provinces and over the time 

                                                 
523

 Barla, Philippe, Bernard Lamonde, Luis Miranda-Moreno and Nathalie Boucher, “Traveled distance, stock and 

fuel efficiency of private vehicles in Canada: price elasticities and rebound effect,” Transportation 36, issue 4 

(2009), pp. 389-402 (https://econpapers.repec.org/article/kaptransp/v_3a36_3ay_3a2009_3ai_3a4_3ap_3a389-

402.htm).  
524

 Barla et al.’s model specification and estimation procedure closely resembled that used by Small and Van Dender 

(2007) in their analysis of the fuel economy rebound effect for the U.S.  

https://econpapers.repec.org/article/kaptransp/v_3a36_3ay_3a2009_3ai_3a4_3ap_3a389-402.htm
https://econpapers.repec.org/article/kaptransp/v_3a36_3ay_3a2009_3ai_3a4_3ap_3a389-402.htm
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period they studied was adequate to identify its effect on vehicle use, without the need to 

combine it with variation in fuel prices in order to identify its effect.   

Wadud et al. (2009) combined data on U.S. households’ demographic characteristics and 

expenditures on gasoline over the period 1984-2003 from the Consumer Expenditure Survey 

with data on gasoline prices and an estimate of the average fuel economy of vehicles owned by 

individual households (constructed from a variety of sources). They employed these data to 

explore variation in the sensitivity of individual households’ gasoline consumption to differences 

in income, gasoline prices, number of vehicles owned by each household, and their average fuel 

economy. Using an estimation procedure intended to account for correlation among unmeasured 

characteristics of households and among estimation errors for successive years, the authors 

explored variation in the response of fuel consumption to fuel economy and other variables 

among households in different income categories, and between those residing in urban and rural 

areas.  

Dividing U. S. households into five equally-sized income categories, Wadud et al. (2009) 

estimated rebound effects ranging from 1-25%, with the smallest estimates (8% and 1%) for the 

two lowest income categories, and significantly larger estimates for the middle (18%) and two 

highest income groups (18 and 25%). In a separate analysis, the authors estimated rebound 

effects of 7% for households of all income levels residing in U.S. urban areas and 21% for rural 

households.  

West & Pickrell (2011) analyzed data on more than 100,000 households and 300,000 vehicles 

from the 2009 Nationwide Household Transportation Survey to explore how households owning 

multiple vehicles chose which vehicles to use and how much to drive each one on the day the 

household was surveyed. Their study focused on how the type and fuel economy of each vehicle 

a household owned, as well as its demographic characteristics and location, influenced household 

members’ decisions about whether and how much to drive each vehicle. They also investigated 

whether fuel economy and fuel prices exerted similar influences on vehicle use and whether 

households owning more than one vehicle tended to substitute use of one for another – or vary 

their use of all of them similarly – in response to fluctuations in fuel prices and differences in 

their vehicles’ fuel economy.  

Their estimates of the fuel economy rebound effect ranged from as low as 9% to as high as 34%, 

with their lowest estimates typically applying to single-vehicle households and their highest 

values to households owning three or more vehicles. They generally found differences in fuel 

prices faced by households who were surveyed on different dates or who lived in different 

regions of the U.S. explained more of the observed variation in daily vehicle use than did 

differences in vehicles’ fuel economy. West and Pickrell also found that while the rebound effect 

for households’ use of passenger cars appeared to be quite large – ranging from 17% to nearly 

twice that value –detecting a consistent rebound effect for SUVs was difficult. 
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Anjovic & Haas (2012) examined variation in vehicle use and fuel efficiency among 6 European 

nations over an extended period (1970-2006), using an elaborate model and estimation procedure 

intended to account for the existence of common underlying trends among the variables analyzed 

and thus avoid identifying spurious or misleading relationships among them. The six nations 

included in their analysis were Austria, Germany, Denmark, France, Italy, and Sweden; the 

authors also conducted similar analyses for the six nations combined. The authors focused on the 

effects of average income levels, fuel prices, and the fuel efficiency of each nation’s fleet of cars 

on the total distance they were driven each year and their total fuel energy consumption. They 

also tested whether the responses of energy consumption to rising and falling fuel prices 

appeared to be symmetric in the different nations. 

Anjovic & Haas report a long-run aggregate rebound effect of 44% for the six nations their study 

included, with corresponding values for individual nations ranging from a low of 19% (for 

Austria) to as high as 56% (Italy). These estimates are based on the estimated response of vehicle 

use to variation in average fuel cost per kilometer driven in each of the six nations and for their 

combined total. Other information reported in their study, however, suggests lower rebound 

effects - their estimates of the response of total fuel energy consumption to fuel efficiency appear 

to imply an aggregate rebound effect of 24% for the six nations, with values ranging from as low 

as 0-3% (for Austria and Denmark) to as high as 70% (Sweden), although the latter is very 

uncertain.
525

 These results suggest that vehicle use in European nations may be somewhat less 

sensitive to variation in driving costs caused by changes in fuel efficiency than to changes in 

driving costs arising from variation in fuel prices, but they find no evidence of asymmetric 

responses of total fuel consumption to rising and falling prices.  

Using data on household characteristics and vehicle use from the 2009 Nationwide Household 

Transportation Survey (NHTS), Su (2012) analyzed effects of locational and demographic 

factors on household vehicle use and investigated how the magnitude of the rebound effect varies 

with vehicles’ annual use. Using variation in the fuel economy and per-mile cost of and detailed 

controls for the demographic, economic, and locational characteristics of the households that 

owned them (e.g., road and population density) and each vehicle’s main driver (as identified by 

survey respondents), the author employed specialized regression methods to capture the variation 

in the rebound effect across 10 different categories of vehicle use.  

Su (2012) estimated the rebound effect for vehicles in the sample averaged 13%, and that its 

magnitude varied from 11-19% among 10 different categories of annual vehicle use. The 

smallest rebound effects were estimated for vehicles at the two extremes of the distribution of 

annual use – those driven comparatively little and those used most intensively — while the 

largest estimated effects applied to vehicles that were driven slightly more than average. 

                                                 
525

 These estimates were derived from Anjovic & Haas (2012), Table 4A, p. 42, line 4 (“long term fuel intensity 

elasticity” of total fuel energy consumption).  
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Controlling for the possibility that high-mileage drivers respond to the increased importance of 

fuel costs by choosing vehicles offering higher fuel economy narrowed the range of Su’s 

estimated rebound effects slightly (to 11-17%) but did not alter the finding that rebound effects 

were smallest for lightly- and heavily-driven vehicles, and largest for those with slightly above 

average use.  

Linn (2013) also used the 2009 NHTS to develop a linear regression approach to estimate the 

relationship between the VMT of vehicles belonging to each household and a variety of different 

factors - fuel costs, vehicle characteristics other than fuel economy (e.g., horsepower, the 

“quality” of the vehicle), and household characteristics (e.g., age, income).  Linn (2013) reported 

a fuel economy rebound effect with respect to VMT of between 20–40%. One interesting result 

of Linn’s study is that when the fuel efficiency of all vehicles increased, which would be the 

long-run effect of rising fuel efficiency standards, two factors had opposing effects on the VMT 

of a particular vehicle.  First, VMT increased when vehicle’s fuel efficiency increased.  But the 

increase in the fuel efficiency of the household’s other vehicles caused the vehicle’s own VMT 

to decrease. Because the effect of a vehicle’s own fuel efficiency was larger than other vehicles’ 

fuel efficiency, VMT increased if the fuel efficiency of all vehicles increased proportionately.  

Linn (2013) also found VMT responded much more strongly to vehicle fuel economy than to 

gasoline prices.   

A study of the rebound effect by Frondel et al. (2012) used data from travel diaries recorded by 

more than 2,000 German households from 1997 through 2009 to estimate alternative measures of 

the rebound effect, and to explore variation in their magnitude among households. Each 

household participating in the survey recorded its automobile travel and fuel purchases over a 

period of one to three years, and also supplied information on its composition and personal 

characteristics of its members. The authors converted households’ travel and fuel consumption to 

a monthly basis, and used specialized estimation procedures (quantile and random-effects panel 

regression) to analyze monthly variation in their travel and fuel use in relation to differences in 

fuel prices, the fuel efficiency of each vehicle a household owned, and the fuel cost per mile of 

driving each vehicle.  

Frondel et al. (2012) estimate four separate measures of the rebound effect, three of which 

capture the response of vehicle use to variation in fuel efficiency, fuel price, and fuel cost per 

mile traveled, and a fourth capturing the response of fuel consumption to changes in fuel price. 

Their first three estimates range from 42% to 57%, while their fourth estimate corresponds to a 

rebound effect of 90%.  Although their analysis finds no significant variation of the rebound 

effect with household income, vehicle ownership, or urban versus rural location, it does conclude 

the rebound effect is substantially larger for households that drive less (90%) than for those who 

use their vehicles most intensively (56%). 

Like Su (2012) and Linn (2013), Liu et al. (2014) employed the 2009 NHTS to develop an 

elaborate model of an individual household’s choices about how many vehicles to own, what 
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types and ages of vehicles to purchase, and how much combined driving they do. Their analysis 

used a complex mathematical formulation and statistical methods to represent and measure the 

interdependence among households’ choices of the number, types, and ages of vehicles to 

purchase, as well as how intensively to use them.  

Liu et al. (2014) employed their model to simulate variation in households’ total vehicle use to 

changes in their income levels, neighborhood characteristics, and the per-mile fuel cost of 

driving averaged over all vehicles each household owns. The complexity of relationships among 

the number of vehicles owned, their specific types and ages, fuel economy levels, and use 

incorporated in their model required the researchers to measure these effects by introducing 

variation in income, neighborhood attributes, and fuel costs, and observing the response of 

households’ annual driving. Their results imply a rebound effect of approximately 40% in 

response to significant (25-50%) variation in fuel costs with almost exactly symmetrical 

responses to increases and declines.  

Gillingham (2014) analyzed variation in the use of approximately 5 million new vehicles sold in 

California from 2001 to 2003 during the first several years after their purchase, focusing 

particularly on how their use responded to geographic and temporal variation in fuel prices. His 

sample consisted primarily of personal or household vehicles (87%), but also included some that 

were purchased by businesses, rental car companies, and government agencies. Using county-

level data, he analyzed the effect of differences in the monthly average fuel price paid by their 

drivers on variation in their monthly use, and explored how that effect varied with drivers’ 

demographic characteristics and household incomes.   

Gillingham’s analysis did not include a measure of vehicles’ fuel economy or fuel cost per mile 

driven, so he could not measure the rebound effect directly. However, his estimates of the effect 

of fuel prices on vehicle use correspond to rebound effects of 22-23%, depending on whether he 

controlled for the potential effect of gasoline demand on its retail price. His estimation procedure 

and results imply that vehicle use requires nearly two years to adjust fully to changes in fuel 

prices.  He found little variation in the sensitivity of vehicle use to fuel prices among car buyers 

with different demographic characteristics, although his results suggested that it increases with 

their income levels.  

Weber & Farsi (2014) analyzed variation in the use of more than 70,000 individual cars owned 

by Swiss households who were included in a 2010 survey of travel behavior. Their analysis 

focuses on the simultaneous relationships among households’ choices of the fuel efficiency and 

size (weight) of the vehicles they own, and how much they drive each one, although they 

recognize that fuel efficiency cannot be chosen independently of vehicle weight.
526

 The authors 

employ a model specification and statistical estimation procedures that account for the likelihood 

                                                 
526

 In fact, their measure of fuel efficiency – which they refer to as fuel “intensity” — is derived from a calibrated 

relationship between its value and a vehicle’s weight; see Weber and Farsi (2015), footnote 8, p. 10. 
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that households intending to drive more will purchase more fuel-efficient cars, but may also 

choose more spacious and comfortable – and thus heavier – models, which affects their fuel 

efficiency indirectly, because heavier vehicles are generally less fuel-efficient. The survey data 

they rely on includes both owners’ estimates of their annual use of each car and the distance it 

was actually driven on a specific day; because they are not closely correlated, the authors employ 

them as alternative measures of vehicle use to estimate the rebound effect, but this restricts their 

sample to the roughly 8,100 cars for which both measures are available.  

Weber & Farsi’s estimates of the rebound effect are extremely large - 75% using estimated 

annual driving, and 81% when they measure vehicle use by actual daily driving. Excluding 

vehicle size (weight) and limiting the choices that households are assumed to consider 

simultaneously to just vehicles’ fuel efficiency and how much to drive approximately reverses 

these estimates, but both are still very large. Using a simpler procedure that does not account for 

the potential effect of driving demand on households’ choices among vehicle models of different 

size and fuel efficiency produces much smaller values for the rebound effect - 37% using annual 

driving and 19% using daily travel. The authors interpret these latter estimates as likely to be too 

low, because actual on-road fuel efficiency has not improved as rapidly as suggested by the 

manufacturer-reported measure they employ. This introduces an error in their measure that may 

be related to a vehicle’s age, and their more complex estimation procedure may reduce its effect 

on their estimates.
527

 Nevertheless, even their lower estimates exceed those from many other 

studies of the rebound effect, as Table 8-8 shows.  

Hymel, Small & Van Dender (2010) – and more recently, Hymel & Small (2015) – extended the 

simultaneous equations analysis of time-series and state-level variation in vehicle use originally 

reported in Small & Van Dender (2007) to test the effect of including more recent data. As in the 

original 2007 study, both subsequent extensions found that the fuel economy rebound effect 

declined over time in response to increasing personal income and urbanization, but rose during 

periods when fuel prices increased. Because they relied on the response of vehicle use to fuel 

cost per mile to estimate the rebound effect, however, none of these three studies was able to 

detect whether its apparent decline in response to rising income levels over time truly reflects its 

changing effect on drivers’ response improving fuel economy – the rebound effect itself – or 

simply captured the effect of rising income on their sensitivity to fuel prices.
528

 These updated 

studies each revised Small & Van Dender’s original estimate of an 11% rebound effect for 1997-

                                                 
527

 See Weber and Farsi (2015), p. 13. 
528

 DeBorger et al. (2016) analyze the separate effects of variation in household income on the sensitivity of their 

vehicle use to fuel prices and the fuel economy of vehicles they own. Their results imply that the decline in the fuel 

economy rebound effect with income reported in Small and Van Dender (2007) and its subsequent extensions 

appears to result entirely from a reduction in drivers’ sensitivity to fuel prices as their incomes rise, rather than from 

any effect of rising income on the sensitivity of vehicle use to improving fuel economy; i.e., on the fuel economy 

rebound effect itself. 
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2011 upward when they included more recent experience - to 13% for the period 2001-04, and 

subsequently to 18% for 2000–2009. 

In their 2015 update, Hymel & Small hypothesized that the recent increase in the rebound effect 

could be traced to a combination of expanded media coverage of changing fuel prices, increased 

price volatility, and an asymmetric response by drivers to variation in fuel costs. The authors 

estimated that approximately half of the apparent increase in the rebound effect for recent years 

could be attributed to greater volatility in fuel prices and more media coverage of sudden price 

changes. Their results also suggest that households curtail their vehicle use within the first year 

following an increase in fuel prices and driving costs, while the increase in driving that occurs in 

response to declining fuel prices – and by implication, to improvements in fuel economy – 

occurs more slowly.    

West et al. (2015) attempted to infer the fuel economy rebound effect using data from Texas 

households who replaced their vehicles with more fuel-efficient models under the 2009 “Cash 

for Clunkers” program, which offered sizeable financial incentives to do so. Under the program, 

households that retired older vehicles with fuel economy levels of 18 miles per gallon (MPG) or 

less were eligible for cash incentives ranging from $3,500-4,000, while those retiring vehicles 

with higher fuel economy were ineligible for such rebates. The authors examined the fuel 

economy, other features, and subsequent use of new vehicles that Texas households purchased to 

replace older models that narrowly qualified for the program’s financial incentives (because their 

fuel economy was only slightly below the 18 MPG threshold). They then compared these to the 

fuel economy, features, and use of new vehicles that demographically similar households bought 

to replace older models whose slightly higher fuel economy – 19 MPG or above – made them 

barely ineligible for the program.   

The authors reported that the higher fuel economy of new models that eligible households 

purchased in response to the generous financial incentives offered under the “Cash for Clunkers” 

program did not prompt their buyers to use them more than the older, low-MPG vehicles they 

replaced. They attributed this apparent absence of a fuel economy rebound effect – which they 

described as an “attribute-adjusted” measure of its magnitude – to the fact that eligible 

households chose to buy less expensive, smaller, and lower-performing models to replace those 

they retired. Because these replacements offered lower-quality transportation service, their 

buyers did not drive them more than the vehicles they replaced.  

The applicability of this result to this analysis is doubtful, because previous regulatory analyses 

have stressed that manufacturers could achieve required improvements in fuel economy without 

compromising the performance, carrying and towing capacity, comfort, or safety of cars and 



 

991 

 

light trucks from recent model years.
529

 If this argument was correct, then reducing future 

standards from their previously-adopted levels should not lead to changes in new vehicles’ other 

features that offset the reduction in their use stemming from lower fuel economy.  

De Borger et al. (2016) analyzed the response of vehicle use to changes in fuel economy among 

a sample of nearly 350,000 Danish households owning a single vehicle, of which almost one-

third replaced it with a different model sometime during the period from 2001 to 2011. By 

comparing changes in households’ driving from the early years of this period to its later years 

among those who replaced their vehicles during the intervening period to changes in driving 

among households who kept their original vehicles, the authors attempted to isolate the effect of 

changes in fuel economy on vehicle use from those of other factors. They measured the rebound 

effect as the change in households’ vehicle use in response to differences in the fuel economy 

between vehicles they owned previously and new models they purchased to replace them, over 

and above any change in vehicle use among households who did not buy new cars (and thus saw 

no change in fuel economy).  

These authors’ data enabled them to control for the effects of changes over time in household 

characteristics and vehicle features other than fuel economy that were likely to have contributed 

to observed changes in vehicle use. They also employed complex statistical methods to account 

for the fact that some households replacing their vehicles may have done so in anticipation of 

changes in their driving demands (rather than the reverse), as well as for the possibility that some 

households who replaced their cars may have done so because their driving behavior was more 

sensitive to fuel prices than other households. Their estimates ranged from 8-10%, varying only 

minimally among alternative model specifications and statistical estimation procedures, or in 

response to whether their sample was restricted to households that replaced their vehicles or also 

included households that kept their original vehicles throughout the period.
530

 Finally, De Borger 

et al. found no evidence that the rebound effect is smaller among lower-income households than 

among their higher-income counterparts.  

Most recently, Stapleton et al. (2016) and Stapleton et al. (2017) analyzed long-term (1970-

2011) trends in vehicle use in Great Britain, arriving at varying conclusions about the magnitude 

of the fuel economy rebound effect there. The earlier study employs time-series econometric 

analysis of alternative measures of light-duty vehicle use (vehicle- and passenger-kilometers per 

person, per adult, and per licensed driver), and their relationship to retail fuel prices, vehicles’ 

average fuel efficiency, and fuel cost per unit of distance driven (the product of fuel price and 
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 As discussed previously, this does not mean attributes of future cars and light trucks will be identical to those 

manufacturers could have offered if lower standards had remained in effect. Instead, features other than fuel 

economy could be maintained at levels offered in recent model years.   
530

 This latter result suggests that their estimates were not biased by any tendency for households whose 

demographic characteristics, economic circumstances, or driving demands changed over the period in ways that 

prompted them to replace their vehicles with models offering different fuel economy. 
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fuel efficiency). While their analysis controls for changes in income levels over time, it is not 

clear whether it also controls for other factors that might also affect vehicle use and passenger 

travel. After experimenting with alternative model specifications, statistical estimation 

procedures, and diagnostic checks on their results, the authors conclude that there is little 

evidence of a fuel efficiency rebound effect per se.
531

 However, they estimate its magnitude at 

14-23% when using fuel cost per mile driven, which supplements the limited variation in fuel 

efficiency in their data with variation in fuel prices to assist in identifying the former’s effect on 

vehicle use.
532

  

The more recently-published study by Stapleton et al. (2017) uses similar data and econometric 

methods, but adds controls for the increasing urbanization, driver licensing, and use of electronic 

information and communications technology in Great Britain over the time period they analyze 

(extended from the previous study to include 2012). Measuring vehicle use by annual kilometers 

driven per adult and measuring the effect of improvements over time in fuel efficiency indirectly 

through their effect on fuel cost per kilometer, this newer analysis finds rebound effects of 22-

30% using slightly different model specifications and statistical estimation procedures. Some of 

the model variations the study tests also suggest that the rebound effect appears to be increasing 

over time, and may have reached values well above 30% by the end of the period studied. 

However, the authors report that they were again unable to identify any significant effect of 

improvements over time in fuel efficiency itself on vehicle use.
533

  

The apparently conflicting results reported in these two studies may indicate that vehicle use 

responds differently to changes in fuel prices and fuel efficiency, and perhaps not significantly to 

the latter. However, they could also arise because of their failure to control for the possibility that 

drivers’ anticipated use of the vehicles they purchase influences the fuel economy of the models 

they choose, or because the limited variation in fuel efficiency measured at the national average 

level makes it difficult to detect its effect on vehicle use. Finally, they could also arise if fuel 

efficiency is correlated with other attributes of vehicles in ways that make more fuel-efficient 

models otherwise less desirable to drive, as West et al. (2015) concluded. However, these 

authors’ inability to identify an effect of fuel efficiency on vehicle use does not represent an 

estimate that the magnitude of the rebound effect associated with improving fuel efficiency is 

actually zero; instead, it simply means that such an effect cannot be detected using their data and 

analytic approach. 

8.9.7 Selecting a Rebound Effect for this Analysis 

                                                 
531

 It is important to note that this does not represent an estimate that the magnitude of the fuel efficiency or fuel 

economy rebound effect is zero. Instead, it simply means that the authors are unable to identify a (statistically) 

significant effect of fuel efficiency on vehicle use or passenger travel in the data they analyze.  
532

 Figure 4, p. 321 of Stapelton et al. (2016) shows historical variation in fuel prices, fuel efficiency, and fuel cost 

per kilometer driven in Great Britain over the time period the authors study. Tables 9 and 10, p. 323 summarize their 

estimates of the rebound effect using fuel cost per kilometer driven.  
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On the basis of all of the evidence summarized here, the analysis presented today uses a fuel 

economy rebound effect of 20%. This is a departure from the 10% value used in previous 

regulatory analyses of CAFE and GHG standards for MYs 2012-2016 and MYs 2017-2025, and 

represents a return to the value of the rebound effect originally employed in NHTSA’s regulatory 

analysis for MY 2005-07 and MY 2008-2011 CAFE standards. There are several reasons that the 

estimate of the fuel economy rebound effect is being increased for this analysis. Most important, 

a 20% value better reflects the universe of research on the magnitude of the rebound effect, as 

Table 8-7 and Table 8-8 indicated.  

In contrast, the previous 10% estimate was based almost exclusively on the finding of the 2007 

study by Small and Van Dender that the rebound effect had been declining over time in response 

to drivers’ rising incomes, and on extending that decline through future years using an 

assumption of steady income growth. As indicated above, however, subsequent extensions of 

Small and Van Dender’s original research have produced larger estimates of the rebound effect 

for recent years - while their original study estimated the rebound effect at 11% for 1997-2001, 

the 2010 update by Hymel, Small, and Van Dender reported a value of 13% for 2004, and Hymel 

and Small’s 2015 update estimated the rebound effect at 18% for 2003-09. Further, the issues 

with state-level measures of vehicle use, fuel consumption, and fuel economy identified 

previously raise some doubt about the reliability of these studies’ estimates of the rebound effect.  

At the same time, the continued increases in income that were anticipated to produce a continued 

decline in the rebound effect have not materialized, and are not anticipated to do so over the 

foreseeable future. In contrast to the 2-3% annual growth assumed by the agencies when 

developing earlier forecasts of the future rebound effect, the income measure (real personal 

income per capita) used in these analyses has grown approximately 1% annually over the past 

two decades, and is projected to grow at approximately 1.5% for the next 30 years. Moreover, 

the recent study by DeBorger et al. (2016) separated the effects of variation in household income 

on the sensitivity of vehicle use to fuel prices and fuel economy, and found that the decline in the 

rebound effect with rising income reported in Small & Van Dender (2007) and subsequent 

research resulted entirely from a reduction in drivers’ sensitivity to fuel prices as their incomes 

rose, rather than from any effect of rising income on the sensitivity of vehicle use to fuel 

economy itself. This latter measure – which DeBorger et al. found had not changed significantly 

as incomes rose over time – is the correct measure of the fuel economy rebound effect, so their 

analysis calls into question its assumed sensitivity to income.  

Some studies of households’ use of individual vehicles also find that the fuel economy rebound 

effect increases with the number of vehicles they own. Because vehicle ownership is strongly 

associated with household income, this common finding suggests that the rebound effect is 

unlikely to decline with rising incomes as the agencies had previously assumed. In addition, 

buyers of new cars and light trucks belong disproportionately to higher-income households that 

already own multiple vehicles, which further suggests that the higher values of the rebound 
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effect estimated by many studies for such households are more relevant for analyzing use of 

newly-purchased cars and light trucks.  

Finally, research on the rebound effect conducted since the agencies’ original 2008 review of 

evidence almost universally reports estimates in the 10-40% (and larger) range, as Table 8-8 

shows. Thus the 20% rebound effect used in this analysis more accurately represents the findings 

from both studies considered in the 2008 research review and more recent analyses.  

8.10 Effects of Revising CAFE and CO2 Standards on Ownership and Use of Older 

Cars and Light Trucks 

The effects of the proposed action on the fuel economy, prices, and other features of new cars 

and light trucks will affect not only their sales, but also the demand for used vehicles. This is 

because used cars and light trucks – especially those produced during recent model years – are a 

close substitute for new models, so changes in prices and other attributes of new cars and light 

trucks will affect demand for used models. In turn, this will affect their market value and selling 

prices, as well as the number that remain in service and how much they are driven. Changes in 

the number of used vehicles in service and how much they are driven have important 

consequences for fuel consumption, emissions of GHGs and criteria air pollutants, and safety, so 

it is important that this effect on the existing vehicle fleet is considered. This section traces each 

of those effects in detail, and explains how the likely magnitude of this effect is estimated for the 

proposed action.  

8.10.1 Anticipating the Rule’s Effects on Prices and Retirement Rates of Used Cars and 

Light Trucks 

Figure 8-16 illustrates the likely effect of proposed changes in CAFE and CO2 standards on the 

market for used cars and light trucks. Some households and businesses will respond to the lower 

prices and changes in features of new cars and light trucks resulting from the agencies’ proposed 

action by purchasing new models, because a new vehicle will become a more attractive 

alternative to those they now own. This will reduce demand for used cars and light trucks, 

shifting the demand curve for used vehicles in the figure from its original position at D0 inward 

to D1. The supply curve for used vehicles is likely to be “inelastic” – that is, relatively insensitive 

– to changes in their price, but it is not fixed, because their supply can be changed by 

accelerating or slowing the rate at which they are normally retired from service (or “scrapped”).  
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Figure 8-16 - Effect of Proposed Action on Market for Used Cars and Light Trucks 

The interaction of reduced demand for used car and light truck models and their inelastic supply 

will cause their average price to fall; in Figure 8-16, their price declines from P0 to P1. Some 

owners will retire used vehicles when their market value drops below the cost of maintenance 

and repairs necessary to keep them in service longer, so the decline in their price (which 

measures their market value) will reduce the number in service, shown in the figure as a 

reduction from Q0 to Q1. Because the market for used vehicles is very active – nearly 250 million 

light-duty vehicles were in use throughout the U.S. in 2016, and there were almost 40 million 

sales of used cars and light trucks – these changes are likely to occur fairly rapidly.  

The effects of this process on prices and the number of vehicles in use are likely to vary 

significantly among those of different ages and accumulated mileage (a measure of their 

cumulative lifetime use). Figure 8-17 through -Figure 8-18 illustrate the likely differences. As 

Figure 8-17 and Figure 8-17 show, the supply of both nearly-new vehicles (say, those less than 

five years old) and very old vehicles (more than 15 years) is likely to be very unresponsive to 

changes in their price. In the case of nearly-new vehicles, this is because only those few that are 

driven extremely intensively would have been likely candidates for retirement at that age, so 

variation in their price is likely to lead to only a minimal change in the number of them kept in 

use.  
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Figure 8-17 - Effect on Market for “Nearly New” Cars and Light Trucks 

 

 

Figure 8-18 - Effect on Market for “Middle-Age” Cars and Light Trucks 
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Figure 8-19 - Effect on Market for “Very Old” Cars and Light Trucks 

For very old models, mechanical failures due to accumulated use become a more frequent cause 

of retirements, and the maintenance and repairs necessary to keep them in service become 

progressively costlier. Thus variation in their market value is unlikely to lead to major changes in 

the number of owners that elect to incur those costs and keep them in service. In contrast Figure 

8-17 shows that the supply of “middle-age” used vehicles (those from roughly 5 to about 15 

years old) is likely to be more responsive to changes in their market value, because they typically 

become costlier to maintain and repair, so changes in their market value can affect the 

willingness of a significant number of owners to incur the costs necessary to keep them in 

working order.  

Shifts in demand for used cars and light trucks of different ages in response to changes in the 

prices and attributes of new models are likely to mirror how closely they substitute for their new 

counterparts. Nearly-new vehicles offer the closest substitutes for new ones, so their demand is 

likely to be most responsive to changes in prices and other characteristics of new ones, while the 

outdated features and accumulated usage of older vehicles make them less satisfactory 

substitutes. Thus Figure 8-17 shows that demand for nearly-new used cars and light trucks is 

likely to decline significantly when prices for new models fall (and their fuel economy and other 

attributes change in the ways anticipated to result from this action), while Figure 8-17 and Figure 

8-18 and show that changes in the demand for older vehicles are likely to be progressively 

smaller.  

8.10.2 Aggregate Effects on the Composition and Use of the Used Vehicle Fleet  

The combined effects of these complex interactions are likely to include only modest reductions 

from the baseline scenario in the numbers of nearly-new (1-5 year-old) and very old (15 or more 

years) vehicles that are in use as a result of the agencies’ proposed action, and a slightly larger 

reduction in the number of middle-age cars and light trucks. These reductions will continue 

through all future model years for which this action will reduce the stringency of CAFE and CO2 
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emission standards that would otherwise be in effect under the baseline scenario. In effect, this 

process will accelerate the “turnover” of the nation’s light-duty vehicle fleet from its pace under 

the baseline, by increasing the rate at which new cars and light trucks produced during future 

model years enter the fleet to replace the growing number of used vehicles that are retired from 

service each year. Because the fleet of used vehicles is so large in relation to the number of new 

cars and light trucks sold in any model year and the number of older models that are retired, 

however, all of these effects are likely to be quite small in their absolute size. 

Coupled with the increase in sales of new cars and light trucks anticipated to result from this 

proposed action, the resulting decline in the number of used models in service will also in effect 

“transfer” some of the travel that would have been done in used vehicles under the baseline 

scenario to newly-purchased models. As discussed in various places throughout this regulatory 

analysis, this shift of light-duty vehicle travel toward newer cars and light trucks will have 

important implications for fuel consumption, the environmental and energy security externalities 

associated with petroleum consumption and refining, and transportation safety.  

Figure 8-20 illustrates the effect of changes in the composition of the car and light truck fleet by 

their original model year and current age on fuel production and use, the externalities they create, 

and travelers’ safety. The subsequent section describes in detail how the magnitude these effects 

are estimated.  

 

Figure 8-20 - Effect of Changes in Fleet Composition on Fuel Use, Externalities, and Safety 

8.10.3 Estimating the Proposed Rule’s Effect on Used Cars and Light Trucks 

As noted, the increase in the price of new vehicles will result in increased demand for used 

vehicles as substitutes, extending the expected age and lifetime vehicle miles travelled of less 

efficient, and generally, less safe vehicles. The additional usage of older vehicles will result in 

fewer gallons saved and more total on road fatalities under more stringent regulatory alternatives. 

For more on the topic of safety, the relative safety of specific model year vehicles is discussed in 
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Chapter 10.4.4 of this RIA. Both the erosion of fuel savings and the increase in incremental 

fatalities will decrease the societal net benefits of increasing new vehicle fuel economy 

standards.  

Previous estimates of vehicle scrappage used in prior CAFE and GHG rulemaking did not 

incorporate a quantitative response to changes in new vehicle prices, but recent research has 

continued to illustrate that the consequences of this likely effect could rival the rebound effect in 

importance.
534

 For this reason, an econometric survival model that captures the effect of 

increasing the price of new vehicles on the survival rate of used vehicles was developed for this 

analysis. An overview of the literature on vehicle scrappage rates is provided and discussed 

below. A brief explanation of why unique models were developed for this analysis, and the data 

sources and econometric estimations used to do so, follows. The discussion concludes with a 

summary of the results, a description of how those results are used in the CAFE model, and 

finally, how the updated schedules compare with the previous static scrappage schedules.  

8.10.4 Previous Research on Vehicle Scrappage Behavior 

8.10.4.1 Fuel Economy Standards and Vehicle Scrappage 

The effects of differentiated regulation
535 

in the context of fuel economy (particularly, emission 

standards only affecting new vehicles) was discussed in detail in Gruenspecht (1981)
536

 and 

(1982),
537

 and has since been coined the ‘Gruenspecht effect.’ Gruenspecht recognized because 

fuel economy standards affect only new vehicles, any increase in price (net of the portion of 

reduced fuel savings valued by consumers) will increase the expected life of used vehicles and 

reduce the number of new vehicles entering the fleet. In this way, increased fuel economy 

standards slow the turnover of the fleet and the entrance of any regulated attributes tied only to 

new vehicles. Although Gruenspecht acknowledges that a structural model which allows new 

vehicle prices to affect used vehicle scrappage only through their effect on used vehicle prices 

would be preferable, the data available on used vehicle prices was (and still is) limited. Instead 

he tested his hypothesis in his 1981 dissertation using new vehicle price and other determinants 

of used car prices as a reduced form to approximate used car scrappage in response to increasing 

fuel economy standards. 
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Greenspan and Cohen’s work offers additional foundations from which to think about vehicle 

stock and scrappage.
538

 Their work identifies two types of scrappage - engineering scrappage and 

cyclical scrappage. Engineering scrappage represents the physical wear on vehicles which results 

in their being scrapped. Cyclical scrappage represents the effects of macroeconomic conditions 

on the relative value of new and used vehicles—under economic growth the demand for new 

vehicles increases and the value of used vehicles declines, resulting in increased scrappage. In 

addition to allowing new vehicle prices to affect cyclical vehicle scrappage à la the Gruenspecht 

effect, Greenspan & Cohen also note that engineering scrappage seems to increase where EPA 

emission standards also increase; as more costs goes towards compliance technologies, it 

becomes more expensive to maintain and repair more complicated parts, and scrappage 

increases. In this way, Greenspan and Cohen identify two ways that fuel economy standards 

could affect vehicle scrappage - 1) through increasing new vehicle prices, thereby increasing 

used vehicle prices, and finally, reducing on-road vehicle scrappage, and 2) by shifting resources 

towards fuel-saving technologies — potentially reducing the durability of new vehicles by 

making them more complex. 

8.10.4.2 Aggregate vs. Atomic Data Sources in the Literature 

One important distinction between the literatures on vehicles scrappage is between those that use 

atomic vehicle data, data following specific individual vehicles, and those that use some level of 

aggregated data, data that counts the total number of vehicles of a given type. The decision to 

scrap a vehicle is an atomic one—that is, made on an individual vehicle basis. The decision 

relates to the cost of maintaining a vehicle, and the value of the vehicle both on the used car 

market, and as scrap metal. Generally, a used car owner will decide to scrap a vehicle where the 

value of the vehicle is less than the value of the vehicle as scrap metal, plus the cost to maintain 

or repair the vehicle. In other words, the owner gets more value from scrapping the vehicle than 

continuing to drive it, or from selling it.  

Recent work is able to model scrappage at the level of individual vehicles because of the 

availability of a large database of used vehicle transactions. Following previous research by other 

authors, including: Busse, Knittel & Zettelmeyer (2013), Sallee, West & Fan (2010), Alcott & 

Wozny (2013), Li, Timmins, & von Haefen (2009—Jacobsen and van Bentham (2015) consider 

the impact of changes in gasoline prices on used vehicle values and scrappage rates.
539, 540, 541, 542
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They find increases in gasoline prices reduce scrappage rates of the most fuel efficient vehicles, 

and increase scrappage rates for the least fuel efficient vehicles. This has important implications 

for the validity of the average fuel economy values linked to model years, and assumed to be 

constant over the life of that model year fleet within this study. Future iterations of this study 

could further investigate the relationship between fuel economy, vehicle usage, and scrappage, as 

noted in other places in this discussion. 

While the decision to scrap a vehicle is made atomically, the data available for this analysis on 

scrappage rates and variables that influence these scrappage rates are aggregate measures. This 

influences the best available methods to measure the impacts of new vehicle prices on existing 

vehicle scrappage. The result is that this study models aggregate trends in vehicle scrappage, and 

not the atomic decisions that make up these trends. Many other works within the literature use 

the same data source and general scrappage construct, such as - Walker (1968), Parks (1977), 

Greene & Chen (1981), Gruenspecht (1981), Gruenspecht (1982), Feeney & Cardebring (1988), 

Greenspan & Cohen (1996), Jacobsen & van Bentham (2015), and Bento, Roth & Zhuo (2016); 

all use the same aggregate vehicle registration data as the source to compute vehicle 

scrappage.
543, 544, 545, 546, 547, 548, 549, 550, 551

  

Walker (1968) and Bento, Roth & Zhuo (2016) use aggregate data to directly compute the 

elasticity of scrappage from measures of used vehicle prices.
552, 553

 Walker uses the ratio of used 

vehicle Consumer Price Index (CPI) to repair and maintenance CPI. Bento, Roth & Zhuo use 
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used vehicle prices directly. While the direct measurement of the elasticity of scrappage is 

preferable in a theoretical sense, the CAFE model does not predict future values of used vehicles, 

only future prices of new vehicles. For this reason, any model compatible with the current CAFE 

model must estimate a reduced form similar to Parks (1977), Gruenspecht (1981), Greenspan & 

Cohen (1996), who use some form of new vehicle prices or the ratio of new vehicle prices to 

maintenance and repair prices to impute some measure of the effect of new vehicle prices on 

vehicle scrappage.
554,  555,  556

 

8.10.4.3 Historical Trends in Vehicle Durability 

Waker (1968), Parks (1977), Feeney & Cardebring (1988), Hamilton & Macauley (1999), and 

Bento, Ruth & Zhuo (2016) all note vehicles change in durability over time.
557, 558, 559, 560, 561

 

Walker simply notes a significant distinction in expected vehicle lifetimes pre- and post- World 

War I. Park discusses a ‘durability factor’ set by the producer for each year, so that different 

vintages and makes will have varying expected lifecycles. Feeney and Cardebring show that 

durability of vehicles appears to have generally increased over time both in the U.S. and Swedish 

fleets using registration data from each country. They also note that the changes in median 

lifetime between the Swedish and U.S. fleet track well, with a 1.5-year lag in the U.S. fleet. This 

lag is likely due to variation in how the data is collected—the Swedish vehicle registry requires a 

title to de-register a vehicle, and therefore gets immediate responses, where the U.S. vehicle 

registry requires re-registration, which creates a lag in reporting that is discussed further in the 

data section below.  

Hamilton & Macauley (1999) argue for a clear distinction between embodied versus 

disembodied impacts on vehicle longevity.
562

 They define embodied impacts as inherent 

durability similar to Park’s producer supplied ‘durability factor’ and Greenspan’s ‘engineering 

scrappage’ and disembodied effects those which are environmental, not unlike Greenspan and 
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Cohen’s ‘cyclical scrappage.’
563, 564

 They use calendar year and vintage dummy variables to 

isolate the effects — concluding that the environmental factors are greater than any pre-defined 

‘durability factor.’ Some of their results could be due to some inflexibility of assuming model 

year coefficients are constant over the life of a vehicle, and also some correlation between the 

observed life of the later model years of their sample and the ‘stagflation’
565

 of the 1970’s. 

Bento, Ruth & Zhuo (2016) find that the average vehicle lifetime has increased 27% from 1969 

to 2014 by sub-setting their data into three model year cohorts.
566

 To implement these findings in 

the scrappage model incorporated into the CAFE model, this study takes pains to estimate the 

effect of durability changes in such a way that the historical durability trend can be projected into 

the future; for this reason, a continuous ‘durability’ factor as a function of model year vintage is 

included. 

8.10.5 Use of the Gruenspecht Effect to Analyze Related Policies 

This is not the first estimation of the ‘Gruenspecht Effect’ for policy considerations. In their 

Technical Support Document (TSD) for the 2004 proposal to reduce greenhouse gas emissions 

from motor vehicles, California Air Resources Board (CARB) outlines how they utilized the 

CARBITS vehicle transaction choice model in an attempt to capture the effect of increasing new 

vehicle prices on vehicle replacement rates.
567

 They consider data from the National Personal 

Transportation Survey (NPTS) as a source of revealed preferences and a University of California 

(UC) study as a source of stated preferences for the purchase and sale of household fleets under 

different prices and attributes (including fuel economy) of new vehicles.  

The transaction choice model represents the addition and deletion of a vehicle from a household 

fleet within a short period of time as a “replacement” of a vehicle, rather than as two separate 

actions. Their final data set consists of 790 vehicle replacements, 292 additions, and 213 

deletions; they do not include the deletions, but assume any vehicle more than 19 years old that 

is sold is scrapped. This allows them to capture a slowing of vehicle replacement under higher 

new vehicle prices, but because their model does not include deletions, does not explicitly model 

vehicle scrappage, but assumes all vehicles aged 20 and older are scrapped rather than resold. 

They calibrate the model so the overall fleet size is benchmarked to EMissions FACtors 
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(EMFAC) fleet predictions for the starting year; the simulation then produces estimates that 

match the EMFAC predictions without further calibration. 

The CARB study captures the effect on new vehicle prices on the fleet replacement rates, and 

offers some precedence for including some estimate of the Gruenspecht Effect. One important 

thing to note is that because vehicles that exited the fleet without replacement were excluded, the 

effect of new vehicle prices on scrappage rates where the scrapped vehicle is not replaced is not 

available. Because new and used vehicles are substitutes, it is expected that used vehicle prices 

will increase with new vehicle prices. Because higher used vehicle prices will lower the number 

of vehicles whose cost of maintenance is higher than their value, it is expected that not only will 

replacements of used vehicles slow, but also, that some vehicles that would have been scrapped 

without replacement under lower new vehicle prices will now remain on the road because their 

value will have increased. Aggregate measures of the Gruenspecht effect in this analysis will 

include changes to scrappage rates both from slower replacement rates, and slower non-

replacement scrappage rates. 

8.10.6 Car Allowance Rebate System 

On June 14, 2009, former President Barack Obama signed the Car Allowance Rebate System 

(CARS), with the intent to jumpstart the economy through automobile sales during the Great 

Recession, and also to accelerate the retirement of older, less fuel efficient and less safe vehicles. 

The program offered a $3,500 to $4,500 rebate for vehicles traded-in for the purchase of a new 

vehicle. A vehicle must have met several criteria to be eligible for the program - first, the vehicle 

must be drivable and continuously registered and insured by the same owner for at least one 

year; second, it must be newer than 25 years; third, the MSRP must be smaller than $45,000; and 

finally, the new vehicle purchased must be some fixed miles per gallon more efficient than the 

trade-in vehicle. The fuel economy improvement requirements by body style for specific rebates 

are presented in Table 8-9. 

Table 8-9 - CARS Fuel Economy Improvement Required for Rebates by Regulatory Class 

 $3,500 Rebate Eligibility $4,500 Rebate Eligibility 

Passenger Car 4-9 MPG Improvement 10+ MPG Improvement 

Light Truck 2-5 MPG Improvement 5+ MPG Improvement 

 

The program was originally budgeted for $1 billion dollars and to end on November 1, 2009, but 

it only ran from July 27 to August 25, 2009 and $2.85 billion was spent on the 678,359 eligible 

transactions. To ensure that the vehicles did not remain on the road, they were scrapped at the 

point of trade-in. While the program traded in more vehicles and at a faster rate than expected, 

critics have argued that many of the trade-ins would have happened even if the program were not 

in place, so that any economic stimulus to the automobile industry during the crisis cannot be 

attributable to the CARS program. Further, forcing the scrappage of vehicles that could still 



 

1005 

 

remain on the road has negative environmental impacts, which potentially outweigh any 

environmental benefits of the reduced fuel consumption from the accelerated retirement of these 

less efficient vehicles. 

Li, Linn & Spiller (2010) use Canada as a counterfactual example to identify the portion of 

CARS trade-ins attributable to the policy, i.e., trade-ins that would not have happened anywhere 

if the program were not in place.
568

 They argue the Canadian market is largely similar to the U.S. 

market, and note that 13-14% of households purchased a new vehicle one-year pre-recession in 

both countries. They also note that the economic crisis affected the Canadian economy similarly 

as it affected the U.S. economy. They do note that Canada offered a small rebate of $300 to 

vehicles traded in during January, 2009, but that only 60,000 vehicles were traded in under the 

program. Making all of these assumptions, Li et al. are able to use a difference-in-difference 

methodology to isolate the effect of the CARS program on the scrappage of eligible vehicles—

they find a significant increase in the scrappage only for eligible U.S. vehicles, suggesting that 

they have isolated the effect of the policy. They conclude that of the 678,359 trade-ins made 

under the program, 370,000 of those would not have happened during July and August 2009. 

They conclude the CARS program reduced gasoline consumption by .9-2.9 billion gallons, at 

$.89-$2.80 per gallon saved. 

While the debate over the effectiveness of the program at reducing environmental emissions is 

not in the purview of this analysis, the evidence from Li, Linn and Spiller is convincing of the 

importance of including a control for the CARS program during calendar year 2009.
569

 The 

importance is discussed further in both Section 8.10.7, which provides provide more evidence for 

the effect of the CARS program, and in Section 8.10.7.9, which describes the controls used for 

the effect of the program. This ensures that the measurements of other determining factors are 

not biased by the exceptional scrappage observed in calendar year 2009. 

8.10.7 Data - Source, Aggregation and Cleaning 

There are several key characteristics important in a scrappage model that both could be 

implemented within the CAFE model and consider the relevant concerns in the literature. First, 

the model should consider recent data so as to more closely resemble the future vehicles modeled 

in the analysis. Second, because the analysis does not explicitly model used vehicle prices, the 

model must be modified to relate average new vehicle prices and fuel costs directly to scrappage 

rates for used vehicles, in effect assuming that changes in new vehicle prices will ultimately be 

reflected in those for used vehicles. Third, the level of aggregation should align either with 

NHTSA’s regulatory classes or body style classes that are already implemented in the model. 

And finally, the model should capture the increases in vehicle durability over time as this is 
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important in the calculation of costs and benefits of future vehicles. Much of the literature met 

some of these considerations, but no existing work met all of them. For this reason, econometric 

models were built for vehicle body style classes compatible with their VMT schedules using data 

from calendar years 1975-2015. The models include a response to new vehicle prices, fuel costs 

per mile of travel for used and new vehicles, and the increase in vehicle durability over time. 

8.10.7.1 Scrappage Data Source - IHS/Polk Registered Vehicle Population Data 

NHTSA purchases proprietary data on the registered vehicle population from IHS/Polk for safety 

analyses. IHS/Polk has annual snapshots of registered vehicles counts beginning in calendar year 

(CY) 1975 and continuing until calendar year 2015. Notably, the data collection procedure 

changed in CY 2010, which requires some special consideration (discussed below). The data 

includes the following regulatory classes as defined by NHTSA - passenger cars, light trucks 

(classes 1 and 2a), and medium and heavy-duty trucks (classes 2b and 3). Polk separates these 

vehicles into another classification scheme - cars and trucks. Under their schema, pickups, vans, 

and SUVs are treated as trucks, and all other body styles are included as cars. In order to build 

scrappage models to support the model year (MY) 2021-2026 light duty vehicle (LDV) 

standards, it was important to separate these vehicle types in a way compatible with the existing 

CAFE model.  

8.10.7.2 Choice of Aggregation Level - Body style 

There were two compatible choices to aggregate scrappage rates - 1) by regulatory class or 2) by 

body style.  Since for the purposes of this analysis, vans/SUVs are sometimes classified as 

passenger cars and sometimes as light trucks, and there was no quick way to reclassify some 

SUVs as passenger cars within the Polk dataset, survival schedules were aggregated by body 

style.  This approach is also preferable because body style specific lifetime VMT schedules are 

used in the analysis.  Vehicles experience increased wear with use; many maintenance and repair 

events are closely tied to the number of miles on a vehicle.  The current version of the CAFE 

model considers separate lifetime VMT schedules for cars, vans/SUVs, pickups and classes 2b 

and 3 vehicles.  These vehicles are assumed to serve different purposes and as a result are 

modelled to have different average lifetime VMT patterns.  These different uses likely also result 

in different lifetime scrappage patterns.  

Once stratified into body style level buckets, the data can be aggregated into population counts 

by vintage and age.  These counts represent the population of vehicles of a given body style and 

vintage in a given calendar year.  The difference between the counts of a given vintage and 

vehicle type from one calendar year to the next is assumed to represent the number of vehicles of 

that vintage and type scrapped in a given year.  As noted above, Polk changed their data 

collection in CY 2009, which further complicates the imputation of annual scrappage. 
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8.10.7.3 Polk Data Collection Changes 

Prior to calendar year 2009, Polk vehicle registration data was collected as a single snapshot on 

July 1st of every calendar year. All vehicles that are in the registration database at that date are 

included in the dataset. For these years the majority of vehicles where MY=CY should be in the 

dataset; only late model year sales will not yet be registered in the fleet (those vehicles sold and 

registered after July 1st). For calendar years after 2009, Polk changed the timing of the data 

collection process to October 1st and for calendar years 2010 and later, to December 31st of the 

calendar year. In addition to changing the timing of the data collection, Polk updated the process 

to a rolling sample. That is, any vehicle that was on the road at any point in that calendar year 

will appear in the database, not only vehicles that are currently registered on December 31st of 

that year.  

In order to ensure a consistent data set for the newest calendar years—including newer model 

years more likely to resemble the model years analyzed in this rulemaking—NHTSA requested 

Polk build older calendar year snapshots using the same rolling methodology used from CY’s 

2010-2015. The final dataset includes July 1st snapshots for calendar years 1975-2004, and 

December 31st rolling snapshots for calendar years 2005-2015. The implications of and the 

solution to the discontinuity in data collection methodologies is discussed further in the 

following section. 

8.10.7.4 Greenspan and Cohen Correction 

One issue with the way the Polk data is collected is that it includes vehicles that were registered 

in a given calendar year but may have been scrapped sometime during that calendar year. To 

correct for the scrappage that occurs during a calendar year, a similar correction as that in 

Greenspan & Cohen (1996) is applied.
570

 It is assumed that the real on-road count of vehicles of 

a given MY registered in a given CY is best represented by the Polk count of the vehicles of that 

model year in the succeeding calendar year (𝑃𝑜𝑙𝑘𝐶𝑌+1). For example, the vehicles scrapped 

between CY 2000 and CY 2001 will still remain in the Polk snapshot from CY 2000 

(𝑃𝑜𝑙𝑘𝐶𝑌2000), as they will have been registered at some point in that calendar year, and therefore 

exist in the database. Assuming that all states have annual re-registration requirements,
571

 

vehicles scrapped between July 1, 2000, and July 1, 2001, will not been re-registered between 

July 1, 2001, and July 1, 2002, and will not show up in 𝑃𝑜𝑙𝑘𝐶𝑌2002. The vehicles scrapped 

during CY 2000 is therefore represented by the difference in count from the CY 2001 and CY 

2002 Polk datasets - 𝑃𝑜𝑙𝑘𝐶𝑌2001 - 𝑃𝑜𝑙𝑘𝐶𝑌2002.  
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For new vehicles (vehicles where MY is greater than or equal to CY), the count of vehicles will 

be smaller than the count in the following year — not all of the model year cohort will have been 

sold and registered. For these new model years, Greenspan and Cohen assume that the Polk 

counts will capture all vehicles which were present in the given calendar year and that 

approximately one percent of those vehicles will be scrapped during the year. Importantly, this 

analysis begins modeling the scrappage of a given model year cohort in 𝐶𝑌 = 𝑀𝑌 + 2, so that 

the adjustment to new vehicles is not relevant in the modeling because it only considers 

scrappage after the point where the on-road count of a given MY vintage has reached its 

maximum.
572

  

The Greenspan and Cohen adjustment does not change for Polk’s new collection procedures.
573

 

Vehicles scrapped during a given calendar year will appear in the registration database at some 

point in that calendar year. They will not appear the succeeding year, so for example vehicles 

scrapped between December 31, 2005, and December 31, 2006 — in other words, during CY 

2005 — will appear in - 𝑃𝑜𝑙𝑘𝐶𝑌2005, but not in - 𝑃𝑜𝑙𝑘𝐶𝑌2006. The Polk count from CY 2006 

represents the on road fleet as of December 31, 2005. Thus 𝑃𝑜𝑙𝑘𝐶𝑌2006 - 𝑃𝑜𝑙𝑘𝐶𝑌2007 represents 

those vehicles actually scrapped during CY 2005. As indicated in, Figure 8-21 the scrappage 

counts computed from the old Polk snapshot series represent vehicles scrapped between July 1st 

of a given calendar year and the succeeding July 1st, and is computed for CY 1976-2003. The 

new Polk snapshot series represents vehicles scrapped between December 31st of a given 

calendar year and the succeeding calendar year, and is computed for CY 2005-2014.  

 

Figure 8-21 - VISUALIZATION OF GREENSPAN AND COHEN ADJUSTMENT AND 

POLK DATA COLLECTION CHANGE 

There is a discontinuity between the old and new methods so that the computed scrappage for 

calendar year 2004 represents the difference between the vehicle count reported in 𝑃𝑜𝑙𝑘𝐶𝑌2006 

                                                 
572

 Calculating scrappage could begin at CY=MY+1, as for most model year the entirety of the fleet will have been 

sold by July 1
st
 of the succeeding CY, but for some exceptional model years, the maximum count of vehicles for a 
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and 𝑃𝑜𝑙𝑘𝐶𝑌2005. 𝑃𝑜𝑙𝑘𝐶𝑌2005 represents all vehicles on the road as of July 1, 2004, and 

𝑃𝑜𝑙𝑘𝐶𝑌2006 represents all vehicles on the road as of December 31, 2005. For this one timespan 

the scrappage will represent vehicles scrapped over a 17-month time period, rather than a year. 

For this reason, the CY 2004 scrappage data point is dropped, and because of the difference in 

the time period of vehicles scrapped under the old and new collection schemes, an indicator for 

scrappage measured before and after CY 2004 is considered; this indicator is not statistically 

significant, and is dropped from the preferred model. 

8.10.7.5 Historical Sources for Variables that CAFE and CO2 Standards Will Affect 

The CAFE model outputs both expected changes in manufacturing costs and changes in the cost 

per mile (CPM) of vehicles. These are expected to be the primary factors that drive any changes 

in vehicle retirement from changes to fuel economy, and accordingly, CO2 standards. While ideal 

data would represent individual vehicles, unfortunately the data is only available in aggregate for 

historical model years. The models are thus unable to be trained on model-specific data and must 

rely on average measures. This decision is further justified by the fact that the CAFE model does 

not capture any cross subsidization of technology costs that occurs between vehicles in an 

OEM’s fleet. Because it is likely manufacturers will cross-subsidize costs, the aggregate measure 

of average new vehicle price may be the best measure of the general price trend of the new 

vehicle market under different fuel economy standards, even if disaggregated data were 

available.  

For historical data on vehicle transaction prices, the models use data from the National 

Automobile Dealers Association (NADA), which records the average transaction price of all 

light-duty vehicles. These transaction prices represent the prices consumers paid for new 

vehicles, but do not include any value of vehicles that may have been traded in to dealers. 

Importantly, these transaction prices were not available by vehicle body styles, thus the models 

will miss any unique trends that may have occurred for a particular vehicle body style. This may 

be particularly relevant for pickup trucks, which observed considerable average price increases 

as luxury and high option pickups entered the market. Future models will further consider 

incorporating price series that consider the price trends for cars, SUVs and vans, and pickups 

separately.
574

  

The models use the NADA price series rather than the Bureau of Labor Statistics (BLS) New 

Vehicle Consumer Price Index (CPI), used by Parks (1977) and Greenspan & Cohen (1997), 
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because the BLS New Vehicle CPI makes quality adjustments to the new vehicle prices.
575,576

 

BLS assumes that additions of safety and fuel economy equipment are a quality adjustment to a 

vehicle model, which changes the good and should not be represented as an increase in its price. 

While this is good for some purposes, it presumes consumers fully value technologies that 

improve fuel economy. Because it is the purpose of this study to measure whether this is true, it 

is important that vehicle prices adjusted to fully value fuel economy improving technologies, 

which would obscure the ability to measure the preference for more fuel efficient and expensive 

new vehicles, are not used.  As further justification for using the NADA price series over the 

BLS New Vehicle CPI, Park (1977) cites a discontinuity found in the amount of quality 

adjustments made to the series so that more adjustments are made over time. This could further 

limit the ability for the BLS New Vehicle CPI to predict changes in vehicle scrappage. 

Other influencers for calculating vehicle scrappage rates include fuel economy and fuel prices. 

Historical data on the fuel economy by vehicle style from model years 1979-2016 was obtained 

from the 2016 EPA Fuel Economy Trends Report.
577

 
 
The van/SUV fuel economy values 

represent a sales-weighted harmonic average of the individual body styles. Fuel prices were 

obtained from Department of Energy (DOE) historical values, and future fuel prices within the 

CAFE model use the Annual Energy Outlook (AEO 2017) future oil price projections.
578

 From 

these values the average cost per 100 miles of travel for the cohort of new vehicles in a given 

calendar year and the average cost per 100 miles of travel for each used model year cohort in that 

same calendar year are computed.
579

 It is expected that as the new vehicle fleet becomes more 

efficient (holding all other attributes constant) that it will be more desirable, and the demand for 

used vehicles should decrease (increasing their scrappage). As a given model year cohort 

becomes more expensive to operate due to increases in fuel prices, it is expected the scrappage of 

that model year will increase. It is perhaps worth noting that more efficient model year vintages 

will be less susceptible to changes in fuel prices, as absolute changes in their cost per mile will 
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be smaller. The functional forms of the cost per mile measures are further discussed in the model 

specification section below. 

8.10.7.6 Data Sources for Other Variables Affecting Cyclical Scrappage 

Other aggregate measures that cyclically affect the value of used vehicles include 

macroeconomic factors like the real interest rate, the GDP growth rate, and unemployment rates. 

These values were all sourced from the 2017 OASDI Trustees Report, in large part because it 

offers consistent projections beyond 2032 of all three data series. Because the purpose of 

building this scrappage model is to project vehicle survival rates under different fuel economy 

alternatives, and the current fuel economy projections go as far forward as calendar year 2032, 

using a data set that encompasses projections at least through 2032 is an essential characteristic 

of any source used for this analysis.  

The interest rate series used is the average real interest rate on social security trust public-debt 

obligations. While this is not a perfect measure of auto loan interest rates, the two are correlated 

so that that most of the effect of auto loan rates should be captured by using the interest rate 

facing the federal government. Further, no reliable auto loan interest rate projections have been 

identified for this analysis. As the real interest rate increases so does the cost of borrowing and 

the opportunity cost of not investing. For this reason, it is expected that as real interest rates 

increase that vehicle scrappage should decline. Consumers delay purchasing new vehicles 

because the cost of financing increases. Models that included interest rates were considered, but 

were not selected as the preferred model for reasons discussed in the following section.  

The Trustees Report also provides historical and projected real GDP growth rates and the 

average annual unemployment rate. As GDP increases this is generally correlated with lowered 

unemployment,
580 

and potentially increased average wages. Generally economic growth will 

result in a higher demand for new vehicles—cars in aggregate are normal goods—and a 

reduction in the value of used vehicles. The result should be an increase in the scrappage rate of 

existing vehicles. Note further that travel to employment is a major source of the demand for 

transportation—where this does not result in new vehicle sales it will result in delayed 

scrappage. Given the nature of the collinearity of GDP and unemployment, both unemployment 

rate and GDP growth rate are considered in alternate specifications. For brevity’s sake, The GDP 

growth rate is the better predictor and is used in the preferred specification—alternatives 

specifying unemployment rate are not shown in the model specification section. 

Another component of vehicle scrappage is the cost of maintenance, which includes both repairs 

and the relative cost of travel. For maintenance costs, no model considered for this analysis 

showed the expected signs on that variable, as shown in the following section. For this reason, 

the preferred model excludes the variable. There is likely some issue with simultaneity; where 

                                                 
580

 Colloquial wisdom from Okun’s Law suggests that for every one percent increase in unemployment, GDP will be 

two percent lower; the main conclusion being that the two are co-integrated of order one (and therefore collinear).  



 

1012 

 

the complexity of new vehicles increases so does the cost of maintenance. The BLS maintenance 

and repair series does not measure the cost of maintenance for individual model year cohorts, but 

instead measures by calendar year. Note that examples from the literature use the ratio of used 

vehicle prices to maintenance costs as a way of capturing the relative movement of repair and 

used vehicle prices, but this does not solve the problem of isolating overall changes in 

maintenance costs for the same maintenance event versus the increase in the number of, or 

complexity of, these events. Further, a reliable source of projections for either used vehicle 

prices, or future maintenance and repair costs, was identified for this analysis. If model year 

specific repair costs become available, future models could include this variable.  

A final component of vehicle scrappage is the value of a vehicle at the time of scrappage. As 

noted by Parks (1977), the value of a scrapped vehicle can be derived either from the value of 

recoverable scrap metal or from the value of sellable used parts.
581

 There are several issues with 

using the BLS scrap steel CPI. First, as in Park’s work, the coefficient on scrap steel is 

statistically insignificant—model results including the CPI of scrap steel are not shown, as there 

were other theoretical problems with the measure. The material composition and mass of 

vehicles has changed over time so that the absolute amount of recoverable scrap steel is not 

constant over the series. The average weight of recoverable steel by vintage would have to be 

known, and this measure would still be missing any other recoverable metals and other materials. 

Further, projecting the future value of the recoverable scrap metal would involve computing the 

amount of recoverable steel under all scenarios of fuel economy standards, where mass and 

material composition are assumed to vary across all alternatives.  This value is not calculated 

explicitly in the current model, which is another reason some estimate of the value of recoverable 

metal is not included in the preferred model specification. 

8.10.7.7 Model Specifications 

The final model specification considering all the above sources of scrappage is as follows: 

ln (
𝑠

1 − 𝑠
) = 𝛽0 ∗ 𝐴𝑔𝑒 + 𝛽1 ∗ 𝐴𝑔𝑒2 + 𝛽2 ∗ 𝐴𝑔𝑒3 + 

ln(𝑀𝑌 − 1959) ∗ (𝛽3 + 𝛽4 ∗ 𝐴𝑔𝑒 + 𝛽5 ∗ 𝐴𝑔𝑒2) 

𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽6 + 𝛽7 ∗ 𝐴𝑔𝑒 + 𝛽8 ∗ 𝐴𝑔𝑒2 + 𝛽9 ∗ 𝐴𝑔𝑒3)+  

𝐿𝑎𝑔 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽10 + 𝛽11 ∗ 𝐴𝑔𝑒 + 𝛽12 ∗ 𝐴𝑔𝑒2 + 𝛽13 ∗ 𝐴𝑔𝑒3)+  

𝐿𝑎𝑔2 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽14 + 𝛽15 ∗ 𝐴𝑔𝑒 + 𝛽16 ∗ 𝐴𝑔𝑒2 + 𝛽17 ∗ 𝐴𝑔𝑒3)+  

𝐿𝑎𝑔3 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽18 + 𝛽19 ∗ 𝐴𝑔𝑒 + 𝛽20 ∗ 𝐴𝑔𝑒2 + 𝛽21 ∗ 𝐴𝑔𝑒3)+  

𝛽22 ∗ 𝐶𝑃100𝑀 + 𝛽23 ∗ 𝐿𝑎𝑔 𝐶𝑃100𝑀+  

𝛽24 ∗ 𝑁𝑒𝑤 𝐶𝑃100𝑀 + 𝛽25 ∗ 𝐿𝑎𝑔 𝑁𝑒𝑤 𝐶𝑃100𝑀+ 

𝛽26 ∗ 𝐺𝐷𝑃 𝐺𝑟𝑜𝑤𝑡ℎ + 𝛽27 ∗ 𝐿𝑎𝑔 𝐺𝐷𝑃 𝐺𝑟𝑜𝑤𝑡ℎ+𝛽28 ∗ 𝐿𝑎𝑔2 𝐺𝐷𝑃 𝐺𝑟𝑜𝑤𝑡ℎ+ 

𝛽29 ∗ 𝐿𝑎𝑔 ln (
𝑠

1−𝑠
) + 𝛽30 ∗ 𝐿𝑎𝑔2 ln (

𝑠

1−𝑠
)+𝛽31 ∗ 𝐿𝑎𝑔3 ln (

𝑠

1−𝑠
)+𝛽32 ∗ 𝐶𝑌2009 + 𝛽33 
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1977, p. 1099., doi:10.2307/1914061. 
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Here, “s” is the instantaneous scrappage rate, so that ln(s/1-s) is the logit formulation of 

scrappage. Logit models ensure that predicted values are bounded—in this case between zero 

and one. More than 100% of remaining vehicles cannot be scrapped, nor fewer than 0%. For a 

visual, see the graph below: 

 

Figure 8-22 - Example Logistic Curve 

Solving for instantaneous scrappage gives the following: 

Equation 8-4 - Instantaneous Vehicle Scrappage 

𝑠 =
𝑒∑ 𝛽𝑖𝑋𝑖)

1 + 𝑒∑ 𝛽𝑖𝑋𝑖)
 

Here ∑ 𝛽𝑖 𝑋𝑖 represents the right-hand side of the model specification above. The instantaneous 

scrappage can be calculated directly from “s” above. This gives the share of remaining vehicles 

in a given calendar year which are scrapped in the next year. The population of vehicles in the 

next calendar year is calculated as follows: 

Equation 8-5 - Vehicle Population 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐶𝑌+1 = 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐶𝑌 ∗ (1 − 𝑠𝑀𝑌,𝐶𝑌). 

8.10.7.8 Form of Engineering Scrappage 

The most predictive element of vehicle scrappage is what Greenspan & Cohen deem 

‘engineering scrappage.’ This source of scrappage is largely determined by the age of a vehicle 

and the durability of a specific model year vintage. Vehicle scrappage typically follows a 

roughly logistic function with age — that is, instantaneous scrappage increases to some peak, 

and then declines, with age as noted in Walker (1968), Parks (1977), Greene & Chen (1981), 

Gruenspecht (1981), Feeney & Cardebring (1988), Greenspan & Cohen (1996), Hamilton & 
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Macauley (1999), and Bento, Roth & Zhuo (2016).
582, 583, 584, 585, 586, 587, 588, 589 

Thus, this analysis 

also uses a logistic function to capture this trend of vehicle scrappage with age, but allows non-

linear terms to capture any skew to the logistic relationship. Comparing the instantaneous 

scrappage rates by body style in 5 year vintage increments in Figure 8-23, Figure 8-24, and 

Figure 8-25, the three body style groups have different general patterns for instantaneous 

scrappage with age. The car instantaneous scrappage has the least skew peaking between ages 15 

and 20 for all model years. Vans/SUVs have a more skewed scrappage pattern — increasing 

steadily until age 15, remaining high until ages 20 to 25 before tailing off. Finally, the pickup 

scrappage pattern is the least symmetrical; it increases more gradually until ages 15 or 20 and 

remaining high until around age 30. Including non-linear terms for the age variable will capture 

any parametric skew to the scrappage patterns of the three body style groups. 

Variations in the scrappage rates are observable also by model year vintage — as noted in the 

literature, this is in part due to changes in the durability of vehicles. For cars the durability seems 

to be increasing at a diminishing rate with vintage (see Figure 8-23). This effect seems to be 

diminishing and also to be related to the age of a vehicle. For this reason, the natural log of MY 

(inherently a diminishing function) is used, and interacted with the age functional form.  
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Figure 8-23 - Car Scrappage by Model Year 

As shown in Table 8-10, the best fit in terms of minimizing the root mean squared error (RMSE), 

Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC) is “Eng. Alt. 1” 

(engineering scrappage alternative 1), which includes linear, squared and cubic terms both for 

age and age interacted with the natural log of model year. However, for projections forward, the 

model predicts precipitous scrappage for future model years beyond age 10 — so that less than 

1% of the fleet remains by age 13 for MY 2015, assuming both new vehicle prices and CPM 

remains constant at current levels. Compare this with the predicted results for MY 2015 survival 

rates for the preferred model, and note that the preferred model projects future model year 

scrappage rates more comparable to observed historical rates. For this reason, a linear, squared 

and cubic term of age are used to capture the trend of scrappage with age, and only a linear and 

squared term of age interacted with the log of model year to capture how this trend changes with 

successive model years, which is the second best fit model using RMSE, BIC, and AIC as 

measures. 
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Table 8-10 - Alternative Car Engineering Scrappage Specifications 

Variable Preferred Eng. Alt. 1 Eng. Alt. 2 Eng. Alt. 3 

𝐴𝑔𝑒 0.61604705* 1.68096703*** 0.76506903** -0.29030721** 

𝐴𝑔𝑒2 -0.05740675** -0.12323758*** -0.06055253** 0.01426796*** 

𝐴𝑔𝑒3 0.00158213*** 0.00280985*** 0.00137653** 0 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -1.60888589*** 0.19023048 -0.47547264** -1.48861814*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.21358227*** -0.18776621** 0.02174726** 0.20222460*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.00671599*** 0.01963573*** 0 -0.00650722*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒3 0 -0.00052822*** 0 0 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -0.00016128 -0.00018581* -0.00014144 -0.00023914** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 0.00000784 0.00001188 0.00000519 0.00002706 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 0.0000001 -0.00000016 0.00000027 -0.0000014 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒3 -0.00000001 -0.00000001 -0.00000002 0.00000002 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00009476 0.00006951 0.00008414 0.000095 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00000234 0.00000024 -0.000001 -0.00000108 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000074 -0.00000098 -0.00000069 -0.00000087 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 0.00000003 0.00000003 0.00000002 0.00000003 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00033559** -0.00037744*** -0.00027530* -0.00033896** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00005203* 0.00006103** 0.00004141 0.00005479* 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000222 -0.00000272 -0.00000158 -0.00000247 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 0.00000002 0.00000003 0.00000001 0.00000002 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00049373*** 0.00050779*** 0.00033894*** 0.00046852*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00009124*** -0.00009610*** -0.00006169*** -0.00008580*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000512*** 0.00000545*** 0.00000347*** 0.00000479*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 -0.00000008*** -0.00000009*** -0.00000005** -0.00000008*** 

𝐶𝑃𝑀. 𝐶𝑎𝑟𝑀𝑌 -0.08588378* -0.09866687** -0.04162492 -0.12118495*** 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝐶𝑎𝑟𝑀𝑌) 0.08546280* 0.07463071* 0.07604193 0.12746590*** 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝐶𝑎𝑟𝐶𝑌 0.08029769 0.11143204** 0.03452148 0.11451806** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝐶𝑎𝑟𝐶𝑌) -0.10117160* -0.11240287** -0.10036028* -0.15073963*** 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.04791870*** 0.04275665*** 0.04260164*** 0.04866929*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.02476165*** 0.02378924*** 0.02163104*** 0.02532817*** 

𝑙𝑎𝑔2(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.01101399 0.01393572** 0.00596884 0.00971095 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.20296197*** 0.13232060*** 0.23841382*** 0.21092713*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.15087160*** 0.08004249*** 0.17093763*** 0.16429722*** 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.03576158 -0.0050022 0.02422192 0.03605243 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.94774531*** 0.95338930*** 0.98085046*** 0.93195627*** 

Degrees of Freedom 425 424 426 426 

R-squared 0.9636 0.9662 0.9609 0.963 

RSME 0.1486 0.1434 0.1539 0.1498 

AIC -412.8 -444.6 -381.6 -406.7 

BIC -268.3 -296 -241.2 -266.3 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 
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* Coefficent estimated with a statistical significance of 10% 

 

The trend of durability for successive vintages is less pronounced for the van/SUV fleet, as 

shown in Figure 8-24. Earlier model year vintages appear to be more durable; this is likely due to 

the fact that SUVs were built on truck chassis which tend to have longer expected lifetimes. Over 

time most manufacturers migrated their SUVs to be built on car platforms. For MY 1990 

vehicles the durability of SUVs and vans is significantly lower. After MY 1990 the durability of 

SUVs increases over time. Note - The series for SUVs and van scrappage rates is noisier than 

that of cars. This is likely due to inconsistencies for how SUVs and vans were coded for different 

Polk datasets. In the future, further data cleaning could ensure that given nameplates are 

consistently coded as specific body styles. Comparing the general trend of instantaneous 

scrappage rates, it remains the case that the scrappage rates for MY’s 1990, 1995, and 2000 are 

progressively lower, implying a trend of increasing durability within recent model years.  

Figure 8-24 - SUV/Van Scrappage by Model Year 

  

Table 8-11 shows that the best fit engineering scrappage specification for SUVs in terms of 

minimizing RMSE, BIC, and AIC is also the preferred model. This specification, like cars, 

includes a linear, squared and cubic term for the relationship between scrappage and age, and a 

linear and squared term for how successive model year ‘durability’ improvements change with 

age. Predictions of this preferred model are shown below. 

Table 8-11 - Alternative SUV Engineering Scrappage Specifications 

Variable Preferred Eng. Alt. 1 Eng. Alt. 2 Eng. Alt. 3 

𝐴𝑔𝑒 -0.47344112** -0.52246743 0.20360275 -0.05978781 

𝐴𝑔𝑒2 0.03232415*** 0.03556608* -0.00505831 0.00588905 

𝐴𝑔𝑒3 -0.00030189*** -0.00036303 0.00007863*** 0 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -3.94661636*** -4.01905364*** -0.407509 -1.86967280*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.50480338*** 0.52192184*** 0.01632231 0.21606859*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.01515964*** -0.01623873*** 0 -0.00613015*** 
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𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒3 0 0.00001948 0 0 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 0.00037159*** 0.00037088*** 0.00027168*** 0.00028113*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 -0.00002887** -0.00002886** -0.00001562 -0.00001596 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 0.00000059* 0.00000059* 0.00000016 0.0000002 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00018534 -0.00018505 -0.00025742** -0.00021576* 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00000109 0.00000097 0.0000109 0.00000509 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000001 0.00000001 -0.00000029 -0.00000012 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00003482 -0.00003507 -0.00000012 -0.0000088 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00001745 0.00001748 0.00001398 0.00001387 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000067* -0.00000067* -0.00000056 -0.00000053 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00013793* 0.00013915* -0.00001032 0.00004383 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00002503*** -0.00002515*** -0.00000799 -0.0000149 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000088*** 0.00000088*** 0.00000054** 0.00000069*** 

𝐶𝑃𝑀. 𝑆𝑈𝑉𝑀𝑌 -0.13815102** -0.14001302** -0.04532974 -0.0711635 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑆𝑈𝑉𝑀𝑌) 0.04460368 0.04580178 0.00711892 -0.01143975 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑆𝑈𝑉𝐶𝑌 0.27307243*** 0.27517518*** 0.16684354** 0.20156668*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑆𝑈𝑉𝐶𝑌) -0.13534695* -0.13668080* -0.10535438 -0.07765391 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.06054021*** 0.06055095*** 0.05807211*** 0.05957340*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.07254451*** 0.07275413*** 0.07780086*** 0.07278210*** 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.18961627*** 0.19017211*** 0.27927398*** 0.23652226*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.00502922 0.00589676 0.04087536 0.02683385 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) -0.06628044** -0.06518710* -0.03747507 -0.04804536 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 1.46662812*** 1.46502129*** 1.51673329*** 1.54705934*** 

Degrees of Freedom 414 413 415 415 

R-squared 0.8885 0.8885 0.8708 0.8802 

RSME 0.2646 0.2649 0.2845 0.274 

AIC 109.1 111 172.5 139.2 

BIC 231.9 237.9 291.2 257.9 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 

 

There is still less of a pronounced durability trend for the pickup fleet as shown in Figure 8-25. 

However, in looking at the instantaneous scrappage through age 15, it can be seen that with 

increases in vintages, there does appear to be a reduction in the instantaneous scrappage rate. The 

trend is less observable when looking at the share of the fleet remaining at each age. In general, 

the scrappage pattern for pickup trucks has remained more constant over time than that of 

vans/SUVs and cars. 



 

1019 

 

 

Figure 8-25 - Pickup Scrappage by Model Year 

The final form used to capture the engineering scrappage of the truck fleet includes linear and 

squared terms of age and their interactions with the log of model year to capture how durability 

changes depending on the age of the pickup. Note that the preferred engineering alternative has 

the lowest BIC, but that engineering alternatives 1 and 3 have slightly lower AICs and RMSEs. 

No model is a definitively better fit, so predictions of future model year scrappage were used as 

the determining criterion. The preferred and alternative 3 are nearly coincident until after age 30, 

where alternative 3 predicts 1-2% more of the fleet remains than the preferred alternative, 

predicting the fleet converges to retain approximately 9% of pickups. Because both of these final 

shares are higher than historically observed values, the preferred alternative was chosen, which 

was slightly more in line with the historical share of the fleet that remains after age 20. 

Alternative 1 is coincident until around age 15, and then scraps pickups more aggressively, with 

only 16% of MY 2015 pickups predicted to remain by age 20, as compared to 26% under the 

preferred and third alternative. The analysis shows that historically more than 20% of the pickup 

fleet has remained for most model years at age 20, which makes the preferred specification more 

closely predict historical trends than alternatives 1 and 3. 
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Table 8-12 - Alternative Truck Engineering Scrappage Specifications 

Variable Preferred Eng. Alt. 1 Eng. Alt. 2 Eng. Alt. 3 Eng. Alt. 4 

𝐴𝑔𝑒 -0.86677928*** -0.91499283*** -0.48161158*** -0.99407214*** -0.0902835 

𝐴𝑔𝑒2 0.03112533*** 0.03351499*** 0.02177193*** 0.03858927*** 0 

𝐴𝑔𝑒3 0 0 0 -0.00008332** 0 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -2.56039652*** -2.95500403*** -0.72808606* -3.16254200*** -2.80233581*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.27307916*** 0.31837948*** 0.05913970*** 0.35457968*** 0.26419074*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.00646007*** -0.00733243*** 0 -0.00903734*** -0.00559967*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒3 0 -0.00002047 0 0 0 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -0.00031900*** -0.00029597*** -0.00029427*** -0.00029007*** -0.00021361*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 0.00002526*** 0.00002210** 0.00001830* 0.00002111** 0.00000991 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 -0.00000080*** -0.00000070*** -0.00000068** -0.00000067** -0.00000026 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00040797*** 0.00041147*** 0.00036109*** 0.00041350*** 0.00042332*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00002120* -0.00002126* -0.00001429 -0.00002138* -0.00002166* 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000035 0.00000035 0.00000016 0.00000035 0.00000039 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00043049*** -0.00043459*** -0.00041485*** -0.00043611*** -0.00040207*** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00003337*** 0.00003342*** 0.00003198** 0.00003344*** 0.00002707** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000081** -0.00000081** -0.00000081** -0.00000080** -0.00000057* 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00038428*** 0.00040019*** 0.00032484*** 0.00040639*** 0.00039199*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00003353*** -0.00003503*** -0.00002423*** -0.00003559*** -0.00003549*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000084*** 0.00000086*** 0.00000061*** 0.00000087*** 0.00000092*** 

𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌 0.07367069* 0.06739084* 0.08509962** 0.06517770* 0.06962458* 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌) -0.09157160** -0.08772070** -0.07179030* -0.08600923** -0.08694554** 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝐶𝑌 -0.13230543** -0.12519757** -0.17738920*** -0.12314286** -0.11479711** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝐶𝑌) 0.09496014* 0.09226479* 0.07725083 0.09095026* 0.08847701 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.03480447** 0.03445514** 0.04108243*** 0.03468920** 0.03333400** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.0149701 0.01445633 0.03404562*** 0.0146604 0.00537557 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.14683419*** 0.13890061*** 0.21342174*** 0.13738067*** 0.18734982*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.04812011 0.03873806 0.11893794*** 0.03731351 0.04711231 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.10184713*** 0.09744648*** 0.14994151*** 0.09707212*** 0.09776487*** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.91228345*** 0.90504128*** 0.77657775*** 0.90162042*** 1.02730964*** 
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Variable Preferred Eng. Alt. 1 Eng. Alt. 2 Eng. Alt. 3 Eng. Alt. 4 

𝑀𝑌95_00 3.31543806 2.78142374 -1.05049141 2.73442239 1.39352084 

𝑀𝑌95_00 ∗ 

log (𝑀𝑌 − 1959) 
-0.77125504 -0.63153754 0.37426983 -0.62173734 -0.29355154 

𝑀𝑌95_00 ∗ 

log(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 
-0.00852493*** -0.00806900*** -0.00274877 -0.00793508*** -0.0047196 

Degrees of Freedom 394 393 395 393 395 

R-squared 0.9271 0.9275 0.9155 0.9278 0.922 

RSME 0.2013 0.2009 0.2164 0.2006 0.208 

AIC -124.5 -125.2 -64.1 -126.8 -97.7 

BIC 5.2 8.5 61.5 6.9 27.9 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 
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Note that the preferred pickup specification includes a separate durability trend for model years 

1995-2000. Pickup durability in these model years was lower, so they were modelled to have 

their own durability trend.  

Table 8-13 specifies different forms of this trend that were considered. As noted, the preferred 

specification is the best fit model by RMSE, BIC and AIC. When not included, the projections 

forward for a MY 2015 vehicle do look very similar, as do the coefficients on the variables more 

stringent CAFE standards would impact (new vehicle price and future model years’ average 

CPM). Controlling for the lower durability for model years 1995-2000 does not greatly impact 

predictions.  

 

Table 8-13 - Alternative Truck Engineering Scrappage Specifications for MY’s 1995-2000 

Variable Preferred MY95-00, Alt. 1 MY95-00, Alt. 2 MY95-00, Alt. 3 

𝐴𝑔𝑒 -0.86677928*** -0.87824330*** -0.73394577*** -0.71149679*** 

𝐴𝑔𝑒2 0.03112533*** 0.03148633*** 0.02671112*** 0.02515804*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -2.56039652*** -2.59270529*** -2.70178720*** -2.75987499*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.27307916*** 0.27722914*** 0.26007885*** 0.27885087*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.00646007*** -0.00662114*** -0.00584372*** -0.00640788*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -0.00031900*** -0.00031856*** -0.00029728*** -0.00032590*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 0.00002526*** 0.00002521*** 0.00002276** 0.00002459*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 -0.00000080*** -0.00000079*** -0.00000073*** -0.00000075*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00040797*** 0.00040809*** 0.00042045*** 0.00044507*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00002120* -0.00002141* -0.00002160* -0.00002321* 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000035 .00000035 .00000036 .0000004 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00043049*** -0.00043267*** -0.00042460*** -0.00042904*** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00003337*** 0.00003374*** 0.00003175*** 0.00003053** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000081** -0.00000081** -0.00000077** -0.00000073** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00038428*** 0.00038465*** 0.00038837*** 0.00041272*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00003353*** -0.00003358*** -0.00003264*** -0.00003461*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000084*** 0.00000084*** 0.00000081*** 0.00000086*** 

𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌 0.07367069* 0.07226879* 0.07287254* 0.07746187** 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌) -0.09157160** -0.09129960** -0.09096347** -0.09473755** 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝐶𝑌 -0.13230543** -0.12802869** -0.12723171** -0.13649662** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝐶𝑌) 0.09496014* 0.09262072* 0.09730340* 0.10972351** 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.03480447** 0.03446958** 0.03472851** 0.03973632*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.0149701 0.014169 0.011488 0.012834 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.14683419*** 0.14391990*** 0.16146453*** 0.18934305*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.04812011 0.044543 0.051436 0.06834612** 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.10184713*** 0.09967444*** 0.10633280*** 0.11453081*** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.91228345*** 0.92464329*** 0.94014024*** 0.95334262*** 

𝑀𝑌95_00 3.31543806 2.508064 0.663523 0 
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𝑀𝑌95_00 ∗ 

log (𝑀𝑌 − 1959) 
-0.77125504 -0.48796 -0.14609 0 

𝑀𝑌95_00 ∗ 

log(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 
-0.00852493*** -0.02027 0 0 

𝑀𝑌95_00 ∗ 

log(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 
0 0.000503 0 0 

Degrees of Freedom 394 393 395 397 

R-squared 0.9271 0.9272 0.9254 0.9232 

RSME 0.2013 0.2014 0.2033 0.2058 

AIC -124.5 -123.1 -117.1 -108.6 

BIC 5.2 10.6 8.5 9 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 

 

8.10.7.9 Effect of 2009 CARS Program 

There is one other trend observable across all body styles and vintages shown in Figure 8-23, 

Figure 8-24, and Figure 8-25—a spike in the scrappage rate associated with calendar year 

2009—occurring at ages 29, 24, 19, 14, and 9 for MYs 1980, 1985, 1990, 1995, and 2000, 

respectively. This is easily explained by the Car Allowance Rebate System (CARS) active in 

July and August of 2009 (discussed above). CARS aimed to accelerate the scrappage of older, 

less efficient and less safe vehicles as discussed in the literature review. Figure 8-26, below, 

shows the impact of the program from another perspective. It shows the observed instantaneous 

scrappage rate of MYs 1977-2015 by age for CYs 1980-2015. The black stars represent observed 

scrappage rates for calendar years where the CARS program was not in effect, the red stars 

represent CY 2009 when the CARS program was in effect, and the blue dots represent the mean 

value of the scrappage when CARS was not in effect. 

 

Figure 8-26 - Impacts of the 2009 CARS by Body Style 

Notable from Figure 8-26 is that the effect of CARS on instantaneous scrappage is largest around 

the point that the average scrappage peaks for all other calendar years for each body style. For 
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cars the effect of the program increases until around age 20 and then decreases, for vans/SUVs 

the effect increases until just after age 15 and then decreases at a much slower rate, and finally, 

for trucks the effect increases steadily until around age 17 and then nearly levels off for all 

observed ages. For this reason, a dummy variable for CY 2009 was interacted with linear and 

non-linear age variables to represent the effect of the CARS program.  

Table 8-14, Table 8-15, and Table 8-16 in the section immediately following give the 

specification including a linear age effect for cars, vans/SUVs and pickups, respectively. For all 

body types the best fit model either includes only a constant CY 2009 effect, or a constant CY 

2009 effect and an interaction with age, which allows a disproportionate scaling of the effect of 

CARS on scrappage with age. The age interaction is insignificant for cars, and the model is a 

worse fit than the preferred model by RSME, BIC and AIC. For vans/SUVs the model including 

the age interaction is a slightly better fit by all measures and the interaction is statistically 

significant. However, the inclusion slightly changes the estimates of other coefficients, and 

results in a higher predicted share of vans/SUVs remaining for a MY 2015 van or SUV. Because 

the implications are small and the measures of fitness are close, only the constant CY 2009 term 

is included. For pickups, the model including an interaction is better only using the RMSE and 

AIC as criteria, and the interaction is also statistically significant. However, including the 

interaction has almost no impact on the predictions for MY 2015 vehicles, with average pickup 

CPM and new vehicle price held at MY 2015 levels; nor does it greatly change the estimates of 

other coefficients, so for simplicity’s sake only the constant CY 2009 effect is included. The 

analysis confirmed that modeling as a constant dummy variable is sufficient to capture the 

nonlinear effect and accurately predict the spikes in scrappage under the CARS program. 

8.10.7.10 Form of Cyclical Scrappage 

As previously discussed, because the two leading measures of economic activity are collinear, 

the preferred model includes only one of GDP growth rate or unemployment rate; when both 

were included, the GDP growth rate was more predictive, so the GDP growth rate is included in 

the final model. The GDP growth rate is not a single-period effect; both the current and previous 

GDP growth rates will affect vehicle scrappage rates. A single year increase will affect 

scrappage differently than a multi-period trend. For this reason, an optimal number of lagged 

terms are included - the within-period GDP growth rate, the previous period GDP growth rate, 

and the growth rate from two prior years for the car model, while for vans/SUVs, and pickups, 

the current and previous period GDP growth rate are sufficient.  

Table 8-14, Table 8-15, and Table 8-16 show the preferred model specifications for GDP growth 

rate for cars, vans/SUVs, and pickups, respectively. Summing the coefficients captures the 

overall effect of a constant positive GDP growth rate — for all body styles a constant positive 

GDP growth rate increases scrappage. For both cars and vans/SUVs, if all periods of GDP 

growth rate are positive, then scrappage increases. For trucks, however, the previous GDP 

growth rate is inversely related with scrappage — so that a positive GDP growth rate will 



 

1025 

 

increase scrappage in the current year, but decrease scrappage in the next year — that is, 

increased demand for new trucks in this period will take away from demand for new trucks in the 

next period. Another way of considering this effect is by taking the ratio of the two coefficients 

to predict under what changes in GDP growth rate the scrappage of trucks will decline — from 

this it is possible to conclude that if the GDP growth rate for this period is less than 42% of the 

GDP growth rate of the previous period, the scrappage of trucks will decline. This could be 

because trucks are purchased more often as a part of a non-personal fleet; commercial truck 

owners likely require a fairly constant supply of trucks for their businesses — they tend to 

purchase vehicles new, and more economic growth may result in faster commercial fleet 

turnover, but likely will not result in increased demand for new trucks from this source generally. 

Private fleets are more likely to substitute used vehicle purchases with new purchases under 

increased economic growth. 

Similarly, the considered model allows that one-period changes in new vehicle prices will affect 

the used vehicle market differently than a consistent trend in new vehicle prices. The optimal 

number of lags is three, so that the price trend from the current year and the three prior years 

influences the demand for and scrappage of used vehicles. Note that the average lease length is 

three years, so that the price of an average vehicle coming off lease is estimated to affect the 

scrappage rate of used vehicles — this is a major source of the newest used vehicles that enter 

the used car fleet.
590

 Table 8-14, Table 8-15, and Table 8-16 show an alternative where the third 

lagged value of new vehicle prices is dropped for cars, vans/SUVs and pickups, respectively. For 

all body styles the better fit model is the one that includes all three lags by all measures (RMSE, 

BIC, and AIC).  

Because increases in new vehicle prices due to increased stringency of CAFE standards is the 

primary mechanism through which CAFE standards influence vehicle scrappage, and the CAFE 

model assumes that usage, efficiency, and safety vary with the age of the vehicle, particular 

attention is paid to the form of this effect. It is important to know the likelihood of scrappage by 

the age of the vehicle to correctly account for the additional costs of additional fatalities and 

increased fuel consumption from deferred scrappage. Thus, the influence of increasing new 

vehicle prices is allowed to influence the demand for used vehicles (and reduce their scrappage) 

differently for different ages of vehicles in the scrappage model. For cars the best fit for the 

effect includes a linear, squared, and cubed terms, while for vans/SUVs and pickups, a linear and 

squared term suffice.  

Table 8-14 shows a specification for cars which does not include a cubic term — this model has 

a higher RMSE, BIC, and AIC, suggesting that it is a worse fit. Table 8-15 and Table 8-16 show 

specifications of vans/SUVs and pickups, respectively, which both include a cubic term, and 

                                                 
590

 Edmunds Lease Market Report, January 2017, https://dealers.edmunds.com/static/assets/articles/lease-report-jan-

2017.pdf  

https://dealers.edmunds.com/static/assets/articles/lease-report-jan-2017.pdf
https://dealers.edmunds.com/static/assets/articles/lease-report-jan-2017.pdf
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include only a linear term for new vehicle price interacted with the age of a vehicle. For both 

body styles the models not including a cubic term have lower AICs and RMSEs, but higher BICs 

and predict scrappage that is more aggressive than historically observed for older ages. The 

models with only a linear term are a worse fit by all measures. For these reasons, only a linear 

and squared term for new vehicle price interacted with age are included for these body styles. 

There are at least two reasons the effect of increases in the likelihood of scrappage may not be 

constant over the age of vehicles. First, newer used vehicles are a closer substitute for new 

vehicles, so that when an individual opts to defer purchase of a new vehicle they are likely 

holding onto a relatively new used vehicle, or opting instead to buy a newer used vehicle. 

However, increasing the demand and prices of lightly used vehicles will result in a similar 

substitution effect for more worn vehicles, and so on, so that the value of all used vehicles should 

increase. This leads to the second factor that may explain the non-constant increase in the risk of 

scrappage—the decision to scrap a vehicle occurs where the value of the vehicle is less than the 

value of the vehicle as scrap and used parts less any maintenance costs. Any marginal 

maintenance event that scraps a more valuable vehicle will be a more expensive and less 

probabilistic event, while marginal maintenance events that scrap an older vehicle are likely to 

be less expensive and more probabilistic. Thus, a small variation in the price of older vehicles is 

more likely to change the decision of whether or not the vehicle is scrapped, and this altered 

decision criterion will affect more vehicles. 

The final cyclical factor affecting vehicle scrappage in the preferred model is the cost per 100 

miles of travel both of new vehicles and of the vehicle which is the subject of the decision to 

scrap or not to scrap. The new vehicle cost per 100 miles is defined as the ratio of the average 

fuel price faced by new vehicles in a given calendar year and the average new vehicle fuel 

economy for 100 miles in the same calendar year, and varies only with calendar year: 

Equation 8-6 - Vehicle Population 

𝑁𝑒𝑤 𝐶𝑃𝑀100 =
𝑃𝑒𝑟 𝐺𝑎𝑙𝑙𝑜𝑛 𝐴𝑣𝑔. 𝐹𝑢𝑒𝑙 𝑃𝑟𝑖𝑐𝑒

𝑁𝑒𝑤 𝑉𝑒ℎ𝑖𝑐𝑙𝑒 𝐴𝑣𝑔. 𝐹𝑢𝑒𝑙 𝐸𝑐𝑜𝑛𝑜𝑚𝑦
∗ 100 

The cost per 100 miles of the potentially scrapped vehicle is described as the ratio of the average 

fuel price faced by that model year vintage in a given calendar year and the average fuel 

economy for 100 miles of travel for that model year when it was new, and varies both with 

calendar year and model year: 

Equation 8-7 - Vehicle Population 

𝐶𝑃𝑀100 =
𝑃𝑒𝑟 𝐺𝑎𝑙𝑙𝑜𝑛 𝐴𝑣𝑔. 𝐹𝑢𝑒𝑙 𝑃𝑟𝑖𝑐𝑒

𝑀𝑌 𝑉𝑖𝑛𝑡𝑎𝑔𝑒 𝐴𝑣𝑔. 𝐹𝑢𝑒𝑙 𝐸𝑐𝑜𝑛𝑜𝑚𝑦
∗ 100 

The average per-gallon fuel price faced by a model year vintage in a given calendar year is the 

annual average fuel price of all fuel types present in that model year fleet for the given calendar 
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year, weighted by the share of each fuel type in that model year fleet. Or the following, where FT 

represents the set of fuel types present in a given model year vintage: 

Equation 8-8 - Vehicle Population 

𝑃𝑒𝑟 𝐺𝑎𝑙𝑙𝑜𝑛 𝐴𝑣𝑔. 𝐹𝑢𝑒𝑙 𝑃𝑟𝑖𝑐𝑒 𝑀𝑌,𝐶𝑌 = ∑ 𝐹𝑢𝑒𝑙 𝑆ℎ𝑎𝑟𝑒𝑀𝑌,𝐹𝑇 ∗ 𝐴𝑣𝑔. 𝐹𝑢𝑒𝑙 𝑃𝑟𝑖𝑐𝑒𝐶𝑌,𝐹𝑇

𝐹𝑇

 

For these variables, the best fit model includes the cost per mile of both new and the used vehicle 

for the current and prior year. This is congruent with research that suggests consumers respond to 

current fuel prices and fuel price changes.
591

 Remember that the combination of the current and 

lagged cost per mile result in an estimate of the level and first period difference effect of cost of 

travel on vehicle scrappage. If the signs of the current and lagged values are opposite, the effect 

of the change in the cost per mile changes sign at some identifiable value. Taking the negative 

ratio of the coefficients will identify the threshold where the sign change occurs.  

By summing the current and lagged period new vehicle cost per mile coefficients, the overall 

level effect of the cost of travel can be computed by body style. As expected, the cost of travel 

for new vehicles is inversely related to the scrappage of cars and pickups—as new vehicles are 

more efficient there is an increase in the demand for new vehicles, and a decrease in the demand 

for used vehicles, holding new vehicle price constant. The van/SUV curve suggests that the level 

of the cost of travel for new vans/SUVs is positively correlated with the scrappage of used 

vehicles—that is, as the cost per mile of new vans/SUVs increases, new vans/SUVs become 

more attractive. It may be either that cost per mile is negatively correlated with van/SUV 

attributes consumers value more than fuel economy and/or that increases in the cost of travel 

result in a shift away from pickups and towards vans/SUVs which may be slightly more fuel 

efficient. 

The differing signs between the current and lagged value of the cost per mile of new vehicles for 

all body styles implies that the impact of the change in the cost of travel changes sign depending 

on the magnitude of the change in the cost of travel. As noted above, taking the negative ratio of 

the coefficients tells us the threshold point for this change in sign. For cars, a new car CPM of 

126% or greater than the that of the previous period will result in an increase in scrappage, while 

for vans and SUVs a current CPM at least 50% of the previous period’s will result in an increase 

in scrappage. The difference in these threshold points is likely a result of the fact that the CPM 

for most cars of the same vintage is lower than the CPM of most vans/SUVs of the same vintage. 

A portion of the CPM change is driven by a change in fuel prices — as fuel prices increase only 

a substitution towards more fuel efficient new vehicles, but also a substitution towards more fuel 

efficient body styles is expected within the used fleet. 

                                                 
591

 Anderson, Soren T., et al. “What Do Consumers Believe about Future Gasoline Prices?” Journal of 

Environmental Economics and Management, vol. 66, no. 3, 2013, pp. 383–403., doi:10.1016/j.jeem.2013.07.002. 
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The effect of the change in CPM for pickups tells a slightly different story; taking the negative 

ratio, again, a CPM of new pickups this period of at least 82% of last period’s will result in a 

reduction (rather than an increase) in scrappage. This is probably explained by the fact that 

pickups and cars serve different purposes, and often households have vehicles of both body 

styles in their fleet. The different purpose pickups serve within a household fleet could result in a 

greater opportunity cost of increasing fuel economy for pickups at the expense of features like 

torque or carrying capacity, which would result in decreased demand for new, more fuel efficient 

pickups. Another part of the explanation is that high fuel prices result in higher demand for more 

fuel efficient body styles; because pickups are often a part of a household fleet, higher fuel prices 

result in a reduction for the demand of pickups, and households delay trading in their pickup for 

newer, more fuel efficient versions and instead update another household vehicle of a different 

body style. 

Changes in the cost of travel within a model year vintage as modelled only has variance from the 

change in fuel prices.
592

 Taking the ratio of the coefficients of the current and previous cost per 

mile as with the new cost per mile, the effect of the change in fuel prices on the scrappage of a 

given model year vintage can be computed. For cars, a current fuel price 99% or higher than the 

last period will result in an increase in the scrappage of cars — as fuel prices increase, so does 

the scrappage of on-road cars. For vans/SUVs, a current fuel price 32% or higher than the last 

period will result in an increase in scrappage. For pickups, a current fuel price 255% or higher 

than the last period will result in a decrease (not an increase) in scrappage. Note that for most 

observed fuel price increases, there is a projected increase in pickup scrappage — it is only under 

high fuel price increases (again, a 255% or higher increase over the previous period) that 

scrappage for pickups decreases. This could likely be due to the fact that high increases in fuel 

price will shift demand towards other body styles and away from less efficient pickups. The 

combined implications of both the price and cost of travel estimates in the context of further fuel 

economy standards is discussed further in the following section. 

Table 8-14, Table 8-15, and Table 8-16 include interest rates and maintenance and repair CPI for 

cars, vans/SUVs, and pickups, respectively. For cars, as shown in Table 8-8, real interest rate is 

of the opposite sign than expected; as real interest rates increase, so does the scrappage rate — 

this model is also a worse fit by measures of AIC and BIC relative to the preferred model. The 

car model including the maintenance and repair CPI shows a sign on maintenance and repair as 

expected; as maintenance and repair costs increase, so does scrappage; however, it is statistically 

insignificant, and the overall model is a worse fit than the otherwise identical model excluding 

the variable; for these reasons (and the theoretical concerns about maintenance and repair 

mentioned in the data section), the preferred model for cars excludes maintenance and repair 

costs.   

                                                 
592

 Note again the Jacobsen paper, which suggests that the average fuel economy of a model year fleet will change as 

the vintage ages because the most fuel efficient vehicles scrap first. 
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Table 8-14 - Alternative Car Cyclical Scrappage Specifications 

Variable 

 

Price, Alt. 1 Price, Alt. 2 Interest Rate Maint./Repair CY 2009*Age 

𝐴𝑔𝑒 0.67265955* -0.08612656 0.59365281* 0.52855844 0.60621477* 

𝐴𝑔𝑒2 -0.05409594* 0.00521654 -0.05555994** -0.05076388* -0.05702798** 

𝐴𝑔𝑒3 0.00148933** 0.00002441 0.00154174*** 0.00144932** 0.00159217*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -1.47188184*** -1.27036097*** -1.49938591*** -1.83079387*** -1.61812991*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.19033212*** 0.14844147*** 0.21001265*** 0.22354143*** 0.21539630*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.00638644*** -0.00447643*** -0.00662407*** -0.00705482*** -0.00679389*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -0.00005696 -0.00017036*** -0.00016883 -0.00016056 -0.00016036 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 -0.00000695 0.00001273* 0.00000849 0.00000771 0.00000755 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 0.00000073 -0.00000039** 0.00000006 0.00000008 0.00000012 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒3 -0.00000002 0 -0.00000001 -0.00000001 -0.00000001 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00016753 0.00021814*** 0.0000916 0.00008747 0.00009006 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00004618 -0.00002811*** -0.00000145 -0.0000008 -0.00000075 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000340* 0.00000080*** -0.00000079 -0.00000084 -0.00000086 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 0.00000007* 0 0.00000003 0.00000003 0.00000003 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00030835*** -0.00024691*** -0.00033782** -0.00033391** -0.00033073** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00007086*** 0.00003320*** 0.00005241* 0.00005238* 0.00005050* 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000475*** -0.00000112*** -0.00000224 -0.00000225 -0.0000021 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 -0.00000009*** 0 0.00000002 0.00000002 0.00000002 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0 0.00019210*** 0.00049795*** 0.00049766*** 0.00049247*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0 -0.00002292*** -0.00009208*** -0.00009143*** -0.00009094*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0 0.00000078*** 0.00000517*** 0.00000511*** 0.00000510*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 0 0 -0.00000008*** -0.00000008*** -0.00000008*** 

𝐶𝑃𝑀. 𝐶𝑎𝑟𝑀𝑌 -0.08072916* -0.08885701** -0.08258189* -0.08986721** -0.09466128* 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝐶𝑎𝑟𝑀𝑌) 0.07056412 0.08945285** 0.08501118* 0.08138707* 0.09423355* 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝐶𝑎𝑟𝐶𝑌 0.08551972 0.08158892 0.08145106 0.08137274 0.08981588 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝐶𝑎𝑟𝐶𝑌) -0.09080758 -0.09711815* -0.10969024* -0.09625982* -0.11130146* 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.02732897*** 0.04845146*** 0.04708064*** 0.04755521*** 0.04793574*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.01615282** 0.02375206*** 0.02585502*** 0.02831877*** 0.02486136*** 

𝑙𝑎𝑔2(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.00653671 0.01012622 0.01160593 0.01157896 0.01059526 

𝑅𝑒𝑎𝑙. 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡. 𝑅𝑎𝑡𝑒 0 0 0.00745646 0 0 
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Variable 

 

Price, Alt. 1 Price, Alt. 2 Interest Rate Maint./Repair CY 2009*Age 

𝑀𝑎𝑖𝑛𝑡. 𝑅𝑒𝑝𝑎𝑖𝑟. 𝐶𝑃𝐼 0 0 0 0.00406616 0 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.23989055*** 0.24165485*** 0.20039085*** 0.19118863*** 0.20248739*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.11363811*** 0.16864597*** 0.15139107*** 0.14838911*** 0.15217290*** 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) -0.01976982 0.03476564 0.04207924 0.04040274 0.03490939 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.85190319*** 0.95604673*** 0.94220655*** 0.90483718*** 0.97623209*** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) ∗ 𝐴𝑔𝑒 0 0 0 0 -0.00204325 

Degrees of Freedom 429 429 424 424 424 

R-squared 0.9568 0.9608 0.9637 0.9637 0.9637 

RSME 0.1612 0.1535 0.1487 0.1486 0.1488 

AIC -341.8 -386.6 -411.2 -412.1 -411 

BIC -213.8 -258.6 -262.5 -263.4 -262.3 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 

 

Table 8-15 shows the alternate cyclical specifications for vans/SUVs. The model including real interest rate predicts a counter-

intuitive and statistically insignificant sign for real interest rates; it suggests as real interest rates increase, so does the scrappage rate. 

The model is a worse fit than the model excluding it, and for this reason, real interest rate is not included in the preferred specification. 

The model including the maintenance and repair CPI is a better fit than the model without it. However, the statistically significant 

estimate for maintenance and repair CPI is opposite than expected; as maintenance and repair costs increase, the scrappage rate 

decreases. Given this and the theoretical concerns about maintenance and repair mentioned in the data section, this variable is 

excluded in the final preferred model. 
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Table 8-15 - Alternative SUV Cyclical Scrappage Specifications 

Variable Price, Alt. 1 Price, Alt. 2 Price, Alt. 3 Interest Rate Maint./Repair CY 2009*Age 

𝐴𝑔𝑒 -3.26970936*** -2.75791105*** -0.72832869*** -0.45222568** -0.49355331** -0.70098169*** 

𝐴𝑔𝑒2 0.24553617*** 0.20775827*** 0.04182791*** 0.03194094*** 0.03251389*** 0.04598950*** 

𝐴𝑔𝑒3 -0.00465692*** -0.00403403*** -0.00020784*** -0.00030275*** -0.00029112*** -0.00034740*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -3.62880725*** -3.56606234*** -2.86380333*** -3.85329770*** -1.25040567* -4.02184829*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 

𝐴𝑔𝑒 
0.47336863*** 0.45251633*** 0.37303346*** 0.50461238*** 0.39414519*** 0.52918132*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 

𝐴𝑔𝑒2 
-0.01502987*** -0.01398425*** -0.01164361*** -0.01518298*** -0.01240910*** -0.01633480*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 0.00030200* 0.00045013** 0.00024963*** 0.00036711*** 0.00035256*** 0.00036550*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 0.00000112 -0.00003888 -0.00001040*** -0.00002900** -0.00002429** -0.00002631** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 -0.00000262 0.00000056 0 0.00000060* 0.00000058* 0.00000044 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒3 0.00000008** 0.00000001 0 0 0 0 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00038909 -0.00041166* -0.00018529*** -0.00017373 -0.00022374* -0.00012056 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒 
0.00003853 0.00004824 0.00000045 0.00000031 0.00000051 -0.00000846 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒2 
-0.00000166 -0.00000288 0 0.00000002 -0.00000002 0.00000023 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒3 
0.00000002 0.00000005 0 0 0 0 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.0000381 -0.00015623 0.00017401*** -0.00004333 -0.00006922 -0.00011633 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒 
0.00001303 0.00004818 -0.00001007*** 0.00001834 0.00002042 0.00002934* 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒2 
-0.00000137 -0.00000274 0 -0.00000068* -0.00000080** -0.00000101** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒3 
0.00000003 0.00000004 0 0 0 0 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0 0.00010833 -0.00010420*** 0.00013961* 0.00007648 0.00014130* 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒 
0 -0.00001747 0.00000853*** -0.00002548*** -0.00001851** -0.00002602*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒2 
0 0.00000037 0 0.00000089*** 0.00000074*** 0.00000090*** 
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Variable Price, Alt. 1 Price, Alt. 2 Price, Alt. 3 Interest Rate Maint./Repair CY 2009*Age 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒3 
0 0.00000001 0 0 0 0 

𝐶𝑃𝑀. 𝑆𝑈𝑉𝑀𝑌 -0.11221428** -0.13736113** -0.11976707** -0.13533990** -0.10871745** -0.24774627*** 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑆𝑈𝑉𝑀𝑌) 0.04969991 0.06151321 0.03969436 0.04316947 0.11210435** 0.15160222** 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑆𝑈𝑉 0.22514716*** 0.26714162*** 0.24057616*** 0.27353521*** 0.29183649*** 0.40880736*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑆𝑈𝑉) -0.14352088* -0.15680329** -0.12435770* -0.14047347* -0.24990264*** -0.27297839*** 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.05185019*** 0.05501193*** 0.05719946*** 0.05891639*** 0.06776626*** 0.05986268*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔. 𝑟. ) 0.07963177*** 0.07608427*** 0.08305604*** 0.07270305*** 0.03891725*** 0.07600393*** 

𝑅𝑒𝑎𝑙. 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡. 𝑅𝑎𝑡𝑒 0 0 0 0.01021969 0 0 

𝑀𝑎𝑖𝑛𝑡. 𝑅𝑒𝑝𝑎𝑖𝑟. 𝐶𝑃𝐼 0 0 0 0 -0.04542069*** 0 

𝑙𝑎𝑔(𝐷𝑒𝑝. 𝑉𝑎𝑟. ) 0.21967465*** 0.20120563*** 0.21652778*** 0.18446614*** 0.18343753*** 0.17575656*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝. 𝑉𝑎𝑟. ) 0.01410376 0.03017646 0.00062824 0.00185897 0.01854784 0.01758024 

𝑙𝑎𝑔3(𝐷𝑒𝑝. 𝑉𝑎𝑟. ) -0.10646839*** -0.06902920** -0.06918297** -0.06572978* -0.00962556 -0.07407809** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 1.33764602*** 1.40222890*** 1.38618394*** 1.44618397*** 1.99024997*** 1.85682519*** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) ∗ 

𝐴𝑔𝑒 
0 0 0 0 0 -0.02699908** 

Degrees of Freedom 414 410 418 413 413 413 

R-squared 0.8853 0.8927 0.882 0.8886 0.8992 0.8902 

RSME 0.2683 0.2608 0.2709 0.2648 0.2519 0.2628 

AIC 121.6 100 126.2 110.9 66.5 104.2 

BIC 244.4 239.1 232.7 237.8 193.4 231.1 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 

 

Table 8-16 shows similar cyclical scrappage alternatives for pickup trucks. The model including real interest rate is a worse fit model 

by all reported metrics, and the sign on real interest rate is statistically insignificant and of a counter-intuitive sign; for these reasons, 

this variable is excluded. The model including maintenance and repair CPI is a slightly better fit than the model without it. The sign on 

maintenance and repair costs is of the expected sign, and statistically significant. However, because of the theoretical concerns with 
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maintenance and repair costs described previously, and the fact that the model is not able to predict relative maintenance and repair 

costs for all vehicles into the future with much fidelity, maintenance and repair costs are not included in the final model.  

Table 8-16 - Alternative Pickup Cyclical Scrappage Specifications 

Variable Price, Alt. 1 Price, Alt. 2 Price, Alt. 3 Interest Rate Maint./Repair CY 2009*Age 

𝐴𝑔𝑒 -0.86293421*** -0.94516756*** -0.42466482*** -0.86660776*** -0.90448563*** -0.97182461*** 

𝐴𝑔𝑒2 0.03182109*** 0.03480834*** 0.01647568*** 0.03112470*** 0.03231390*** 0.03672184*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -2.43834939*** -3.10053590*** -2.75950777*** -2.55455298*** -3.19050784*** -2.49265788*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 

𝐴𝑔𝑒 
0.26688474*** 0.35429909*** 0.26254521*** 0.27296884*** 0.29092998*** 0.26654808*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 

𝐴𝑔𝑒2 
-0.00636506*** -0.00907888*** -0.00616535*** -0.00645816*** -0.00699053*** -0.00632925*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -.000096 -0.0002 -0.00011783*** -0.00031916*** -0.00033608*** -0.00032979*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 .00000313 .0000017 -.0000012 0.00002525*** 0.00002606*** 0.00002744*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 -.00000022 .00000053 0 -0.00000080*** -0.00000085*** -0.00000090*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒3 0 -.00000002 0 0 0 0 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.000126 0.00018 0.00032825*** 0.00040777*** 0.00040475*** 0.00043890*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒 
.00000618 .0000299 -0.00000877*** -0.00002116* -.00002 -0.00002358* 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒2 
-.00000036 -.0000028 0 .00000035 .00000034 .00000034 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒3 
0 .00000006 0 0 0 0 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) .00000083 -0.00028623** -0.00023226*** -0.00043036*** -0.00042572*** -0.00047198*** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒 
-.0000032 .00000025 0.00000411* 0.00003334*** 0.00003382*** 0.00003766*** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒2 
.0000001 .00000126 0 -0.00000081** -0.00000082*** -0.00000088*** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒3 
0 -0.00000004 0 0 0 0 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0 0.00040541*** 0.00016275*** 0.00038422*** 0.00041744*** 0.00038516*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒 
0 -0.00003568*** -0.00000280* -0.00003352*** -0.00003697*** -0.00003358*** 
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𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 

𝐴𝑔𝑒2 
0 0.00000087*** 0 0.00000084*** 0.00000093*** 0.00000084*** 

𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌 0.07769667* 0.046962 0.06601023* 0.07382682* 0.07173813* 0.06792421* 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌) -0.08834450** -0.06753144* -0.08465369** -0.09169171** -0.10119167*** -0.08433284** 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘 -0.12127200** -0.10058931* -0.11506474** -0.13227482** -0.14431363*** -0.12624446** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑘) 0.057622 0.065229 0.09301920* 0.09486840* 0.11389617** 0.084165 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 -0.00708 0.03356596** 0.03276145** 0.03478365** 0.03463956** 0.03402064** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔. 𝑟. ) -0.00282 0.015621 0.011053 0.015056 0.02969903** 0.016681 

𝑅𝑒𝑎𝑙. 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡. 𝑅𝑎𝑡𝑒 0 0 0 0.000609 0 0 

𝑀𝑎𝑖𝑛𝑡. 𝑅𝑒𝑝𝑎𝑖𝑟. 𝐶𝑃𝐼 0 0 0 0 0.01451398*** 0 

𝑙𝑎𝑔(𝐷𝑒𝑝. 𝑉𝑎𝑟. ) 0.09295185** 0.13578716*** 0.16873440*** 0.14696119*** 0.13999182*** 0.14138107*** 

𝑙𝑎𝑔2(𝐷𝑒𝑝. 𝑉𝑎𝑟. ) 0.021262 0.040308 0.030183 0.048028 0.054592 0.05071 

𝑙𝑎𝑔3(𝐷𝑒𝑝. 𝑉𝑎𝑟. ) 0.040384 0.09832306*** 0.08184131*** 0.10183017*** 0.10146581*** 0.10079950*** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.80319969*** 0.88180854*** 0.97222593*** 0.91140183*** 0.74957548*** 1.15104287*** 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) ∗ 

𝐴𝑔𝑒 
0 0 0 0 0 -0.01543554** 

𝑀𝑌95_00 4.317663 2.86575 1.722766 3.314202 3.569883 3.508921 

𝑀𝑌95_00 ∗ 

log (𝑀𝑌 − 1959) 
-0.99669 -0.65333 -0.36241 -0.77098 -0.84359 -0.81947 

𝑀𝑌95_00 ∗ 

log(𝑀𝑌 − 1959)
∗ 𝐴𝑔𝑒 

-0.01140047*** -0.00822357*** -0.00610444** -0.00851962*** -0.00848145*** -0.00881550*** 

Degrees of Freedom 397 391 398 393 393 393 

R-squared 0.9139 0.9283 0.9213 0.9271 0.9284 0.9281 

RSME 0.218 0.2004 0.2081 0.2016 0.1997 0.2002 

AIC -59.8 -125.5 -100.3 -122.5 -130.5 -128.5 

BIC 57.7 16.3 13.2 11.2 3.2 5.2 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 
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8.10.8 Autocorrelation 

As noted in Bento, Roth & Zhuo (2016), a potential problem for these scrappage panel models is 

serial correlation within the times component of each individual model year cohort.
593

  Serial 

correlation was tested for using the Breusch-Godfrey/Woolridge test and the Durbin Watson test 

for panel models both implemented in the plm package of R.
594

  The test statistics and 

significance for all tests using the preferred model, only with a different number of lagged 

dependent variables, are presented in Table 8-17, Table 8-18, and Table 8-19 for cars, 

vans/SUVs, and pickups, respectively. The null hypothesis of no serial correlation of at least one 

of the tests is rejected when no lags of the dependent variable are included (because the p-value 

is less than 0.1).  For all body styles the test resulted in a failure to reject the null hypothesis that 

there is no serial correlation when three lags of the dependent variables were included. For cars, 

there seems to be no signs of serial correlation after the inclusion of one lagged dependent 

variable.  However, as shown in the succeeding alternative specifications section, up to three 

included lags of the dependent variable remain statistically significant.  Also, the models that 

include further lagged dependent variables are better fitting models from the RMSEs, BICs, and 

AICs.  For these reasons, three lags of the car dependent variable were included, even though 

one seems to be sufficient to correct for serial correlation. 

  

                                                 
593

 Bento, A., et al. “Vehicle Lifetime Trends and Scrappage Behavior in the U.S. Used Car Market.” The Energy 

Journal, vol. 39, no. 1, Jan. 2018, doi:10.5547/01956574.39.1.aben. 
594

 R is an open-source statistical programming software. The plm package is an add-on which enables the ability to 

model panel data. 
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Table 8-17 - Alternative Car Autocorrelation Corrections 

Variable Preferred, 3 lags Dep., 2 lags Dep., 1 lag Dep., No lag 

𝐴𝑔𝑒 0.61604705* 0.349776 1.34182502*** 1.31491092*** 

𝐴𝑔𝑒2 -0.05740675** -0.02779 -0.08920458*** -0.08079116*** 

𝐴𝑔𝑒3 0.00158213*** 0.00085427* 0.00195727*** 0.00173634*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -1.60888589*** -1.07487831*** -0.83140443*** -0.05872 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.21358227*** 0.15922394*** 0.11974438*** 0.021546 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.00671599*** -0.00555129*** -0.00468093*** -0.00199 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -0.00016128 -0.00013 -2.6E-05 -0.00011742* 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 0.00000784 -3.6E-06 -2.4E-05 -9.6E-06 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 0.0000001 6.3E-07 0.00000203* 1.2E-06 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒3 -0.00000001 -2E-08 -0.00000005* -3E-08 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00009476 1.49E-05 7.81E-05 7.58E-05 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00000234 1.96E-05 -3.8E-07 -7.6E-07 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000074 -2.1E-06 -7.6E-07 -6.1E-07 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 0.00000003 5E-08 3E-08 2E-08 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00033559** -0.00011 -0.00017 -7.6E-05 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00005203* 6.43E-06 2.12E-05 2.76E-06 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000222 3.8E-07 -3.5E-07 6.2E-07 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 0.00000002 -3E-08 -1E-08 -3E-08 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00049373*** 0.00025160*** 0.00022065*** 0.00012332** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00009124*** -0.00004300*** -0.00004064*** -2.2E-05 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000512*** 0.00000233** 0.00000206** 1.12E-06 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒3 -0.00000008*** -3E-08 -3E-08 -1E-08 

𝐶𝑃𝑀. 𝐶𝑎𝑟𝑀𝑌 -0.08588378* -0.10324391** -0.08025 -0.06545 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝐶𝑎𝑟𝑀𝑌) 0.08546280* 0.08800963* 0.036714 0.029349 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝐶𝑎𝑟𝐶𝑌 0.08029769 0.078675 0.099257 0.102975 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝐶𝑎𝑟𝐶𝑌) -0.10117160* -0.08098 -0.05577 -0.09801 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.04791870*** 0.06641936*** 0.06254757*** 0.06529784*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.02476165*** 0.02183242*** 0.01326438* 0.002756 

𝑙𝑎𝑔2(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.01101399 0.008892 0.011219 0.012214 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.20296197*** 0.24595244*** 0.22394817*** 0 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.15087160*** 0.16464818*** 0 0 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.03576158 0 0 0 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.94774531*** 0.93143897*** 1.06401945*** 1.13421254*** 

Degrees of Freedom 425 487 551 614 

R-squared 0.9636 0.9608 0.9549 0.9458 

RSME 0.1486 0.1672 0.199 0.2367 

AIC -412.8 -350.3 -194.7 3.8 

BIC -268.3 -205.6 -50.6 146.8 

Breusch-Godfrey Chi-sqr. 0.01 .32 .1 18.1*** 

Durbin-Watson Statistic 2 2 2 1.7*** 

*** Coefficent estimated with a statistical significance of 1% 
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** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 

 

Table 8-18 - Alternative SUV Autocorrelation Corrections 

Variable Preferred, 3 lags Dep., 2 lags Dep., 1 lag Dep., No lag 

𝐴𝑔𝑒 -0.47344112** -0.29578083 -0.17309695 -0.39542341** 

𝐴𝑔𝑒2 0.03232415*** 0.02591121*** 0.02093263*** 0.03350263*** 

𝐴𝑔𝑒3 -0.00030189*** -0.00027212*** -0.00025095*** -0.00031707*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -3.94661636*** -3.09257807*** -2.64446184*** -2.94321591*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.50480338*** 0.43452561*** 0.38959889*** 0.44027855*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.01515964*** -0.01343924*** -0.01216213*** -0.01388001*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 0.00037159*** 0.00032394*** 0.00034022*** 0.00047858*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 -0.00002887** -0.00002603** -0.00003186*** -0.00004659*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 0.00000059* 0.00000054* 0.00000069** 0.00000102*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00018534 -0.00020144* -0.00025587*** -0.00039192*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00000109 -0.0000002 0.0000112 0.00002923** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000001 0.00000006 -0.00000024 -0.00000074* 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00003482 -0.00004632 -0.00002409 0.00000768 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00001745 0.00002067 0.00001423 0.00001122 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000067* -0.00000077** -0.00000056 -0.00000049 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00013793* 0.00015994** 0.00014971** 0.00011899** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00002503*** -0.00002816*** -0.00002604*** -0.00002337*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000088*** 0.00000097*** 0.00000090*** 0.00000083*** 

𝐶𝑃𝑀. 𝑆𝑈𝑉𝑀𝑌 -0.13815102** -0.15995632*** -0.12826469** -0.06871637 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑆𝑈𝑉𝑀𝑌) 0.04460368 0.06817261 0.04182079 -0.02322427 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑆𝑈𝑉𝐶𝑌 0.27307243*** 0.29587822*** 0.24288277*** 0.16088568** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑆𝑈𝑉𝐶𝑌) -0.13534695* -0.18573498** -0.14857369** -0.08776628 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.06054021*** 0.05126592*** 0.05638390*** 0.04705645*** 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.07254451*** 0.08444594*** 0.08231005*** 0.07618521*** 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.18961627*** 0.19121841*** 0.25341776*** 0 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.00502922 0.04170485 0 0 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) -0.06628044** 0 0 0 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 1.46662812*** 1.42924286*** 1.45228763*** 1.45910383*** 

Degrees of Freedom 414 470 530 594 

R-squared 0.8885 0.8906 0.8987 0.8832 

RSME 0.2646 0.2775 0.2883 0.3351 

AIC 109.1 165.7 223.5 431.4 

BIC 231.9 287.8 344.5 551 

Breusch-Godfrey Chi-sqr. 4 8.3* 2.7* 13.2*** 

Durbin-Watson Statistic 2.1 2.1 2.1 1.7*** 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 
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Table 8-19 - Alternative Truck Autocorrelation Corrections 

Variable Preferred, 3 lags Dep., 2 lags Dep., 1 lag Dep., No lag 

𝐴𝑔𝑒 -0.86677928*** -0.98442349*** -0.47859285*** -0.71259846*** 

𝐴𝑔𝑒2 0.03112533*** 0.03070412*** 0.01503673*** 0.02176385*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) -2.56039652*** -2.99703714*** -2.77722972*** -2.44261811*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 0.27307916*** 0.28740448*** 0.24225912*** 0.21559927*** 

𝑙𝑜𝑔(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒2 -0.00646007*** -0.00624998*** -0.00491011*** -0.00381027*** 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 -0.00031900*** -0.00026850*** -4.7E-05 -4.8E-05 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒 0.00002526*** 0.00002236** -5E-06 9E-08 

𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒 ∗ 𝐴𝑔𝑒2 -0.00000080*** -0.00000071*** 2E-08 -1.7E-07 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00040797*** 0.00024558** 0.000151 2.64E-05 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00002120* -1.8E-06 1.13E-05 1.55E-05 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000035 -1.6E-07 -4.6E-07 -5.3E-07 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) -0.00043049*** -0.00024522*** -0.00026110*** -0.00017865** 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 0.00003337*** 1.53E-05 1.36E-05 1.42E-05 

𝑙𝑎𝑔2(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 -0.00000081** -3E-07 -2.3E-07 -2.9E-07 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) 0.00038428*** 0.00030888*** 0.00027874*** 0.00023616*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒 -0.00003353*** -0.00002941*** -0.00002464*** -0.00002340*** 

𝑙𝑎𝑔3(𝑁𝑒𝑤. 𝑃𝑟𝑖𝑐𝑒) ∗ 𝐴𝑔𝑒2 0.00000084*** 0.00000074*** 0.00000060*** 0.00000058*** 

𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌 0.07367069* 0.17348423*** 0.16078021*** 0.19764086*** 

𝑙𝑎𝑔(𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝑀𝑌) -0.09157160** -0.18974323*** -0.17727692*** -0.20015230*** 

𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝐶𝑌  -0.13230543** -0.24051628*** -0.23076493*** -0.27195152*** 

𝑙𝑎𝑔(𝑁𝑒𝑤. 𝐶𝑃𝑀. 𝑇𝑟𝑢𝑐𝑘𝐶𝑌) 0.09496014* 0.20461999*** 0.19818251*** 0.19150483*** 

𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒 0.03480447** 0.017603 0.013937 -0.00903 

𝑙𝑎𝑔(𝐺𝐷𝑃. 𝑔𝑟𝑜𝑤𝑡ℎ. 𝑟𝑎𝑡𝑒) 0.0149701 -0.00518 -0.00373 -0.00168 

𝑙𝑎𝑔(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.14683419*** 0.11048006*** 0.14775573*** 0 

𝑙𝑎𝑔2(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.04812011 0.045045 0 0 

𝑙𝑎𝑔3(𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑉𝑎𝑟. ) 0.10184713*** 0 0 0 

𝐶𝐴𝑅𝑆(𝐶𝑌2009) 0.91228345*** 0.98122041*** 0.99760991*** 0.93453406*** 

𝑀𝑌95_00 3.31543806 7.04904262*** 6.54838283** 6.77638925** 

𝑀𝑌95_00 ∗ 

log (𝑀𝑌 − 1959) 
-0.77125504 -1.78190244** -1.67650733** -1.68084767** 

𝑀𝑌95_00 ∗ 

log(𝑀𝑌 − 1959) ∗ 𝐴𝑔𝑒 
-0.00852493*** -0.00934939*** -0.00661393** -0.01068555*** 

Degrees of Freedom 394 453 515 578 

R-squared 0.9271 0.9074 0.8989 0.8759 

RSME 0.2013 0.2416 0.2692 0.3144 

AIC -124.5 29.5 146 346.6 

BIC 5.2 159.1 275 474.4 

Breusch-Godfrey Chi-sqr. 4.1 12.2*** 20.1*** 8.1 

Durbin-Watson Statistic 2.2 2.3 2.2 1.9* 

*** Coefficent estimated with a statistical significance of 1% 

** Coefficent estimated with a statistical significance of 5% 

* Coefficent estimated with a statistical significance of 10% 



 

1039 

 

8.10.9 Predictions and Use in the CAFE Model 

Figure 8-27, Figure 8-28 and Figure 8-29 show predicted versus observed instantaneous 

scrappage rates for selected model years; the dotted lines show predicted values, and the solid 

lines show the observed values. Figure 8-27 shows the instantaneous scrappage for cars, and as 

shown below, the model captures the general trends of scrappage for given model years. Note 

that the constant CY 2009 effect captures the peaks very well, but that some of the other peaks 

are not captured as effectively. This is likely due to the inclusion of lagged dependent variables 

that build in trends, but does not allow for the capturing of some of the more peaked variation. 

 

Figure 8-27 - Car Predicted and Observed Instantaneous Scrappage 

Figure 8-28 shows the observed and predicted instantaneous scrappage rates for vans and SUVs. 

The constant increase assigned to calendar year 2009 captures the peaks for all model years. The 

van and SUV data is noisier than the car data, but the model for vans and SUVs captures most of 

the obvious peaks within the data. The model does not capture the peak for model year 1990 

around age 6, which is likely an outlier. The model also under-predicts the instantaneous 

scrappage rates for ages 15 through 20 for model year 1980. This is likely due to the lower 

scrappage rate for 1980 vehicles before ages 15, and the persistence of the lagged dependent 

variables into later ages. As mentioned above, early vans and SUVs were built on pickup truck 

platforms, and therefore MY 1980 results more closely resemble the skewed instantaneous 

scrappage pattern of the pickups in Figure 8-29. The durability trend observed towards the end of 

the sample period for vans/SUVs, which is captured well, represents the trends for vehicles built 

on car platforms; there is no current data to suggest that future vans/SUVs will not continue to be 

built on similar platforms. Thus, the durability trend predicted towards the end of the period is 

projected forward for model years 2016-2032, the model years simulated by the CAFE Model.  
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Figure 8-28 - Van and SUV Observed and Predicted Instantaneous Scrappage 

Figure 8-29, below, shows the observed and predicted instantaneous scrappage rates for pickups. 

Again, the constant calendar year 2009 dummy variable captures the peaks in scrappage from 

CARS. The model is able to capture many of the peaks within the data, and also the general trend 

of durability across the model years. Remember, the truck model years had inconsistent 

durability trends — durability was lower for model years 1995 through 2000. A separate trend in 

durability for these model years is specified, which as shown below allows the model to predict 

the scrappage rates well.  

 

Figure 8-29 - Truck Observed and Predicted Instantaneous Scrappage 
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Figure 8-30, Figure 8-31, and Figure 8-32 show the predicted share of the fleet remaining by 

model year and age for each respective body style with and without the decay function described 

in the next section. All models predict some increase in durability for model year 2015 vehicles, 

and a smaller increase in durability for model year 2030 — this aligns with historical data and 

the reality that it is only practical for durability to increase so much. The logit models described 

above fit the historical data of car and truck scrappage well, but when used to project the 

scrappage of future model years, all models over-predict the point of convergence for the final 

remaining share of the fleet. The dotted black lines represent the observed convergences for the 

final fleet share for each body class. 

In the model implementation, an exponential decay function is used beginning at the age when 

the projected pattern deviates from the observed historical data to ensure that the predicted final 

fleet share matches the final fleet share observed in the Polk data. For all body styles the 

projected and historical trends appear to deviate after age 20 — this is likely because there are 

fewer model years on which to predict the increasing durability trend for older ages — for 

example, for 30-year-old vehicles the data set only includes 10 data points, and for 40-year-old 

vehicles, only one.  

The decay function can be implemented in the model using the following conditions: 

Equation 8-9 - Exponential Decay Function 

 

If (𝐴𝑔𝑒 <  𝑑𝑒𝑐𝑎𝑦 𝑠𝑡𝑎𝑟𝑡𝑠): 

𝑠 =
𝑒∑ 𝛽𝑖𝑋𝑖)

1 + 𝑒∑ 𝛽𝑖𝑋𝑖)
 

And: 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐴𝑔𝑒+1 = 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐴𝑔𝑒 ∗ (1 − 𝑠𝑀𝑌,𝐴𝑔𝑒). 

If (𝐴𝑔𝑒 ≥  𝑑𝑒𝑐𝑎𝑦 𝑠𝑡𝑎𝑟𝑡𝑠): 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐴𝑔𝑒+1 = 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐴𝑔𝑒=𝑑𝑒𝑐𝑎𝑦 𝑠𝑡𝑎𝑟𝑡𝑠 ∗ 𝑒𝑥𝑝𝑟𝑎𝑡𝑒∗𝑡 

Where: 

𝑡 = (𝐴𝑔𝑒 + 1 − 𝑑𝑒𝑐𝑎𝑦 𝑠𝑡𝑎𝑟𝑡𝑠) 

And: 

𝑟𝑎𝑡𝑒 =

ln (
(𝐹𝑖𝑛𝑎𝑙 𝑆𝑢𝑟𝑣𝑖𝑣𝑎𝑙 𝑅𝑎𝑡𝑒)

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑀𝑌,𝐴𝑔𝑒=𝑑𝑒𝑐𝑎𝑦 𝑠𝑡𝑎𝑟𝑡𝑠
)

40 − 𝑑𝑒𝑐𝑎𝑦 𝑠𝑡𝑎𝑟𝑡𝑠
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Here the instantaneous scrappage for ages beyond 20 depends on the share of the fleet remaining 

at age 20, and the decay rate necessary to ensure that the final fleet share at age 20 matches the 

final survival rate assumed for that class.  

Figure 8-30 shows the share of the fleet remaining at ages 0 through 40 for cars — model year 

2015 and 2030 have nearly identical patterns, suggesting that most improvements in durability 

have already been realized for cars. The final fleet share is predicted to be around 8%, while the 

observed historical final fleet share is around 1%. Once the decay function is added the projected 

curves follow a similar pattern as that observed in the data — increasing durability until around 

age 15 and then a gradual convergence so that only 1% of the fleet is projected to remain at age 

39 (the final age modeled within the CAFE model).  

 

Figure 8-30 - MY 2015 and MY 2030 Passenger Car Predictions with and without Decay 

Functions  

Figure 8-31 shows the predicted scrappage pattern for vans and SUVs. This model predicts that 

durability will increase until around age 15, and then that the fleet converges to a final fleet share 

of approximately 11%. The observed final fleet share is around 2.5%. Once the decay function is 

added to the right tail, the scrappage pattern follows the trends for durability in the data, and 

converges to a constant final fleet share for all model years. 

0 10 20 30 40

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

Predictions Without Decay Function

Age, Greenspan Adjusted

F
le

et
 S

h
ar

e 
R

em
ai

n
in

g

0 10 20 30 40

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

Predictions With Decay Function

Age, Greenspan Adjusted

F
le

et
 S

h
ar

e 
R

em
ai

n
in

g

1980

1985

1990

1995

2000

2015

2030



 

1043 

 

 

Figure 8-31 - MY 2015 and MY 2030 Van and SUV Predictions with and without Decay 

Functions 

Figure 8-32 shows the predicted scrappage pattern for pickup trucks. The model predicts sizeable 

increases in the durability of pickup trucks through model year 2015, and only a small increase 

in durability from model years 2015 to 2030. Note - This curve shows the survival rate of model 

year 2001, rather than 2000. There was a reduction in the durability for model years 1995 to 

2000, followed by increases in durability for the observed ages for model years after 2000. The 

projected improvements in durability track the observed increases in the ages available for the 

latest model years. The final fleet share is predicted to converge to approximately 12%, which is 

significantly higher than the observed 2.5%. Once the decay function is spliced to the predicted 

logistic curve, the pattern tracks the observed historical data. 

 

 Figure 8-32 - MY 2015 and MY 2030 Pickup Predictions with and without Decay 

Functions 

The logistic parameters, the age at which the decay starts, and the final fleet share are all 

specified by body style as inputs to the model. Table 8-20 shows the inputs as they are structured 
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in the parameter file. Note that the model also allows the user to turn off the dynamic scrappage 

model and return to the prior static scrappage schedule. Zero values suggest that that parameter is 

not used in the final scrappage model for that body style. 

Table 8-20 - Coefficient Values and Other Inputs 

Parameter Cars Vans/SUVs Pickups 

Estimate Scrappage TRUE TRUE TRUE 

Beta Coefs 
   

Age 0.616047051 -0.473441117 -1.119398279 

Age^2 -0.057406753 0.032324147 0.037890057 

Age^3 0.001582126 -0.000301894 0 

ln(MY-1959) -1.608885894 -3.946616362 -3.364968508 

ln(MY-1959)*Age 0.213582275 0.504803381 0.34204715 

ln(MY-1959)*Age^2 -0.006715995 -0.015159639 -0.008384946 

New Price -0.000161276 0.000371589 -0.000303124 

New Price*Age 7.84025E-06 -2.88675E-05 2.83304E-05 

New Price*Age^2 1.00488E-07 5.91183E-07 -9.62014E-07 

New Price*Age^3 -1.212E-08 0 0 

Lag New Price 9.47558E-05 -0.000185344 0.000460661 

Lag New Price*Age -2.34041E-06 1.08866E-06 -2.76789E-05 

Lag New Price*Age^2 -7.40388E-07 6.36025E-09 6.4343E-07 

Lag New Price*Age^3 2.60286E-08 0 0 

Lag2 New Price -0.000335592 -3.4816E-05 -0.000514968 

Lag2 New Price*Age 5.20348E-05 1.745E-05 4.61463E-05 

Lag2 New Price*Age^2 -2.21832E-06 -6.69202E-07 -1.27972E-06 

Lag2 New Price*Age^3 1.84799E-08 0 0 

Lag3 New Price 0.000493728 0.00013793 0.000430244 

Lag3 New Price*Age -9.12445E-05 -2.50298E-05 -4.29461E-05 

Lag3 New Price*Age^2 5.12464E-06 8.77884E-07 1.18069E-06 

Lag3 New Price*Age^3 -8.16078E-08 0 0 

CPM -0.085883784 -0.138151017 0.015197004 

Lag CPM 0.085462805 0.044603678 -0.038813225 

New CPM 0.080297688 0.273072429 -0.05654879 

Lag New CPM -0.1011716 -0.135346955 0.046611305 

GDP Growth Rate 0.047918699 0.06054021 0.029019379 

Lag GDP Growth Rate 0.024761655 0.072544513 -0.012424423 

Lag2 GDP Growth Rate 0.011013988 0 0 

Lag Scrappage 0.202961972 0.189616269 0.146198548 

Lag2 Scrappage 0.150871596 0.005029224 0.056999227 

Lag3 Scrappage 0.03576158 -0.066280435 0.112202637 

Intercept -0.691368454 -0.233821851 6.459967525 

Decay Age 21 21 21 

Final Survival Rate 0.01 0.025 0.025 
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To calculate the simulated outputs, the CAFE model adds the average absolute total regulatory 

costs for all manufacturers and regulatory classes to the average transaction price for a vehicle in 

model year 2025 ($33,883, in $2016) as the stream of new vehicle prices faced by future model 

years — because model years past MY 2032 are not projected, constant prices are used for ages 

occurring beyond CY 2032. AEO gasoline prices serve as the predictions of future fuel costs, 

and the Social Security Trustees Report serves as the source of projections for the GDP growth 

rate. Body-style specific simulated industry CAFE levels are used to compute the cost per mile 

of the model year 2025 vehicles and of new vehicles throughout the life of the model year 2025 

fleet.  

Although the CAFE model calculates scrappage rates by body style internally, it does not output 

fleet size by body style, but rather by regulatory class. Some SUVs are classified as passenger 

cars and some as light trucks, so that the outputted scrappage rates by regulatory class do not 

represent only one of the body style level models described above — the projected passenger car 

curves will be made up of the projected share of cars and the projected share of vans and SUVs 

within the passenger car fleet, and the light truck curves will be made up of the projected share 

of pickups and the projected share of vans and SUVs making up the light truck fleet. Figure 8-33 

and Figure 8-34. show the absolute number and share of produced MY 2020 passenger cars and 

light trucks, respectively, simulated to remain on the road at each age under the considered 

regulatory alternatives. 

Figure 8-33 shows the predicted scrappage of a MY 2025 passenger car under different 

stringencies of CAFE standards. The legend orders the alternatives in order of least to most 

stringent. The share of initial passenger cars remaining is spans less than 0.5% through age 11, 

and continues to spread out until age 20 when the decay function begins. At age 20, 31.8% of 

initial passenger cars are projected to remain under the augural scenario vs. 26.4% under the 

preferred scenario which does not increase standards past MY 2020 levels. Once the decay 

function kicks in the survival curves converge until they reach the final fleet share of 1.4%. 

Considering the absolute volumes remaining at each age makes it clear that the sales, dynamic 

fleet share, and scrappage models are linked. Under higher regulatory alternatives, fewer new 

passenger cars are sold, but because future prices remain higher the scrappage rate is lower. 

Around ages 12 to 13 the absolute number of passenger cars remaining for all alternatives is 

roughly the same and thereafter the ranking of most absolute vehicles remaining by regulatory 

alternative changes. After age 13 more MY 2025 passenger cars remaining on the road in the 

most stringent scenarios than the least stringent scenarios.  
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Figure 8-33 - Estimated Passenger Car Scrappage under Key Regulatory Alternatives 

Figure 8-34. shows the predicted scrappage rate of model year 2025 light trucks under the same 

CAFE regulatory alternatives. Under the augural standards, a slightly smaller share of light 

trucks is expected to remain through age 13, as more efficient trucks are more favorable. Around 

age 14, a similar share of initial light trucks remains for all scenarios, and for ages 14 to 20 the 

scrappage rate is slowest for the augural scenario and most aggressive for the alternative which 

keeps MY 2020 standards through MY 2026 (the preferred alternative). By age 20, 22.4% of the 

light truck fleet remains in the preferred alternative versus the 25% in the augural scenario. The 

decay function begins at age 20 and forces the remaining fleet to be 2.5% for age 39 as observed 

in historical the data. Considering the absolute number of light trucks by age, shows that 

although overall vehicle demand declines in the most stringent scenario, the dynamic fleet share 

model predicts that more of those vehicles will be light trucks as the difference in the cost of 

travel for trucks and cars converge. The joint effect is that a slightly larger number of trucks are 

sold in the augural scenario than the preferred scenario, as shown below.   
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Figure 8-34. Estimated Light Truck Scrappage under Key Regulatory Alternatives 

8.10.10Implications for Total Vehicle Use  

It is important to note that the current analysis represents an improvement over the  previous 

static scrappage models used for analyzing the impacts of CAFE or GHG standards. The 

previous schedules did not model increasing durability over time, responses to cyclical factors, 

nor the effect of further regulation that shifts the supply curve for new vehicle upwards and 

supplies more fuel economy than consumers would otherwise demand. Figure 8-35, Figure 8-36, 

and Figure 8-37 compare NHTSA’s previous static scrappage schedule, the current scrappage 

schedule for model year 2016 vehicles under no future changes to new vehicle price or fuel 

economy, but using the reference case for future fuel prices and GDP growth rates, and 

scrappage predictions for MY’s 1987-2014 from Bento, Roth and Zhuo (2016), who argue the 

importance of including increasing expected lifetimes of later model year vintages.
595

 

Figure 8-35 compares the scrappage models for cars; the dynamic scrappage model predicts 

more cars survive for the first nine years than the static model. The dynamic scrappage model 

predicts fewer cars survive for ages 10 to 22. The dynamic scrappage model prediction and the 

Bento et al. model align until around age 8, when the dynamic scrappage model falls below the 

Bento el al. model. The GDP growth rate used for the dynamic scrappage model ranges between 

2.1 and 3%, an optimistic projection. Another useful measure to compare the previous and 

current scrappage model is the expected lifetime vehicle miles travelled—the static model 

predicts an expected lifetime VMT of a car of 153,000 miles; the dynamic scrappage model 

predicts an expected lifetime VMT of 148,000 miles. Under an assumption of zero GDP growth, 

the expected VMT of the dynamic scrappage model under no future change to new vehicle prices 

or future fuel economy is 153,000 miles.  

                                                 
595

 Bento, Antonio, et al. “Vehicle Lifetime Trends and Scrappage Behavior in the U.S. Used Car Market.” The 

Energy Journal, vol. 39, no. 1, Jan. 2018, doi:10.5547/01956574.39.1.aben. 
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Figure 8-35 - Comparing Different Car Scrappage Models 

Figure 8-36 shows the scrappage models for vans and SUVs. The dynamic scrappage model 

predicts a higher share of vans and SUVs surviving through age 13 than the static scrappage 

model, but a lower share for the remainder of the life of a van or SUV (besides age 39). The 

dynamic scrappage model predicts a similar share remaining as model year 1987-2014 passenger 

cars in Bento et al., 2016. The expected lifetime VMT under the static scrappage model is 

167,000; the estimated lifetime VMT for the dynamic scrappage model under input GDP 

assumptions, under no change to future fuel economy or new vehicle prices is also 167,000. 

Finally, the expected VMT for no GDP growth is 175,000 miles. 

 

Figure 8-36 - Comparing Different Van/SUV Scrappage Models 

Figure 8-37 shows the fleet share remaining for pickups under different scrappage models. The 

dynamic scrappage model predicts a larger remaining fleet share for no regulatory alternatives 

for pickups ages 0 to 17, and nearly identical remaining fleet share for ages older than 17. The 

expected lifetime VMT of pickups for the dynamic model is 166,000 miles, while the expected 
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lifetime VMT for the static model is 160,000. The dynamic scrapped model for no GDP growth 

predicts expected lifetime VMT for pickups of 167,000 miles. 

 

Figure 8-37 - Comparing Different Pickup Scrappage Models 

Impacts of the dynamic scrappage model on the expected lifetime VMT is small relative both to 

the previous static scrappage model and relative to changes in the regulatory stringency. This is 

another check on the plausibility of the scrappage patterns predicted by the dynamic scrappage 

models. It has already been discussed that the final models predict historical values of scrappage 

well, and also predict reasonable parameterized improvements of durability over time. In 

summary, this analysis includes the effect of differentiated fuel economy regulations that only 

affect new and not used vehicles—and to our knowledge is the first dynamic vehicle scrappage 

model implemented in a larger framework. The agencies seek comment on the general empirical 

method and the final specification of the scrappage model, as well as it’s implementation in the 

CAFE model.  

8.10.11Sensitivity Case Excluding the Gruenspecht Effect 

In addition to the central case, which includes the new vehicle price effect, a sensitivity case was 

considered that uses the same model, but excludes the effect of changing prices from MY 2016 

levels across the regulatory alternatives. This provides a point of comparison to measure the 

impact of the price effect under the same model, one that includes the observed trend of 

increasing durability over time, and allows for macroeconomic conditions to influence scrappage 

rates. Since these other factors influence scrappage rate, this is the proper comparison to isolate 

the magnitude of the Gruenspecht effect, rather than returning to the static scrappage rate 

schedules used in the 2012 final rule. Isolating the Gruenspecht effect allows one to calculate the 

share of fuel savings observed by new vehicles that is counteracted by additional fuel 

consumption in the used car market as scrappage rates decline. This measure can be compared 

with estimates from Jacobsen and van Bentham (2015), and are discueed further below. 
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Creating this sensitivity case requires altering the scrappage model intercept and coefficients 

related to new vehicle price. The process and resulting coefficients are described below. The 

results of the sensitivity case are reported in Section 07.h.1 of the preamble and in Chapter 12 of 

this document. Because of the form of the dependent variable (a logistic specification), removing 

the price effect of the scrappage model is not as simple as setting the coefficient values of all 

variables related to new vehicle price to zero. However, by fixing new vehicle prices to the 

average prices for MY 2016, the same effect as zeroing out the price coefficients in a linear 

model (removing the measure of the Gruenspecht effect on simulated future vehicle scrappage 

for all regulatory alternatives) can be achieved. To do so,the value of the portion of the scrappage 

equation which varies with new vehicle prices at MY 2016 new vehicle price levels is calculated, 

that is: 

𝑃𝑟𝑖𝑐𝑒 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽6 + 𝛽7 ∗ 𝐴𝑔𝑒 + 𝛽8 ∗ 𝐴𝑔𝑒2 + 𝛽9 ∗ 𝐴𝑔𝑒3)+  

𝐿𝑎𝑔 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽10 + 𝛽11 ∗ 𝐴𝑔𝑒 + 𝛽12 ∗ 𝐴𝑔𝑒2 + 𝛽13 ∗
𝐴𝑔𝑒3)+  

𝐿𝑎𝑔2 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 ∗ (𝛽14 + 𝛽15 ∗ 𝐴𝑔𝑒 + 𝛽16 ∗ 𝐴𝑔𝑒2 + 𝛽17 ∗ 𝐴𝑔𝑒3 

Where the average new vehicle price, previous calendar year average new vehicle price, and 

average new vehicle price from two previous calendar years, all equal the average new vehicle 

price for calendar year 2016, or $33,883, as defined below: 

𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 = 𝐿𝑎𝑔 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒 = 𝐿𝑎𝑔2 𝑁𝑒𝑤 𝑃𝑟𝑖𝑐𝑒=33,883, 

The calculated price component was then added to the intercept value, and the coefficients which 

contain any new vehicle price values were all set to zero. Doing so sets the entire new vehicle 

price stream equal to the levels at the beginning of the analysis, and simulates a case where 

future prices do not change (so that there is no Gruenspecht effect). Table 8-21 shows the 

resulting coefficients used for the scrappage sensitivity cases with the price effect disabled. The 

agencies seek comment on the development of the sensitivity case with no price effect. 
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Table 8-21 - Coefficients for Scrappage Sensitivity Cases with Price Effect Disabled 

Parameter Cars Vans/SUVs Pickups 

Estimate Scrappage TRUE TRUE TRUE 

Beta Coefs       

Age -0.5261416 -1.6714953 -0.9888897 

Age^2 0.01938623 0.05964151 0.0237401 

Age^3 -8.557E-05 -0.0003019 0 

ln(MY-1959) -1.6088859 -3.9466164 -3.3649685 

ln(MY-1959)*Age 0.21358227 0.50480338 0.34204715 

ln(MY-1959)*Age^2 -0.006716 -0.0151596 -0.0083849 

ln(MY-1959)*Age^3   0 0 0 

New Price 0 0 0 

New Price*Age   0 0 0 

New Price*Age^2   0 0 0 

New Price*Age^3   0 0 0 

Lag New Price 0 0 0 

Lag New Price*Age 

 

0 0 0 

Lag New Price*Age^2   0 0 0 

Lag New Price*Age^3   0 0 0 

Lag2 New Price 0 0 0 

Lag2 New Price*Age   0 0 0 

Lag2 New Price*Age^2   0 0 0 

Lag2 New Price*Age^3   0 0 0 

Lag3 New Price 0 0 0 

Lag3 New Price*Age   0 0 0 

Lag3 New Price*Age^2   0 0 0 

Lag3 New Price*Age^3   0 0 0 

CPM -0.0858838 -0.138151 0.015197 

Lag CPM   0.0854628 0.04460368 -0.0388132 

New CPM 0.08029769 0.27307243 -0.0565488 

Lag New CPM   -0.1011716 -0.135347 0.0466113 

GDP Growth Rate 0.0479187 0.06054021 0.02901938 

Lag GDP Growth Rate 0.02476165 0.07254451 -0.0124244 

Lag2 GDP Growth Rate 0.01101399 0 0 

Lag Scrappage 0.20296197 0.18961627 0.14619855 

Lag2 Scrappage   0.1508716 0.00502922 0.05699923 

Lag3 Scrappage   0.03576158 -0.0662804 0.11220264 

Intercept   2.412819 9.57052624 8.92708963 

Decay Age 21 21 21 

Final Survival Rate 0.01 0.025 0.025 

 

The additional fuel consumption in billions of gallons for both the reference case and the 

sensitivity case without the scrappage price effect are summarized in Table 8-22, below, for the 

CAFE Program (the same could be computed for the GHG Program, but the literature 

specifically cites changes to the CAFE Program). From these measures the fuel savings due to 
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faster fleet turnover in the policy alternatives relative to the augural baseline was computed. The 

change in fuel consumption due to changes in fleet turnover divided by the incremental fuel 

consumption when the price effect is excluded represents the share of the change in fuel 

consumption from changes to new vehicle fuel economies which is leaked due to changes in the 

scrappage rates of used vehicles. The estimated values for leakage range between 12 and 18 

percent. This is comparable to Jacobsen and van Bentham (2015) central estimates, which put 

leakage between 13 and 16 percent. It is also important to note that their high fuel price case, 

with fuel prices at $3 per gallon, is more comparable to this analysis’ central fuel prices. This 

case puts leakage at 21 percent. This further validates the magnitude of the leakage effect 

predicted in this analysis against comparable measures offered in the literature. 

Table 8-22 - Summary of the Estimated Fuel Leakage Due to the Gruenspecht Effect, 

Relative to the CAFE Program Augural Baseline 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 No Change 

Reference Additional Fuel 

Consumption (b. gallons) 

73.1 69.1 65.7 57.4 43.1 41.3 28.9 27.0 

No Price Additional Fuel 

Consumption (b. gallons) 

89.1 84.3 79.7 69.6 52.6 49.2 32.6 31.9 

Fuel Savings from Faster 

Fleet Turnover (b. 

gallons) 

15.9 15.2 14.0 12.3 9.5 7.9 3.8 4.9 

Leakage 17.9% 18.0% 17.6% 17.6% 18.1% 16.1% 11.5% 15.4% 

 

8.10.12Simulating the Future Car and Light Truck Fleet 

Figure 8-38 shows how the various effects of the proposed action are combined to simulate the 

size and composition of each future year’s total fleet of cars and light trucks. This process begins 

with a detailed profile of the previous year’s fleet.  As an example, for the first future year 

included in the analysis, the previous year’s fleet would be described by total registrations of cars 

and light trucks produced during each previous model year and remaining in use during the base 

year of 2016. As the figure shows, this is combined with the estimated effects of the previously-

adopted CAFE and GHG standards on average prices and fuel economy levels of model year 

2017 cars and light trucks to estimate changes in their total sales, as well as changes in the 
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retirement rates of used cars and light trucks produced during past model years that remained in 

the previous year’s fleet.  

 

Figure 8-38 - Simulating the Car and Light Truck Fleet for Future Years 

The outcome of this process is a profile of the 2017 car and light truck fleet.  The process is 

repeated for each year included in the analysis. In this way, future car and light truck fleets can 

be constructed under both the baseline scenario – with EPA’s previously-adopted GHG emission 

standards in effect through model year 2025 and augural CAFE standards – and with the 

proposed action to reduce their stringency for model years 2021 through 2026. Differences in the 

composition of the baseline fleet and the fleet under each alternative are the source of many of 

the proposed action’s benefits and costs, as illustrated previously by other occupants’ travel time. 

The use of a static retirement schedule, while deemed a reasonable approach in the past, is a 

limited representation of scrappage behavior. It fails to account for increasing vehicle durability 

– occurring for the last several decades – and the resulting increase in average vehicle age in the 

on-road fleet, which has nearly doubled since 1980.
596

 Thus, turning off the dynamic scrappage 

model described above would not impose a perspective on the analysis that is neutral with 

respect to observed scrappage behavior, but would instead represent a strong assumption that 

asserts important trends in the historical record will abruptly cease (or change direction). 

As discussed above, the dynamic scrappage model implemented to support this proposal affects 

total fleet size through several mechanisms. Although the model accounts for the influence of 

changes to average new vehicle price and U.S. GDP growth, the most influential mechanism, by 

far, is the observed trend of increasing vehicle durability over successive model years. This 

phenomenon is prominently discussed in the academic literature related to vehicle retirement, 

                                                 
596

 Based on data from FHWA and IHS/Polk 
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where there is no disagreement about its existence or direction
597

. In fact, when the CAFE model 

is exercised in a way that keeps average new vehicle prices at (approximately) MY 2016 levels, 

the on-road fleet grows from an initial level of 228 million in 2016, to 340 million in 2050, an 

increase of 49% over the 35-year period from 2016 to 2050. 

The historical data show the size of the registered vehicle population (i.e., the on-road fleet) 

growing by about 60% in the 35 years between 1980 and 2015
598

. In the 35 years between 2016 

and 2050, our simulation shows the on-road fleet growing from about 230 million vehicles to 

about 345 million vehicles when the market adopts only the amount of fuel economy which it 

naturally demands. The simulated growth over this period is about 50% from today’s level, 

rather than the 60% observed in the historical data over the last 35 years. Under the baseline 

regulatory scenario, the growth over the next 35 years is simulated to be about 54% - still short 

of the observed growth over a comparable period of time. In fact, the simulated annual growth 

rate in the size of the on-road fleet in this analysis, about 1.3%, is lower than the long-term 

average annual growth rate of about 2% dating back to the 1970’s
599

.  

Additionally, there are inherent precision limitations in measuring something as vast and 

complex as the registered vehicle population. For decades, the two authoritative sources for the 

size of the on-road fleet have been R.L. Polk (now IHS/Polk) and FHWA. For two decades these 

two sources differed by more than 10 percent each year, only lately converging to within a few 

percent of each other. These discrepancies over the correct interpretation of the data by each 

source have consistently represented differences of more than 10 million vehicles.  

The total number of new vehicles projected to enter the fleet is slightly higher than the historical 

trend (though the impact of the great recession makes it hard to say by how much). More 

generally, the projections used in the analysis cover long periods of time without exhibiting the 

kinds of fluctuation that are present in the historical record. For example, the forecast of GDP 

growth in our analysis posits a world in which the United States sees uninterrupted positive 

annual growth in real GDP for four decades. The longest such period in the historical record is 

17 years, and still included several years of low (but positive) growth during that interval.  

Over such a long period of time, in the absence of deep insight into the future of the U.S. auto 

industry, it is sensible to assume that the trends observed over the course of decades are likely to 

persist. Analyzing fuel economy standards requires an understanding of the mechanisms that 

influence new vehicle sales, the size of the on-road fleet, and vehicle miles traveled. It is upon 

                                                 
597

 Waker (1968), Park (1977), Feeney and Cardebring (1988), Hamilton and Macauley (1999), and Bento, Ruth and 

Zhuo (2016) all note that vehicles change in durability over time.  
598

 There are two measurements of the size of the registered vehicle population that are considered to be 

authoritative. One is produced by the Federal Highway Administration, and the other by R.L. Polk (now part of 

IHS). The Polk measurement shows fleet growth between 1980 and 2015 of about 85%, while the FHWA 

measurement shows a slower growth rate over that period; only about 60%.  
599

 Based on calculations using Polk’s National Vehicle Population Profile (NVPP). 
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these mechanisms that the policy acts: increasing/decreasing new vehicle prices changes the rate 

at which new vehicles are sold, changing the attributes and prices of these vehicles influences the 

rates at which all used vehicles are retired, the overall size of the on-road fleet determines the 

total amount of VMT, which in turn affects total fuel consumption, fatalities, and other 

externalities. The fact that DOT’s bottom-up approach produces results in line with historical 

trends is both expected and intended.  

This is not to say that all details of this new approach will be immediately intuitive for reviewers 

accustomed to results that do not include a dynamic sales model or dynamic scrappage model, 

much less results that combine the two.  For example, some reviewers may observe that today’s 

analysis shows that, compared to the baseline standards, the proposed standards produce a 

somewhat smaller on-road fleet (i.e., fewer vehicles in service) despite somewhat increased sales 

of new vehicles (consistent with reduced new vehicle prices) and decreased prices for used 

vehicles.  While it might be natural to assume that reduced prices of new vehicles and increased 

sales should lead to a larger on-road fleet, in our modelling the increased sales are more than 

offset by the somewhat accelerated scrappage that accompanies the estimated decrease in new 

vehicle prices. This outcome represents an on-road fleet that is both smaller and a little younger 

on average (relative to the baseline) and “turns over” more quickly.  

To further test the validity of the scrappage model, a dynamic forecast was constructed for 

calendar years 2005 through 2015 to see how well it predicts the fleet size for this period. The 

last true population the scrappage model “sees” is the 2005 registered vehicle population. It then 

takes in known production volumes for the new model year vehicles, and dynamically estimates 

instantaneous scrappage rates for all registered vehicles at each age for CYs 2006 – 2015, based 

only on the observed exogenous values that inform the model (GDP growth rate, observed new 

vehicle prices, and cost per mile of operation), fleet attributes of the vehicles (body style, age, 

cost per mile of operation), and estimated scrappage rates at earlier ages. Within this exercise, 

the scrappage model relies on its own estimated values as the previous scrappage rates at earlier 

ages – forcing any estimation errors to propagate through to future years. This exercise is 

discussed further in PRIA Chapter VII. While the years of the recession represent a significant 

shock to the size of the fleet, briefly reversing many years of annual growth, the model recovers 

quickly and produces results within one percent of the actual fleet size, as it did prior to the 

recession. 
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Table 8-23 Total Fleet Size, Dynamic Prediction 

Year Check600 Predicted 
Percent 

Difference 

2005 222.13 222.47 0.15% 

2006 224.3 224.92 0.28% 

2007 227.2 228.59 0.61% 

2008 228.3 230.49 0.96% 

2009 225.3 218.24 -3.13% 

2010 213.5 216.92 1.60% 

2011 212.6 216.58 1.87% 

2012 214.9 218.36 1.61% 

2013 219.5 221.84 1.07% 

2014 224.5 225.11 0.27% 

2015 229.3 227.89 -0.61% 

 

In order to compare the magnitudes of the sales and scrappage effects it is important to define 

comparable measures. The sales effect in a single calendar year is simply the difference in new 

vehicle sales across alternatives. However, the scrappage effect in a single calendar year is not 

simply the change in fleet size across regulatory alternatives. The scrappage model predicts the 

probability that a vehicle will be scrapped in the next year conditional on surviving to that age; 

the absolute probability that a vehicle survives to a given age is conditional on the scrappage 

effect for all previous analysis years. In other words, if successive calendar years observe lower 

average new vehicle prices, the effect of increased scrappage on fleet size will accumulate with 

each successive calendar year—because fewer vehicles survived to previous ages, the same 

probability of scrappage would result in a smaller fleet size for the following year as well, 

though fewer vehicles will have been scrapped. To isolate the number of vehicles not scrapped in 

a single calendar year because of the change in standards, the first step is to calculate the number 

of vehicles scrapped in every calendar year for both the proposed standards and the baseline; this 

is calculated by the inter-annual change the size of the used vehicle fleet (vehicles ages 1-39) for 

each alternative. The difference in this measure across regulatory alternatives represents the 

change in vehicle scrappage because of a change in the standards. The resulting scrappage effect 

                                                 
600

 This validation series will not match published on-road vehicle population estimates from Polk for a few reasons. 

The first is that the Polk series includes a number of “light duty” vehicles that are not regulated under the light duty 

CAFE program (250- and 350-series pickup trucks, for example). The second reason is that CAFE modeling 

conflates model year and calendar year. In reality, vehicles from a single model year may be sold over the course of 

two or three calendar years. For this comparison, we constructed a series of population estimates that behaves as if 

all vehicles of a given model year are sold within the corresponding calendar year. Finally, the modeling truncates 

vehicle age at 40, while Polk carries registered vehicles well into their fifties.  
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for a single calendar year can be compared to the difference across regulatory alternatives in new 

vehicle sales for the same calendar year as a comparison of the relative magnitudes of the two 

effects. In most years, under the proposed standards relative to the baseline standards, the 

analysis shows that for each additional new vehicles sold, 2-4 used vehicles are removed from 

the fleet.   

To understand why the sales and scrappage effects do not perfectly offset each other to produce a 

constant fleet size across regulatory alternatives it is important to remember that the decision to 

buy a new vehicle and the decision to scrap a used vehicle are often not made by the same 

household as a joint decision. The average length of initial ownership for new vehicles is about 

6.5 years (and increasing over time)
601

. Cumulative scrappage up to age 7 is typically less than 

10 percent of the initial fleet. This suggests that most vehicles belong to more than one 

household over the course of their lifetimes. The same household that is deciding whether or not 

to purchase a new vehicle is rarely the same household deciding whether or not to scrap a 

vehicle. So a vehicle not scrapped in a given year is seldom the direct substitute for a new 

vehicle purchased by that household. Considering this, it is not expected that for every additional 

vehicle scrapped, there is also an additional new one sold, under the proposed standards relative 

to the baseline standards.   

Further, while sales and scrappage decisions are both influenced by changes in new vehicle 

prices, the mechanism through which these decisions change are different for the two effects. A 

decrease in average new vehicle prices will directly increase the demand for new vehicles along 

the same demand curve. This decrease in new vehicle prices will cause a substitution towards 

new vehicles and away from used vehicles, shifting the entire demand curve for used vehicles 

downwards. This will decrease both the equilibrium prices of used vehicles, as shown in Figure 

8-16 of the PRIA. Since the decision to scrap a vehicle in a given year is closely related to the 

difference between the vehicle’s value and the cost to maintain it, if the value of a vehicle is 

lower than the cost to maintain it, the current owner will not choose to maintain the vehicle for 

their own use or for resale in the used car market, and the vehicle will be scrapped. That is, a 

current owner will only supply a vehicle to the used car market if the price of the vehicle is 

greater than the cost of supplying it.  Lowering the equilibrium price of used vehicles, will lower 

the increase the number of scrapped vehicles, lowering the supply of used vehicles, and 

decreasing the equilibrium quantity. Because the criterion to forego purchasing a new vehicle is 

different than the criterion to scrap a vehicle, there is no reason to think the combination of the 

sales and scrappage effects should result in the same sized fleet across regulatory alternatives. 

Given that the used fleet is so much larger than new vehicle sales (more than 10 times as large), 

it seems likely that more vehicles will not be scrapped than new vehicles are not sold as a result 

of an increase in new vehicle prices. 

                                                 
601

 Based on a press release from IHS Automotive, available at: http://news.ihsmarkit.com/press-

release/automotive/average-age-light-vehicles-us-rises-slightly-2015-115-years-ihs-reports (last accessed 6/29/18) 

http://news.ihsmarkit.com/press-release/automotive/average-age-light-vehicles-us-rises-slightly-2015-115-years-ihs-reports
http://news.ihsmarkit.com/press-release/automotive/average-age-light-vehicles-us-rises-slightly-2015-115-years-ihs-reports
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Our models indicate that the ratio of the magnitude of the scrappage effect to the sales effect is 

greater than one, so that the fleet grows under more stringent scenarios as shown in Figure 8-39. 

However, it is important to remember that not all vehicles are driven equally — used vehicles are 

estimated to deliver considerably less annual travel than new vehicles. Further, used vehicles 

only have a portion of their original life left, so that it will take more than one used vehicle to 

replace the full lifetime of a new vehicle, at least in the long-run. The result of the lower annual 

VMT and shorter remaining lifetimes of used vehicles, is that although the fleet is 1.5% bigger in 

CY 2050 for the augural baseline than it is for the proposed standards, the total non-rebound 

VMT for CY 2050 is 0.4% larger in the augural baseline than in the proposed standards, as 

shown in Figure 8-40. This small increase in VMT is consistent with a larger fleet size — if 

more used vehicles are supplied, there likely is some small resulting increase in VMT. 

 

Figure 8-39 Total Fleet Growth Across Regualtory Alternatives 
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Figure 8-40 Total Non-Rebound VMT Growth Across Regulatory Alternatives  

Our models do face some limitations and work will continue toward developing methods for 

estimating vehicle sales, scrappage, and mileage accumulation.  For example, our scrappage 

model assumes that the average VMT for a vehicle of a particular vintage is fixed—that is, aside 

from rebound effects, vehicles of a particular vintage drive the same amount annually, regardless 

of changes to the average expected lifetimes. The agencies seek comment on ways to further 

integrate the survival and mileage accumulation schedules. Also, our analysis uses sales and 

scrappage models that do not dynamically interact (though they are based on similar sets of 

underlying factors); while both models are informed by new vehicle prices, the model of vehicle 

sales does not respond to the size and age profile of the on-road fleet, and the model of vehicle 

scrappage rates does not respond to the quantity of new vehicles sold.  As one potential option 

for development, the potential for an integrated model of sales and scrappage, or for a dynamic 

connection between the two models will be considered.  Comment is sought on both the sales 

and scrappage models, on potential alternatives, and on data and methods that may enable 

practicable integration of any alternative models into the CAFE model. 
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8.11 Effects of Revising CAFE and CO2 Standards on Fuel Use and Environmental 

Externalities 

Today’s proposed action will increase demand for transportation fuels relative to a baseline. 

Because gasoline and diesel – which account for the vast bulk of energy consumed to power 

light-duty vehicles – are refined from petroleum, this will in turn increase U.S. demand for 

petroleum, and some of this increased demand may be met by additional U.S. imports of crude 

oil (or fuel that has been refined overseas). Increased fuel purchases by drivers of cars and light 

trucks will contribute additional tax revenues at both federal and state levels, which will be 

available to fund increased spending on highways or other transportation infrastructure. This 

effect represents an economy-wide benefit, which will offset some of the increase in fuel costs to 

new car and light truck buyers.  

8.11.1 Impact on Fuel Use and Total Fuel Costs 

As indicated above, the proposed action will increase U.S. demand for transportation fuels, 

which are primarily refined from petroleum.
602

 In Figure 8-41, this is shown as in upward shift in 

the demand for fuel. The supply of refined transportation fuels is expected to be moderately 

sensitive (or “elastic”) to increases in its price – that is, increasing fuel production will exert 

some upward pressure on petroleum prices, refining costs, and ultimately on fuel prices – so 

increased demand is expected to raise fuel prices modestly, as the figure indicates.   

 

                                                 
602

 Petroleum-based fuels currently account for more than 99% of total energy used by light-duty vehicles, and this 

figure is projected to remain well above 90% for the foreseeable future; see U.S. Energy Information 

Administration, Annual Energy Outlook 2017 (https://www.eia.gov/outlooks/aeo/tables_ref.php), Table 38. 

https://www.eia.gov/outlooks/aeo/tables_ref.php
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Figure 8-41 - Effect of the Proposed Action on Fuel Consumption and Expenditures 

As a consequence of increased demand, total fuel consumption will increase from G0 to G1 in 

Figure 8-41, and the retail price of fuel will increase from P0 to P1.  As a consequence, drivers’ 

total outlays for fuel will increase from P0*G0 to P1*G1, or by the sum of area P1abP0 (the 

increase in spending on fuel that results from its higher price) plus area G0adG1 (the increased 

spending to purchase additional fuel). Buyers of new cars and light trucks will incur higher costs 

for fuel throughout those vehicles’ lifetimes because they will have lower fuel economy with the 

proposed action in place than they would have had with the baseline standards in effect.  

The annual increase in fuel costs to buyers of new cars and light trucks produced during future 

model years was shown previously as the increase in their per-mile fuel costs that occurs with 

less demanding standards in effect, multiplied by the number of miles they drive those vehicles 

each year throughout their lifetimes. The increase in total spending on fuel – the area G0adG1 in 

Figure 8-41 – represents the difference between this increase in fuel costs to buyers of new 

vehicles and any reduction in the cost of fuel consumed by used vehicles as they are retired from 

use more rapidly than would have occurred under the baseline scenario, and some of the travel 

they would have served under the baseline scenario shifts to newer cars and light trucks.  

Of the increase in total fuel costs, some fraction – shown as the area bced in Figure 8-41 – 

represents increased payments of fuel taxes, which become available to fund new investments or 

improved maintenance of roads and other transportation infrastructure. The value corresponding 

to area bced is the product of average fuel taxes per gallon – federal, state, and some local 

governments impose taxes on gasoline and diesel that together average nearly $0.50 per gallon – 

and the increase in the number of gallons consumed annually with the proposed standards in 

effect. The spending funded by increased fuel tax revenue produces economic benefits to 

infrastructure users, and so it is assumed that the value of these benefits is at least as large as the 

increase in tax revenue, so it offsets the tax component of the higher fuel costs incurred by new 

car and light truck buyers.  

8.11.2 Increases in Externalities from Supplying Fuel 

Extracting and transporting crude petroleum, refining it to produce transportation fuels, and 

distributing those fuels all generate emissions of GHGs and criteria air pollutants, as does their 

actual use by cars and light trucks. By increasing the volume of petroleum-based fuel refined and 

distributed within the U.S., the proposed CAFE and CO2 emission standards will thus increase 

“upstream” emissions of GHGs and criteria air pollutants – emisisons that occur during 

petroleum extraction and transportation, as well as during fuel refining, storage, and distribution. 

Upstream emissions of CO2 are calculated directly from the increased volumes of fuel refined 

and consumed, using typical chemical properties of gasoline, diesel, and ethanol. Estimates of 

upstream emisisons of other GHGs and criteria pollutants are based on those fuels’ energy 
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content and emission rates per unit of fuel energy refined and distributed, obtained from Argonne 

National Laboratories’ GREET model.
603

  

Increases in upstream emisisons of non-CO2 GHGs and criteria pollutants will be partly offset by 

reductions in emissions from vehicle use, which are projected to decline in response to the 

estimated reductions in vehicle use. On balance, however, emissions of non-CO2 GHGs and 

criteria pollutants are projected to increase, as increases in their upstream emissions outweigh the 

reductions associated with lower vehicle use. This results from the relative magnitudes of the 

projected changes in fuel consumption and vehicle use, together with therelative emission rates 

associated with fuel supply and vehicle use. In contrast, since both upstream emissions of CO2 

and those resulting from vehicle use are estimated directly from fuel production and use – both 

of which would increase nder the proposal – upstream emissions of CO2 and emissions resulting 

from vehicle use are both projected to increase.  

NHTSA estimates the increases in climate damage costs projected to result from this proposed 

rulemaking using estimates of the domestic social cost of carbon (SC-CO2).
604

 The SC-CO2 

estimates the monetary value of impacts associated with incremental changes in CO2 emissions 

in a given year. It includes a wide range of anticipated climate impacts, such as net changes in 

agricultural productivity and human health, property damage from increased flood risk, and 

changes in energy system costs, such as reduced costs for heating and increased costs for air 

conditioning. It is typically used to assess the avoided damages as a result of regulatory actions 

(i.e., benefits of rulemakings that lead to an incremental reduction in cumulative global CO2 

emissions), but in this case is used to estimate the increase in those damages resulting from 

higher emissions of CO2. The SC-CO2 estimates used in this RIA focus on the direct impacts of 

climate change that are anticipated to occur within U.S. borders. 

The SC-CO2 estimates presented in this RIA are interim values developed under E.O. 13783 for 

use in regulatory analyses until an improved estimate of the impacts of climate change to the 

U.S. can be developed. E.O. 13783 directed agencies to ensure that estimates of the social cost of 

greenhouse gases used in regulatory analyses “are based on the best available science and 

economics” and are consistent with the guidance contained in OMB Circular A-4, “including 

with respect to the consideration of domestic versus international impacts and the consideration 

of appropriate discount rates” (E.O. 13783, Section 5(c)). In addition, E.O. 13783 withdrew the 

technical support documents (TSDs) describing the global social cost of greenhouse gas 

estimates developed under the prior Administration as no longer representative of government 

policy.  

                                                 
603

 Argonne National Laboratory, The Greenhouse Gases, Regulated Emissions, and Energy Use in Transportation 

(GREET) Model, https://greet.es.anl.gov/.   
604

 Increases in climate damages resulting from emissions of the GHGs methane (CH4) and nitrous oxide (N2O) are 

not included in the agency’s central analysis, but are considered as a sensitivity case in Chapter 13 of this document. 

https://greet.es.anl.gov/
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Regarding the two considerations highlighted in E.O. 13783 – how best to consider domestic 

versus international impacts and appropriate discount rates – current guidance in OMB Circular 

A-4 is as follows. Circular A-4 states that analysis of economically significant proposed and final 

regulations “should focus on benefits and costs that accrue to citizens and residents of the United 

States.” We follow this guidance by adopting a domestic perspective in our central analysis. 

Regarding discount rates, Circular A-4 states that regulatory analyses “should provide estimates 

of net benefits using both 3 percent and 7 percent.” The 7 percent rate is intended to represent the 

average before-tax rate of return to private capital in the U.S. economy. The 3 percent rate is 

intended to reflect the rate at which society discounts future consumption, which is particularly 

relevant if a regulation is expected to affect private consumption directly. NHTSA follows this 

guidance by presenting estimates based on both 3 and 7 percent discount rates in the main 

analysis. Appendix A to this RIA includes a discussion the modeling steps involved in estimating 

the domestic SC-CO2 estimates based on these discount rates. 

The SC-CO2 estimates developed under E.O. 13783 and presented below will be used in 

regulatory analysis until improved domestic estimates can be developed, which would take into 

consideration the recent recommendations from the National Academies of Sciences, 

Engineering, and Medicine
605

 for a comprehensive update to the current methodology to ensure 

that the SC-CO2 estimates reflect the best available science.  Table 8-24 presents the agency’s 

domestic SC-CO2 estimate for each discount rate for the years 2015 to 2050. As with the global 

SC-CO2 estimates, the domestic SC-CO2 increases over time because future emissions are 

expected to produce larger incremental damages as physical and economic systems become more 

stressed in response to greater climatic change, and because GDP is growing over time and many 

damage categories are modeled as proportional to gross GDP. For emissions occurring in the 

year 2030, for example, the two domestic SC-CO2 estimates are $1 and $8 per metric ton of CO2 

emissions (2016$), using a 7 and 3 percent discount rate, respectively.
  

                                                 
605

 See National Academies of Sciences, Engineering, and Medicine, Valuing Climate Damages: Updating 

Estimation of the Social Cost of Carbon Dioxide, Washington, D.C., January 2017. 

http://www.nap.edu/catalog/24651/valuing-climate-changes-updating-estimation-of-the-social-cost-of 
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Table 8-24 - Domestic Social Cost of CO2, 2015-2050 (in 2016$ per metric ton)* 

 

Year 

Discount Rate 

3%  7% 

2015 $6 $1 

2020 7 1 

2025 7 1 

2030 8 1 

2035 9 2 

2040 9 2 

2045 10 2 

2050 10 2 

* These SC-CO2 values are stated in $/metric ton CO2 and rounded the nearest dollar. These values may be 

converted to $/short ton using the conversion factor 0.90718474 metric tons in a short ton for application to the 

short ton CO2 emission impacts provided in this rulemaking. Such a conversion does not change the underlying 

methodology nor does it change the meaning of the SC-CO2 estimates. For both metric and short tons 

denominated SC-CO2 estimates, the estimates vary depending on the year of CO2 emissions and are defined in 

real terms, i.e., adjusted for inflation using the GDP implicit price deflator.  

Various limitations and uncertainties apply to the domestic SC-CO2 estimates presented in the 

table above. Some of those uncertainties are captured within the analysis, as discussed in detail 

in the Appendix to this chapter, while other areas of uncertainty have not yet been quantified in a 

way that can be modeled. For example, limitations include the incomplete way in which the 

integrated assessment models capture catastrophic and non-catastrophic impacts, their 

incomplete treatment of adaptation and technological change, the incomplete way in which inter-

regional and inter-sectoral linkages are modeled, uncertainty in the extrapolation of damages to 

high temperatures, and inadequate representation of the relationship between the discount rate 

and uncertainty in economic growth over long time horizons.  

The science incorporated into these models understandably lags behind the most recent research, 

and the limited amount of research linking climate impacts to economic damages makes the 

modeling exercise even more difficult. These individual limitations and uncertainties do not all 

work in the same direction in terms of their influence on the SC-CO2 estimates. In accordance 

with guidance in OMB Circular A-4 on the treatment of uncertainty, the Appendix provides a 

detailed discussion of the ways in which the modeling underlying the development of the SC-

CO2 estimates used in this RIA addressed quantified sources of uncertainty, and presents a 

sensitivity analysis to show consideration of the uncertainty surrounding discount rates over long 

time horizons.  

Recognizing the limitations and uncertainties associated with estimating the social cost of 

carbon, the research community has continued to explore opportunities to improve SC-CO2 

estimates. Notably, the National Academies of Sciences, Engineering, and Medicine conducted a 

multi-discipline, multi-year assessment to examine potential approaches, along with their relative 

merits and challenges, for a comprehensive update to the current methodology. The task was to 

ensure that the SC-CO2 estimates that are used in Federal analyses reflect the best available 
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science, focusing on issues related to the choice of models and damage functions, climate science 

modeling assumptions, socioeconomic and emissions scenarios, presentation of uncertainty, and 

discounting. In January 2017, the Academies released their final report, Assessing Approaches to 

Updating the Social Cost of Carbon, and recommended specific criteria for future updates to the 

SC-CO2 estimates, a modeling framework to satisfy the specified criteria, and both near-term 

updates and longer-term research needs pertaining to various components of the estimation 

process (National Academies 2017).  

The Academies’ report also discussed the challenges in developing domestic SC-CO2 estimates, 

noting that current IAMs do not model all relevant regional interactions – i.e., how climate 

change impacts in other regions of the world could affect the United States, through pathways 

such as global migration, economic destabilization, and political destabilization. The Academies 

concluded that it “is important to consider what constitutes a domestic impact in the case of a 

global pollutant that could have international implications that impact the United States. More 

thoroughly estimating a domestic SC-CO2 would therefore need to consider the potential 

implications of climate impacts on, and actions by, other countries, which also have impacts on 

the United States.” (National Academies 2017, pg. 12-13). 

Increases in emissions of criteria air pollutants are estimated using projected changes in the total 

number of miles driven by cars and light trucks that were produced during each model year and 

remain in use during future calendar years. Emission rates for cars and light trucks were obtained 

from EPA’s Motor Vehicle Emission Simulator (MOVES), and these vary depending on both the 

model year in which they were produced and the ages they will have reached in future calendar 

years. By reducing prices for new cars and light trucks from those that would have prevailed 

under the baseline standards, the proposed action is anticipated to increase sales of new models 

and hasten retirement of older vehicles slightly. In effect, this acceleration in the turnover of the 

light-duty vehicle fleet will transfer some fraction of travel from older cars and light trucks to 

newly-purchased models. Because new cars and light trucks emit criteria pollutants at 

dramatically lower rates per mile driven than the older vehicles they will replace, this 

substitution of new vehicle use for some driving in older vehicles will significantly reduce total 

emissions of criteria air pollutants. 

Emissions of criteria pollutants during fuel refining and distribution are also accounted for, using 

emission rates per unit energy content of different fuels obtained from Argonne’s GREET model. 

Health damage costs resulting from increased population exposure to harmful accumulations of 

these pollutants were also obtained from recent EPA analyses; these costs are expressed per ton 

of emissions of each pollutant (or chemical precursor), and reflect specific assumptions about 

their geographic dispersal, chemical behavior in the atmosphere, and accumulation in populated 

areas. Specifically, the agencies monetized changes in emissions of criteria air pollutants and 
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their precursors using the damage costs estimates supplied by EPA for analysis of the MY 2017-

25 CAFE/GHG standards.
606

  

8.12 Effects on Petroleum Consumption and U.S. Energy Security 

Higher U.S. fuel consumption will produce a corresponding increase in the nation’s demand for 

crude petroleum, which is traded actively in a worldwide market. The U.S. accounts for a large 

enough share of global oil consumption that the resulting boost in global demand will raise its 

worldwide price.
607

 The increase in global petroleum prices that results from higher U.S. demand 

causes a transfer of revenue to oil producers worldwide from not only buyers of new cars and 

light trucks, but also other consumers of petroleum products in the U.S. and throughout the 

world, all of whom pay the higher price that results. 

Growing U.S. petroleum consumption will also increase potential costs to all U.S. petroleum 

users from possible interruptions in the global supply of petroleum or rapid increases in global 

oil prices, not all of which are borne by the households or businesses who increase their 

petroleum consumption (that is, they are partly “external” to petroleum users). If U.S. demand 

for imported petroleum increases, it is also possible that increased military spending to secure 

larger oil supplies from unstable regions of the globe will be necessary. 

These three effects are often referred to collectively as “energy security externalities” resulting 

from U.S. petroleum consumption, and increases in their magnitude are sometimes cited as 

potential social costs of increased U.S. demand for oil. To the extent that they represent real 

economic costs that would rise incrementally with increases in U.S. petroleum consumption of 

the magnitude likely to result from reducing CAFE and CO2 standards, these effects represent 

potential additional costs of today’s proposed action.  This section describes how the extent to 

which each cost will actually occur as a direct result of this action is assessed, whether it 

represents a real economic cost, and where appropriate to include it, how that cost can be 

measured.  

8.12.1 U.S. Petroleum Demand and its Effect on Global Prices   

Figure 8-42 illustrates the effect of the increase in U.S. fuel and petroleum demand anticipated to 

result from reducing CAFE and CO2 standards on global demand for petroleum and its market 

price. The increase in domestic demand means that the U.S. will purchase more petroleum at any 

                                                 
606

 Development of these estimates is described in detail in EPA’s Regulatory Impact Analysis: Final Rulemaking 

for 2017-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy 

Standards, EPA-420-R-12-016, August 2012, Section 6.3.2, pp. 6-99 to 6-105. 

 
607

 This contrasts with the usual situation, where no participant in the market for a product accounts for a large 

enough share of total purchases that changes in that buyer’s demand for the product will cause a change in its market 

price. 



 

1067 

 

price, and this is shown as an outward shift in the U.S. demand curve for petroleum from its 

position at DUS,0 with the baseline standards for future model years remaining in effect, to DUS,1 

with the proposed standards replacing them. As the figure illustrates, the U.S. accounts for a 

major share of global petroleum demand; because global demand is simply the sum of what each 

nation would purchase at different prices, the outward shift in U.S. demand causes an identical 

shift in the global demand schedule.  

 

Figure 8-42 - Effect of U.S. Petroleum Demand on Global Prices and Purchases 

At the global level, the supply curve for petroleum slopes upward, reflecting the fact that it is 

progressively costlier to explore for, extract, and deliver additional supplies of oil to the world 

market. Thus the upward shifts in the U.S. and world demand schedules cause an increase in the 

global price for oil, from P0 to P1 in the figure. U.S. purchases of petroleum increase from QUS,0 

to QUS,1, and if no other nation’s demand changes, the increase in global consumption from QG,0 

to QG,1 will be identical to the increase in U.S. purchases. The increase in U.S. petroleum 

purchases will increase spending by U.S. buyers who purchase additional oil by the area 

QUS,0acQUS,1, the dollar value of which is the product of the new, higher price P1 and the increase 

in U.S. consumption, QUS,1 – QUS,0.  

At the same time, however, the increase in its price from P0 to P1 will mean that global 

consumers who previously purchased the quantity of oil QG,0 at its lower price will now pay 

more for that same amount. Specifically, previous purchasers will pay the additional area P1deP0, 

whose value is the increase in price P1-P0 multiplied by the volume they originally bought, QG,0. 

Of this windfall increase in revenue to oil producers, the rectangular area P1abP0, the value of 

which is the product of the increase in price P1-P0 times original U.S. purchases QUS,0, is a 

transfer from U.S. consumers to global oil suppliers. The remaining fraction of increased 

payments to producers, the rectangular area adeb – whose value is the product of the price 
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increase P1-P0 and previous purchases by other nations (which were QG,0 – QUS,0) – is a transfer 

from consumers outside the U.S. to global oil producers.  

At the global scale, the entire global increase in spending on the amount of oil that was 

previously purchased is simply a transfer of revenue from global consumers of petroleum 

products to oil producers. It has no effects on global use of resources, so it produces no economic 

costs or benefits. Thus to the extent that it is an incidental consequence of U.S. car and light 

truck buyers’ increased demand for petroleum-based fuel, it is a purely “pecuniary” externality – 

one that only changes prices, and not production or consumption. However, some of the 

increased payments by U.S. consumers for the petroleum products they originally consumed 

flows out of the U.S. economy to foreign oil producers. Although this transfer does not affect 

resource use, it is a financial drain on the U.S. economy, so from a domestic perspective it may 

be reasonable to view it as an additional cost to the U.S. economy from permitting new cars and 

light trucks to meet the lower proposed standards.  

To an increasing extent, however, the additional payments by U.S. consumers that result from 

upward pressure on the world oil price are a transfer entirely within the nation’s economy, 

because a growing fraction of domestic petroleum consumption is being supplied by U.S. 

producers. The U.S. is projected to become a net exporter of petroleum by 2025, and as the 

nation moves toward that status, an increasing share of the higher costs paid by U.S. consumers 

of petroleum products becomes a gain to U.S. oil producers.
608

 Domestic oil production is 

increasing rapidly, and as it does, a growing fraction of the higher costs to U.S petroleum 

consumers that result from increased domestic fuel consumption becomes additional revenue to 

domestic oil suppliers. When the U.S. becomes self-sufficient in petroleum supply – which is 

now anticipated to occur within a decade – the entire value of increased payments by U.S. 

petroleum users that results from relaxing CAFE and CO2 standards will become a transfer 

within the U.S. economy.  

Thus over almost the entire time period spanned by the analysis of this proposed action, any 

increase in domestic spending for petroleum caused by the effect of higher U.S. fuel 

consumption and petroleum use on world oil prices will in effect be a transfer within the U.S. 

economy. For this reason – and because in any case such transfers do not create real economic 

costs or benefits –increased U.S. spending on petroleum products that results from increased 

U.S. fuel demand and upward pressure on petroleum prices stemming from this proposed action 

is not included among the economic costs accounted for in this proposal.  

                                                 
608

 The U.S. Energy Information Administration projects that net U.S. imports of crude petroleum and similar liquid 

fuels will decline to less than 5% of total domestic supply by 2024, and to less than 1% by 2028, and then to remain 

at approximately 0% through 2050. See Annual Energy Outlook 2017 

(https://www.eia.gov/outlooks/aeo/tables_ref.php), Reference Case, Table 11, Petroleum and Other Liquids Supply 

and Disposition. 

https://www.eia.gov/outlooks/aeo/tables_ref.php
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8.12.2 Macroeconomic Costs of U.S. Petroleum Consumption 

In addition to influencing global demand and prices, U.S. petroleum consumption – and the 

fraction of it supplied by imports – may impose costs on the domestic economy that are not fully 

reflected in the market price for petroleum, or in the prices paid by consumers of refined 

products such as gasoline.
609

 Petroleum consumption can impose external economic costs 

because it exposes the U.S. economy to the risk of rapid increases in prices triggered by global 

political events that may also disrupt the supply of imported oil, and U.S. consumers of 

petroleum products are unlikely to recognize that their purchases contribute to these risks.  

Sudden interruptions in oil supply and rapid increases in its price can impose significant 

economic costs, because they temporarily reduce the level of output that the U.S. economy can 

produce.  The reduction in potential output depends on the extent and duration of the increases in 

prices for petroleum products prices that result from a disruption in global oil supplies, as well as 

on whether and how rapidly prices return to their pre-disruption levels. Even if prices for 

imported oil return completely to their original levels, however, economic output will be at least 

temporarily reduced from the level that would have been possible with uninterrupted oil supplies 

and stable prices.  

Because supply disruptions and price increases caused by global political events tend to occur 

suddenly and unexpectedly, they force businesses and households to adjust their use of 

petroleum products more rapidly than if the same price increase occurred gradually. Rapid 

substitutions between energy and other inputs, changes in their production levels, and 

adjustments to prices are costly and disruptive for businesses to make, while sudden changes in 

energy prices and use are also difficult for households to adapt to quickly or smoothly. The need 

to make rapid adjustments in petroleum use can also temporarily reduce economic output below 

the level that will ultimately be reached once the U.S. economy adapts completely to higher 

prices for petroleum products.   

Because interruptions in oil supplies and sudden increases in petroleum prices are both uncertain 

prospects, the costs of the disruptions they can cause must be weighted or adjusted by the 

probability that they will occur and their potential duration. The “expected value” of these 

disruption costs, which combines the probabilities that price increases of different magnitudes 

and durations will occur during some future period with the costs of reduced U.S. economic 

output and abrupt adjustments to sharply higher petroleum prices, is the appropriate measure of 

                                                 
609

 See, e.g., Bohi, D. R. & W. David Montgomery (1982), Oil Prices, Energy Security, and Import Policy 

Washington, D.C. - Resources for the Future, Johns Hopkins University Press; Bohi, D. R., & M. A. Toman (1993), 

“Energy and Security - Externalities and Policies,” Energy Policy 21:1093-1109; and Toman, M. A. (1993). “The 

Economics of Energy Security - Theory, Evidence, Policy,” in A. V. Kneese and J. L. Sweeney, eds. (1993), 

Handbook of Natural Resource and Energy Economics, Vol. III, Amsterdam - North-Holland, pp. 1167-1218. 
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their value. Any change in their expected value that can be traced to higher U.S. fuel 

consumption and petroleum demand stemming from this proposed action to establish less 

demanding fuel economy standards should be counted among its external or social costs.   

Businesses and households can use a variety of mechanisms, including making purchases or 

sales in oil futures markets, adopting energy conservation measures, and installing technologies 

that permit rapid fuel switching to “insure” against higher petroleum prices and reduce their costs 

for adjusting to sudden price increases. Coupled with continued improvements in the efficiency 

of energy use throughout the economy, growing reliance on such measures has probably reduced 

the potential costs of oil price shocks to the U.S. economy, making them a significantly less 

important economic threat than estimated by studies conducted in the wake of oil supply 

disruptions that occurred during the 1970s.  

There is considerable debate about the magnitude and continued relevance of potential economic 

damages from sudden increases in petroleum prices in the current situation, where the petroleum 

intensity of the U.S economy has declined considerably and global oil prices are dramatically 

lower than when analysis first identified them, and the nation has become nearly self-sufficient 

in petroleum supply. Some recent analysis asserts that potential macroeconomic costs of sudden 

increases in oil prices price now likely to be small; for example, the National Research Council 

(2009) argued that non-environmental externalities associated with dependence on foreign oil are 

small, and perhaps trivial.
610

 Recent research by Nordhaus and by Blanchard & Gali also 

questioned how harmful to the economy recent oil price shocks have been, noting that the U.S. 

economy actually expanded immediately after the most recent oil price shocks and that there was 

little evidence of higher energy prices being passed through to higher wages or prices.
611

  

At the same time, the implications of the U.S. shale oil revolution are now being felt in the 

international markets, with current prices at their lowest levels in nearly a decade. Many analysts 

attribute this situation partly to the significant increase in global supply resulting from expanded 

                                                 
610

 National Research Council, Hidden Costs of Energy - Unpriced Consequences of Energy Production and Use, 

National Academy of Sciences, Washington, D.C., 2009. 
611

 Nordhaus argues that one reason for this is that monetary policy has become more accommodating to the price 

impacts of oil shocks, while another is that U.S. consumers may simply have decided that such movements are 

temporary and do not appear to be passed on as inflationary price increases in other parts of the economy.  He also 

notes that changes in productivity in response to recent oil price increases are have been extremely modest, 

observing that “… energy-price changes have no effect on multifactor productivity and very little effect on labor 

productivity.” (p. 19) Blanchard and Gali (2010) contend that improvements in monetary policy, more flexible labor 

markets, and the declining energy intensity of the U.S. economy (combined with an absence of concurrent shocks to 

the economy from other sources) lessened the impact of oil price shocks after 1980.  They find that “… the effects 

of oil price shocks have changed over time, with steadily smaller effects on prices and wages, as well as on output 

and employment...The message…is thus optimistic in that it suggests a transformation in U.S. institutions has 

inoculated the economy against the responses that we saw in the past.” (p. 414) See William Nordhaus, “Who’s 

Afraid of a Big Bad Oil Shock?” http://aida.econ.yale.edu/~nordhaus/homepage/Big_Bad_Oil_Shock_Meeting.pdf), 

and Blanchard, Olivier and Jordi Gali, J., “The Macroeconomic Effects of Oil price Shocks - Why are the 2000s so 

Different from the 1970s?,” in Gali, Jordi and Mark Gertler, M., eds., The International Dimensions of Monetary 

Policy, University of Chicago Press, February 2010, pp. 373-421 (http://www.nber.org/chapters/c0517.pdf). 

http://aida.econ.yale.edu/~nordhaus/homepage/Big_Bad_Oil_Shock_Meeting.pdf
http://www.nber.org/chapters/c0517.pdf
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U.S. production, which has put its petroleum output on par with that of Saudi Arabia. It may also 

owe partly to sustained reductions in U.S. consumption and global demand resulting from energy 

efficiency measures and previously high oil prices. The resulting decline in U.S. petroleum 

imports – to approximately 20% of domestic consumption in 2017 – permits U.S. supply to act 

as a buffer against artificial or natural restrictions on global petroleum supplies (the latter due to 

military conflicts or natural disasters, for example). In addition, the speed and relatively low 

incremental cost with which U.S. oil production has increased suggests that both the magnitude 

and (especially) the duration of future oil price shocks may be capped, because U.S. production 

offers the potential for a large and relatively swift supply response. 

Other research, however, emphasizes the continued threat to the U.S. economy posed by the 

potential for sudden increases in global petroleum prices.
612

 For example, Ramey and Vine 

(2010) note “…remarkable stability in the response of aggregate real variables to oil shocks once 

we account for the extra costs imposed on the economy in the 1970s by price controls and a 

complex system of entitlements that led to some rationing and shortages.”
613

 Another recent 

study found that while the effects of sudden oil price increases have become smaller over time, 

the declining sensitivity of petroleum demand to prices means that any future disruptions to oil 

supplies will have larger effects on petroleum prices, so that on balance their economic impact is 

likely to remain significant.
614

  

Some recent research on oil price shocks has emphasized that their macroeconomic impacts can 

differ depending on whether they are caused by sudden interruptions in supply or by surges in 

petroleum demand. Most recent analyses have confirmed that increases in oil prices driven by 

surges in demand tend to have positive effects on an economy while those caused by 

interruptions in supply still have negative economic impacts, and that the impacts of either can 

differ between nations that import oil and those that are exporters.
615

 Another recent study noted 

                                                 
612

 Hamilton (2012) reviewed the empirical literature on oil shocks and concluded that its findings are mixed, noting 

that some recent research (e.g., Rasmussen and Roitman, 2011) finds either less evidence for significant economic 

effects of oil price shocks or declining effects (Blanchard and Gali 2010), while other research finds evidence of 

their continuing economic importance. See Hamilton, J. D., “Oil Prices, Exhaustible Resources, and Economic 

Growth,” in Handbook of Energy and Climate Change 

(http://econweb.ucsd.edu/~jhamilto/handbook_climate.pdfhttp://econweb.ucsd.edu/~jhamilto/handbook_climate.pdf

). 
613

 Ramey, V. A., & Vine, D. J. “Oil, Automobiles, and the U.S. Economy - How Much have Things Really 

Changed?” National Bureau of Economic Research Working Paper 16067, June 2010. 

(http://www.nber.org/papers/w16067.pdf).  
614

 Baumeister, C. and G. Peersman (2012), “The role of time-varying price elasticities in accounting for volatility 

changes in the crude oil market,” Journal of Applied Econometrics 28 no. 7, November/December 2013, pp.1087-

1109. 
615

   Baumeister, C., G. Peersman and I. Van Robays (2010): The economic consequences of oil shocks: di§erences 

across countries and time, in Fry, R., C. Jones and C. Kent (eds.), Inflation in an Era of Relative Price Shocks, 

Sydney, Reserve bank of Australia: 91-137; and Paul Cashin, Kamiar Mohaddes, Maziar Raissi, and Mehdi Raissi, 

“The Differential Effects of Oil Demand and Supply Shocks on the Global Economy,” International Monetary Fund 

Working Paper WP/12/253, 2012 (http://www.imf.org/external/pubs/ft/wp/2012/wp12253.pdf).  

http://econweb.ucsd.edu/~jhamilto/handbook_climate.pdfhttp:/econweb.ucsd.edu/~jhamilto/handbook_climate.pdf
http://econweb.ucsd.edu/~jhamilto/handbook_climate.pdfhttp:/econweb.ucsd.edu/~jhamilto/handbook_climate.pdf
http://www.nber.org/papers/w16067.pdf
http://www.imf.org/external/pubs/ft/wp/2012/wp12253.pdf
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that rapid price increases extending beyond the range of recent experience appear to have larger 

macroeconomic effects than do price spikes that remain within the range of experience.
616

  

Despite this considerable uncertainty about the likely magnitude and importance of sudden future 

increases in oil prices, their occurrence could still impose significant costs on the U.S. economy. 

Thus, in this analysis, any increase in the expected value of these economic costs that results 

from higher U.S. fuel and petroleum demand represents an additional cost of this proposed action 

to reduce CAFE and CO2 standards, beyond the direct cost for increased purchases of petroleum 

products. Consumers of petroleum products are unlikely to consider their contributions to these 

costs when deciding how much energy to consume, however, because they will be distributed 

widely throughout the economy and fall partly on other businesses and households. Thus they 

represent an external (or “social”) cost that users of petroleum energy such as transportation fuel 

are unlikely to recognize, and the analysis includes the estimated increase in these costs among 

of the social costs stemming from their proposed action.  

Although the vulnerability of the U.S. economy to oil price shocks is widely believed to depend 

on total petroleum consumption rather than on the level of oil imports, variation in U.S. oil 

imports may itself have some effect on the frequency, size, or duration of sudden oil price 

increases. If so, the expected value of the resulting economic costs will also depend partly on the 

fraction of U.S. petroleum use that is supplied by imports. While total U.S. petroleum 

consumption is the primary determinant of potential economic costs to the nation from rapid 

increases in oil prices, the estimate of these costs that have been relied upon on in past regulatory 

analyses – and in this analysis – is expressed per unit (barrel) of imported oil.  

Table 8-25 reports the per-gallon estimates of external costs from potential oil price shocks used 

in this analysis to estimate the increase in the total value of these costs that is likely to result 

from this proposed action. These values are identical to those used in the recent Draft TAR and 

in the previous analysis of CAFE and GHG standards for model years 2017-2025, except that 

they have been updated to reflect 2016 prices for this analysis.  They depend in part on projected 

future oil prices, U.S. petroleum consumption and imports, and the total value of petroleum 

purchases in relation to U.S. economic output (as measured by Gross Domestic Product). Since 

values were last updated by the agencies for the prior actions mentioned above, all of these 

factors have evolved in directions that would reduce them, so the figures in Table 8-16 are likely 

to overestimate the increase in expected costs to the U.S. economy from potential oil price 

shocks calculated in this analysis, perhaps significantly.
617,618

  

                                                 
616

 Kilian & Vigfusson (2014). [Reference Forthcoming] Lutz Kilian and Robert J. Vigfusson, “The Role of Oil 

Price Shocks in Causing U.S. Recessions,” Board of Governors of the Federal Reserve System International Finance 

Discussion Paper Number 1114, August 2014 (https://www.federalreserve.gov/pubs/ifdp/2014/1114/ifdp1114.pdf).  
617

 Specifically, the global petroleum prices projected in EIA’s Annual Energy Outlook 2018 Reference Case range 

from 33-57% below those used to develop the estimates reported in Table 8-16. U.S. petroleum consumption and 

imports are now projected to be 3-8% and 20-27% lower than the forecast values used to construct the estimates in 

 

https://www.federalreserve.gov/pubs/ifdp/2014/1114/ifdp1114.pdf
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Table 8-25 - Change in Expected Cost of Petroleum Price Shocks from Increased Fuel 

Consumption (2016$ per gallon) 

 

Applying these estimates requires an estimation of any increase in U.S. oil imports that is likely 

to result from the higher level of fuel consumption anticipated to occur as a result of this 

proposed action. This is done by using the Energy Information Administration’s National Energy 

Modeling System (NEMS) to simulate the incremental effects on U.S. petroleum consumption 

and imports of imposing the previously adopted CAFE standards for model years 2012-2021, 

and expressing the resulting change in imports as a percentage of the change in total U.S. 

petroleum consumption. This percentage ranges from 53% to 92% over the period from 2018 

through 2050 – the same period spanned by this analysis, and averages 75% over that period. 

Hence it is assumed that 75% of the increase in fuel consumption resulting from lower CAFE 

and CO2 emissions standards will be reflected in increased U.S. imports.  

8.12.3 Potential Effects of Fuel Consumption and Petroleum Imports on U.S. Military 

Spending  

A third potential effect of increasing U.S. demand for petroleum is an increase in U.S. military 

spending to secure the supply of oil imports from potentially unstable regions of the world and 

protect against their interruption. If the increase in fuel consumption that results from reducing 

CAFE and CO2 standards leads to higher military spending to protect oil supplies, this might 

represent an additional external or social cost of the agencies’ proposal.  Some analysts also 

argue that increased costs to maintain the U.S. Strategic Petroleum Reserve (SPR) are another 

external cost of increased U.S. petroleum use, because it is intended to cushion the U.S. economy 

against disruptions in the supply of imported oil or sudden increases in the global price of oil. 

                                                                                                                                                             
the table. Finally, total petroleum expenditures are now projected to average 1.5-2.4% of U.S. GDP, in contrast to 

the 3.8-4.0% shares reflected in the values reported in Table 7-16. Each of these differences suggests that the values 

in Table 8-16 overstate the current magnitude of potential costs to the U.S. economy from the risk of petroleum 

price shocks, and together they suggest that this overstatement may be significant.  
618

 The costs reported in Table 8-16 also depend on the probabilities or expected frequencies of supply interruptions 

or sudden price shocks of different sizes and durations. A recent (2016) reassessment of the probabilities on which 

these estimates are based (which were developed in 2005) concluded that they had not changed significantly 2005, 

so the values in the table would not have changed for this reason; see Beccue, Phillip C. and Hillard G. Huntington, 

An Updated Assessment of Oil Market Disruption Risks - Final Report EMF SR 10, Stanford University Energy 

Modeling Forum, February 5, 2016 (https://emf.stanford.edu/publications/emf-sr-10-updated-assessment-oil-market-

disruption-risks).  

Year Low Middle High

2021 $0.065 $0.142 $0.232

2025 $0.074 $0.159 $0.258

2030 $0.086 $0.183 $0.296

2035 $0.101 $0.214 $0.343

2040 $0.115 $0.243 $0.389

2050 $0.115 $0.243 $0.389

https://emf.stanford.edu/publications/emf-sr-10-updated-assessment-oil-market-disruption-risks
https://emf.stanford.edu/publications/emf-sr-10-updated-assessment-oil-market-disruption-risks
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Eliminating petroleum imports entirely might permit the nation to scale back its military 

presence in oil-supplying regions of the globe, but there is little evidence that U.S. military 

activity and spending in those regions have varied over history in response to fluctuations in the 

nation’s oil imports, or are likely to do so over the future period spanned by this analysis. Figure 

8-43 shows that military spending as a share of total U.S. economic activity has gradually 

declined over the past several decades, and that any temporary – although occasionally major – 

reversals of this longer-term decline have been closely associated with U.S. foreign policy 

initiatives or overseas wars. 

 

Figure 8-43 - Historical Variation in U.S. Military Spending (% of U.S. Gross Domestic 

Product) 

Figure 8-44 superimposes U.S. petroleum consumption and imports on the history of military 

spending shown in the previous figure. Doing so shows that the value of both the nation’s total 

petroleum purchases and its imports of foreign oil – again measured relative total economic 

output – actually rose throughout most of this period, even as military spending declined. This 

history suggests that U.S. military activities – even in regions of the world that have historically 

represented vital sources of oil imports – serve a broader range of security and foreign policy 

objectives than protecting oil supplies. 



 

1075 

 

 

Figure 8-44 - Historical Variation in U.S. Military Spending in Relation to U.S. Petroleum 

Consumption and Imports (% of U.S. Gross Domestic product) 

Further, no record could be found of the U.S. government attempting to calibrate U.S. military 

expenditures, force levels, or deployments to any measure of the nation’s petroleum use and the 

fraction supplied by imports, or to an assessment of the potential economic consequences of 

hostilities in oil-supplying regions of the world that could disrupt the global market.
619

 Instead, 

changes in U.S. force levels, deployments, and spending in such regions appear to have been 

                                                 
619

 Crane et al. (2009) analyzed reductions in U.S. forces and associated cost savings that could be achieved if oil 

security were no longer a consideration in military planning, and disagree with this assessment. After reviewing 

recent allocations of budget resources they concluded that “…the United States does include the security of oil 

supplies and global transit of oil as a prominent element in its force planning” (p. ??; emphasis added). Nevertheless, 

their detailed analysis of individual budget categories estimated that even eliminating the protection of foreign oil 

supplies completely as a military mission would reduce the current U.S. defense budget by approximately 12-15%. 

See Crane, K., A. Goldthau, M. Toman, T. Light, S. E. Johnson, A. Nader, A. Rabasa, & H. Dogo, Imported Oil and 

U.S. National Security., Santa Monica, CA, The RAND Corporation, 2009 

(https://www.rand.org/pubs/monographs/MG838.html).  

https://www.rand.org/pubs/monographs/MG838.html
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governed by purposeful foreign policy initiatives, unforeseen political events, and emerging 

security threats, rather than by shifts in U.S. oil consumption or imports.
620

  

In short, total U.S. military spending has not varied in any pattern that would imply protecting 

U.S. oil imports is an important motivation, so it is reasonable to conclude that U.S. military 

activity and expenditures are unlikely to be affected by even relatively large changes in 

consumption of petroleum-derived fuels by light duty vehicles. Certainly, the historical record 

offers no suggestion that U.S. military spending is likely to adjust significantly in response to the 

increase in domestic petroleum use that would result from reducing CAFE and CO2 standards. 

Nevertheless, it is possible that more detailed analysis of military spending might identify some 

relationship to historical variation in U.S. petroleum consumption or imports. A number of recent 

studies have attempted to isolate the fraction of total U.S. military spending that is attributable to 

protecting overseas oil supplies.
621

 Their extensive efforts to isolate components of military 

spending that can be reliably attributed to this objective have produced varying estimates of how 

much it might be reduced if the U.S. no longer had any strategic interest in protecting global oil 

supplies. However, none has identified an estimate of spending that is likely to vary 

incrementally in response to changes in U.S. petroleum consumption or imports.  

Nor has any of these studies has tracked changes in spending that can be attributed to protecting 

U.S. interests in foreign oil supplies over a prolonged period, so they have been unable to 

examine whether their estimates of such spending vary in response to fluctuations in domestic 

                                                 
620

 Crane et al. (2009) also acknowledge the difficulty of reliably allocating U.S. military spending by specific 

mission or objective, such as protecting foreign oil supplies. Moore et al. (1997) conclude that protecting oil 

supplies cannot be distinguished reliably from other strategic objectives of U.S. military activity, so that no clearly 

separable component of military spending to protect oil flows can be identified, and its value is likely to be near 

zero. Similarly, the U.S. Council on Foreign Relations (2015) takes the view that significant foreign policy missions 

will remain over the foreseeable future even without any imperative to secure petroleum imports. A dissenting view 

is that of Stern (2010), who argues that other policy concerns in the Persian Gulf derive from U.S. interests in 

securing oil supplies, or from other nations’ reactions to U.S. policies that attempt to protect its oil supplies. See 

Crane, K., A. Goldthau, M. Toman, T. Light, S.E. Johnson, A. Nader, A. Rabasa, and H. Dogo, Imported Oil and 

U.S. National Security., Santa Monica, CA, The RAND Corporation, 2009 

(https://www.rand.org/pubs/monographs/MG838.html); Moore, John L., E.J. Carl, C. Behrens, and John E. 

Blodgett, “Oil Imports - An Overview and Update of Economic and Security Effects,” Congressional Research 

Service,  Environment and Natural Resources Policy Division, Report 98, No. 1 (1997), pp. 1-14; Council on 

Foreign Relations, “Automobile Fuel Economy Standards in a Lower-Oil-Price World”, November 2015; and Stern, 

Roger J. “United States cost of military force projection in the Persian Gulf, 1976–2007,” Energy Policy 38, no. 6 

(June 2010), pp. 2816-2825 (https://www.sciencedirect.com/science/article/pii/S0301421510000194?via%3Dihub).  
621

 These include Copulos, M R. “America’s Achilles Heel - The Hidden Costs of Imported Oil,” Alexandria VA - 

The National Defense Council Foundation, September 2003 - 1-153 

(http://ndcf.dyndns.org/ndcf/energy/NDCFHiddenCostsofImported_Oil.pdf); Copulos, M  R. “The Hidden Cost of 

Imported Oil--An Update.” The National Defense Council Foundation, 2007 

(http://ndcf.dyndns.org/ndcf/energy/NDCF_Hidden_Cost_2006_summary_paper.pdf); Delucchi, Mark A. & James 

J. Murphy. “US military expenditures to protect the use of Persian Gulf oil for motor vehicles,” Energy Policy 36, 

no. 6 (June 2008), pp. 2253-2264; and National Research Council Committee on Transitions to Alternative Vehicles 

and Fuels, Transitions to Alternative Vehicles and Fuels, 2013. 

https://www.rand.org/pubs/monographs/MG838.html
https://www.sciencedirect.com/science/article/pii/S0301421510000194?via%3Dihub
http://ndcf.dyndns.org/ndcf/energy/NDCFHiddenCostsofImported_Oil.pdf
http://ndcf.dyndns.org/ndcf/energy/NDCF_Hidden_Cost_2006_summary_paper.pdf
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petroleum consumption or imports. A more plausible interpretation of this research is probably 

that U.S. military commitments in the Persian Gulf and other oil-producing regions of the world 

are a contribution to worldwide economic and political stability, and insofar as the costs of these 

commitments are attributable to petroleum use it is to oil consumption throughout the world, 

rather than simply U.S. oil consumption or imports. 

In addition, as discussed previously, the U.S. is rapidly approaching self-sufficiency in petroleum 

supply, as domestic production is projected to overtake U.S. consumption of fuel and other 

products refined from petroleum within the next decade.
622

 Once it reaches that situation, 

attributing any fraction of remaining military spending to protecting foreign sources of petroleum 

supply will be logically as well as analytically challenging. Any argument that military spending 

might vary in response to increases in U.S. petroleum demand resulting from this proposed 

action is also likely to become less persuasive.  

Thus it seems unlikely either that U.S. petroleum imports will increase as a consequence of 

reducing CAFE and CO2 standards for light-duty vehicles, or that military spending would rise in 

response to any increase in U.S. imports that did result from this proposed action. As a 

consequence, the analysis of alternative CAFE and CO2 emission standards for future model 

years applies no increase in government spending to support U.S. military activities as a potential 

cost of allowing new cars and light trucks to achieve lower fuel economy and thus increasing 

domestic petroleum use.  

Similarly, while the ideal size of the Strategic Petroleum Reserve from the standpoint of its 

potential stabilizing influence on global oil prices may be related to the level of U.S. petroleum 

consumption or imports, its actual size has not appeared to vary in response to either of those 

measures. While the budgetary costs for maintaining the SPR are thus similar to U.S. military 

spending in that they are not reflected in the market price for oil (and thus do not enter 

consumers’ decisions about how much to use), they do not appear to have varied in response to 

changes in domestic petroleum consumption or imports.  

As a consequence, the analysis does not include any potential increase in the cost to maintain a 

larger SPR among the external or social costs of the increase in gasoline and petroleum 

consumption likely to result from reducing future CAFE and CO2 standards. This view concurs 

with the conclusions of most recent studies of military-related costs to protect U.S. oil imports, 

which generally conclude that savings in military spending are unlikely to result from 

incremental reductions in U.S. consumption of petroleum products on the scale of those that 

would resulting from adopting higher CAFE or CO2 standards.  

                                                 
622

 U.S. Energy Information Administration, Annual Energy Outlook 2017 Reference Case 

(https://www.eia.gov/outlooks/aeo/tables_ref.php), Table 11.  

https://www.eia.gov/outlooks/aeo/tables_ref.php
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8.13 Discounting Future Costs and Benefits 

Reductions in costs for producing new cars and light trucks enabled by the proposed action will 

initially be experienced by vehicle manufacturers.  These cost savings may enable them to take 

advantage of opportunities to invest in improving vehicle designs, building more efficient 

production facilities, or other initiatives. Alternatively, competitive pressures in the market for 

new vehicles may lead manufacturers to pass some these cost savings through to buyers in the 

form of lower selling prices for cars and light trucks. To the extent that this occurs, their buyers 

will have expanded opportunities for other consumption.  

OMB Circular A-4 directs federal agencies to discount future benefits and costs of proposed 

regulatory actions at seven-percent and three-percent rates that reflect foregone opportunities for 

business investmentand future consumption opportunities, respectively. As the previous analysis 

indicates, most or all of the cost savings resulting from their proposed action to revise CAFE and 

CO2 emission standards will likely ultimately be reflected in lower prices for new cars and light 

trucks. This implies that future cost savings (benefits) and foregone benefits (costs) anticipated to 

result from their action should be discounted using a 3% rate.  

Because there is some uncertainty about whether and how completely cost savings will be passed 

through to buyers rather than redeployed by manufacturers to other investment opportunities, 

however, a 7% rate may be more appropriate for discounting some future economic 

consequences of this action. To acknowledge this uncertainty, the results of discounting the 

anticipated future costs and benefits of this action are reported using both 3% and 7% rates, as 

requested by Circular A-4. Benefits and costs are discounted using both rates to their present 

values as of 2017, and are expressed in constant dollars reflecting the economy-wide price level 

of 2016.  

8.14 Reporting Benefits and Costs 

It is important to report the benefits and costs of this proposed action in a format that conveys 

useful information about how these impacts are generated, and also in a way that distinguishes its 

economic consequences for private businesses and households from its effects on the remainder 

of the U.S. economy. A reporting format will accomplish the first objective to the extent that it 

clarifies the benefits and costs of the proposed action’s impacts on car and light truck producers, 

illustrates how these are transmitted to buyers of new vehicles, shows the action’s collateral 

economic effects on owners of used cars and light trucks, and identifies how these impacts create 

costs and benefits for the remainder of the U.S. economy. It will achieve the second objective by 

showing clearly how the economy-wide or “social” benefits and costs of the agencies’ proposed 

action are composed of its direct effects on vehicle producers, buyers, and users, plus the indirect 

or “external” benefits and costs it creates for the general public.Table 8-26 through Table 8-29 
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 present the economic benefits and costs of the proposed action to reduce CAFE and CO2 

emissions standards for model years 2021-26 at 3 percent and 7 percent discount rates in a 

format that is intended to meet these objectives. Note that they include costs which are transfers 

between different economic actors—these will appear as both a cost and a benefit in equal 

amounts (to separate affected parties). Societal cost and benefit values shown elsewhere in this 

document do not show costs which are transfers for the sake of simplicity, but do report the same 

net societal costs and benefits. As it indicates, the proposed action first reduces costs to 

manufacturers for adding technology necessary to enable new cars and light trucks to comply 

with fuel economy and emission regulations (line 1). It may also reduce fine payments by 

manufacturers who would have failed to comply with the more demanding baseline standards. 

Manufacturers are assumed to transfer these cost savings on to buyers by charging lower prices 

(line 5); although this reduces their revenues (line 3), on balance, the reduction in compliance 

costs and lower sales revenue leaves them financially unaffected (line 4). 
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Table 8-26 - Benefits and Costs Resulting from the Proposed CAFE Standards 

(present values discounted at 3%) 

Line Affected Party Source Private Benefits and (Costs) Amount 

1 

Vehicle 

Manufacturers  

CAFE model 

Savings in technology costs to increase fuel 

economy 
$252.6  

2 Reduced fine payments for non-compliance $3.0  

3 assumed = -(1+2) Net loss in revenue from lower vehicle prices ($255.6) 

4 net = 1+2+3 Net benefits to manufacturers $0.0  

5 

New Vehicle 

Buyers 

assumed = 3 Lower purchase prices for new vehicles  $255.6  

6 

CAFE model 

Reduced injuries and fatalities from higher 

vehicle weight 
$2.4  

7 
Higher fuel costs from lower fuel economy 

(at retail prices)* 
($152.6) 

8 Inconvenience from more frequent refueling  ($8.5) 

9 Lost mobility benefits from reduced driving ($61.0) 

10 net = 5+6+7+8+9 Net benefits to new vehicle buyers $35.9  

11 
Used Vehicle 

Owners 
CAFE model 

Reduced costs for injuries and property 

damage costs from driving in used vehicles 
$88.3  

12 All Private Parties net = 4+10+11 Net private benefits $124.2  

  

Line Affected Party Source External Benefits and (Costs) Amount 

13 

Rest of U.S. 

Economy 

CAFE Model 

Increase in climate damages from added 

GHG Emissions** 
($4.3) 

14 
Increase in health damages from added 

emissions of air pollutants** 
($1.2) 

15 
Increase in economic externalities from 

added petroleum use** 
($10.9) 

16 Reduction in civil penalty revenue ($3.0) 

17 
Reduction in external costs from lower 

vehicle use*** 
$51.9  

18 Increase in Fuel Tax Revenues $19.7  

19 net = 13+14+15+16+17+18 Net external benefits $52.1  

  

Line Affected Party Source Economy-Wide Benefits and (Costs) Amount 

20 
Entire U.S. 

Economy 

total = 1+2+5+6+11+17+18 Total benefits $673.5  

21 total = 3+7+8+9+13+14+15+16 Total costs ($497.2) 

22 net = 20+21 (also =12+19) Net Benefits $176.3  

 *Value represents lost fuel savings from lowered fuel economy of MY's 2017-2029 and gained fuel savings from more quickly 

replacing MY's 1977 to 2029 with newer vehicles. 

**Value represents lost external benefits from lowered fuel economy of MY's 2017-2029 and lowered external 

costs from more quickly replacing MY's 1977 to 2029 with newer vehicles. 

 *** Value includes lower external costs from reducing rebound effect and any change in overall fleet usage from 

more quickly replacing MY's 1977 to 2029 with newer vehicles. 
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Table 8-27 - Benefits and Costs Resulting from the Proposed CAFE Standards 

(present values discounted at 7%) 

Line Affected Party Source Private Benefits and (Costs) Amount 

1 

Vehicle 

Manufacturers  

CAFE model 

Savings in technology costs to increase fuel 

economy 

$192.2  

2 Reduced fine payments for non-compliance $2.1  

3 assumed = -(1+2) Net loss in revenue from lower vehicle prices ($194.3) 

4 net = 1+2+3 Net benefits to manufacturers $0.0  

5 

New Vehicle 

Buyers 

assumed = 3 Lower purchase prices for new vehicles  $194.3  

6 

CAFE model 

Reduced injuries and fatalities from higher 

vehicle weight 

$1.3  

7 
Higher fuel costs from lower fuel economy (at 

retail prices)* 

($96.9) 

8 Inconvenience from more frequent refueling  ($5.4) 

9 Lost mobility benefits from reduced driving ($37.1) 

10 net = 5+6+7+8+9 Net benefits to new vehicle buyers $56.2  

11 
Used Vehicle 

Owners 
CAFE model 

Reduced costs for injuries and property damage 

costs from driving in used vehicles 

$45.9  

12 All Private Parties net = 4+10+11 Net private benefits $102.1  

  

Line Affected Party Source External Benefits and (Costs) Amount 

13 

Rest of U.S. 

Economy 

CAFE Model 

Increase in climate damages from added GHG 

Emissions** 

($2.7) 

14 
Increase in health damages from added 

emissions of air pollutants** 

($1.1) 

15 
Increase in economic externalities from added 

petroleum use** 

($6.9) 

16 Reduction in civil penalty revenue ($2.1) 

17 
Reduction in external costs from lower vehicle 

use*** 

$29.6  

18 Increase in Fuel Tax Revenues $12.7  

19 net = 13+14+15+16+17+18 Net external benefits $29.4  

  

Line Affected Party Source Economy-Wide Benefits and (Costs) Amount 

20 
Entire U.S. 

Economy 

total = 1+2+5+6+11+17+18 Total benefits $478.1  

21 total = 3+7+8+9+13+14+15+16 Total costs ($346.6) 

22 net = 20+21 (also =12+19) Net Benefits $131.5  

 *Value represents lost fuel savings from lowered fuel economy of MY's 2017-2029 and gained fuel savings from more quickly 

replacing MY's 1977 to 2029 with newer vehicles. 

**Value represents lost external benefits from lowered fuel economy of MY's 2017-2029 and lowered external costs 

from more quickly replacing MY's 1977 to 2029 with newer vehicles. 

 *** Value includes lower external costs from reducing rebound effect and any change in overall fleet usage from 

more quickly replacing MY's 1977 to 2029 with newer vehicles. 
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Table 8-28 - Benefits and Costs Resulting from the Proposed GHG Standards 

(present values discounted at 3%) 

Line Affected Party Source Private Benefits and (Costs) Amount 

1 

Vehicle 

Manufacturers  

CAFE model 

Savings in technology costs to increase fuel 

economy 
$259.8  

2 Reduced fine payments for non-compliance $0.0  

3 assumed = -(1+2) Net loss in revenue from lower vehicle prices ($259.8) 

4 net = 1+2+3 Net benefits to manufacturers $0.0  

5 

New Vehicle 

Buyers 

assumed = 3 Lower purchase prices for new vehicles  $259.8  

6 

CAFE model 

Reduced injuries and fatalities from higher 

vehicle weight 
$7.5  

7 
Higher fuel costs from lower fuel economy (at 

retail prices)* 
($165.2) 

8 Inconvenience from more frequent refueling  ($9.4) 

9 Lost mobility benefits from reduced driving ($69.5) 

10 net = 5+6+7+8+9 Net benefits to new vehicle buyers $23.2  

11 
Used Vehicle 

Owners 
CAFE model 

Reduced costs for injuries and property damage 

costs from driving in used vehicles 
$111.0  

12 All Private Parties net = 4+10+11 Net private benefits $134.2  

  

Line Affected Party Source External Benefits and (Costs) Amount 

13 

Rest of U.S. 

Economy 

CAFE Model 

Increase in climate damages from added GHG 

Emissions** 
($4.7) 

14 
Increase in health damages from added 

emissions of air pollutants** 
($0.8) 

15 
Increase in economic externalities from added 

petroleum use** 
($11.9) 

16 Reduction in civil penalty revenue $0.0  

17 
Reduction in external costs from lower vehicle 

use*** 
$62.4  

18 Increase in Fuel Tax Revenues $21.5  

19 net = 13+14+15+16+17+18 Net external benefits $66.5  

  

Line Affected Party Source Economy-Wide Benefits and (Costs) Amount 

20 
Entire U.S. 

Economy 

total = 1+2+5+6+11+17+18 Total benefits $722.0  

21 total = 3+7+8+9+13+14+15+16 Total costs ($521.3) 

22 net = 20+21 (also =12+19) Net Benefits $200.7  

 *Value represents lost fuel savings from lowered fuel economy of MY's 2017-2029 and gained fuel savings from more quickly 

replacing MY's 1977 to 2029 with newer vehicles. 

**Value represents lost external benefits from lowered fuel economy of MY's 2017-2029 and lowered external costs 

from more quickly replacing MY's 1977 to 2029 with newer vehicles. 

 *** Value includes lower external costs from reducing rebound effect and any change in overall fleet usage from 

more quickly replacing MY's 1977 to 2029 with newer vehicles. 
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Table 8-29 - Benefits and Costs Resulting from the Proposed GHG Standards 

(present values discounted at 7%) 

Line Affected Party Source Private Benefits and (Costs) Amount 

1 

Vehicle 

Manufacturers  

CAFE model 

Savings in technology costs to increase fuel 

economy 
$195.6  

2 Reduced fine payments for non-compliance $0.0  

3 assumed = -(1+2) Net loss in revenue from lower vehicle prices ($195.6) 

4 net = 1+2+3 Net benefits to manufacturers $0.0  

5 

New Vehicle 

Buyers 

assumed = 3 Lower purchase prices for new vehicles  $195.6  

6 

CAFE model 

Reduced injuries and fatalities from higher 

vehicle weight 
$4.4  

7 
Higher fuel costs from lower fuel economy (at 

retail prices)* 
($105.3) 

8 Inconvenience from more frequent refueling  ($6.0) 

9 Lost mobility benefits from reduced driving ($42.0) 

10 net = 5+6+7+8+9 Net benefits to new vehicle buyers $46.7  

11 
Used Vehicle 

Owners 
CAFE model 

Reduced costs for injuries and property damage 

costs from driving in used vehicles 
$56.7  

12 All Private Parties net = 4+10+11 Net private benefits $103.4  

  

Line Affected Party Source External Benefits and (Costs) Amount 

13 

Rest of U.S. 

Economy 

CAFE Model 

Increase in climate damages from added GHG 

Emissions** 
($3.0) 

14 
Increase in health damages from added 

emissions of air pollutants** 
($1.0) 

15 
Increase in economic externalities from added 

petroleum use** 
($7.6) 

16 Reduction in civil penalty revenue $0.0  

17 
Reduction in external costs from lower vehicle 

use*** 
$35.0  

18 Increase in Fuel Tax Revenues $13.8  

19 net = 13+14+15+16+17+18 Net external benefits $37.2  

  

Line Affected Party Source Economy-Wide Benefits and (Costs) Amount 

20 
Entire U.S. 

Economy 

total = 1+2+5+6+11+17+18 Total benefits $501.1  

21 total = 3+7+8+9+13+14+15+16 Total costs ($360.5) 

22 net = 20+21 (also =12+19) Net Benefits $140.6  

 *Value represents lost fuel savings from lowered fuel economy of MY's 2017-2029 and gained fuel savings from more quickly 

replacing MY's 1977 to 2029 with newer vehicles. 

**Value represents lost external benefits from lowered fuel economy of MY's 2017-2029 and lowered external costs 

from more quickly replacing MY's 1977 to 2029 with newer vehicles. 

 *** Value includes lower external costs from reducing rebound effect and any change in overall fleet usage from 

more quickly replacing MY's 1977 to 2029 with newer vehicles. 
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As the tables show, most impacts of the proposed action will fall on private businesses and 

individuals, including manufacturers of cars and light trucks, buyers and subsequent owners of 

the new models they produce and sell, and owners of used cars and light trucks – that is, vehicles 

produced during model years prior to those covered by this action. Buyers of new cars and light 

trucks benefit from their lower purchase prices (line 5), and will also avoid the increased risks of 

being injured in crashes that would have resulted from manufacturers’ efforts to reduce the 

weight of new models to comply with the baseline standards (line 6). 

At the same time, new cars and light trucks will offer lower fuel economy with more lenient 

standards in place, and this imposes various costs on their buyers and users. Drivers will 

experience higher costs as a consequence of new vehicles’ increased fuel consumption (line 7), 

and from the added inconvenience of more frequent refueling stops required by their reduced 

driving range (line 8). They will also forego some mobility benefits as they use newly-purchased 

cars and light trucks less in response to their higher fuel costs, although much of this loss will be 

offset by savings in fuel and other costs as they drive less (the net loss is shown in line 9). On 

balance, buyers of new cars and light trucks produced during the model years for which this 

proposed action establishes less demanding fuel economy and GHG emission standards will 

experience significant economic benefits (line 10). 

By lowering prices for new cars and light trucks, this proposed action will cause some owners of 

used vehicles to retire them from service earlier than they would otherwise have done, and to 

replace them with new models. In effect, it will transfer some driving that would have been done 

in used cars and light trucks under the baseline scenario to newer and safer models, thus reducing 

costs for injuries (both fatal and less severe) and property damages sustained in motor vehicle 

crashes. This improvement in safety results from the fact that cars and light trucks have become 

progressively more protective in crashes over time (and also slightly less prone to certain types 

of crashes, such as rollovers). Thus shifting some travel from older to newer models reduces 

injuries and damages sustained by drivers and passengers because they are traveling in inherently 

safer vehicles, rather than because it changes the risk profiles of drivers themselves. This 

reduction in injury risks and other damage costs produces benefits to owners and drivers of older 

cars and light trucks (line 11). 

Table 8-26 through Table 8-29 also shows that the changes in fuel consumption and vehicle use 

resulting from the proposed action are estimated to generate both benefits and costs to the 

remainder of the U.S. economy. These impacts are “external,” in the sense that they are by-

products of decisions by private firms and individuals that alter vehicle use and fuel 

consumption, but are experienced broadly throughout the U.S. economy rather than by the firms 

and individuals who indirectly cause them. Increased refining and consumption of petroleum-

based fuel will increase emissions of carbon dioxide and other greenhouse gases that contribute 

to climate change, and some of the resulting increase in economic damages from future changes 

in the global climate will be borne throughout the U.S. economy (line 13). Similarly, added fuel 

production and use will increase emissions of more localized air pollutants (or their chemical 
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precursors), and the resulting increase in the U.S. population’s exposure to harmful levels of 

these pollutants will lead to higher costs from its adverse effects on health (line 14).  

As discussed in Chapter 8.12, increased consumption and imports of crude petroleum for 

refining higher volumes of gasoline and diesel will also impose external costs throughout the 

U.S. economy, in the form of potential losses in production and costs for businesses and 

households to adjust rapidly to sudden changes in energy prices (line 15 of the table). Reductions 

in driving by buyers of new cars and light trucks in response to their higher operating costs will 

also reduce the external costs associated with their contributions to traffic delays and noise levels 

in urban areas, and these additional benefits will be experienced throughout much of the U.S. 

economy (line 17). Finally, some of the higher fuel costs to buyers of new cars and light trucks 

will consist of increased fuel taxes; this increase in revenue will enable federal and state 

government agencies to provide higher levels of road capacity or maintenance, producing 

benefits for road users (line 18).  

On balance, Table 8-26 through Table 8-29, show that the proposal to establish less stringent 

CAFE and CO2 emission standards will produce significant economic benefits to the remainder 

of the U.S. economy, as the reduction in external costs imposed by vehicle use combines with 

higher fuel tax revenue to more than offset the increase in environmental and energy security 

externalities (line 19). Finally, the table also shows that combined benefits to vehicle 

manufacturers, buyers and users of cars and light trucks, and the general public (line 20) will 

significantly outweigh the combined economic costs they experience as a consequence of the 

agencies’ proposed action (line 21). As a consequence, the U.S. economy as a whole will 

experience large net economic benefits from the proposed action (line 22).  

The finding that this action to reduce the stringency of previously-established standards will 

create significant net economic benefits – when the agencies initially claimed that establishing 

those standards would also generate large economic benefits to vehicle buyers and others 

throughout the economy – is notable. Its contrast with that earlier finding is explained by the 

availability of updated information on the costs and effectiveness of technologies that will 

remain available to improve fuel economy in model years 2021 and beyond, the fleet-wide 

consequences for vehicle use, fuel consumption, and safety from requiring higher fuel economy 

(that is, considering these consequences for used cars and light trucks as well as new ones), and 

new estimates of some external costs of fuel and petroleum use.  

8.15 How Widespread Would Benefits from Lower Standards Be? 

The estimates of benefits and costs from the proposed action are based on the expected lifetimes 

and average annual usage of cars and light trucks, but both the actual lifetimes and annual use 

number of individual vehicles vary widely around these expected or average values. This means 

that not all buyers of new cars and light trucks will benefit on balance from the combination of 
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the expected reduction in new vehicles’ sales prices and the increase in their lifetime fuel costs 

due to their lower fuel economy, even if buyers do so on average.  

Few buyers (and subsequent owners) drive their cars or light trucks enough that the fuel savings 

from higher fuel economy levels required by the baseline standards would have repaid the higher 

purchase prices they initially paid. These buyers will be worse off under the proposed alternative 

standards, because the savings from their lower purchase prices will not be enough to offset the 

higher fuel costs they will pay over their vehicles’ lifetimes. In contrast, buyers who do not drive 

enough for the savings in fuel costs with the baseline standards in effect to repay the higher 

purchase prices for new cars and light trucks under those standards will be better off financially 

under the reduced standards the agencies are proposing to adopt.  

Table 8-30 uses the estimates of price reductions and changes in fuel economy for new cars and 

light trucks from replacing the baseline standards with the preferred alternative standards to 

calculate the number of miles new cars and light trucks would need to be driven for their higher 

lifetime fuel costs to offset buyers’ savings in their initial purchase prices. These mileage 

estimates differ between cars and light trucks because the changes in their purchase prices and 

fuel economy levels differ, and they also vary slightly among model years because of the 

differing fuel prices vehicles from each model year will face over their lifetimes.  
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Table 8-30 - Mileage Required for Higher Fuel Costs to Offset Savings in Purchase Prices 

of New Cars and Light Trucks 

 

As the table shows, cars would need to be driven 150-160,000 miles for higher fuel costs to 

offset buyers’ savings in their initial purchase prices, while light trucks would need to be driven 

somewhat less (128-130,000 miles). Because buyers discount future fuel savings, the discounted 

mileage they expect to accumulate over future years would need to exceed these thresholds for 

the present value of higher lifetime fuel costs to offset the savings in purchase prices. 

Conversely, buyers of new cars and light trucks who expect to drive less than these thresholds – 

again, discounting miles that will be driven in future years – will save more on their initial 

purchases than they will pay in higher lifetime fuel costs.  

There is some uncertainty in converting the lifetime mileage thresholds derived in Table 8-30 to 

average yearly miles over vehicles’ lifetimes, it is unknown whether vehicles are driven a 

constant number of miles each year or their use declines gradually throughout their lifetimes; 

presumably, each of these patterns occurs to some extent.
623

 Because the pattern of a vehicle’s 

                                                 
623

 Either of these (or any combination of them) would produce the observed fleet-wide distribution of annual car 

and light truck use by age, which shows average use for new vehicles in the range of 15-17,000 miles and annual use 

declining in an S-shaped pattern with increasing age.  

Price 

Reduction

Baseline 

MPG

Preferred 

Alternative 

MPG

MPG 

Reduction

Average 

Fuel 

Price

Increase 

in Fuel 

Cost per 

Mile

Breakeven 

Miles

2021 $801 46.4 43.6 2.7 $3.13 $0.005 153,000

2022 $1,034 47.7 44.2 3.5 $3.16 $0.007 156,000

2023 $1,236 48.7 44.5 4.2 $3.18 $0.008 161,000

2024 $1,323 49.2 44.6 4.6 $3.20 $0.008 158,000

2025 $1,474 50.0 44.8 5.2 $3.22 $0.009 156,000

2026 $1,572 50.7 45.1 5.7 $3.25 $0.010 156,000

2027 $1,605 51.1 45.2 6.0 $3.26 $0.011 152,000

2028 $1,633 51.4 45.2 6.2 $3.28 $0.011 149,000

Price 

Reduction

Baseline 

MPG

Preferred 

Alternative 

MPG

MPG 

Reduction

Average 

Fuel 

Price

Increase 

in Fuel 

Cost per 

Mile

Breakeven 

Miles

2021 $1,402 34.6 31.7 2.9 $3.13 $0.010 136,000

2022 $1,547 35.2 32.0 3.2 $3.16 $0.011 137,000

2023 $1,645 35.6 32.1 3.5 $3.18 $0.012 135,000

2024 $1,750 36.0 32.2 3.8 $3.20 $0.013 133,000

2025 $1,807 36.3 32.3 4.0 $3.22 $0.014 131,000

2026 $2,002 37.0 32.5 4.6 $3.25 $0.015 130,000

2027 $2,062 37.3 32.6 4.7 $3.26 $0.016 130,000

2028 $2,133 37.6 32.6 5.0 $3.28 $0.017 128,000

Light Trucks

Cars

Model 

Year

Model 

Year
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use as it ages affects the discounted value of the total mileage and fuel costs it accumulates over 

its lifetime, different assumptions about the pattern of use produce slightly different estimates of 

average annual mileage and discounted fuel costs. The assumption that annual use of cars and 

light trucks declines gradually with increasing age produces slightly lower estimates of the 

annual mileage they must be driven for their higher fuel costs to offset the savings in their 

purchase prices, while assuming that they are driven the same number of miles each year 

throughout their lifetimes produces slightly higher estimates of their annual “breakeven” 

mileage.
624

  

Figure 8-45 and Figure 8-46 display the distributions of average annual use of cars and light 

trucks of all ages owned and leased by U.S. households during 2017.
625

 As these figures show, 

the median number of miles cars are driven is approximately 9,100, while median annual use of 

light trucks is slightly higher – approximately 9,900 miles.  Figure 7-43 also displays the range 

of estimates of average annual mileage for cars corresponding to the “breakeven” mileage 

estimates derived in Table 8-30and shows how these compare to cars’ median actual use.  Figure 

8-46 shows the same comparison for household-owned light-duty trucks.  

                                                 
624

 These estimates assume that buyers (and subsequent owners) of new cars and light trucks discount future fuel 

costs using the average interest rate on 60-month new car loans from Finance Companies during 2017, reported in 

Federal Reserve Bank of The United States, Consumer Credit – G.19, April 6, 2018 

(https://www.federalreserve.gov/Releases/G19/Current/default.htm). 
625

 These distributions were tabulated from the vehicle file of the 2017 National Household Travel Survey conducted 

by the Federal Highway Administration; see https://nhts.ornl.gov/ Annual use is calculated from each vehicle’s 

odometer reading on the day the household was surveyed, divided by its age in years. 

https://www.federalreserve.gov/Releases/G19/Current/default.htm
https://nhts.ornl.gov/
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Figure 8-45 - Distribution of Average Annual Use of Household Automobiles 
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Figure 8-46 - Distribution of Average Annual Use of Household Light Trucks 

 

As these comparisons illustrate, the annual mileage above which the higher fuel costs resulting 

from the proposed action would offset new car buyers’ savings from lower purchase prices 

(estimated to be 14,200-15,400 miles per year) is well above cars’ median annual use. This 

means that most new-car buyers will be financially better off under the proposed more lenient 

standards than they would have been with the baseline standards remaining in effect, because 

they will save more from lower prices to purchase new cars than they will pay in additional fuel 

costs (with future fuel costs discounted to their present value). Specifically, about 85% of 

household-owned cars were driven less during 2017 than the average annual use necessary for 

higher fuel costs to offset purchase price savings, resulting in net financial savings for their 

owners.  

For light trucks, the level of annual use necessary for higher fuel costs to offset lower purchase 

prices is lower (10,800-12,800 miles) and much closer to median annual use of household-owned 

light trucks in 2017, although still above the latter. As a consequence, more than 70% of light 

truck owners would on balance experience cost savings from the combination of lower purchase 

prices and higher fuel costs anticipated to result from this action.  

Of course, a significant fraction – typically 15-20% of new vehicles are purchased by businesses 

for the use of their employees, rental car firms, taxi operators, and government agencies. 

Statistics on the use of these vehicles are difficult to obtain, but annual use of corporate-owned 

cars and light trucks is reported to average 26-27,000 miles, while annual use of rental cars and 

light trucks appears to be only slightly lower.
626

 Cars and minivans used in taxi service appear to 

be driven well more than 100,000 miles annually, while use of government-owned cars and light 

trucks appears to average 8-11,000 miles annually.
627

 Thus the owners and users of most of these 

vehicles are likely to experience cost increases on balance, as their higher fuel costs exceed 

savings in their purchase prices – significantly so, in the case of corporate fleet, rental, and taxi 

vehicles.  

                                                 
626

 See Automotive Fleet, U.S. Fleet Statistics by Industry Segment, http://www.automotive-

fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-

fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel= Use of rental cars was estimated from 

information reported on vehicles’ average odometer readings and ages when they are sold by rental car companies, 

reported in http://online.wsj.com/news/articles/SB10001424127887324463604579040870991145200  
627

 Use of taxis was estimated from Automotive Fleet, U.S. Fleet Statistics by Industry Segment, 

http://www.automotive-fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-

fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel= Use of cars and light trucks owned by 

government agencies was estimated from Government Fleet Fact Book 2012 (http://www.government-

fleet.com/fileviewer/1556.aspx), “Fleet Size by Unit Type,” p. 28, and “State, County, and Municipal Vehicle 

Totals,” p. 30; and 2012 Federal Fleet Report (http://www.gsa.gov/portal/category/102859), Tables 2-5, 2-6, and 4-

2. 

http://www.automotive-fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel
http://www.automotive-fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel
http://www.automotive-fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel
http://online.wsj.com/news/articles/SB10001424127887324463604579040870991145200
http://www.automotive-fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel
http://www.automotive-fleet.com/statistics/statsviewer.aspx?file=http%3a%2f%2fwww.automotive-fleet.com%2ffc_resources%2fstats%2faffb12-9-fleetstats.pdf&channel
http://www.government-fleet.com/fileviewer/1556.aspx
http://www.government-fleet.com/fileviewer/1556.aspx
http://www.gsa.gov/portal/category/102859
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8.16 Potential Benefits from Improving Vehicles’ Other Attributes  

As Section 8.6 indicated, sufficiently detailed information on the potential improvements in car 

and light truck attributes such as comfort, safety, carrying and towing capacity, or performance 

manufacturers could also make using the various technologies available to improve fuel 

economy is not currently available. Thus the analysis does not estimate the specific 

improvements in those other attributes that producers are instead likely to make on individual car 

and light truck models when they face less demanding fuel economy standards. To some extent, 

they are likely to react to less demanding standards by employing less technology – thus 

reducing their costs for producing many models and the selling prices they establish for them – 

but another response is likely to be redeploying the energy efficiency benefits of technologies 

they retain to improve other features that potential buyers value highly. This section estimates 

the potential improvements in selected attributes manufacturers could make instead of improving 

fuel economy, and estimates the additional benefits buyers would receive from those 

improvements.  

Table 8-31 summarizes empirical estimates of the tradeoffs among fuel economy, horsepower 

(for cars) or torque (for light trucks), and weight – which is related to features such as a vehicle’s 

passenger- and cargo-carrying capacity, interior volume, comfort, and safety – derived from 

different authors’ econometric estimates of the “curvature” of the energy efficiency frontiers for 

cars and light trucks described in Chapter 8.6. The entries in the table show different authors’ 

estimates of the percent increases in horsepower, torque, and weight that car and light truck 

manufacturers could instead achieve if they reduced fuel economy by one percent. These 

tradeoffs apply to overall average values of each attribute for all cars or light trucks (as labeled in 

the table) produced during recent model years, rather than to the features of individual models.  

Table 8-31 - Estimated Tradeoffs among Fuel Economy and Other Attributes of Cars and 

Light Trucks 

 

Table 8-31 shows that, for example, Klier & Linn estimate reducing the average fuel economy of 

cars by 1% would enable producers to increase their average horsepower by 0.24%, and Knittel’s 

estimate of that tradeoff is very similar (0.26%). Similarly, those two studies estimate that 

reducing the average fuel economy of cars and light trucks would enable their weight to be 

Horsepower Torque Weight

Cars 0.24% -- 0.34%

Light Trucks -- 0.16% 0.36%

Cars 0.26% 0.08% 0.39%

Light Trucks 0.06% 0.31% 0.36%

Cars

Light Trucks

Cars 0.25% -- 0.36%

Light Trucks -- 0.24% 0.36%

Estimates Used 

for this Analysis

Vehicle ClassSource

% Increase in Fuel Economy per 1% 

Reduction in Other Attributes

Klier and Linn

Knittel

Mackenzie
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increased by 0.34-0.39%, which would in turn permit manufacturers to make modest 

improvements in their passenger- and cargo-carrying capacity, interior volume, comfort, or 

safety. (Reducing average fuel economy by 1% would permit either power or weight to increase 

as indicated, but not both at the same time.)  

The historical evolution of car and light truck characteristics under CAFE standards suggests that 

producers are not likely to use all improvements in energy efficiency to improve features other 

than fuel economy under the constant CAFE and CO2 emission standards the agencies’ proposed 

action would establish.  Figure 8-47 and Figure 8-48 shows that during historical periods when 

CAFE standards remained essentially unchanged – approximately 1985-2010 for cars, and 1984-

2004 for light trucks – manufacturers gradually improved cars’ and light trucks’ average fuel 

economy as well as their power (or torque) and weight, and also gradually increased the average 

interior volume of cars.  

 

Figure 8-47 - Historical Evolution of Car Attributes with CAFE Standards in Effect 
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Figure 8-48 - Historical Evolution of Light Truck Attributes with CAFE Standards in 

Effect 

Table 8-32 summarizes the rates of change in this limited set of car and light truck attributes over 

those periods; as it shows, most of the improvements in cars’ energy efficiency were used to 

increase their power, fuel economy, and weight, while most of light trucks’ improved energy 

efficiency was used to increase their torque and weight, with relatively little used to improve fuel 

economy.  

Table 8-32 - Annual Rates of Change in Car and Light Truck Attributes with CAFE 

Standards in Effect 

 

Table 8-33 shows the estimated average values of fuel economy and other characteristics that 

cars and light trucks produced during model years 2021-2025 would have if the baseline 

standards remained in effect. These estimates reflect the average achieved CAFE ratings for cars 

and light trucks, together with the assumption (discussed previously in Section 8.2.2) that 

features other than their fuel economy would be held constant at their base year (model year 

2020) values.
628

  

                                                 
628

 Tables 8-21 through 8-25 consider only model years through 2025, because there are no baseline CAFE standards 

for 2026 that can be compared to those the agencies are proposing to establish.  

Actual MPG 

(NHTSA)

Horse-

power
Torque Weight

Interior 

Volume

Passenger Cars 1985-2010 0.83% 2.17% -- 0.53% 0.07%

Light Trucks 1984-2004 0.20% -- 3.54% 1.21% --

Annual Perecent Increases

Vehicle Class

Period of 

Approximately 

Flat Standards
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Table 8-33 - Estimated Fuel Economy and Other Characteristics of Baseline Car and Light 

Truck Fleets 

Fuel 

Economy 

(mpg)

Horse-

power

Weight 

(lbs.)

Interior 

Volume 

(cu. ft.)

Fuel 

Economy 

(mpg)

Torque 

(ft.-lbs.)

Weight 

(lbs.)

2020 43.9 201 3,231 112.0 32.3 301 4,308

2021 46.4 201 3,208 112.0 34.6 301 4,252

2022 47.7 201 3,187 112.0 35.2 301 4,235

2023 48.7 201 3,172 112.0 35.6 301 4,224

2024 49.2 201 3,159 112.0 36.0 301 4,216

2025 50.0 201 3,150 112.0 36.3 301 4,205

2026 50.7 201 3,127 112.0 37.0 301 4,176

Model 

Year

Passenger Car Attributes Light Truck Attributes

 

Using the estimates of tradeoffs among fuel economy and vehicles’ other features reported in the 

bottom row of Table 8-31 above (those labeled “Estimates Used for this Analysis”), Table 8-34 

projects the potential changes in fuel economy and other features car and light truck producers 

could make instead of the increases in fuel economy that the baseline standards would have 

required. The estimates reported in Table 8-34 assume that manufacturers would still choose to 

increase fuel economy at the rates observed during historical periods when CAFE standards 

remained unchanged – 0.83% per year for cars and 0.20% annually for light trucks, as reported 

in Table 8-32 – rather than channeling all efficiency improvements into improving other 

attributes.  

The remaining increase in vehicles’ energy efficiency that would otherwise have been used to 

achieve the required increases in fuel economy shown in Table 8-33 will instead be used to 

increase the average power, weight, and interior volume of cars, or the average torque and 

weight of light trucks. Improvements in these other attributes are assumed to occur in the same 

combination – that is, at the same relative rates – during future model years as was the case 

during the extended periods when car and light truck CAFE standards remained unchanged. 
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Table 8-34 - Estimated Fuel Economy and Other Characteristics of Car and Light Truck 

Fleets under Proposed Standards 

Fuel 

Economy 

(mpg)

Horse-

power

Weight 

(lbs.)

Interior 

Volume 

(cu. ft.)

Fuel 

Economy 

(mpg)

Torque 

(ft.-lbs.)

Weight 

(lbs.)

2020 42.6 202 3,267 112.0 30.7 304 4,362

2021 43.6 204 3,278 112.1 31.7 308 4,397

2022 44.2 206 3,292 112.1 32.0 313 4,436

2023 44.5 209 3,309 112.2 32.1 319 4,479

2024 44.6 212 3,327 112.3 32.2 326 4,525

2025 44.8 216 3,348 112.4 32.3 332 4,575

2026 45.1 220 3,370 112.5 32.5 340 4,631

Passenger Car Attributes

Model 

Year

Light Truck Attributes

 

As Table 8-34 indicates, the proposed action to freeze CAFE and GHG standards at their 

previously established levels for model year 2021 (cars) and 2020 (light trucks) would enable 

producers to make modest improvements features that buyers appear to value highly, while also 

continuing to improve fuel economy gradually. Comparing the values in Table 8-34 to the 

corresponding entries in Table 8-33 shows that by model year 2026, the average car would have 

19 additional horsepower, weigh approximately 240 pounds more, and have a slightly larger 

interior volume than if the baseline standards remained in effect. At the same time, cars’ average 

CAFE rating would reach 45.1 miles per gallon by 2026, in contrast to the 50.7 miles per gallon 

they were estimated to achieve in 2026 under the baseline standards. Similarly, the average 

torque and weight of model year 2026 light trucks would be significantly higher with the 

agencies’ proposed action than if the baseline standards remained in effect, although their fuel 

economy would be 4.6 miles per gallon lower.   

Table 8-35 summarizes published estimates of the dollar values that buyers of new cars and light 

trucks appear to attach to these various attributes. There are few empirical estimates of these 

values, and the range of estimates for the values of individual attributes reported in each study is 

very wide. Where the two studies included in the table report comparable measures, their 

estimates also differ widely. The Trimmed Mean estimates reported by Greene at al. (2015) 

represent the average values of estimates those authors reviewed, with extreme outlying values 

excluded to limit their influence; comparing the mean and Trimmed Mean estimates shows that 

excluding outliers significantly reduces the calculated mean values of the included estimates, 

which suggests that the most extreme outlying estimates were at the high end of the range.  
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Table 8-35 - Estimated Values of Selected Attributes to Buyers of New Cars and Light 

Trucks 

Mean
Trimmed 

Mean
Median Low Mid High

Fuel Economy Miles per Gallon $375 $164 $64 -- -- --

Power Horsepower $54 $13 $10 -- -- --

Weight Curb Weight (lbs.) $10 $6 $1 -- -- --

Horsepower/weight 0.01 HP/pound $1,861 $1,334 $346 $160 $2,830 $5,500

Footprint sq. ft. -- -- -- $340 $1,170 $2,000

MeasureAttribute

Greene et al. (2015$)
Whitefoot and Skerlos 

(2008$)

 

Table 8-36 applies the Trimmed Mean values of individual attributes from the study by Greene 

at al. (2015) to the differences in average car and light truck attributes between the baseline 

scenario from Table 8-33, and the proposed action to freeze standards at levels previously 

established for model years 2020 (light trucks) and 2021 (cars), from Table 8-34. As it shows, 

the improvements in features other than fuel economy this proposal would enable manufacturers 

to make – in addition to increasing fuel economy, although at slower rates than the baseline 

standards would have required – would provide substantial value to car and light truck buyers.
629

 

Most of this would come from increasing vehicles’ weight, although this does not necessarily 

mean that buyers value added weight itself; instead, they presumably value the increases in ride 

quality, comfort, cargo-carrying capacity (for light trucks), and safety that are associated with 

higher vehicle weight.  

Table 8-36 - Value of Improvements in Other Car and Light Truck Attributes under 

Proposed Standards  

Horse-

power
Weight

Interior 

Volume
Total Torque Weight Total

2020 $12 $218 $0 $230 $34 $326 $360

2021 $36 $417 $0 $453 $95 $873 $968

2022 $68 $629 $0 $697 $163 $1,208 $1,371

2023 $105 $820 $0 $925 $238 $1,526 $1,764

2024 $147 $1,008 $0 $1,155 $321 $1,856 $2,177

2025 $195 $1,188 $0 $1,383 $410 $2,220 $2,630

2026 $248 $1,462 $1 $1,711 $512 $2,727 $3,239

Model 

Year

Light TrucksCars

 

Finally, Table 8-37 summarizes the projected reductions in new car and light truck purchase 

prices, increases in their lifetime fuel costs due to their lower fuel economy (discounted at 7%), 

                                                 
629

 The value of increased interior volume of cars – which improves passengers’ comfort and may permit an 

additional passenger or parcels to be carried in some models – cannot be estimated, but it would probably be small, 

because the increase in interior volume is itself small.   
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and the value of improvements in their other attributes shown in Table 8-36. The sum of these 

figures provides a measure of the extent to which the average buyer of a new car or light trucks 

is better off as a consequence of the proposed action, although this calculation omits some minor 

benefits and costs that buyers will also experience (such as increased time and inconvenience 

from more frequent refueling, savings in maintenance costs, etc.).  

As Table 8-37 shows, new car and light truck buyers will be financially better off even without 

considering the value of improvements in attributes other than fuel economy of the models they 

purchase, because the reduction in their purchase prices will more than compensate for their 

higher lifetime fuel costs.
630

 It also shows that when the estimated values of improvements in 

those other attributes are included, buyers will be substantially better off under the agencies’ 

proposed action than if the baseline standards remained in force, and their financial gain will 

increase gradually over successive model years through 2026.  

Table 8-37 - Net Financial Impact on New Car and Light Truck Buyers 

Reduction in 

Purchase 

Price

Higher 

Lifetime 

Fuel Costs

Improvements 

in Other 

Features

Net Gain or 

Loss

Reduction in 

Purchase 

Price

Higher 

Lifetime 

Fuel Costs

Improvements 

in Other 

Features

Net Gain or 

Loss

2020 $472 $145 $230 $557 $923 $551 $360 $733

2021 $801 $371 $453 $883 $1,402 $940 $968 $1,430

2022 $1,034 $497 $697 $1,233 $1,547 $1,044 $1,371 $1,874

2023 $1,236 $590 $925 $1,571 $1,645 $1,133 $1,764 $2,276

2024 $1,323 $657 $1,155 $1,821 $1,750 $1,238 $2,177 $2,689

2025 $1,474 $749 $1,383 $2,107 $1,807 $1,297 $2,630 $3,140

2026 $1,572 $807 $1,711 $2,476 $2,002 $1,450 $3,239 $3,791

Model 

Year

Passenger Cars Light Trucks

 

As indicated previously, these results should be considered illustrative, because the specific 

improvements in attributes other than fuel economy that producers are likely to make to their 

individual car and light truck models when they face less demanding fuel economy standards 

cannot be estimated.  The estimates of the extent of those improvements and their value apply to 

typical or representative new cars and light trucks, but they were not developed at the same level 

of detail and precision as the simulations of changes in fuel economy and production costs for 

individual models.  Nevertheless, they indicate the rough magnitude of the sacrifices in vehicles’ 

features and overall value that manufacturers would have made to meet the more demanding 

baseline CAFE and CO2 emission standards, and the economic benefits to buyers that are likely 

to result from reducing those standards as the agencies are now proposing.  

  

                                                 
630

 The same will be true even if buyers discount future fuel costs at 3%, instead of the 7% rate used to calculate the 

increases in fuel costs reported in Table 7-31. 
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Appendix to Chapter 8. Overview of Methodology Used to Develop Interim Domestic SC-

CO2 Estimates 

The domestic SC-CO2 estimates rely on the same ensemble of three integrated assessment 

models (IAMs) that were used to develop the IWG global SC-CO2 estimates (DICE 2010, FUND 

3.8, and PAGE 2009).
631 

The three IAMs translate emissions into changes in atmospheric 

greenhouse concentrations, atmospheric concentrations into changes in temperature, and changes 

in temperature into economic damages. The emissions projections used in the models are based 

on specified socio-economic (GDP and population) pathways. These emissions are translated 

into atmospheric concentrations, and concentrations are translated into warming based on each 

model’s simplified representation of the climate and a key parameter, equilibrium climate 

sensitivity. The effect of the changes in estimated in terms of consumption-equivalent economic 

damages. As in the IWG exercise, three key inputs were harmonized across the three models: a 

probability distribution for equilibrium climate sensitivity; five scenarios for economic, 

population, and emissions growth; and discount rates.
632

 All other model features were left 

unchanged. Future damages are discounted using constant discount rates of both 3 and 7 percent, 

as recommended by OMB Circular A-4. The domestic share of the global SC-CO2 – i.e., an 

approximation of the climate change impacts that occur within U.S. borders – are calculated 

directly in both FUND and PAGE. However, DICE 2010 generates only global SC-CO2 

estimates. Therefore, EPA approximated U.S. damages as 10 percent of the global values from 

the DICE model runs, based on the results from a regionalized version of the model (RICE 2010) 

reported in Table 2 of Nordhaus (2017).
633  

The steps involved in estimating the social cost of CO2 are as follows. The three integrated 

assessment models (FUND, DICE, and PAGE) are run using the harmonized equilibrium climate 

sensitivity distribution, five socioeconomic and emissions scenarios, constant discount rates 

described above. Because the climate sensitivity parameter is modeled probabilistically, and 

because PAGE and FUND incorporate uncertainty in other model parameters, the final output 

from each model run is a distribution over the SC-CO2 in year t based on a Monte Carlo 

simulation of 10,000 runs. For each of the IAMs, the basic computational steps for calculating 

the social cost estimate in a particular year t is 1.) calculate the temperature effects and 

(consumption-equivalent) damages in each year resulting from the baseline path of emissions; 2.) 

adjust the model to reflect an additional unit of emissions in year t; 3.) recalculate the 

temperature effects and damages expected in all years beyond t resulting from this adjusted path 

                                                 
631

 The full models names are as follows: Dynamic Integrated Climate and Economy (DICE); Climate Framework 

for Uncertainty, Negotiation, and Distribution (FUND); and Policy Analysis of the Greenhouse Gas Effect (PAGE). 
632

 See the IWG’s summary of its methodology in the 2015 Clean Power Plan docket, document ID number EPA-

HQ-OAR-2013-0602-37033, “Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis Under 

Executive Order 12866, Interagency Working Group on Social Cost of Carbon (May 2013, Revised July 2015)”. See 

also National Academies (2017) for a detailed discussion of each of these modeling assumptions. 
633

 Nordhaus, William D. 2017. Revisiting the social cost of carbon. Proceedings of the National Academy of 

Sciences of the United States, 114(7): 1518-1523.  
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of emissions, as in step 1; and 4.) subtract the damages computed in step 1 from those in step 3 in 

each model period and discount the resulting path of marginal damages back to the year of 

emissions. In PAGE and FUND step 4 focuses on the damages attributed to the US region in the 

models. As noted above, DICE does not explicitly include a separate US region in the model and 

therefore, EPA approximates U.S. damages in step 4 as 10 percent of the global values based on 

the results of Nordhaus (2017). This exercise produces 30 separate distributions of the SC-CO2 

for a given year, the product of 3 models, 2 discount rates, and 5 socioeconomic scenarios. 

Following the approach used by the IWG, the estimates are equally weighted across models and 

socioeconomic scenarios in order to reduce the dimensionality of the results down to two 

separate distributions, one for each discount rate. 

There are various sources of uncertainty in the SC-CO2 estimates used in this RIA. Some 

uncertainties pertain to aspects of the natural world, such as quantifying the physical effects of 

greenhouse gas emissions on Earth systems. Other sources of uncertainty are associated with 

current and future human behavior and well-being, such as population and economic growth, 

GHG emissions, the translation of Earth system changes to economic damages, and the role of 

adaptation. It is important to note that even in the presence of uncertainty, scientific and 

economic analysis can provide valuable information to the public and decision makers, though 

the uncertainty should be acknowledged and when possible taken into account in the analysis 

(National Academies 2013).
634

 OMB Circular A-4 also requires a thorough discussion of key 

sources of uncertainty in the calculation of benefits and costs, including more rigorous 

quantitative approaches for higher consequence rules. This section summarizes the sources of 

uncertainty considered in a quantitative manner in the domestic SC-CO2 estimates.  

The domestic SC-CO2 estimates consider various sources of uncertainty through a combination 

of a multi-model ensemble, probabilistic analysis, and scenario analysis. We provide a summary 

of this analysis here; more detailed discussion of each model and the harmonized input 

assumptions can be found in the 2017 National Academies report. For example, the three IAMs 

used collectively span a wide range of Earth system and economic outcomes to help reflect the 

uncertainty in the literature and in the underlying dynamics being modeled. The use of an 

ensemble of three different models at least partially addresses the fact that no single model 

includes all of the quantified economic damages. It also helps to reflect structural uncertainty 

across the models, which is uncertainty in the underlying relationships between GHG emissions, 

Earth systems, and economic damages that are included in the models. Bearing in mind the 

different limitations of each model and lacking an objective basis upon which to differentially 

weight the models, the three integrated assessment models are given equal weight in the analysis. 

                                                 
634

 Institute of Medicine of the National Academies. 2013. Environmental Decisions in the Face of Uncertainty. The 

National Academies Press. 
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Monte Carlo techniques were used to run the IAMs a large number of times. In each simulation 

the uncertain parameters are represented by random draws from their defined probability 

distributions. In all three models the equilibrium climate sensitivity is treated probabilistically 

based on the probability distribution from Roe and Baker (2007) calibrated to the IPCC AR4 

consensus statement about this key parameter.
635

 The equilibrium climate sensitivity is a key 

parameter in this analysis because it helps define the strength of the climate response to 

increasing GHG concentrations in the atmosphere. In addition, the FUND and PAGE models 

define many of their parameters with probability distributions instead of point estimates. For 

these two models, the model developers’ default probability distributions are maintained for all 

parameters other than those superseded by the harmonized inputs (i.e., equilibrium climate 

sensitivity, socioeconomic and emissions scenarios, and discount rates). More information on the 

uncertain parameters in PAGE and FUND is available upon request. 

For the socioeconomic and emissions scenarios, uncertainty is included in the analysis by 

considering a range of scenarios selected from the Stanford Energy Modeling Forum exercise, 

EMF-22. Given the dearth of information on the likelihood of a full range of future 

socioeconomic pathways at the time the original modeling was conducted, and without a basis 

for assigning differential weights to scenarios, the range of uncertainty was reflected by simply 

weighting each of the five scenarios equally for the consolidated estimates. To better understand 

how the results vary across scenarios, results of each model run are available in the docket. 

The outcome of accounting for various sources of uncertainty using the approaches described 

above is a frequency distribution of the SC-CO2 estimates for emissions occurring in a given 

year for each discount rate. Unlike the approach taken for consolidating results across models 

and socioeconomic and emissions scenarios, the SC-CO2 estimates are not pooled across 

different discount rates because the range of discount rates reflects both uncertainty and, at least 

in part, different policy or value judgements; uncertainty regarding this key assumption is 

discussed in more detail below. The frequency distributions reflect the uncertainty around the 

input parameters for which probability distributions were defined, as well as from the multi-

model ensemble and socioeconomic and emissions scenarios where probabilities were implied 

by the equal weighting assumption. It is important to note that the set of SC-CO2 estimates 

obtained from this analysis does not yield a probability distribution that fully characterizes 

uncertainty about the SC-CO2 due to impact categories omitted from the models and sources of 

uncertainty that have not been fully characterized due to data limitations. 

Figure C-1 presents the frequency distribution of the domestic SC-CO2 estimates for emissions 

in 2030 for each discount rate. Each distribution represents 150,000 estimates based on 10,000 

simulations for each combination of the three models and five socioeconomic and emissions 

                                                 
635

 Specifically, the Roe and Baker distribution for the climate sensitivity parameter was bounded between 0 and 10 

with a median of 3 °C and a cumulative probability between 2 and 4.5 °C of two-thirds. 
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scenarios. In general, the distributions are skewed to the right and have long right tails, which 

tend to be longer for lower discount rates. To highlight the difference between the impact of the 

discount rate on the SC-CO2 and other quantified sources of uncertainty, the bars below the 

frequency distributions provide a symmetric representation of quantified variability in the SC-

CO2 estimates conditioned on each discount rate. The full set of SC-CO2 results through 2050 is 

available in the docket.  

 

 

Figure 8-49 - Frequency Distribution of Interim Domestic SC-CO2 Estimates for 2030 (in 

2011$ per metric ton CO2) 

As illustrated by the frequency distributions in Figure 8-49, the assumed discount rate plays a 

critical role in the ultimate estimate of the social cost of carbon. This is because CO2 emissions 

today continue to impact society far out into the future, so with a higher discount rate, costs that 

accrue to future generations are weighted less, resulting in a lower estimate. Circular A-4 

recommends that costs and benefits be discounted using the rates of 3 percent and 7 percent to 

reflect the opportunity cost of consumption and capital, respectively. Circular A-4 also 

recommends quantitative sensitivity analysis of key assumptions
636

, and offers guidance on what 

sensitivity analysis can be conducted in cases where a rule will have important intergenerational 

                                                 
636

 “If benefit or cost estimates depend heavily on certain assumptions, you should make those assumptions explicit 

and carry out sensitivity analyses using plausible alternative assumptions.” (OMB 2003, page 42). 
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benefits or costs. To account for ethical considerations of future generations and potential 

uncertainty in the discount rate over long time horizons, Circular A-4 suggests “further 

sensitivity analysis using a lower but positive discount rate in addition to calculating net benefit 

using discount rates of 3 and 7 percent” (page 36) and notes that research from the 1990s 

suggests intergenerational rates “from 1 to 3 percent per annum” (OMB 2003). We consider the 

uncertainty in this key assumption by calculating the domestic SC-CO2 based on a 2.5 percent 

discount rate, in addition to the 3 and 7 percent used in the main analysis. Using a 2.5 percent 

discount rate, the average domestic SC-CO2 estimate across all the model runs for emissions 

occurring over 2020-2030 ranges from $9 to $10 per metric ton of CO2 (2011$). In this case the 

forgone domestic climate benefits in 2020 are $550 and $650 million under the rate-based and 

mass-based scenarios, respectively; by 2030, the estimated forgone benefits increase to $3.9 

billion and $3.8 billion under the rate-based and mass-based scenarios, respectively. 

In addition to the approach to accounting for the quantifiable uncertainty described above, the 

scientific and economics literature has further explored known sources of uncertainty related to 

estimates of the SC-CO2. For example, researchers have published papers that explore the 

sensitivity of IAMs and the resulting SC-CO2 estimates to different assumptions embedded in the 

models (see, e.g., Hope (2013), Anthoff and Tol (2013), and Nordhaus (2014)). However, there 

remain additional sources of uncertainty that have not been fully characterized and explored due 

to remaining data limitations. Additional research is needed in order to expand the quantification 

of various sources of uncertainty in estimates of the SC-CO2 (e.g., developing explicit 

probability distributions for more inputs pertaining to climate impacts and their valuation).  

On the issue of intergenerational discounting, some experts have argued that a declining discount 

rate would be appropriate to analyze impacts that occur far into the future (Arrow et al., 2013). 

However, additional research and analysis is still needed to develop a methodology for 

implementing a declining discount rate and to understand the implications of applying these 

theoretical lessons in practice. The 2017 National Academies report also provides 

recommendations pertaining to discounting, emphasizing the need to more explicitly model the 

uncertainty surrounding discount rates over long time horizons, its connection to uncertainty in 

economic growth, and, in turn, to climate damages using a Ramsey-like formula (National 

Academies 2017). These and other research needs are discussed in detail in the 2017 National 

Academies’ recommendations for a comprehensive update to the current methodology, including 

a more robust incorporation of uncertainty.  
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9 Cost Impacts 

9.1 CAFE Model Results 

The technology application algorithm implemented with the CAFE model was used as the basis 

for estimating costs for the fleet. Here, costs refer to costs or civil penalties to manufacturers 

relative to NHTSA’s MY 2022-2025 augural standards and the MY 2022-2025 EPA standards 

finalized in 2012. In each of these tables, costs are shown incremental to a technology baseline 

that represents the technology that the CAFE model assumes would proceed the new technology 

application. 

Table 9-1 through Table 9-9 show the direct unit costs of the various CAFE technologies that are 

examined in the CAFE model lumped by general technology category.  These direct costs were 

marked up to retail level using the Retail Price Equivalent (RPE) multiplier and adjusted for 

learning effects to produce the aggregate cost impacts that are illustrated in Table 9-10 through 

Table 9-81.  A full discussion of the indirect cost and learning curve impacts is provided in later 

sections of this chapter. 

Monetized aggregate cost impacts are presented for Passenger Cars, Light Trucks, and Combined 

Light-Duty.  Also, 3% and 7% discounts rates are shown; undiscounted values are also presented 

where applicable.  Lastly, results have been produced for both CAFE and CO2 standards.  The 

following is a brief description of the tables presenting aggregate cost impacts: 

Table 9-10 through Table 9-27 show lifetime societal costs, by model year, under the preferred 

alternative.  Table 9-28 through Table 9-39 show incremental lifetime societal costs for MYs 1977-

2029 for each alternative.  Costs are included for advanced vehicle technologies, consumer surplus/loss, 

and costs due to increased crashes, fatalities, congestion, and noise.   

Table 9-40 through Table 9-51 show incremental total costs by societal perspective under each 

alternative, by vehicle model year. 

Table 9-52 through Table 9-57 show average incremental technology cost and civil penalties per 

vehicle by model year.  Average costs are presented for each alternative and without a discount rate. 

Table 9-58 through Table 9-69 show per-vehicle net present value of ownership costs, by model year, 

under the preferred alternative.  Table 9-70 through Table 9-81 show MY 2030 per-vehicle net 

present value of ownership costs under each alternative.  Owner costs include vehicle price increase 

and additional ownership costs.   

Section 9.2 discusses indirect costs to manufacturers, which are estimated as a mark-up to direct 

manufacturing costs for the various technologies manufacturers are expected to use to meet future 

CAFE and CO2 standards.  Section 9.2.1 discusses retail price equivalent (RPE), which is a method of 

estimating indirect costs based on an examination of historical financial data contained in 10-K 
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reports filed by manufacturers with the Securities and Exchange Commission (SEC).  In Section 

9.2.2, the indirect cost multiplier (ICM) is discussed as another method for estimating indirect costs, 

which is more specific to technology in terms of level of complexity.   

Cost impacts due to learning in manufacturing are discussed in Section 9.3.  Learning curves reflect 

the effect of experience and volume on the cost of production, which generally results in better 

utilization of resources, leading to higher and more efficient production. 

Table 9-1 - Gasoline Engine Technologies - Direct Manufacturer Costs (2016$)  

Tech Basis 
Unit 

DMC 

Direct Manufacturing Cost (DMC) 
Increment

al to 

4-

Cylinde

r 

4-

Cylinde

r 

6-

Cylinde

r 

6-

Cylinde

r 

8-

Cylinde

r 

 

1-Bank 

Engine 

2-Bank 

Engine 

1-Bank 

Engine 

2-Bank 

Engine 

2-Bank 

Engine 

LUBEFR1 cylinder $13.93  $55.71  $55.71  $83.57  $83.57  $111.42  BaseE 

LUBEFR2 cylinder $0.84  $3.36  $3.36  $5.04  $5.04  $6.72  LUBEFR1 

LUBEFR3 cylinder $0.76  $3.02  $3.02  $4.54  $4.54  $6.05  LUBEFR2 

VVT bank $78.38  $78.38  $156.75  $78.38  $156.75  $156.75  BaseE 

VVL cylinder $53.48  $213.92  $213.92  $320.89  $320.89  $427.85  VVT 

SGDI cylinder $59.16  $236.64  $236.64  $354.95  $354.95  $473.27  VVT 

DEAC none $29.39  $29.39  $29.39  $29.39  $29.39  $29.39  VVT 

ADEAC cylinder 

$188.93

-206.17 $835.52  $835.52  

$1,253.2

9  

$1,253.2

9  

$1,671.0

5  VVT 

HCR none - $550.15  $550.15  $811.46  $811.46  

$1,108.0

1  VVT 

TURBO1 none - $838.99  $838.99  $845.09  $845.09  

$1,384.7

5  VVT 

TURBO2 none - $231.28  $231.28  $231.28  $231.28  $389.85  TURBO1 

CEGR1 none - $277.02  $277.02  $277.02  $277.02  $277.02  TURBO2 

ADSL none - 

$3,328.3

4  

$3,328.3

4  

$3,925.0

9  

$3,925.0

9  

$4,178.3

2  VVT 

DSLI none - $367.74  $367.74  $478.94  $478.94  $478.94  ADSL 
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Table 9-2 - Transmission Technologies - Direct Manufacturer Costs (2016$) 

Transmission Direct manufacturing Cost Incremental to 

AT5 $0.00  BaseT 

AT6 ($14.31) AT5 

AT6L2 $131.84  AT6 

AT7 ($73.08) AT6L2 

AT8 ($46.18) AT6L2 

AT8L2 $213.15  AT8 

AT8L3 $164.80  AT8L2 

AT9 ($295.55) AT8L3 

AT10 ($295.55) AT8L3 

AT10.2 $164.80  AT10 

DCT6 $19.83  AT5 

DCT8 $348.71  DCT6 

CVT $182.79  AT5 

CVTL2A $137.33  CVT 

MT5 $0.00  BaseT 

MT6 $257.91  MT5 

MT7 $249.24  MT6 

 

Table 9-3 - Electrification Technologies - Direct Manufacturing (2016$) 

 
SmallCar MedCar SmallSUV MedSUV Pickup 

Incremental 

to 

EPS $93.59  $93.59  $93.59  $93.59  $93.59  BaseV 

IACC $49.55  $49.55  $49.55  $49.55  $49.55  EPS 

SS12V $259.51  $284.94  $306.04  $313.55  $354.51  IACC 

BISG $1,055.94  $1,055.94  $1,055.94  $1,212.01  $1,212.01  SS12V 

CISG $2,210.82  $2,797.66  $2,809.77  $3,432.94  $3,432.94  SS12V 

 

Table 9-4 - Hybrid Electrification Path - Direct Manufacturing (2016$) 

 
SmallCar MedCar SmallSUV MedSUV Pickup 

Incremental 

to 

SHEVP2 $1,977.82  $2,614.50  $2,128.50  $2,437.05  $2,572.18 CISG 

SHEVPS  $1,875.25  $2,478.91  $2,018.12  $2,310.66  $2,438.79 SHEVP2 

PHEV30 $3,076.60  $5,573.14  $3,564.29  $5,573.14  $5,573.14 SHEVPS 

PHEV50  $3,289.28  $5,958.41  $3,810.69  $5,958.41  $5,958.41 PHEV30 

BEV200  $452.85  $2,467.70  $147.29  $2,467.70  $2,467.70 PHEV50 

FCV $15,174.68  $15,174.68  $15,174.68  $15,174.68  $15,174.68  BEV200 
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Table 9-5 - Vehicle Technologies - Direct Manufacturer Costs (2016$) 

Technology 
Direct Manufacturing 

Cost 

Incremental 

to 

LDB $64.65  BaseV 

SAX $89.18  BaseV 

 

Table 9-6 - Rolling resistance Vehicle Technologies - Direct Manufacturer Costs (2016$) 

Technology 
Direct Manufacturing 

Cost 

Incremental 

to 

ROLL0 $0.00  BaseV 

ROLL1 $5.88  ROLL0 

ROLL2 $44.58  ROLL1 

 

Table 9-7 - Aerodynamic Vehicle Technologies - Direct Manufacturer Costs (2016$) 

Technology 
Direct Manufacturing 

Cost 

Incremental 

to 

AERO0 $0  BaseV 

AERO5 $45  AERO0 

AERO10 $92  AERO5 

AERO15 $228  AERO10 

AERO20 $1,000  AERO15 

 

Table 9-8 - Mass Reduction Vehicle Technologies for Passenger Cars  

Direct Manufacturer Costs per lb (2016$) 

Technology 
Direct Manufacturing 

Cost 

Incremental 

to 

MR0  $0.00  BaseV 

MR1 $0.38  BaseV 

MR2 $0.73  BaseV 

MR3 $0.96  BaseV 

MR4 $1.53  BaseV 

MR5 $2.44  BaseV 

 

Table 9-9 - Mass Reduction Vehicle Technologies for Light Trucks 

Direct Manufacturer Costs per lb (2016$) 

Technology 
Direct Manufacturing 

Cost 

Incremental 

to 

MR0 $0.00  BaseV 
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MR1 $0.23  BaseV 

MR2 $0.54  BaseV 

MR3 $0.95  BaseV 

MR4 $1.40  BaseV 

MR5 $2.88  BaseV 
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Table 9-10 - Lifetime Societal Costs for Preferred Alternative by Model Year, Passenger Car 

3% Discount Rate, CAFE (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.9 -1.9 -2.6 -5.0 -8.5 -10.5 -11.9 -12.2 -12.5 -12.2 -11.6 -11.0 -10.5 -111.3 

Congestion 

Costs 
-12.1 -1.3 -1.4 -1.5 -1.7 -2.1 -1.9 -1.5 -1.1 -0.6 -0.2 0.2 0.2 0.3 -24.7 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3 

Non-Rebound 

Fatality Costs 
-18.6 -1.8 -1.7 -1.6 -1.5 -1.3 -0.7 -0.1 0.5 1.2 1.8 2.2 2.2 2.2 -17.1 

Non-Rebound 

Non-Fatal 

Crash Costs 

-29.1 -2.8 -2.6 -2.5 -2.3 -2.0 -1.1 -0.2 0.8 1.8 2.8 3.4 3.4 3.5 -26.7 

Rebound 

Fatality 

Costs
637

 

0.6
 

-0.1 -0.3 -0.5 -0.9 -1.6 -2.0 -2.2 -2.3 -2.3 -2.3 -2.2 -2.1 -2.1 -20.1 

Non-Fatal 

Crash Costs 
0.9

 
-0.1 -0.5 -0.8 -1.4 -2.5 -3.1 -3.4 -3.6 -3.6 -3.6 -3.4 -3.3 -3.2 -31.5 

Total Societal 

Costs 
-58.4 -7.1 -8.4 -9.4 -12.8 -18.0 -19.3 -19.3 -17.8 -16.0 -13.6 -11.4 -10.6 -9.8 -231.9 

 

  

                                                 
637

 Note that MY’s 1977-2016 have fixed fuel economy values across regulatory alternatives, but that the 2017 AEO fuel price projections generally increase 

over time. This results in a reduction of driving when the rebound effect is included. However, fewer MY 1977-2016 vehicle remain on the road in the preferred 

scenario than the baseline standards, making the increment of fatal/non-fatal crash costs due to rebound miles positive. This is true for the fatal/non-fatal crash 

costs for MY’s 1977-2016 reported in all tables. 
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Table 9-11 - Lifetime Societal Costs for Preferred Alternative by Model Year, Passenger Car 

3% Discount Rate, CO2 (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.8 -2.1 -3.0 -5.6 -8.0 -9.9 -11.8 -12.5 -13.0 -14.3 -14.3 -14.2 -13.7 -123.2 

Congestion 

Costs 
-12.6 -1.5 -1.7 -1.8 -2.1 -2.4 -2.2 -1.7 -1.4 -0.9 -0.6 -0.1 0.1 0.5 -28.5 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-Rebound 

Fatality Costs 
-19.4 -2.1 -2.0 -2.0 -1.9 -1.8 -1.1 -0.2 0.4 1.1 1.7 2.3 2.5 3.0 -19.5 

Non-Rebound 

Non-Fatal 

Crash Costs 

-30.3 -3.3 -3.2 -3.0 -3.0 -2.8 -1.7 -0.4 0.6 1.7 2.7 3.6 4.0 4.7 -30.3 

Rebound 

Fatality Costs 
0.6 -0.1 -0.4 -0.6 -1.2 -1.7 -2.1 -2.4 -2.6 -2.7 -2.9 -3.0 -2.9 -2.9 -24.9 

Non-Fatal 

Crash Costs 
1.0 -0.1 -0.6 -1.0 -1.8 -2.7 -3.3 -3.7 -4.1 -4.3 -4.6 -4.6 -4.6 -4.5 -39.0 

Total Societal 

Costs 
-60.9 -8.0 -10.0 -11.5 -15.7 -19.4 -20.3 -20.2 -19.7 -18.1 -17.9 -16.1 -15.1 -12.8 -265.7 
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Table 9-12 - Lifetime Societal Costs for Preferred Alternative by Model Year, Passenger Car 

7% Discount Rate, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.9 -1.8 -2.4 -4.5 -7.3 -8.7 -9.5 -9.4 -9.2 -8.7 -7.9 -7.3 -6.7 -84.1 

Congestion 

Costs 
-7.6 -0.7 -0.8 -0.8 -0.9 -1.2 -1.1 -0.8 -0.5 -0.2 0.0 0.2 0.3 0.3 -13.8 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 

Non-Rebound 

Fatality Costs 
-11.7 -0.9 -0.8 -0.8 -0.7 -0.6 -0.2 0.2 0.6 0.9 1.2 1.4 1.4 1.3 -8.6 

Non-Rebound 

Non-Fatal 

Crash Costs 

-18.3 -1.5 -1.3 -1.2 -1.0 -0.9 -0.3 0.3 0.9 1.5 1.9 2.2 2.1 2.1 -13.5 

Rebound 

Fatality Costs 
0.4 -0.1 -0.3 -0.4 -0.7 -1.1 -1.3 -1.4 -1.4 -1.4 -1.3 -1.2 -1.2 -1.1 -12.5 

Non-Fatal 

Crash Costs 
0.6 -0.1 -0.4 -0.6 -1.0 -1.8 -2.1 -2.2 -2.2 -2.2 -2.1 -1.9 -1.8 -1.7 -19.5 

Total Societal 

Costs 
-36.7 -4.3 -5.4 -6.1 -8.8 -12.8 -13.6 -13.4 -12.1 -10.6 -8.9 -7.2 -6.5 -5.8 -152.1 
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Table 9-13 - Lifetime Societal Costs for Preferred Alternative by Model Year, Passenger Car 

7% Discount Rate, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.8 -2.0 -2.8 -5.0 -6.8 -8.2 -9.4 -9.6 -9.6 -10.1 -9.8 -9.3 -8.6 -92.1 

Congestion 

Costs 
-7.8 -0.8 -0.9 -1.0 -1.2 -1.4 -1.2 -0.8 -0.7 -0.4 -0.2 0.1 0.2 0.4 -15.7 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 

Non-Rebound 

Fatality Costs 
-12.1 -1.1 -1.0 -0.9 -0.9 -0.8 -0.4 0.2 0.5 0.9 1.3 1.5 1.6 1.8 -9.5 

Non-Rebound 

Non-Fatal 

Crash Costs 

-18.9 -1.7 -1.6 -1.5 -1.4 -1.3 -0.5 0.3 0.8 1.5 2.0 2.4 2.5 2.7 -14.8 

Rebound 

Fatality Costs 
0.4 -0.1 -0.3 -0.5 -0.9 -1.2 -1.4 -1.6 -1.7 -1.7 -1.7 -1.7 -1.6 -1.5 -15.3 

Non-Fatal 

Crash Costs 
0.6 -0.1 -0.5 -0.8 -1.3 -1.9 -2.3 -2.4 -2.6 -2.6 -2.7 -2.6 -2.5 -2.3 -24.0 

Total Societal 

Costs 
-37.9 -4.7 -6.4 -7.5 -10.8 -13.5 -13.9 -13.7 -13.1 -11.8 -11.5 -10.1 -9.2 -7.6 -171.6 
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Table 9-14 - Lifetime Societal Costs for Preferred Alternative by Model Year, Passenger Car 

Undiscounted, CAFE (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.9 -2.0 -2.8 -5.5 -9.5 -12.2 -14.2 -15.0 -15.8 -15.9 -15.5 -15.3 -15.0 -139.5 

Advanced 

Technology 

Value Loss 

-17.9 -2.2 -2.3 -2.5 -2.8 -3.4 -3.2 -2.7 -2.2 -1.5 -0.7 -0.2 -0.1 0.0 -41.5 

Congestion 

Costs 
-0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.6 

Noise Costs -27.4 -3.1 -2.9 -2.9 -2.7 -2.5 -1.7 -0.9 0.1 1.1 2.2 2.9 3.0 3.2 -31.6 

Non-Rebound 

Fatality Costs 
-42.8 -4.8 -4.5 -4.5 -4.3 -4.0 -2.7 -1.4 0.2 1.8 3.4 4.5 4.7 5.0 -49.3 

Non-Rebound 

Non-Fatal 

Crash Costs 

0.9 -0.1 -0.4 -0.6 -1.2 -2.2 -2.8 -3.1 -3.3 -3.5 -3.5 -3.5 -3.5 -3.5 -30.3 

Rebound 

Fatality Costs 
1.4 -0.2 -0.6 -1.0 -1.9 -3.4 -4.3 -4.8 -5.2 -5.4 -5.5 -5.5 -5.5 -5.5 -47.4 

Non-Fatal 

Crash Costs 
-86.1 -11.2 -12.7 -14.2 -18.3 -25.0 -26.8 -27.1 -25.5 -23.3 -20.2 -17.3 -16.6 -15.8 -340.1 

Total Societal 

Costs 
0.0 -0.9 -2.0 -2.8 -5.5 -9.5 -12.2 -14.2 -15.0 -15.8 -15.9 -15.5 -15.3 -15.0 -139.5 
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Table 9-15 - Lifetime Societal Costs for Preferred Alternative by Model Year, Passenger Car 

Undiscounted, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.8 -2.2 -3.2 -6.2 -9.0 -11.4 -14.1 -15.3 -16.5 -18.6 -19.3 -19.6 -19.5 -155.6 

Congestion 

Costs 
-18.8 -2.6 -2.8 -3.0 -3.5 -4.0 -3.7 -3.0 -2.7 -2.0 -1.5 -0.8 -0.5 0.3 -48.5 

Noise Costs -0.3 0.0 0.0 0.0 0.0 -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.6 

Non-Rebound 

Fatality Costs 
-28.8 -3.6 -3.5 -3.5 -3.5 -3.4 -2.4 -1.2 -0.3 0.8 1.9 3.0 3.4 4.4 -36.6 

Non-Rebound 

Non-Fatal 

Crash Costs 

-45.0 -5.6 -5.5 -5.5 -5.5 -5.3 -3.8 -1.9 -0.5 1.3 3.0 4.6 5.4 6.9 -57.3 

Rebound 

Fatality Costs 
0.9 -0.1 -0.5 -0.8 -1.5 -2.3 -2.9 -3.4 -3.9 -4.1 -4.6 -4.8 -4.8 -4.9 -37.7 

Non-Fatal 

Crash Costs 
1.4 -0.1 -0.8 -1.2 -2.4 -3.7 -4.6 -5.3 -6.0 -6.5 -7.2 -7.4 -7.6 -7.6 -58.9 

Total Societal 

Costs 
-90.6 -12.8 -15.3 -17.3 -22.6 -27.6 -28.9 -29.0 -28.7 -27.0 -26.9 -24.6 -23.7 -20.4 -395.4 
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Table 9-16 - Lifetime Societal Costs for Preferred Alternative by Model Year, Light Truck 

3% Discount Rate, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.7 -3.8 -6.4 -8.3 -12.8 -13.4 -13.6 -13.8 -14.1 -14.3 -13.8 -13.4 -12.8 -141.3 

Congestion 

Costs 
-5.2 -0.5 -0.6 -0.8 -0.9 -1.2 -1.4 -1.6 -1.8 -2.0 -2.2 -2.5 -2.8 -3.0 -26.5 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-

Rebound 

Fatality 

Costs 

-9.3 -0.7 -0.5 -0.3 -0.2 0.1 0.0 -0.3 -0.4 -0.6 -0.9 -1.3 -1.7 -2.0 -18.3 

Non-

Rebound 

Non-Fatal 

Crash Costs 

-14.5 -1.1 -0.8 -0.5 -0.3 0.2 0.0 -0.5 -0.7 -0.9 -1.4 -2.0 -2.7 -3.2 -28.5 

Rebound 

Fatality 

Costs 

0.3 -0.1 -0.5 -0.9 -1.1 -1.9 -2.0 -2.1 -2.1 -2.3 -2.3 -2.2 -2.2 -2.1 -21.5 

Non-Fatal 

Crash Costs 
0.5 -0.2 -0.8 -1.4 -1.8 -3.0 -3.1 -3.2 -3.3 -3.5 -3.6 -3.5 -3.4 -3.3 -33.7 

Total 

Societal 

Costs 

-28.3 -3.3 -7.1 -10.3 -12.7 -18.6 -20.0 -21.4 -22.2 -23.5 -24.7 -25.4 -26.3 -26.5 -270.4 
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Table 9-17 - Lifetime Societal Costs for Preferred Alternative by Model Year, Light Truck 

3% Discount Rate, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.6 -3.4 -5.9 -7.4 -10.7 -11.6 -12.6 -12.8 -12.9 -14.2 -14.5 -15.0 -15.1 -136.7 

Congestion 

Costs 
-6.4 -0.7 -0.9 -1.0 -1.1 -1.4 -1.5 -1.9 -2.2 -2.5 -2.8 -3.2 -3.5 -3.9 -33.0 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.5 

Non-Rebound 

Fatality Costs 
-11.2 -1.1 -0.9 -0.7 -0.5 -0.2 -0.2 -0.7 -0.9 -1.3 -1.6 -2.2 -2.5 -3.0 -26.8 

Non-Rebound 

Non-Fatal 

Crash Costs 

-17.5 -1.7 -1.4 -1.1 -0.8 -0.3 -0.3 -1.0 -1.4 -2.0 -2.5 -3.4 -4.0 -4.7 -42.0 

Rebound 

Fatality Costs 
0.4 -0.1 -0.5 -0.9 -1.2 -1.9 -2.0 -2.2 -2.3 -2.3 -2.5 -2.5 -2.5 -2.5 -22.9 

Non-Fatal 

Crash Costs 
0.6 -0.1 -0.8 -1.4 -1.9 -2.9 -3.2 -3.4 -3.6 -3.6 -3.9 -3.8 -4.0 -3.9 -35.7 

Total Societal 

Costs 
-34.1 -4.2 -7.8 -11.0 -12.8 -17.4 -18.8 -21.7 -23.2 -24.7 -27.5 -29.6 -31.6 -33.1 -297.5 
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Table 9-18 - Lifetime Societal Costs for Preferred Alternative by Model Year, Light Truck 

7% Discount Rate, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.7 -3.7 -5.9 -7.4 -11.0 -11.0 -10.8 -10.6 -10.4 -10.2 -9.5 -8.8 -8.1 -108.1 

Congestion 

Costs 
-3.2 -0.2 -0.4 -0.5 -0.5 -0.8 -0.9 -1.0 -1.1 -1.2 -1.3 -1.4 -1.5 -1.5 -15.4 

Noise Costs 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 

Non-Rebound 

Fatality Costs 
-5.7 -0.3 -0.2 -0.1 0.0 0.2 0.0 -0.2 -0.2 -0.3 -0.5 -0.7 -0.9 -1.0 -9.8 

Non-Rebound 

Non-Fatal 

Crash Costs 

-8.9 -0.4 -0.3 -0.1 0.0 0.3 0.1 -0.2 -0.4 -0.5 -0.8 -1.1 -1.4 -1.6 -15.3 

Rebound 

Fatality Costs 
0.2 -0.1 -0.4 -0.6 -0.8 -1.3 -1.4 -1.3 -1.3 -1.4 -1.3 -1.3 -1.2 -1.1 -13.3 

Non-Fatal 

Crash Costs 
0.3 -0.2 -0.6 -1.0 -1.3 -2.1 -2.1 -2.1 -2.1 -2.1 -2.1 -2.0 -1.9 -1.7 -20.9 

Total Societal 

Costs 
-17.2 -2.0 -5.5 -8.3 -10.1 -14.8 -15.3 -15.7 -15.7 -15.9 -16.1 -15.8 -15.6 -15.1 -183.1 
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Table 9-19 – Lifetime Societal Costs for Preferred Alternative by Model Year, Light Truck 

7% Discount Rate, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.6 -3.3 -5.5 -6.6 -9.2 -9.6 -10.0 -9.8 -9.5 -10.1 -9.9 -9.9 -9.6 -103.5 

Congestion 

Costs 
-3.8 -0.3 -0.5 -0.6 -0.7 -0.9 -0.9 -1.2 -1.3 -1.5 -1.6 -1.8 -1.9 -2.0 -18.8 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3 

Non-Rebound 

Fatality Costs 
-6.8 -0.5 -0.4 -0.2 -0.1 0.0 0.0 -0.3 -0.5 -0.7 -0.9 -1.2 -1.3 -1.5 -14.3 

Non-Rebound 

Non-Fatal 

Crash Costs 

-10.6 -0.8 -0.6 -0.4 -0.2 0.0 0.0 -0.5 -0.8 -1.1 -1.4 -1.8 -2.1 -2.4 -22.5 

Rebound 

Fatality Costs 
0.3 0.0 -0.4 -0.7 -0.9 -1.3 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.3 -14.1 

Non-Fatal 

Crash Costs 
0.4 -0.1 -0.6 -1.0 -1.3 -2.0 -2.2 -2.2 -2.2 -2.2 -2.3 -2.2 -2.1 -2.0 -22.0 

Total Societal 

Costs 
-20.6 -2.3 -5.6 -8.4 -9.8 -13.4 -14.0 -15.6 -16.0 -16.4 -17.7 -18.2 -18.7 -18.8 -195.5 
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Table 9-20 - Lifetime Societal Costs for Preferred Alternative by Model Year, Light Truck 

Undiscounted, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.7 -4.0 -6.8 -9.1 -14.4 -15.5 -16.2 -17.0 -17.9 -18.7 -18.6 -18.5 -18.2 -175.6 

Congestion 

Costs 
-8.0 -0.9 -1.1 -1.3 -1.4 -1.8 -2.1 -2.5 -2.7 -3.1 -3.6 -4.1 -4.7 -5.2 -42.5 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.6 

Non-Rebound 

Fatality Costs 
-14.1 -1.3 -1.1 -0.9 -0.7 -0.1 -0.3 -0.7 -0.8 -1.1 -1.5 -2.2 -3.0 -3.6 -31.3 

Non-Rebound 

Non-Fatal 

Crash Costs 

-22.0 -2.1 -1.7 -1.4 -1.0 -0.2 -0.4 -1.1 -1.3 -1.7 -2.3 -3.5 -4.7 -5.7 -48.9 

Rebound 

Fatality Costs 
0.5 -0.2 -0.7 -1.1 -1.5 -2.6 -2.8 -3.0 -3.2 -3.4 -3.6 -3.6 -3.7 -3.7 -32.4 

Non-Fatal 

Crash Costs 
0.8 -0.2 -1.0 -1.7 -2.4 -4.0 -4.4 -4.6 -5.0 -5.4 -5.6 -5.7 -5.7 -5.7 -50.7 

Total Societal 

Costs 
-42.9 -5.5 -9.5 -13.2 -16.0 -23.2 -25.5 -28.1 -30.0 -32.6 -35.3 -37.7 -40.4 -42.2 -382.1 
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Table 9-21 - Lifetime Societal Costs for Preferred Alternative by Model Year, Light Truck 

Undiscounted, Co2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -0.6 -3.5 -6.3 -8.0 -12.1 -13.4 -15.0 -15.8 -16.3 -18.5 -19.5 -20.8 -21.6 -171.4 

Congestion 

Costs 
-9.7 -1.3 -1.5 -1.7 -1.8 -2.2 -2.4 -3.0 -3.4 -4.0 -4.6 -5.3 -6.0 -6.8 -53.6 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.8 

Non-Rebound 

Fatality Costs 
-17.0 -2.0 -1.7 -1.5 -1.2 -0.7 -0.6 -1.3 -1.6 -2.2 -2.7 -3.7 -4.4 -5.3 -46.0 

Non-Rebound 

Non-Fatal 

Crash Costs 

-26.6 -3.1 -2.7 -2.3 -1.9 -1.1 -0.9 -2.0 -2.5 -3.5 -4.3 -5.8 -6.9 -8.3 -71.9 

Rebound 

Fatality Costs 
0.6 -0.1 -0.6 -1.1 -1.6 -2.5 -2.9 -3.1 -3.4 -3.5 -3.9 -4.0 -4.2 -4.3 -34.6 

Non-Fatal 

Crash Costs 
1.0 -0.1 -1.0 -1.8 -2.5 -4.0 -4.5 -4.9 -5.3 -5.5 -6.1 -6.2 -6.6 -6.7 -54.1 

Total Societal 

Costs 
-51.9 -7.1 -11.0 -14.7 -17.0 -22.5 -24.7 -29.2 -32.0 -35.2 -40.2 -44.7 -49.1 -53.1 -432.4 
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Table 9-22 - Lifetime Societal Costs for Preferred Alternative by Model Year,  

Combined Light-Duty, 3% Discount Rate, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -1.6 -5.7 -9.0 -13.3 -21.3 -23.9 -25.5 -26.0 -26.6 -26.5 -25.4 -24.4 -23.3 -252.6 

Congestion 

Costs 
-17.3 -1.9 -2.1 -2.3 -2.6 -3.3 -3.3 -3.2 -2.9 -2.6 -2.4 -2.3 -2.5 -2.7 -51.2 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.7 

Non-Rebound 

Fatality Costs 
-27.9 -2.5 -2.1 -1.9 -1.7 -1.2 -0.7 -0.4 0.1 0.6 0.9 0.9 0.5 0.2 -35.4 

Non-Rebound 

Non-Fatal 

Crash Costs 

-43.6 -3.9 -3.4 -3.0 -2.6 -1.9 -1.2 -0.7 0.2 0.9 1.4 1.4 0.7 0.3 -55.3 

Rebound 

Fatality Costs 
0.9 -0.2 -0.8 -1.4 -2.1 -3.5 -4.0 -4.2 -4.4 -4.6 -4.6 -4.4 -4.3 -4.2 -41.7 

Non-Fatal 

Crash Costs 
1.5 -0.3 -1.3 -2.1 -3.2 -5.5 -6.2 -6.6 -6.9 -7.1 -7.1 -6.9 -6.8 -6.6 -65.2 

Total Societal 

Costs 
-86.7 -10.4 -15.5 -19.7 -25.4 -36.6 -39.3 -40.7 -40.0 -39.4 -38.3 -36.7 -36.9 -36.3 -501.9 
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Table 9-23 - Lifetime Societal Costs for Preferred Alternative by Model Year,  

Combined Light-Duty, 3% Discount Rate, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -1.4 -5.5 -9.0 -13.0 -18.7 -21.4 -24.3 -25.3 -25.9 -28.5 -28.8 -29.2 -28.8 -259.8 

Congestion 

Costs 
-19.0 -2.2 -2.6 -2.8 -3.2 -3.8 -3.7 -3.6 -3.6 -3.4 -3.4 -3.3 -3.5 -3.4 -61.5 

Noise Costs -0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.0 -0.1 0.0 -0.1 -0.1 -0.9 

Non-Rebound 

Fatality Costs 
-30.6 -3.2 -2.9 -2.6 -2.4 -2.0 -1.3 -0.9 -0.5 -0.2 0.1 0.1 0.0 0.0 -46.3 

Non-Rebound 

Non-Fatal 

Crash Costs 

-47.8 -5.0 -4.5 -4.1 -3.8 -3.1 -2.0 -1.4 -0.8 -0.3 0.2 0.2 0.0 0.1 -72.3 

Rebound 

Fatality Costs 
1.0 -0.1 -0.9 -1.5 -2.4 -3.6 -4.2 -4.5 -4.9 -5.1 -5.4 -5.4 -5.5 -5.4 -47.8 

Non-Fatal 

Crash Costs 
1.6 -0.2 -1.4 -2.4 -3.7 -5.6 -6.5 -7.1 -7.7 -7.9 -8.5 -8.5 -8.5 -8.4 -74.7 

Total Societal 

Costs 
-95.0 -12.2 -17.8 -22.5 -28.5 -36.8 -39.0 -41.9 -42.8 -42.8 -45.5 -45.7 -46.7 -45.9 -563.1 
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Table 9-24 - Lifetime Societal Costs for Preferred Alternative by Model Year,  

Combined Light-Duty, 7% Discount Rate, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -1.6 -5.5 -8.4 -11.9 -18.3 -19.7 -20.3 -19.9 -19.6 -18.8 -17.3 -16.0 -14.8 -192.1 

Congestion 

Costs 
-10.7 -1.0 -1.1 -1.3 -1.5 -2.0 -2.0 -1.8 -1.6 -1.4 -1.2 -1.1 -1.2 -1.3 -29.2 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-Rebound 

Fatality Costs 
-17.4 -1.2 -1.0 -0.8 -0.7 -0.4 -0.1 0.0 0.4 0.6 0.8 0.7 0.4 0.3 -18.4 

Non-Rebound 

Non-Fatal 

Crash Costs 

-27.2 -1.9 -1.5 -1.3 -1.0 -0.6 -0.2 0.1 0.5 0.9 1.2 1.1 0.7 0.4 -28.8 

Rebound 

Fatality Costs 
0.6 -0.2 -0.7 -1.0 -1.5 -2.5 -2.7 -2.8 -2.8 -2.8 -2.7 -2.5 -2.3 -2.2 -25.8 

Non-Fatal 

Crash Costs 
0.9 -0.3 -1.0 -1.6 -2.3 -3.8 -4.2 -4.3 -4.3 -4.3 -4.2 -3.9 -3.6 -3.4 -40.4 

Total Societal 

Costs 
-53.9 -6.2 -10.9 -14.4 -18.9 -27.6 -28.9 -29.1 -27.8 -26.6 -25.0 -23.0 -22.1 -20.9 -335.3 
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Table 9-25 - Lifetime Societal Costs for Preferred Alternative by Model Year,  

Combined Light-Duty, 7% Discount Rate, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -1.4 -5.3 -8.3 -11.6 -16.1 -17.7 -19.4 -19.4 -19.1 -20.2 -19.7 -19.2 -18.2 -195.7 

Congestion 

Costs 
-11.6 -1.2 -1.4 -1.6 -1.9 -2.3 -2.1 -2.0 -2.0 -1.8 -1.8 -1.7 -1.7 -1.6 -34.5 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.5 

Non-Rebound 

Fatality Costs 
-18.9 -1.6 -1.4 -1.2 -1.1 -0.8 -0.3 -0.1 0.1 0.2 0.4 0.4 0.2 0.2 -23.9 

Non-Rebound 

Non-Fatal 

Crash Costs 

-29.5 -2.5 -2.2 -1.9 -1.7 -1.3 -0.5 -0.2 0.1 0.4 0.6 0.6 0.4 0.4 -37.3 

Rebound 

Fatality Costs 
0.6 -0.1 -0.7 -1.1 -1.7 -2.5 -2.8 -3.0 -3.1 -3.1 -3.2 -3.0 -3.0 -2.8 -29.4 

Non-Fatal 

Crash Costs 
1.0 -0.2 -1.1 -1.8 -2.7 -3.9 -4.4 -4.6 -4.8 -4.8 -4.9 -4.8 -4.6 -4.4 -46.0 

Total Societal 

Costs 
-58.5 -7.0 -12.1 -15.9 -20.6 -26.8 -28.0 -29.3 -29.1 -28.2 -29.1 -28.3 -27.8 -26.4 -367.1 

 

  



 

1124 

 

Table 9-26 - Lifetime Societal Costs for Preferred Alternative by Model Year,  

Combined Light-Duty, Undiscounted, CAFE (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

TOTA

L 

Technology 

Costs 
0.0 -1.6 -5.9 -9.6 -14.6 -24.0 -27.7 -30.5 -32.0 -33.7 -34.6 -34.1 -33.8 -33.2 -315.3 

Congestion 

Costs 
-25.9 -3.2 -3.4 -3.8 -4.2 -5.2 -5.3 -5.2 -4.9 -4.6 -4.3 -4.3 -4.8 -5.2 -84.1 

Noise Costs -0.4 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.2 

Non-Rebound 

Fatality Costs 
-41.5 -4.4 -4.0 -3.7 -3.4 -2.7 -2.0 -1.6 -0.7 0.1 0.7 0.7 0.0 -0.4 -62.9 

Non-Rebound 

Non-Fatal 

Crash Costs 

-64.9 -6.9 -6.2 -5.8 -5.3 -4.1 -3.1 -2.4 -1.1 0.1 1.1 1.1 0.0 -0.7 -98.3 

Rebound 

Fatality Costs 
1.4 -0.3 -1.1 -1.7 -2.7 -4.7 -5.6 -6.1 -6.5 -6.9 -7.1 -7.1 -7.2 -7.2 -62.7 

Non-Fatal 

Crash Costs 
2.2 -0.4 -1.7 -2.7 -4.2 -7.4 -8.7 -9.5 -10.2 -10.8 -11.2 -11.1 -11.2 -11.3 -98.2 

Total Societal 

Costs 
-129.0 -16.7 -22.3 -27.4 -34.4 -48.1 -52.3 -55.2 -55.5 -55.9 -55.6 -55.0 -57.0 -58.0 -722.4 
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Table 9-27 - Lifetime Societal Costs for Preferred Alternative by Model Year,  

Combined Light-Duty, Undiscounted, CO2 (Billions of 2016$) 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Technology 

Costs 
0.0 -1.4 -5.7 -9.5 -14.2 -21.0 -24.9 -29.1 -31.1 -32.8 -37.2 -38.8 -40.4 -41.0 -327.1 

Congestion 

Costs 
-28.6 -3.9 -4.3 -4.7 -5.3 -6.1 -6.0 -6.0 -6.1 -6.0 -6.1 -6.1 -6.5 -6.5 -102.2 

Noise Costs -0.4 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.5 

Non-Rebound 

Fatality Costs 
-45.8 -5.6 -5.3 -5.0 -4.7 -4.1 -3.0 -2.5 -1.9 -1.4 -0.8 -0.8 -1.0 -0.9 -82.7 

Non-Rebound 

Non-Fatal 

Crash Costs 

-71.6 -8.7 -8.2 -7.8 -7.4 -6.4 -4.7 -3.9 -3.0 -2.2 -1.3 -1.2 -1.5 -1.4 -129.2 

Rebound 

Fatality Costs 
1.5 -0.1 -1.1 -1.9 -3.1 -4.9 -5.8 -6.5 -7.2 -7.7 -8.5 -8.7 -9.1 -9.2 -72.2 

Non-Fatal 

Crash Costs 
2.4 -0.2 -1.7 -3.0 -4.9 -7.6 -9.1 -10.2 -11.3 -12.0 -13.2 -13.6 -14.1 -14.3 -112.8 

Total Societal 

Costs 
-143.0 -20.0 -26.3 -32.0 -39.6 -50.1 -53.6 -58.2 -60.7 -62.1 -67.1 -69.3 -72.7 -73.4 -828.1 
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Table 9-28 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Passenger Car,  

3% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -111.0 -108.0 -103.0 -100.0 -84.3 -79.3 -60.1 -63.3 

Congestion Costs -24.7 -23.7 -22.2 -20.9 -17.4 -15.6 -9.0 -10.9 

Noise Costs -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -17.1 -16.1 -14.5 -13.3 -12.2 -9.5 -2.7 -6.0 

Non-Rebound Non-Fatal Crash 

Costs 
-26.8 -25.1 -22.7 -20.8 -19.1 -14.8 -4.2 -9.4 

Rebound Fatality Costs -20.1 -19.6 -18.8 -17.9 -13.7 -13.3 -10.4 -9.8 

Non-Fatal Crash Costs -31.5 -30.6 -29.5 -27.9 -21.4 -20.8 -16.3 -15.2 

Total Societal Costs -232.0 -224.0 -211.0 -202.0 -168.0 -153.0 -103.0 -115.0 
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Table 9-29 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Passenger Car,  

3% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -123.0 -119.0 -112.0 -101.0 -76.0 -73.1 -49.8 -46.5 

Congestion Costs -28.5 -27.7 -24.9 -21.7 -17.2 -14.9 -8.0 -10.1 

Noise Costs -0.4 -0.4 -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -19.4 -19.4 -17.4 -15.5 -14.2 -11.5 -4.8 -8.2 

Non-Rebound Non-Fatal Crash 

Costs 
-30.4 -30.3 -27.2 -24.2 -22.2 -18.0 -7.6 -12.9 

Rebound Fatality Costs -24.9 -23.8 -21.6 -18.2 -11.8 -11.1 -7.7 -6.8 

Non-Fatal Crash Costs -39.0 -37.2 -33.7 -28.4 -18.5 -17.4 -12.1 -10.6 

Total Societal Costs -266.0 -258.0 -237.0 -209.0 -160.0 -146.0 -90.1 -95.2 
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Table 9-30 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Passenger Car,  

7% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -84.1 -81.9 -77.9 -76.1 -63.6 -60.6 -46.5 -48.2 

Congestion Costs -13.8 -13.3 -12.5 -11.9 -9.9 -9.0 -5.6 -6.3 

Noise Costs -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -8.6 -8.1 -7.3 -6.8 -6.4 -5.0 -1.5 -3.2 

Non-Rebound Non-Fatal Crash 

Costs 
-13.5 -12.6 -11.4 -10.6 -10.0 -7.8 -2.3 -5.0 

Rebound Fatality Costs -12.5 -12.1 -11.7 -11.1 -8.4 -8.4 -6.7 -6.0 

Non-Fatal Crash Costs -19.5 -19.0 -18.3 -17.3 -13.1 -13.1 -10.4 -9.5 

Total Societal Costs -152.0 -147.0 -139.0 -134.0 -112.0 -104.0 -73.0 -78.3 
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Table 9-31 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Passenger Car,  

7% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -92.1 -89.3 -84.2 -75.5 -56.5 -55.1 -38.1 -34.8 

Congestion Costs -15.7 -15.2 -13.8 -12.0 -9.3 -8.3 -4.7 -5.6 

Noise Costs -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -9.5 -9.5 -8.6 -7.7 -7.1 -5.9 -2.6 -4.3 

Non-Rebound Non-Fatal Crash 

Costs 
-14.8 -14.8 -13.4 -12.1 -11.1 -9.3 -4.1 -6.7 

Rebound Fatality Costs -15.3 -14.6 -13.3 -11.2 -7.3 -6.9 -4.9 -4.2 

Non-Fatal Crash Costs -24.0 -22.9 -20.8 -17.5 -11.3 -10.8 -7.7 -6.5 

Total Societal Costs -172.0 -167.0 -154.0 -136.0 -103.0 -96.4 -62.1 -62.0 
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Table 9-32 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Light Truck,  

3% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -141.0 -134.0 -125.0 -109.0 -84.6 -72.2 -31.4 -36.1 

Congestion Costs -26.5 -24.0 -22.4 -16.8 -10.6 -9.2 -5.1 -4.6 

Noise Costs -0.4 -0.4 -0.3 -0.3 -0.2 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -18.3 -16.4 -15.6 -11.6 -6.3 -5.4 -3.6 -2.4 

Non-Rebound Non-Fatal Crash 

Costs 
-28.5 -25.6 -24.4 -18.2 -9.9 -8.4 -5.6 -3.8 

Rebound Fatality Costs -21.5 -19.6 -18.2 -14.1 -10.0 -8.8 -4.4 -4.6 

Non-Fatal Crash Costs -33.7 -30.7 -28.4 -22.0 -15.6 -13.8 -6.9 -7.2 

Total Societal Costs -270.0 -251.0 -234.0 -192.0 -137.0 -118.0 -57.0 -58.7 
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Table 9-33 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Light Truck,  

3% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -137.0 -133.0 -126.0 -111.0 -84.4 -79.9 -49.8 -50.4 

Congestion Costs -33.0 -31.0 -27.8 -21.8 -13.5 -11.8 -7.4 -6.7 

Noise Costs -0.5 -0.5 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -26.8 -25.2 -21.8 -16.5 -9.7 -7.7 -4.8 -3.9 

Non-Rebound Non-Fatal Crash 

Costs 
-42.0 -39.4 -34.1 -25.8 -15.1 -12.0 -7.5 -6.0 

Rebound Fatality Costs -22.8 -21.5 -20.0 -16.3 -10.9 -10.4 -6.4 -6.5 

Non-Fatal Crash Costs -35.7 -33.6 -31.3 -25.4 -17.0 -16.3 -10.0 -10.2 

Total Societal Costs -298.0 -284.0 -262.0 -217.0 -151.0 -138.0 -86.1 -83.8 
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Table 9-34 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Light Truck,  

7% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -108.0 -103.0 -95.1 -83.5 -65.1 -55.7 -24.8 -27.9 

Congestion Costs -15.4 -13.9 -13.0 -9.8 -6.2 -5.5 -3.2 -2.7 

Noise Costs -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 0.0 0.0 

Non-Rebound Fatality Costs -9.8 -8.8 -8.4 -6.3 -3.3 -3.0 -2.2 -1.3 

Non-Rebound Non-Fatal Crash 

Costs 
-15.4 -13.7 -13.2 -9.9 -5.2 -4.7 -3.4 -2.0 

Rebound Fatality Costs -13.3 -12.1 -11.2 -8.8 -6.2 -5.5 -2.9 -2.8 

Non-Fatal Crash Costs -20.9 -19.0 -17.6 -13.7 -9.7 -8.7 -4.5 -4.4 

Total Societal Costs -183.0 -170.0 -159.0 -132.0 -95.6 -83.2 -40.9 -41.1 
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Table 9-35 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Light Truck,  

7% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -103.0 -100.0 -95.8 -84.7 -64.0 -61.3 -38.7 -38.8 

Congestion Costs -18.8 -17.6 -16.0 -12.6 -7.7 -7.0 -4.5 -4.0 

Noise Costs -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -14.4 -13.4 -11.8 -8.9 -5.0 -4.2 -2.8 -2.1 

Non-Rebound Non-Fatal Crash 

Costs 
-22.5 -21.0 -18.4 -13.9 -7.9 -6.6 -4.4 -3.2 

Rebound Fatality Costs -14.1 -13.2 -12.4 -10.1 -6.7 -6.5 -4.1 -4.1 

Non-Fatal Crash Costs -22.0 -20.7 -19.4 -15.7 -10.5 -10.2 -6.4 -6.4 

Total Societal Costs -195.0 -187.0 -174.0 -146.0 -102.0 -95.9 -61.0 -58.6 
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Table 9-36 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

3% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -253.0 -243.0 -228.0 -209.0 -169.0 -151.0 -91.4 -99.5 

Congestion Costs -51.2 -47.7 -44.6 -37.8 -28.1 -24.8 -14.2 -15.4 

Noise Costs -0.7 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.2 

Non-Rebound Fatality Costs -35.4 -32.4 -30.1 -24.9 -18.5 -14.8 -6.3 -8.4 

Non-Rebound Non-Fatal Crash 

Costs 
-55.3 -50.7 -47.1 -39.0 -29.0 -23.2 -9.8 -13.2 

Rebound Fatality Costs -41.7 -39.2 -37.0 -31.9 -23.7 -22.1 -14.8 -14.3 

Non-Fatal Crash Costs -65.2 -61.3 -57.9 -50.0 -37.0 -34.6 -23.2 -22.4 

Total Societal Costs -502.0 -475.0 -445.0 -394.0 -306.0 -271.0 -160.0 -173.0 
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Table 9-37 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

3% Discount Rate, CO2 (Billions of 2016 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -260.0 -252.0 -238.0 -212.0 -160.0 -153.0 -99.6 -96.9 

Congestion Costs -61.5 -58.8 -52.7 -43.6 -30.7 -26.7 -15.3 -16.8 

Noise Costs -0.9 -0.8 -0.8 -0.6 -0.4 -0.4 -0.2 -0.2 

Non-Rebound Fatality Costs -46.2 -44.6 -39.2 -32.0 -23.9 -19.2 -9.7 -12.1 

Non-Rebound Non-Fatal Crash 

Costs 
-72.3 -69.7 -61.3 -50.0 -37.3 -30.0 -15.1 -18.9 

Rebound Fatality Costs -47.8 -45.3 -41.6 -34.4 -22.7 -21.5 -14.2 -13.3 

Non-Fatal Crash Costs -74.7 -70.8 -65.0 -53.9 -35.6 -33.7 -22.1 -20.8 

Total Societal Costs -563.0 -542.0 -499.0 -426.0 -311.0 -285.0 -176.0 -179.0 
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Table 9-38 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

7% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -192.0 -185.0 -173.0 -160.0 -129.0 -116.0 -71.3 -76.1 

Congestion Costs -29.2 -27.2 -25.5 -21.7 -16.0 -14.5 -8.8 -9.0 

Noise Costs -0.4 -0.4 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -18.4 -16.9 -15.7 -13.1 -9.7 -8.0 -3.7 -4.5 

Non-Rebound Non-Fatal Crash 

Costs 
-28.8 -26.4 -24.5 -20.5 -15.2 -12.5 -5.7 -7.0 

Rebound Fatality Costs -25.8 -24.3 -22.9 -19.8 -14.6 -13.9 -9.5 -8.9 

Non-Fatal Crash Costs -40.4 -38.0 -35.9 -31.0 -22.8 -21.7 -14.9 -13.9 

Total Societal Costs -335.0 -318.0 -298.0 -266.0 -207.0 -187.0 -114.0 -119.0 
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Table 9-39 - Incremental Lifetime Societal Costs for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

7% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Technology Costs -196.0 -190.0 -180.0 -160.0 -121.0 -116.0 -76.8 -73.6 

Congestion Costs -34.5 -32.9 -29.7 -24.6 -17.0 -15.3 -9.2 -9.6 

Noise Costs -0.5 -0.5 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -23.8 -22.9 -20.4 -16.6 -12.1 -10.1 -5.5 -6.3 

Non-Rebound Non-Fatal Crash 

Costs 
-37.3 -35.8 -31.8 -25.9 -19.0 -15.9 -8.5 -9.9 

Rebound Fatality Costs -29.4 -27.8 -25.7 -21.3 -14.0 -13.4 -9.0 -8.3 

Non-Fatal Crash Costs -46.0 -43.5 -40.1 -33.3 -21.9 -21.0 -14.1 -12.9 

Total Societal Costs -367.0 -353.0 -328.0 -282.0 -205.0 -192.0 -123.0 -121.0 
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Table 9-40 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-58.4 -7.1 -8.4 -9.4 -12.8 -18.0 -19.3 -19.3 -17.8 -16.0 -13.6 -11.4 -10.6 -9.8 -231.9 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-55.7 -6.8 -8.0 -9.0 -12.3 -17.3 -18.8 -18.7 -17.2 -15.4 -13.1 -11.2 -10.4 -9.8 -223.7 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-52.1 -6.3 -7.5 -8.5 -11.9 -16.7 -18.0 -17.7 -16.3 -14.5 -11.8 -10.6 -9.9 -9.4 -211.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-47.0 -5.6 -6.7 -7.7 -11.0 -15.8 -17.3 -17.1 -15.8 -14.0 -11.6 -11.1 -10.7 -10.3 -201.6 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-37.3 -4.1 -4.5 -5.1 -8.3 -12.3 -15.0 -15.0 -14.1 -12.7 -10.3 -10.2 -9.9 -9.6 -168.4 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-33.3 -3.8 -4.8 -5.8 -8.9 -12.9 -13.8 -13.3 -11.3 -10.8 -8.1 -9.1 -8.7 -8.6 -153.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-19.9 -2.3 -3.4 -4.2 -7.1 -10.2 -10.6 -9.4 -7.3 -6.5 -3.6 -6.5 -6.0 -6.0 -103.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-21.3 -2.3 -2.8 -3.3 -6.3 -9.3 -11.1 -11.0 -10.0 -8.8 -6.3 -7.7 -7.4 -7.3 -114.7 
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Table 9-41 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-60.9 -8.0 -10.0 -11.5 -15.7 -19.4 -20.3 -20.2 -19.7 -18.1 -17.9 -16.1 -15.1 -12.8 -265.7 

0.5%PC/0.5%LT, MYs 

2021-2026 
-58.9 -7.7 -9.7 -11.0 -15.1 -18.8 -19.8 -19.8 -19.3 -17.8 -17.3 -15.8 -14.8 -12.4 -258.3 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-55.4 -7.1 -9.1 -10.1 -14.1 -17.7 -18.4 -18.2 -17.5 -15.9 -15.1 -14.3 -13.3 -11.2 -237.4 

1.0%PC/2.0%LT, MYs 

2021-2026 
-48.7 -6.2 -8.1 -9.0 -12.0 -15.3 -15.9 -15.9 -15.4 -13.7 -13.7 -12.8 -12.1 -10.4 -209.2 

1.0%PC/2.0%LT, MYs 

2022-2026 
-36.3 -4.4 -5.4 -6.0 -8.4 -11.1 -12.9 -12.8 -11.6 -11.4 -10.3 -10.8 -10.1 -8.6 -160.1 

2.0%PC/3.0%LT, MYs 

2021-2026 
-34.4 -4.1 -5.2 -5.9 -8.4 -11.1 -11.7 -11.4 -10.1 -9.7 -8.7 -9.4 -8.5 -7.6 -146.3 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-22.0 -2.5 -3.6 -4.1 -6.1 -8.1 -7.8 -6.9 -5.3 -4.7 -3.6 -5.9 -5.1 -4.4 -90.1 

2.0%PC/3.0%LT, MYs 

2022-2026 
-21.8 -2.5 -3.1 -3.4 -4.7 -6.6 -7.6 -7.7 -6.8 -6.3 -4.9 -7.3 -6.5 -5.9 -95.2 
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Table 9-42 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-36.7 -4.3 -5.4 -6.1 -8.8 -12.8 -13.6 -13.4 -12.1 -10.6 -8.9 -7.2 -6.5 -5.8 -152.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-35.0 -4.1 -5.2 -5.9 -8.6 -12.4 -13.3 -13.0 -11.7 -10.3 -8.5 -7.1 -6.4 -5.8 -147.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-32.7 -3.8 -4.8 -5.6 -8.3 -12.0 -12.8 -12.4 -11.1 -9.7 -7.7 -6.7 -6.1 -5.5 -139.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-29.7 -3.5 -4.4 -5.1 -7.9 -11.5 -12.5 -12.1 -10.9 -9.5 -7.7 -7.0 -6.5 -6.0 -134.1 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-23.5 -2.4 -2.8 -3.3 -5.9 -9.0 -10.8 -10.7 -9.8 -8.6 -6.8 -6.5 -6.0 -5.6 -111.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-21.2 -2.4 -3.3 -4.1 -6.6 -9.7 -10.1 -9.6 -8.0 -7.4 -5.4 -5.7 -5.2 -4.9 -103.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-13.0 -1.6 -2.6 -3.2 -5.6 -7.9 -8.0 -7.1 -5.5 -4.7 -2.6 -4.1 -3.6 -3.5 -73.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-13.5 -1.4 -1.9 -2.3 -4.8 -7.1 -8.3 -8.0 -7.2 -6.1 -4.3 -4.9 -4.5 -4.2 -78.3 
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Table 9-43 - Incremental Total Costs by Societal Perspective, Passenger Cars,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-37.9 -4.7 -6.4 -7.5 -10.8 -13.5 -13.9 -13.7 -13.1 -11.8 -11.5 -10.1 -9.2 -7.6 -171.6 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-36.6 -4.5 -6.2 -7.2 -10.4 -13.0 -13.6 -13.4 -12.8 -11.6 -11.1 -9.8 -9.0 -7.4 -166.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-34.6 -4.2 -5.9 -6.6 -9.8 -12.4 -12.7 -12.5 -11.7 -10.4 -9.7 -9.0 -8.1 -6.7 -154.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-30.4 -3.7 -5.3 -6.0 -8.3 -10.7 -11.0 -11.0 -10.3 -9.0 -8.8 -8.0 -7.4 -6.2 -136.1 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-22.5 -2.4 -3.4 -3.7 -5.7 -7.7 -8.9 -8.8 -7.8 -7.4 -6.6 -6.7 -6.1 -5.1 -102.7 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-21.7 -2.5 -3.5 -4.0 -6.0 -8.0 -8.3 -8.0 -6.9 -6.5 -5.7 -5.9 -5.2 -4.5 -96.5 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-14.1 -1.6 -2.6 -3.0 -4.6 -6.1 -5.7 -5.1 -3.9 -3.3 -2.6 -3.8 -3.1 -2.6 -62.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-13.7 -1.4 -2.0 -2.2 -3.3 -4.7 -5.3 -5.4 -4.7 -4.2 -3.3 -4.5 -3.9 -3.4 -62.1 
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Table 9-44 - Incremental Total Costs by Societal Perspective, Light Trucks,  

3% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-28.3 -3.3 -7.1 -10.3 -12.7 -18.6 -20.0 -21.4 -22.2 -23.5 -24.7 -25.4 -26.3 -26.5 -270.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-25.7 -3.0 -6.1 -9.1 -11.5 -17.4 -18.7 -20.1 -21.0 -22.2 -23.1 -23.7 -24.5 -24.7 -250.8 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-24.5 -2.8 -5.4 -8.0 -10.5 -16.2 -17.5 -18.9 -19.8 -21.0 -21.7 -22.1 -22.6 -22.7 -233.7 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-20.1 -2.3 -4.6 -7.0 -8.8 -13.7 -14.8 -16.2 -16.8 -17.8 -17.7 -17.3 -17.5 -17.4 -191.9 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-14.2 -1.3 -3.3 -5.5 -6.9 -10.5 -11.1 -11.8 -12.1 -12.4 -12.2 -12.0 -12.0 -11.9 -137.2 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-13.3 -1.4 -2.9 -4.4 -5.9 -9.4 -9.8 -10.8 -11.1 -11.1 -10.1 -9.4 -9.2 -9.1 -117.8 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-8.3 -0.8 -1.5 -1.7 -2.9 -4.8 -4.8 -6.0 -6.3 -5.8 -4.1 -3.8 -3.2 -3.1 -57.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-7.4 -0.6 -1.1 -1.9 -2.8 -4.6 -4.6 -5.2 -5.7 -6.1 -5.2 -4.7 -4.4 -4.4 -58.7 
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Table 9-45 - Incremental Total Costs by Societal Perspective, Light Trucks,  

3% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-34.1 -4.2 -7.8 -11.0 -12.8 -17.4 -18.8 -21.7 -23.2 -24.7 -27.5 -29.6 -31.6 -33.1 -297.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-32.0 -4.0 -7.2 -10.5 -12.2 -16.7 -17.8 -20.7 -22.1 -23.6 -26.3 -28.4 -30.5 -32.1 -284.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-29.3 -3.4 -6.7 -9.8 -11.5 -16.0 -17.1 -19.8 -21.1 -22.2 -24.0 -25.5 -27.0 -28.3 -261.6 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-23.9 -2.7 -5.5 -8.0 -9.6 -13.6 -14.5 -16.7 -17.6 -18.6 -19.8 -21.4 -22.3 -23.3 -217.4 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-16.0 -1.9 -4.0 -5.7 -6.8 -9.7 -10.1 -11.9 -12.3 -12.4 -13.4 -14.5 -15.3 -16.7 -150.7 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-14.9 -1.5 -3.7 -5.4 -6.6 -10.0 -10.5 -12.4 -12.6 -12.1 -12.1 -11.7 -12.0 -12.9 -138.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-9.9 -1.0 -2.2 -3.2 -4.3 -6.5 -6.8 -8.6 -8.9 -8.4 -7.8 -6.7 -6.3 -5.6 -86.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-9.5 -1.1 -2.2 -3.6 -4.6 -6.3 -6.6 -7.5 -7.4 -7.2 -7.1 -6.5 -6.8 -7.5 -83.8 
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Table 9-46 - Incremental Total Costs by Societal Perspective, Light Trucks,  

7% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-17.2 -2.0 -5.5 -8.3 -10.1 -14.8 -15.3 -15.7 -15.7 -15.9 -16.1 -15.8 -15.6 -15.1 -183.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-15.6 -1.8 -4.7 -7.3 -9.1 -13.9 -14.4 -14.8 -14.9 -15.2 -15.1 -14.8 -14.6 -14.1 -170.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-14.9 -1.7 -4.1 -6.4 -8.3 -12.9 -13.5 -14.0 -14.1 -14.4 -14.2 -13.8 -13.5 -13.0 -158.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-12.2 -1.4 -3.6 -5.7 -7.1 -11.1 -11.5 -12.1 -12.0 -12.2 -11.6 -10.9 -10.6 -10.0 -132.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-8.5 -0.8 -2.6 -4.6 -5.6 -8.5 -8.8 -8.9 -8.8 -8.7 -8.1 -7.6 -7.3 -6.9 -95.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-8.3 -0.9 -2.3 -3.7 -4.9 -7.7 -7.8 -8.1 -8.0 -7.7 -6.7 -6.0 -5.7 -5.3 -83.2 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-5.4 -0.6 -1.3 -1.5 -2.5 -4.0 -3.8 -4.6 -4.6 -4.0 -2.7 -2.3 -1.9 -1.8 -40.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-4.4 -0.3 -0.9 -1.6 -2.3 -3.8 -3.7 -4.0 -4.2 -4.3 -3.4 -3.0 -2.7 -2.6 -41.1 
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Table 9-47 - Incremental Total Costs by Societal Perspective, Light Trucks,  

7% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-20.6 -2.3 -5.6 -8.4 -9.8 -13.4 -14.0 -15.6 -16.0 -16.4 -17.7 -18.2 -18.7 -18.8 -195.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-19.3 -2.1 -5.2 -8.0 -9.3 -12.8 -13.3 -14.9 -15.3 -15.7 -16.9 -17.5 -18.0 -18.2 -186.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-17.8 -1.9 -4.9 -7.6 -8.9 -12.5 -13.0 -14.4 -14.8 -14.9 -15.4 -15.7 -16.0 -16.1 -174.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-14.5 -1.5 -4.1 -6.4 -7.5 -10.7 -11.1 -12.3 -12.5 -12.6 -12.9 -13.3 -13.3 -13.3 -146.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-9.6 -1.1 -3.1 -4.6 -5.3 -7.6 -7.8 -8.8 -8.8 -8.5 -8.8 -9.1 -9.3 -9.7 -102.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-9.1 -0.9 -3.0 -4.4 -5.4 -8.1 -8.2 -9.3 -9.1 -8.4 -8.0 -7.4 -7.3 -7.5 -95.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-6.3 -0.7 -1.9 -2.7 -3.6 -5.4 -5.4 -6.5 -6.4 -5.8 -5.2 -4.2 -3.8 -3.2 -61.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-5.9 -0.7 -1.8 -2.9 -3.7 -5.1 -5.2 -5.7 -5.4 -5.0 -4.7 -4.1 -4.2 -4.4 -58.6 
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Table 9-48 - Incremental Total Costs by Societal Perspective, Combined Light-Duty,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-86.7 -10.4 -15.5 -19.7 -25.4 -36.6 -39.3 -40.7 -40.0 -39.4 -38.3 -36.7 -36.9 -36.3 -501.9 

0.5%PC/0.5%LT, MYs 

2021-2026 
-81.4 -9.8 -14.1 -18.1 -23.8 -34.8 -37.5 -38.8 -38.2 -37.6 -36.2 -35.0 -35.0 -34.4 -474.7 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-76.5 -9.1 -12.9 -16.6 -22.3 -32.9 -35.5 -36.7 -36.1 -35.5 -33.4 -32.8 -32.5 -32.1 -444.9 

1.0%PC/2.0%LT, MYs 

2021-2026 
-67.1 -7.9 -11.3 -14.6 -19.8 -29.6 -32.1 -33.3 -32.6 -31.8 -29.3 -28.4 -28.2 -27.6 -393.6 

1.0%PC/2.0%LT, MYs 

2022-2026 
-51.5 -5.4 -7.8 -10.6 -15.1 -22.8 -26.1 -26.8 -26.2 -25.1 -22.6 -22.2 -21.9 -21.6 -305.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
-46.7 -5.2 -7.7 -10.2 -14.9 -22.3 -23.6 -24.1 -22.5 -21.9 -18.1 -18.5 -17.9 -17.7 -271.3 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-28.2 -3.1 -4.8 -5.9 -10.0 -14.9 -15.3 -15.5 -13.6 -12.3 -7.8 -10.2 -9.2 -9.1 -159.8 

2.0%PC/3.0%LT, MYs 

2022-2026 
-28.7 -2.8 -3.9 -5.2 -9.1 -13.9 -15.7 -16.3 -15.8 -14.9 -11.4 -12.4 -11.8 -11.7 -173.6 

  



 

1147 

 

Table 9-49 - Incremental Total Costs by Societal Perspective, Combined Light-Duty,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-95.0 -12.2 -17.8 -22.5 -28.5 -36.8 -39.0 -41.9 -42.8 -42.8 -45.5 -45.7 -46.7 -45.9 -563.1 

0.5%PC/0.5%LT, MYs 

2021-2026 
-91.0 -11.7 -17.0 -21.5 -27.3 -35.4 -37.6 -40.4 -41.4 -41.4 -43.6 -44.2 -45.2 -44.5 -542.2 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-84.8 -10.5 -15.7 -19.9 -25.6 -33.6 -35.5 -37.9 -38.7 -38.1 -39.1 -39.8 -40.3 -39.5 -499.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
-72.6 -8.9 -13.5 -17.0 -21.5 -28.9 -30.4 -32.6 -33.0 -32.3 -33.5 -34.2 -34.4 -33.7 -426.5 

1.0%PC/2.0%LT, MYs 

2022-2026 
-52.4 -6.3 -9.4 -11.7 -15.2 -20.8 -23.1 -24.7 -23.9 -23.8 -23.7 -25.4 -25.4 -25.2 -311.0 

2.0%PC/3.0%LT, MYs 

2021-2026 
-49.3 -5.6 -8.9 -11.3 -15.0 -21.0 -22.2 -23.7 -22.7 -21.8 -20.8 -21.1 -20.5 -20.5 -284.5 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-31.9 -3.5 -5.9 -7.2 -10.3 -14.7 -14.6 -15.6 -14.2 -13.0 -11.4 -12.6 -11.3 -10.0 -176.2 

2.0%PC/3.0%LT, MYs 

2022-2026 
-31.3 -3.5 -5.3 -7.0 -9.3 -12.9 -14.1 -15.3 -14.2 -13.5 -12.0 -13.8 -13.3 -13.4 -178.9 
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Table 9-50 - Incremental Total Costs by Societal Perspective, Combined Light-Duty,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-53.9 -6.2 -10.9 -14.4 -18.9 -27.6 -28.9 -29.1 -27.8 -26.6 -25.0 -23.0 -22.1 -20.9 -335.3 

0.5%PC/0.5%LT, MYs 

2021-2026 
-50.6 -5.9 -9.8 -13.2 -17.7 -26.3 -27.7 -27.9 -26.6 -25.4 -23.6 -21.9 -21.0 -19.9 -317.5 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-47.6 -5.4 -8.9 -12.0 -16.6 -24.9 -26.3 -26.4 -25.2 -24.0 -21.9 -20.6 -19.6 -18.5 -298.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
-41.9 -4.9 -8.0 -10.8 -15.0 -22.6 -23.9 -24.2 -23.0 -21.7 -19.3 -17.9 -17.0 -16.0 -266.2 

1.0%PC/2.0%LT, MYs 

2022-2026 
-32.0 -3.2 -5.4 -7.9 -11.5 -17.5 -19.6 -19.6 -18.5 -17.2 -14.9 -14.1 -13.3 -12.5 -207.1 

2.0%PC/3.0%LT, MYs 

2021-2026 
-29.5 -3.3 -5.7 -7.8 -11.5 -17.4 -17.9 -17.8 -16.0 -15.1 -12.1 -11.7 -10.9 -10.3 -187.0 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-18.3 -2.2 -3.9 -4.7 -8.1 -11.9 -11.9 -11.7 -10.0 -8.7 -5.3 -6.4 -5.5 -5.3 -113.9 

2.0%PC/3.0%LT, MYs 

2022-2026 
-18.0 -1.7 -2.7 -3.9 -7.1 -10.9 -11.9 -12.0 -11.3 -10.4 -7.7 -7.9 -7.2 -6.8 -119.4 
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Table 9-51 - Incremental Total Costs by Societal Perspective, Combined Light-Duty,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-58.5 -7.0 -12.1 -15.9 -20.6 -26.8 -28.0 -29.3 -29.1 -28.2 -29.1 -28.3 -27.8 -26.4 -367.1 

0.5%PC/0.5%LT, MYs 

2021-2026 
-55.9 -6.7 -11.4 -15.2 -19.7 -25.8 -26.9 -28.3 -28.1 -27.3 -27.9 -27.3 -27.0 -25.6 -353.1 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-52.4 -6.1 -10.8 -14.2 -18.7 -24.8 -25.7 -26.8 -26.5 -25.3 -25.1 -24.7 -24.1 -22.8 -328.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
-44.9 -5.2 -9.4 -12.3 -15.8 -21.5 -22.2 -23.2 -22.8 -21.5 -21.7 -21.3 -20.7 -19.5 -282.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
-32.1 -3.5 -6.4 -8.3 -11.0 -15.3 -16.7 -17.6 -16.5 -15.9 -15.4 -15.9 -15.4 -14.7 -204.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
-30.8 -3.4 -6.4 -8.4 -11.3 -16.0 -16.5 -17.3 -16.0 -14.8 -13.7 -13.3 -12.4 -12.0 -192.4 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-20.4 -2.3 -4.5 -5.7 -8.1 -11.5 -11.2 -11.6 -10.3 -9.1 -7.7 -8.0 -6.9 -5.9 -123.2 

2.0%PC/3.0%LT, MYs 

2022-2026 
-19.5 -2.1 -3.8 -5.2 -7.0 -9.8 -10.5 -11.1 -10.0 -9.2 -8.0 -8.6 -8.1 -7.8 -120.6 
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Table 9-52 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Passenger Cars, CAFE (2016$) 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y 

Lt During 2021-2026 
-$100 -$210 -$290 -$580 -$990 -$1,290 -$1,520 -$1,630 -$1,730 -$1,750 -$1,710 -$1,690 -$1,660 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 
-$100 -$200 -$280 -$560 -$960 -$1,250 -$1,480 -$1,590 -$1,690 -$1,700 -$1,670 -$1,640 -$1,610 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 with 

AC and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$8f0 -$180 -$270 -$550 -$930 -$1,220 -$1,420 -$1,530 -$1,620 -$1,600 -$1,560 -$1,530 -$1,500 

1.00%/Y Pc and 2.00%/Y 

Lt During 2021-2026 
-$90 -$180 -$270 -$540 -$930 -$1,200 -$1,410 -$1,510 -$1,590 -$1,540 -$1,490 -$1,450 -$1,410 

1.00%/Y Pc and 2.00%/Y 

Lt During 2022-2026 
-$50 -$110 -$170 -$430 -$760 -$1,020 -$1,200 -$1,300 -$1,360 -$1,310 -$1,270 -$1,240 -$1,200 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 
-$70 -$160 -$240 -$490 -$810 -$1,010 -$1,160 -$1,200 -$1,250 -$1,120 -$1,080 -$1,040 -$1,010 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 with 

AC and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$70 -$160 -$210 -$450 -$700 -$850 -$940 -$950 -$950 -$730 -$700 -$670 -$650 

2.00%/Y Pc and 3.00%/Y 

Lt During 2022-2026 
-$30 -$90 -$150 -$390 -$640 -$820 -$950 -$1,010 -$1,030 -$900 -$870 -$830 -$810 
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Table 9-53 - Average Incremental Technology Costs per Vehicle,  

Passenger Cars, CO2 (2016$) 

Passenger Cars 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y 

Lt During 2021-2026 
-$90 -$240 -$340 -$640 -$930 -$1,190 -$1,480 -$1,630 -$1,750 -$1,990 -$2,070 -$2,120 -$2,120 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 
-$90 -$230 -$320 -$620 -$900 -$1,150 -$1,440 -$1,580 -$1,710 -$1,930 -$2,010 -$2,060 -$2,060 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 

with AC and Off-Cycle 

Adj. Phaseout but No 

Target Offset 

-$90 -$230 -$310 -$600 -$870 -$1,110 -$1,380 -$1,510 -$1,620 -$1,790 -$1,860 -$1,890 -$1,880 

1.00%/Y Pc and 2.00%/Y 

Lt During 2021-2026 
-$80 -$210 -$290 -$520 -$780 -$980 -$1,230 -$1,340 -$1,420 -$1,630 -$1,690 -$1,720 -$1,710 

1.00%/Y Pc and 2.00%/Y 

Lt During 2022-2026 
-$30 -$110 -$160 -$350 -$560 -$740 -$960 -$1,030 -$1,130 -$1,260 -$1,320 -$1,350 -$1,350 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 
-$60 -$150 -$210 -$410 -$620 -$790 -$970 -$990 -$1,050 -$1,120 -$1,170 -$1,150 -$1,150 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 

with AC and Off-Cycle 

Adj. Phaseout but No 

Target Offset 

-$60 -$140 -$180 -$330 -$500 -$580 -$700 -$690 -$700 -$680 -$720 -$710 -$680 

2.00%/Y Pc and 3.00%/Y 

Lt During 2022-2026 
-$20 -$80 -$110 -$220 -$370 -$480 -$620 -$640 -$680 -$730 -$790 -$790 -$790 
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Table 9-54 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Light Trucks, CAFE (2016$) 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
-$90 -$490 -$830 -$1,110 -$1,770 -$1,900 -$1,980 -$2,090 -$2,220 -$2,280 -$2,240 -$2,210 -$2,160 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
-$90 -$430 -$760 -$1,040 -$1,690 -$1,820 -$1,910 -$2,020 -$2,140 -$2,160 -$2,130 -$2,090 -$2,040 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

-$80 -$360 -$660 -$940 -$1,580 -$1,710 -$1,800 -$1,900 -$2,010 -$2,010 -$1,970 -$1,940 -$1,890 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
-$90 -$350 -$610 -$840 -$1,400 -$1,510 -$1,600 -$1,680 -$1,770 -$1,700 -$1,660 -$1,620 -$1,570 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
-$50 -$270 -$520 -$700 -$1,110 -$1,220 -$1,270 -$1,310 -$1,360 -$1,270 -$1,230 -$1,200 -$1,160 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
-$70 -$240 -$420 -$600 -$1,010 -$1,070 -$1,110 -$1,150 -$1,190 -$1,040 -$1,010 -$970 -$940 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

-$60 -$140 -$180 -$320 -$530 -$520 -$580 -$600 -$570 -$300 -$290 -$270 -$260 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
-$30 -$90 -$190 -$300 -$510 -$530 -$580 -$620 -$670 -$510 -$490 -$460 -$440 
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Table 9-55 - Average Incremental Technology Costs per Vehicle,  

Light Trucks, CO2 (2016$) 

Light Trucks 
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y 

Lt During 2021-2026 
-$80 -$440 -$780 -$990 -$1,490 -$1,650 -$1,820 -$1,900 -$1,960 -$2,220 -$2,300 -$2,440 -$2,500 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 
-$70 -$410 -$750 -$950 -$1,440 -$1,600 -$1,770 -$1,850 -$1,910 -$2,150 -$2,250 -$2,380 -$2,440 

0.50%/Y Pc and 0.50%/Y 

Lt During 2021-2026 with 

AC and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$70 -$410 -$750 -$940 -$1,430 -$1,580 -$1,730 -$1,810 -$1,810 -$1,960 -$2,040 -$2,150 -$2,210 

1.00%/Y Pc and 2.00%/Y 

Lt During 2021-2026 
-$70 -$370 -$660 -$830 -$1,280 -$1,410 -$1,550 -$1,600 -$1,610 -$1,710 -$1,790 -$1,860 -$1,910 

1.00%/Y Pc and 2.00%/Y 

Lt During 2022-2026 
-$60 -$290 -$480 -$610 -$930 -$1,030 -$1,180 -$1,190 -$1,230 -$1,300 -$1,380 -$1,450 -$1,530 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 
-$60 -$300 -$490 -$630 -$1,000 -$1,090 -$1,210 -$1,220 -$1,200 -$1,210 -$1,130 -$1,150 -$1,200 

2.00%/Y Pc and 3.00%/Y 

Lt During 2021-2026 with 

AC and Off-Cycle Adj. 

Phaseout but No Target 

Offset 

-$60 -$200 -$300 -$430 -$680 -$730 -$840 -$840 -$790 -$740 -$620 -$600 -$490 

2.00%/Y Pc and 3.00%/Y 

Lt During 2022-2026 
-$50 -$170 -$320 -$430 -$630 -$700 -$800 -$800 -$770 -$730 -$650 -$700 -$750 
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Table 9-56 - Average Incremental Technology Costs and Civil Penalties per Vehicle,  

Combined Light-Duty, CAFE (2016$) 

Passenger Cars and Light 

Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
-$100 -$340 -$540 -$820 -$1,350 -$1,570 -$1,740 -$1,850 -$1,960 -$2,000 -$1,960 -$1,930 -$1,900 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
-$90 -$300 -$500 -$780 -$1,300 -$1,520 -$1,680 -$1,790 -$1,900 -$1,920 -$1,890 -$1,850 -$1,820 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

-$80 -$270 -$450 -$730 -$1,230 -$1,440 -$1,600 -$1,700 -$1,810 -$1,790 -$1,760 -$1,720 -$1,690 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
-$90 -$260 -$430 -$680 -$1,140 -$1,350 -$1,500 -$1,590 -$1,680 -$1,620 -$1,570 -$1,530 -$1,490 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
-$50 -$180 -$330 -$550 -$920 -$1,110 -$1,230 -$1,310 -$1,360 -$1,300 -$1,260 -$1,220 -$1,190 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
-$70 -$200 -$320 -$540 -$900 -$1,040 -$1,140 -$1,180 -$1,220 -$1,090 -$1,050 -$1,010 -$980 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

-$60 -$150 -$200 -$390 -$620 -$700 -$780 -$790 -$770 -$540 -$510 -$480 -$470 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
-$30 -$90 -$170 -$350 -$580 -$680 -$780 -$830 -$860 -$720 -$690 -$660 -$640 
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Table 9-57 - Average Incremental Technology Costs per Vehicle,  

Combined Light-Duty, CO2 (2016$) 

Passenger Cars and Light 

Trucks 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

0.00%/Y Pc and 0.00%/Y Lt 

During 2021-2026 
-$80 -$330 -$540 -$800 -$1,180 -$1,400 -$1,640 -$1,760 -$1,850 -$2,100 -$2,190 -$2,270 -$2,300 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 
-$80 -$310 -$520 -$770 -$1,140 -$1,360 -$1,600 -$1,710 -$1,810 -$2,030 -$2,130 -$2,220 -$2,250 

0.50%/Y Pc and 0.50%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

-$80 -$310 -$510 -$760 -$1,130 -$1,320 -$1,540 -$1,650 -$1,710 -$1,880 -$1,950 -$2,020 -$2,050 

1.00%/Y Pc and 2.00%/Y Lt 

During 2021-2026 
-$80 -$290 -$460 -$660 -$1,010 -$1,180 -$1,380 -$1,460 -$1,510 -$1,670 -$1,740 -$1,790 -$1,810 

1.00%/Y Pc and 2.00%/Y Lt 

During 2022-2026 
-$50 -$190 -$310 -$470 -$730 -$880 -$1,060 -$1,110 -$1,170 -$1,280 -$1,350 -$1,400 -$1,440 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 
-$60 -$220 -$340 -$510 -$790 -$930 -$1,080 -$1,100 -$1,120 -$1,160 -$1,150 -$1,150 -$1,180 

2.00%/Y Pc and 3.00%/Y Lt 

During 2021-2026 with AC 

and Off-Cycle Adj. Phaseout 

but No Target Offset 

-$60 -$170 -$240 -$380 -$580 -$650 -$770 -$760 -$740 -$710 -$680 -$660 -$590 

2.00%/Y Pc and 3.00%/Y Lt 

During 2022-2026 
-$30 -$120 -$200 -$320 -$490 -$580 -$700 -$710 -$720 -$730 -$720 -$750 -$780 
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Table 9-58 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Passenger Car, 3% Discount Rate, CAFE 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -100 -210 -290 -580 -990 -1290 -1520 -1630 -1730 -1750 -1710 -1690 -1660 -1620 

Additional 

Ownership Costs 
-20 -50 -70 -140 -240 -310 -370 -390 -420 -420 -410 -400 -390 -380 

Total Consumer 

Costs 
-120 -260 -360 -720 -1240 -1600 -1890 -2020 -2150 -2160 -2120 -2090 -2050 -2000 

 

Table 9-59 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Passenger Car, 3% Discount Rate, CO2 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -90 -240 -340 -640 -930 -1190 -1480 -1630 -1750 -1990 -2070 -2120 -2120 -2080 

Additional 

Ownership Costs 
-20 -60 -80 -160 -230 -290 -360 -390 -420 -480 -490 -500 -500 -490 

Total Consumer 

Costs 
-110 -290 -420 -800 -1150 -1480 -1840 -2020 -2170 -2470 -2570 -2620 -2620 -2560 
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Table 9-60 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Passenger Car, 7% Discount Rate, CAFE 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -100 -210 -290 -580 -990 -1290 -1520 -1630 -1730 -1750 -1710 -1690 -1660 -1620 

Welfare Loss -20 -50 -60 -130 -220 -280 -330 -360 -380 -380 -370 -360 -360 -350 

Total Consumer 

Costs 
-120 -250 -350 -710 -1210 -1570 -1860 -1990 -2110 -2130 -2080 -2050 -2010 -1970 

 

Table 9-61 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Passenger Car, 7% Discount Rate, CO2 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -90 -240 -340 -640 -930 -1190 -1480 -1630 -1750 -1990 -2070 -2120 -2120 -2080 

Welfare Loss -20 -50 -80 -140 -200 -260 -320 -350 -380 -430 -450 -460 -450 -440 

Total Consumer 

Costs 
-110 -290 -420 -790 -1130 -1460 -1810 -1980 -2130 -2420 -2520 -2570 -2570 -2520 
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Table 9-62 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Light Truck, 3% Discount Rate, CAFE 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -90 -490 -830 -1110 -1770 -1900 -1980 -2090 -2220 -2280 -2240 -2210 -2160 -2110 

Welfare Loss -20 -120 -200 -270 -430 -460 -480 -510 -540 -560 -550 -540 -530 -510 

Total Consumer 

Costs 
-120 -610 -1040 -1380 -2200 -2360 -2470 -2600 -2760 -2840 -2790 -2750 -2690 -2630 

 

Table 9-63 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Light Truck, 3% Discount Rate, CO2 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -80 -440 -780 -990 -1490 -1650 -1820 -1900 -1960 -2220 -2300 -2440 -2500 -2450 

Welfare Loss -20 -110 -190 -240 -360 -400 -440 -460 -480 -540 -560 -590 -610 -600 

Total Consumer 

Costs 
-90 -550 -970 -1230 -1850 -2050 -2270 -2370 -2440 -2760 -2870 -3030 -3110 -3050 
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Table 9-64 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Light Truck, 7% Discount Rate, CAFE 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -90 -490 -830 -1110 -1770 -1900 -1980 -2090 -2220 -2280 -2240 -2210 -2160 -2110 

Additional 

Ownership Costs 
-20 -110 -180 -250 -390 -420 -440 -460 -490 -500 -500 -490 -480 -470 

Total Consumer 

Costs 
-120 -600 -1020 -1360 -2160 -2320 -2420 -2560 -2700 -2780 -2740 -2700 -2640 -2580 

 

Table 9-65 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Light Truck, 7% Discount Rate, CO2 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -80 -440 -780 -990 -1490 -1650 -1820 -1900 -1960 -2220 -2300 -2440 -2500 -2450 

Additional 

Ownership Costs 
-20 -100 -170 -220 -330 -360 -400 -420 -430 -490 -510 -540 -550 -540 

Total Consumer 

Costs 
-90 -540 -960 -1210 -1810 -2010 -2220 -2320 -2390 -2710 -2810 -2970 -3050 -3000 
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Table 9-66 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Combined Light-Duty, 3% Discount Rate, CAFE 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -100 -340 -540 -820 -1350 -1570 -1740 -1850 -1960 -2000 -1960 -1930 -1900 -1850 

Additional 

Ownership Costs 
-20 -80 -130 -200 -330 -390 -430 -460 -490 -510 -510 -500 -500 -490 

Total Consumer 

Costs 
-120 -420 -670 -1020 -1680 -1960 -2170 -2310 -2450 -2500 -2470 -2440 -2390 -2340 

 

Table 9-67 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Combined Light-Duty, 3% Discount Rate, CO2 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -80 -330 -540 -800 -1180 -1400 -1640 -1760 -1850 -2100 -2190 -2270 -2300 -2260 

Additional 

Ownership Costs 
-20 -80 -130 -200 -290 -350 -410 -440 -470 -540 -570 -600 -610 -610 

Total Consumer 

Costs 
-110 -410 -680 -1000 -1470 -1750 -2050 -2200 -2330 -2640 -2750 -2870 -2910 -2870 
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Table 9-68 - Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Combined Light-Duty, 7% Discount Rate, CAFE 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -100 -340 -540 -820 -1350 -1570 -1740 -1850 -1960 -2000 -1960 -1930 -1900 -1850 

Additional 

Ownership Costs 
-20 -70 -120 -180 -300 -350 -390 -420 -450 -460 -460 -460 -450 -440 

Total Consumer 

Costs 
-120 -410 -660 -1000 -1650 -1920 -2130 -2260 -2400 -2460 -2420 -2390 -2350 -2300 

 

Table 9-69:– Per-Vehicle Net Present Value of Ownership Costs under Preferred Alternative,  

Combined Light-Duty, 7% Discount Rate, CO2 

  
MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase -80 -330 -540 -800 -1180 -1400 -1640 -1760 -1850 -2100 -2190 -2270 -2300 -2260 

Additional 

Ownership Costs 
-20 -70 -120 -180 -260 -310 -370 -400 -430 -490 -520 -540 -550 -550 

Total Consumer 

Costs 
-100 -400 -660 -980 -1440 -1710 -2010 -2160 -2280 -2590 -2700 -2810 -2860 -2810 
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Table 9-70 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Passenger Car, 3% Discount Rate, CAFE 

  Alternative 

1 2 3 4 5 6 7 8 

Model Years 
2021-

2026 

2021-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

2021-

2026 

2021-

2026 

2022-

2026 

Annual Rate of Stringency 

Increase 

0.0%/Yea

r PC 

0.0%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

0.5%/Yea

r PC 

0.5%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

1.0%/Yea

r PC 

2.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

2.0%/Yea

r PC 

3.0%/Yea

r LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-

2026 

No 

Change 

Price Increase -1620 -1570 -1460 -1380 -1170 -980 -630 -790 

Additional Ownership Costs -380 -370 -350 -330 -280 -240 -150 -190 

Total Consumer Costs -2000 -1950 -1810 -1710 -1460 -1220 -780 -980 
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Table 9-71 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Passenger Car, 3% Discount Rate, CO2 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2080 -2020 -1840 -1670 -1320 -1110 -660 -770 

Additional Ownership Costs -490 -480 -440 -400 -310 -270 -160 -190 

Total Consumer Costs -2560 -2500 -2280 -2060 -1640 -1380 -820 -960 
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Table 9-72 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Passenger Car, 7% Discount Rate, CAFE 

  Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -1620 -1570 -1460 -1380 -1170 -980 -630 -790 

Additional Ownership Costs -350 -340 -310 -300 -260 -210 -140 -170 

Total Consumer Costs -1970 -1910 -1780 -1680 -1430 -1200 -770 -960 
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Table 9-73 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Passenger Car, 7% Discount Rate, CO2 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2080 -2020 -1840 -1670 -1320 -1110 -660 -770 

Additional Ownership Costs -440 -430 -390 -360 -280 -240 -140 -170 

Total Consumer Costs -2520 -2450 -2240 -2030 -1610 -1360 -800 -940 
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Table 9-74 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Light Truck, 3% Discount Rate, CAFE 

  Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2110 -1990 -1850 -1520 -1120 -900 -240 -420 

Additional Ownership Costs -510 -490 -450 -370 -270 -220 -60 -100 

Total Consumer Costs -2630 -2480 -2300 -1900 -1390 -1120 -300 -530 
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Table 9-75 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Light Truck, 3% Discount Rate, CO2 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2450 -2400 -2160 -1870 -1500 -1170 -460 -730 

Additional Ownership Costs -600 -580 -530 -460 -360 -280 -110 -180 

Total Consumer Costs -3050 -2980 -2690 -2320 -1860 -1450 -570 -910 
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Table 9-76 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Light Truck, 7% Discount Rate, CAFE 

  Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2110 -1990 -1850 -1520 -1120 -900 -240 -420 

Additional Ownership Costs -470 -440 -410 -340 -250 -200 -50 -90 

Total Consumer Costs -2580 -2430 -2260 -1860 -1370 -1100 -300 -520 
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Table 9-77 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Light Truck, 7% Discount Rate, CO2 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2450 -2400 -2160 -1870 -1500 -1170 -460 -730 

Additional Ownership Costs -540 -530 -480 -410 -330 -260 -100 -160 

Total Consumer Costs -3000 -2930 -2640 -2280 -1830 -1420 -560 -890 
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Table 9-78 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Combined Light-Duty, 3% Discount Rate, CAFE 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -1850 -1770 -1650 -1450 -1150 -950 -450 -620 

Additional Ownership Costs -490 -470 -430 -380 -290 -240 -110 -150 

Total Consumer Costs -2340 -2240 -2080 -1830 -1450 -1190 -560 -770 
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Table 9-79 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Combined Light-Duty, 3% Discount Rate, CO2 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2260 -2210 -2000 -1770 -1410 -1140 -570 -750 

Additional Ownership Costs -610 -590 -530 -470 -370 -300 -150 -190 

Total Consumer Costs -2870 -2800 -2540 -2240 -1780 -1440 -710 -950 
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Table 9-80 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Combined Light-Duty, 7% Discount Rate, CAFE 

  Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -1850 -1770 -1650 -1450 -1150 -950 -450 -620 

Additional Ownership Costs -440 -420 -390 -340 -270 -220 -100 -140 

Total Consumer Costs -2300 -2200 -2040 -1790 -1420 -1170 -550 -760 
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Table 9-81 - MY 2030 Per-Vehicle Net Present Value of Ownership Costs,  

Combined Light-Duty, 7% Discount Rate, CO2 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Price Increase -2260 -2210 -2000 -1770 -1410 -1140 -570 -750 

Additional Ownership Costs -550 -540 -480 -420 -330 -270 -130 -170 

Total Consumer Costs -2810 -2740 -2490 -2200 -1750 -1410 -700 -930 
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9.2 Indirect Costs  

Direct costs represent the cost associated with acquiring raw materials, fabricating parts, and 

assembling vehicles with the various technologies manufacturers are expected to use to meet 

future CAFE and CO2 standards. They include materials, labor, and variable energy costs 

required to produce and assemble the vehicle. However, they do not include overhead costs 

required to develop and produce the vehicle, nor do they include costs incurred by manufacturers 

or dealers to sell vehicles, nor the profit manufacturers and dealers make from their investments.  

All of these items contribute to the price consumers ultimately pay for the vehicle.  These 

components of retail prices are illustrated in Table 9-82 below.  

Table 9-82 - Retail Price Components

DIRECT COSTS

Manufacturing Cost Cost of materials, labor, and variable energy needed for production

INDIRECT COSTS

Production Overhead

            Warranty Cost of providing product warranty

            Research and Development Cost of developing and engineering the product

            Depreciation and amortization Depreciation and amortization of manufacturing facilities and equipment

            Maintenance, repair, operations Cost of maintaining and operating  manufacturing facilities and equipment

Corporate Overhead

            General and Administrative  Salaries of nonmanufacturing labor, operations of corporate offices, etc.

            Retirement Cost of pensions for nonmanufacturing labor

            Health Care Cost of health carefor nonmanufacturing labor

Selling Costs

            Transportation Cost of tansporting manufactured goods

            Marketing Manufacturer costs of advertising manufactured goods

Dealer Costs

             Dealer selling expense Dealer selling and advertising expense

             Dealer profit Net Income to dealers from sales of new vehicles

Net income Net income to manufacturers from production and sales of new vehicles

 

The indirect cost components are usually estimated using a markup factor relating total costs to 

direct costs.  Over past rulemakings, two different methods were used to account for these costs 

– the Retail Price Equivalent (RPE) and the Indirect Cost Multiplier (ICM). 

9.2.1 Retail Price Equivalent 

Historically, the method most commonly used has been the retail price equivalent (RPE).  The 

RPE markup factor is based on an examination of historical financial data contained in 10-K 

reports filed by manufacturers with the Securities and Exchange Commission (SEC).  It 

represents the ratio between the retail price of motor vehicles and the direct costs of all activities 

that manufacturers engage in, including the design, development, manufacturing, assembly, and 
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sales of new vehicles, refreshed vehicle designs, and modifications to meet safety or fuel 

economy standards.   

Figure 9-1 indicates that for more than three decades, the retail price of motor vehicles has, on 

average, been roughly 50% above the direct cost expenditures of manufacturers.  This ratio has 

been remarkably consistent, averaging roughly 1.5 with minor variations from year to year over 

this period.  At no point has the RPE markup exceeded 1.6 or fallen below 1.4.
638

   During this 

time frame, the average annual increase in real direct costs was 2.5%, and the average annual 

increase in real indirect costs was also 2.5%.  Figure 9-1 illustrates the historical relationship 

between retail prices and direct manufacturing costs.
639

  

An RPE of 1.5 does not imply that manufacturers automatically mark up each vehicle by exactly 

50%. Rather, it means that, over time, consumer, market, and investor demand enabled 

manufacturers to set prices across their entire fleets at this level.  It is the level of markup the 

competitive marketplace has produced, and which has enabled the industry to collect a profitable 

return that will attract enough investment capital to keep them operating as a viable business.  

Prices for any individual model may be marked up at a higher or lower rate depending on market 

demand.  The consumer, who buys a popular vehicle, may subsidize the installation of a new 

technology in a less marketable vehicle.  But, on average, the retail price to consumers has risen 

by $1.50 for each dollar of direct costs incurred by manufacturers. 

                                                 
638

 Based on data from 1972-1997 and 2007.  Data were not available for intervening years, but results for 2007 

seem to indicate no significant change in the historical trend.  
639

 Rogozhin, A., Gallaher, M., & McManus, W. 2009, Automobile Industry Retail Price Equivalent and Indirect 

Cost Multipliers.  Report by RTI International to Office of Transportation Air Quality.  U.S. Environmental 

Protection Agency, RTI Project Number 0211577.002.004, February, Research Triangle Park, N.C. 

Spinney, B.C., Faigin, B., Bowie, N., & St. Kratzke. 1999, Advanced Air Bag Systems Cost, Weight, and Lead 

Time analysis Summary Report, Contract NO. DTNH22-96-0-12003, Task Orders – 001, 003, and 005. Washington, 

D.C., U.S. Department of Transportation. 
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Figure 9-1 - Historical Data for Retail Price Equivalent (RPE), 1972-1997 and 2007 

 

It is also important to note that direct costs associated with any specific technology will change 

over time as some combination of learning and resource price changes occurs.  Resource costs, 

such as the price of steel, can fluctuate over time and can experience real long-term trends in 

either direction, depending on supply and demand.  However, the normal learning process 

generally reduces direct production costs as manufacturers refine production techniques and seek 

out less costly parts and materials for increasing production volumes.  By contrast, this learning 

process does not generally influence indirect costs.  The implied RPE for any given technology 

would thus be expected to grow over time as direct costs decline relative to indirect costs.  The 

RPE for any given year is based on direct costs of technologies at different stages in their 

learning cycles, and which may have different implied RPEs than they did in previous years.  

The RPE averages 1.5 across the lifetime of technologies of all ages, with a lower average in 

earlier years of a technology’s life, and, because of learning effects on direct costs, a higher 

average in later years. 

The RPE has been used in all NHTSA safety and most previous CAFE rulemakings to estimate 

costs.  The National Academy of Sciences recommends RPEs of 1.5 for suppliers and 2.0 for in-

house production be used to estimate total costs.  The Alliance of Automobile Manufacturers 

also advocates these values as appropriate markup factors for estimating costs of technology 

changes.  An RPE of 2.0 has also been adopted by a coalition of environmental and research 

groups (NESCCAF, ICCT, Southwest Research Institute, and TIAX-LLC) in a report on 

reducing heavy truck emissions, and 2.0 is recommended by the U.S. Department of Energy for 

estimating the cost of hybrid-electric and automotive fuel cell costs.   

Table 9-83 below lists other estimates of the RPE.  Note that all RPE estimates vary between 1.4 

and 2.0, with most in the 1.4 to 1.7 range. 
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Table 9-83 - Alternate Estimates of the RPE
640

 

Author and Year Value, Comments 

Jack Faucett Associates for 

EPA, 1985 
1.26 initial value, later corrected to 1.7+ by Sierra research 

Vyas et al, 2000 1.5 for outsourced, 2.0 for OEM, electric, and hybrid vehicles 

NRC, 2002 1.4 (corrected to > by Duleep) 

McKinsey and Company, 2003 1.7 based on European study 

CARB, 2004 1.4 (derived using the JFA initial 1.26 value, not the corrected 

1.7+ value) 

Sierra Research for AAA, 2007 2.0 or >, based on Chrysler data 

Duleep, 2008 1.4, 1.56, 1.7 based on integration complexity 

NRC, 2010 1.5 for Tier 1 supplier, 2.0 for OEM 

 

The RPE has thus enjoyed widespread use and acceptance by a variety of governmental, 

academic, and industry organizations.  The RPE has been the most commonly used basis for 

indirect cost markups in regulatory analyses.  However, as noted above, the RPE is an aggregate 

measure across all technologies applied by manufacturers and is not technology specific.  A 

more detailed examination of these technologies is possible through an alternative measure, the 

indirect cost multiplier, which was developed to focus more specifically on technologies used to 

meet CAFE and GHG standards.   

9.2.2 Indirect Cost Multiplier 

A second approach to accounting for indirect costs is the indirect cost multiplier (ICM).   ICMs 

specifically evaluate the components of indirect costs that are likely to be affected by vehicle 

modifications associated with environmental regulation. EPA developed the ICM concept to 

enable the application of markups more specific to each technology.  For example, the indirect 

cost implications of using tires with better rolling resistance would not be the same as those for 

developing an entire new hybrid vehicle technology, which would require far more R&D, capital 

                                                 
640

 Duleep, K.G. “2008 Analysis of Technology Cost and Retail Price.”  Presentation to Committee on Assessment 

of Technologies for Improving Light Duty Vehicle Fuel Economy, January 25, Detroit, MI.; Jack Faucett 

Associates, September 4, 1985.  Update of EPA’s Motor Vehicle Emission Control Equipment Retail Price 

Equivalent (RPE) Calculation Formula.  Chevy Chase, MD - Jack Faucett Associates; McKinsey & Company, 

October 2003.  Preface to the Auto Sector Cases. New Horizons - Multinational Company Investment in Developing 

Economies, San Francisco, CA.; NRC (National Research Council), 2002. Effectiveness and Impact of Corporate 

Average Fuel Economy Standards, Washington, D.C. - The National Academies Press; NRC, 2011.  Assessment of 

Fuel Economy Technologies for Light Duty Vehicles. Washington, D.C. - The National Academies Press; Sierra 

Research, Inc., November 21, 2007, Study of Industry-Average Mark-Up Factors used to Estimate Changes in Retail 

Price Equivalent (RPE) for Automotive Fuel Economy and Emissions Control Systems, Sacramento, CA - Sierra 

Research, Inc.; Vyas, A. Santini, D., & Cuenca, R. 2000.  Comparison of Indirect Cost Multipliers for Vehicle 

Manufacturing. Center for Transportation Research, Argonne National Laboratory, April.  Argonne, Ill. 
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investment, and management oversight.  With more than 80 different technologies
641

 available to 

incrementally achieve fuel economy improvements, a wide range of indirect cost effects might 

be expected.  ICMs attempt to isolate only those indirect costs that would have to change to 

develop a specific technology.  Thus, for example, if a company were to hire additional staff to 

sell vehicles equipped with fuel economy improving technology, or to search the technology 

requirements of new GHG or CAFE standards, the cost of these staff would be included in ICMs.  

However, if these functions were accomplished by existing staff, they would not be included.  

For example, if an executive who normally devoted 10% of his time to fuel economy standards 

compliance were to have to devote 50% of his time in response to new more stringent 

requirements, his salary would not be included in ICMs because he would be paid the same 

salary regardless of whether he devoted his time to addressing CAFE requirements, developing 

new performance technologies, or improving the company’s market share.  ICMs thus do not 

account for the diverted resources required for manufacturers to meet these standards, but rather 

for the net change in costs manufacturers might experience because of hiring additional personal 

or acquiring additional assets or services.   

EPA developed both short-term and long-term ICMs.  Long-term ICMs are lower than short-

term ICMs. This decline reflects the belief of EPA staff that many indirect costs will decline over 

time.  For example, research is initially required to develop a new technology and apply it 

throughout the vehicle fleet, but a lower level of research will be required to improve, maintain, 

or adapt that new technology to subsequent vehicle designs.  

While the RPE was derived from data in financial statements, no similar data sources were 

available to estimate ICMs. ICMs are based on the RPE, broken into its components, as shown in 

Table 9-84. EPA then developed adjustment factors for those components, based on the 

complexity and time frame of low-, medium-, and high-complexity technologies. The adjustment 

factors were developed from two panels of EPA engineers with background in the automobile 

industry.   Initially, a group of EPA engineers met and developed an estimate of ICMs for three 

different technologies.  This “consensus” panel examined one low complexity technology, one 

medium complexity technology, and one high complexity technology, with the initial intent of 

using these technologies to represent ICM factors for all technologies falling in those categories.  

At a later date, a second panel was convened to examine three more technologies (one low, one 

medium, and one high complexity), using a modified Delphi approach to estimate indirect cost 

effects.  The results from the second panel identified the same pattern as those of the original 

report - the indirect cost multipliers increase with the complexity of the technology and decrease 

over time. The values derived in process are higher than those in the RPE/IC Report by values 

ranging from 0.09 (that is, the multiplier increased from 1.20 to 1.29) to 0.19 (the multiplier 

                                                 
641

 There are roughly 40 different basic unique technologies, but variations among these technologies roughly double 

the possible number of different technology applications. 
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increased from 1.45 to 1.64). This variation may be due to differences in the technologies used in 

each panel.  The results are shown in Figure 9-2, together with the historical average RPE. 

 

Figure 9-2 – Indirect Cost Estimates from EPA Consensus and Delphi Panels,  

Short and Long  

In subsequent CAFE and GHG analyses for MYs 2011, as well as 2012-2016, a simple average 

of the two resulting ICMs in the low and medium technology complexity categories was applied 

to direct costs for all unexamined technologies in each specific category.  For high complexity 

technologies, the lower consensus-based estimate was used for high complexity technologies 

currently being produced, while the higher modified Delphi-based estimate was used for more 

advanced technologies, such as plug-in hybrid or electric vehicles, which had little or no current 

market penetration.  Note - that ICMs originally did not include profit or “return on capital,” a 

fundamental difference from the RPE.  However, prior to the 2012-2016 CAFE analysis, ICMs 

were modified to include provision for return on capital. 

9.2.3 Application of ICMs in the 2017-2025 Analysis 

For the model year 2017-2025 rulemaking analysis, NHTSA and EPA revisited technologies 

evaluated by EPA staff and reconsidered their method of application.  The agencies were 

concerned that averaging consensus and modified Delphi ICMs might not be the most accurate 

way to develop an estimate for the larger group of unexamined technologies.  Specifically, there 

was concern that some technologies might not be representative of the larger groups they were 

chosen to represent.  Further, the agencies were concerned that the values developed under the 

consensus method were not subject to the same analytical discipline as those developed from the 

modified Delphi method.  As a result, the agencies relied primarily on the modified Delphi-based 

technologies to establish their revised distributions.  Thus, for the MY 2017-2025 analysis, the 

agencies used the following basis for estimating ICMs -  

 All low complexity technologies were estimated to equal the ICM of the modified 

Delphi-based low technology-passive aerodynamic improvements. 
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 All medium complexity technologies were estimated to equal the ICM of the modified 

Delphi-based medium technology-engine turbo downsizing. 

 Strong hybrids and non-battery plug-in hybrid electric vehicles (PHEVs) were estimated 

to equal the ICM of the high complexity consensus-based high technology-hybrid 

electric vehicle. 

 PHEVs with battery packs and full electric vehicles were estimated to equal the ICM of 

the high complexity modified Delphi-based high technology-plug-in hybrid electric 

vehicle. 

In addition to shifting the proxy basis for each technology group, the agencies reexamined each 

technology’s complexity designation in light of the examined technologies that would serve as 

the basis for each group.  The resulting designations together with the associated proxy 

technologies are shown in Table 9-84. 

Table 9-84 - Technology Designations by ICM Category, with Proxy Technology 

Low Technology Medium Technology High Tech 1 High Tech 2 

Passive Aerodynamic 

Improvements. 

Engine Turbo 

Downsizing 

Hybrid Electric 

Vehicle 

Plug-in Hybrid 

Electric Vehicle 

Passive Aerodynamic 

Improv. 
6-speed DCTs Strong Hybrids PHEV battery packs 

Lubricant improvements 
Mass Reduction 15-

20% 

PHEV and EV 

chargers 
All Electric vehicles 

Mass Reductions 3-10% Turbocharging 
PHEVs w/o 

batteries  

Aggressive Shift Logic Cylinder deactivation 
  

Engine Friction Reduction 
Dual valve timing and 

discreet lift   

Engine Downsizing 8-speed transmissions 
  

6 speed transmissions 
12 volt start-stop 

systems   

Low Drag Brakes Active aerodynamics 
  

Electro-hydraulic power 

steering 

Diverting OHV/SOHC 

to DOHC   

Electronic power steering 
Gasoline direct 

injection   

WT intake or coupled Turbo downsizing 
  

Improved accessories 
Turbo downsizing 

+EGR   

Early torque converter 

lockup 
Diesel vehicles 

  

 

Variable valve lift and 

timing   

 

Lean-burn gasoline 

engines   
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Many basic technologies noted in Table 9-84 have variations sharing the same complexity 

designation and ICM estimate.  Table 9-85 lists each technology used in the CAFE model 

together with their ICM category and the year through which the short-term ICM would be 

applied.  Note that the number behind each ICM category designation refers to the source of the 

ICM estimate, with 1 indicating the consensus panel and 2 indicating the modified Delphi panel. 
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Table 9-85 - ICM categories and Short Term ICM Schedules for CAFE Technologies 

Technology 
ICM 

Short 

Term 

Category Through 

Low Friction Lubricants - Level 1  Low2 2018 

Engine Friction Reduction - Level 1  Low2 2018 

Low Friction Lubricants and Engine Friction Reduction - Level 2 Low2 2024 

Variable Valve Timing (VVT) - Coupled Cam Phasing (CCP) on SOHC Low2 2018 

Discrete Variable Valve Lift (DVVL) on SOHC Medium2 2018 

Cylinder Deactivation on SOHC Medium2 2018 

Variable Valve Timing (VVT) - Intake Cam Phasing (ICP) Low2 2018 

Variable Valve Timing (VVT) - Dual Cam Phasing (DCP) Medium2 2018 

Discrete Variable Valve Lift (DVVL) on DOHC Medium2 2018 

Continuously Variable Valve Lift (CVVL) Medium2 2018 

Cylinder Deactivation on DOHC Medium2 2018 

Stoichiometric Gasoline Direct Injection (GDI) Medium2 2018 

Cylinder Deactivation on OHV Medium2 2018 

Variable Valve Actuation - CCP and DVVL on OHV Medium2 2018 

Stoichiometric Gasoline Direct Injection (GDI) on OHV Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Small 

Displacement - Turbo 
Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Small 

Displacement - Downsize 
Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Medium 

Displacement -Turbo 
Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Medium 

Displacement - Downsize 
Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Large 

Displacement - Turbo 
Medium2 2018 

Turbocharging and Downsizing - Level 1 (18 bar BMEP) - Large 

Displacement - Downsize 
Medium2 2018 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Small 

Displacement - Turbo 
Medium2 2024 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Small 

Displacement - Downsize 
Medium2 2018 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Medium 

Displacement - Turbo 
Medium2 2024 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Medium 

Displacement - Downsize 
Medium2 2018 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Large 

Displacement - Turbo 
Medium2 2024 

Turbocharging and Downsizing - Level 2 (24 bar BMEP) - Large 

Displacement - Downsize 
Medium2 2018 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Small 

Displacement - Turbo 
Medium2 2024 
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Technology ICM 
Short 

Term 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Small 

Displacement - Downsize 
Medium2 2018 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - 

Medium Displacement - Turbo 
Medium2 2024 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - 

Medium Displacement - Downsize 
Medium2 2018 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Large 

Displacement - Turbo 
Medium2 2024 

Cooled Exhaust Gas Recirculation (EGR) - Level 1 (24 bar BMEP) - Large 

Displacement - Downsize 
Medium2 2018 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Small 

Displacement - Turbo 
Medium2 2024 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Small 

Displacement - Downsize 
Medium2 2018 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - 

Medium Displacement - Turbo 
Medium2 2024 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - 

Medium Displacement - Downsize 
Medium2 2018 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Large 

Displacement - Turbo 
Medium2 2024 

Cooled Exhaust Gas Recirculation (EGR) - Level 2 (27 bar BMEP) - Large 

Displacement - Downsize 
Medium2 2018 

Advanced Diesel - Small Displacement Medium2 2024 

Advanced Diesel - Medium Displacement Medium2 2024 

Advanced Diesel - Large Displacement Medium2 2024 

6-Speed Manual/Improved Internals Low2 2018 

Improved Auto. Trans. Controls/Externals Low2 2018 

6-Speed Trans with Improved Internals (Auto) Low2 2018 

6-speed DCT Medium2 2018 

8-Speed Trans (Auto or DCT) Medium2 2018 

High Efficiency Gearbox w/ dry sump (Auto or DCT) Low2 2024 

Shift Optimizer Low2 2024 

Electric Power Steering Low2 2018 

Improved Accessories - Level 1 Low2 2018 

Improved Accessories - Level 2 (w/ Alternator Regen and 70% efficient 

alternator) 
Low2 2024 

12V Micro-Hybrid (Stop-Start) Medium2 2018 

Integrated Starter Generator High1 2018 

Strong Hybrid (Powersplit or 2-Mode) - Level 1 – Battery High1 2024 

Strong Hybrid (Powersplit or 2-Mode) - Level 1 - Non-Battery High1 2018 

Conversion from SHEV1 to SHEV2 HIgh1 2018 

Strong Hybrid (P2 Parallel or 2-Mode) - Level 2 – Battery High1 2024 

Strong Hybrid (P2 Parallel or 2-Mode) - Level 2 - Non-Battery High1 2018 
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Technology ICM 
Short 

Term 

Plug-in Hybrid - 20 mi range – Battery High2 2024 

Plug-in Hybrid - 20 mi range - Non-Battery High1 2018 

Plug-in Hybrid - 40 mi range – Battery High2 2024 

Plug-in Hybrid - 40 mi range - Non-Battery High1 2018 

Electric Vehicle (Early Adopter) - 75-mile range – Battery High2 2024 

Electric Vehicle (Early Adopter) - 75-mile range - Non-Battery High2 2024 

Electric Vehicle (Early Adopter) - 100-mile range – Battery High2 2024 

Electric Vehicle (Early Adopter) - 100-mile range - Non-Battery High2 2024 

Electric Vehicle (Early Adopter) - 150-mile range – Battery High2 2024 

Electric Vehicle (Early Adopter) - 150-mile range - Non-Battery High2 2024 

Electric Vehicle (Broad Market) - 150-mile range – Battery High2 2024 

Electric Vehicle (Broad Market) - 150-mile range - Non-Battery High2 2024 

Fuel Cell Vehicle High2 2024 

Charger-PHEV20 High1 2024 

Charger-PHEV40 High1 2024 

Charger-EV High1 2024 

Charger Labor None 2024 

Mass Reduction - Level 1 Low2 2018 

Mass Reduction - Level 2 Low2 2018 

Mass Reduction - Level 3 Low2 2018 

Mass Reduction - Level 4 Low2 2018 

Mass Reduction - Level 5 Low2 2018 

Low Rolling Resistance Tires - Level 1 Low2 2018 

Low Rolling Resistance Tires - Level 2 Low2 2024 

Low Rolling Resistance Tires - Level 3 Low2 2024 

Low Drag Brakes Low2 2018 

Secondary Axle Disconnect Low2 2018 

Aero Drag Reduction, Level 1 Low2 2018 

Aero Drag Reduction, Level 2 Medium2 2024 

 

An additional adjustment was made to ICMs to account for the fact that they were derived from 

the RPE analysis for a specific year (2007).  The agencies believed it would be more appropriate 

to base ICMs on the expected long-term average RPE rather than that of one specific year.  To 

account for this, ICMs were normalized to an average RPE multiplier level of 1.5. 

Table 9-86 lists values of ICMs by technology category used in the previous MY 2017-2025 

rulemaking.  As noted previously, the Low 1 and Medium 1 categories, which were derived 

using the initial consensus panel, are not used.  Short-term values applied to CAFE technologies 

thus range from 1.24 for Low complexity technologies, 1.39 for Medium complexity 

technologies, 1.56 for High1 complexity technologies, and 1.77 for High2 complexity 

technologies.  When long-term ICMs are applied in the year following that noted in the far right 
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column of Table 9-86, these values will drop to 1.19 for Low, 1.29 for Medium, 1.35 for High1 

and 1.50 for High2 complexity technologies. 

Table 9-86 - ICMs by Technology Category Previously Used in 2017-2025 CAFE Rule 

 
ICM-Warranty 

ICM-Other Indirect 

Costs 
ICM Ratio -All Costs 

ICMs2017+ 
Short 

Term 

Long 

Term 

Short 

Term 

Long 

Term 

Short 

Term 

Long 

Term 

Low1 0.0384 0.0197 0.0833 0.0658 1.1217 1.0855 

Low2 0.0116 0.0054 0.2303 0.1871 1.2419 1.1925 

Medium1 0.0515 0.0252 0.2303 0.0910 1.2818 1.1162 

Medium2 0.0446 0.0310 0.3427 0.2587 1.3872 1.2897 

High1 0.0647 0.0318 0.4989 0.3136 1.5636 1.3454 

High2 0.0736 0.0488 0.6964 0.4478 1.7700 1.4966 

 

Note that ICMs for warranty costs are listed separately in Table 9-86.  This was done because 

warranty costs are treated differently than other indirect costs.  In some previous analyses (prior 

to MY 2017-2025), learning was applied directly to total costs.  However, the agencies believe 

learning curves are more appropriately applied only to direct costs, with indirect costs 

established up front based on the ICM and held constant while direct costs are reduced by 

learning.  Warranties are an exception to this because warranty costs involve future replacement 

of defective parts, and the cost of these parts would reflect the effect of learning.  Warranty costs 

were thus treated as being subject to learning along with direct costs.
642

 

The effect of learning on direct costs, together with the eventual substitution of lower long-term 

ICMs, causes the effective markup from ICMs to differ from the initial ICM on a yearly basis.  

An example of how this occurs is provided in Table 9-87.
643

  This table, which was originally 

developed for the MY 2017-2025 analysis, traces the effect of learning on direct costs and its 

implications for both total costs and the ICM-based markup.   Direct costs are assigned a value 

(proportion) of 1 to facilitate analysis on the same basis as ICMs (in an ICM markup factor, the 

proportion of direct costs is represented by 1 while the proportion of indirect costs is represented 

by the fraction of 1 to the right of the decimal.)  Table 9-87 examines the effects of these factors 

on turbocharged downsized engines, one of the more prevalent CAFE technologies. 

                                                 
642

 Note - Warranty costs also involve labor costs for installation.  This is typically done at dealerships, and it is 

unlikely labor costs would be subject to learning curves that affect motor vehicle parts or assembly costs.  However, 

the portion of these costs that is due to labor versus that due to parts is unknown, so for this analysis, learning is 

applied to the full warranty cost.  
643

 Table 9-87 illustrates the learning process from the base year consistent with the direct cost estimate obtained by 

the agencies.  It is a mature technology well into the flat portion of the learning curve.  Note - costs that were 

actually applied in this rulemaking example begin with MY 2017.    
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Table 9-87 - Derived Annual ICMs for Turbocharged Downsized Engines 

Year 
Learning 

#11 
Direct Costs 

Other 

Indirect 
Warranty 

Total 

Costs 
Effective ICM-based Markup 

2010 0.03 
     

2011 0.03 
     

2012 0.03 1 0.3427 0.0446 1.3872 1.387 

2013 0.03 0.97 0.3427 0.0432451 1.3559 1.398 

2014 0.03 0.9409 0.3427 0.0419478 1.3255 1.409 

2015 0.03 0.912673 0.3427 0.0406893 1.2960 1.420 

2016 0.03 0.8852928 0.3427 0.0394687 1.2674 1.432 

2017 0.02 0.867587 0.3427 0.0386793 1.2489 1.440 

2018 0.02 0.8502352 0.3427 0.0379057 1.2308 1.448 

2019 0.02 0.8332305 0.2587 0.0310 1.1229 1.348 

2020 0.02 0.8165659 0.2587 0.0303882 1.1056 1.354 

2021 0.02 0.8002346 0.2587 0.0297805 1.0887 1.360 

2022 0.02 0.7842299 0.2587 0.0291849 1.0721 1.367 

2023 0.02 0.7685453 0.2587 0.0286012 1.0558 1.374 

2024 0.02 0.7531744 0.2587 0.0280291 1.0399 1.381 

2025 0.02 0.7381109 0.2587 0.0274686 1.0243 1.388 

2026 0.01 0.7307298 0.2587 0.0271939 1.0166 1.391 

2027 0.01 0.7234225 0.2587 0.0269219 1.0090 1.395 

2028 0.01 0.7161883 0.2587 0.0266527 1.0015 1.398 

2029 0.01 0.7090264 0.2587 0.0263862 0.9941 1.402 

2030 0.01 0.7019361 0.2587 0.0261223 0.9867 1.406 

Average ICM-based markup 2017 through 2030 - 1.389 

 

The second column of Table 9-87 lists the learning schedule applied to turbocharged downsized 

engines.  Turbocharged downsized engines are a mature technology, so the learning schedule 

captures the relatively flat portion of the learning curve occurring after larger decreases have 

already reduced direct costs.  The cost basis for turbocharged downsized engines in the analysis 

was effective in 2012, so this is the base year for this calculation when direct costs are set to 1.  

The third column shows the progressive decline in direct costs as the learning schedule in 

column 2 is applied to direct costs.  Column 4 contains the value of all indirect costs except 

warranty.  Turbocharged downsized engines are a medium-complexity technology, so this value 

is taken from the Medium2 row of Table 9-86.  The initial value in 2012 is the short-term value, 

which is used through 2018.  During this time, these indirect costs are not affected by learning, 

and they remain constant. Beginning in 2019, the long-term ICM from Table 9-86 is applied. 

The fifth column contains warranty costs.  As previously mentioned, these costs are considered 

to be affected by learning like direct costs, so they decline steadily until the long-term ICM is 

applied in 2019, at which point they drop noticeably before continuing their gradual decline.  In 

the sixth column, direct and indirect costs are totaled.  Results indicate a decline in total costs of 

roughly 30% during this 14-year period.  The last column shows the effective ICM-based 

markup, which is derived by dividing total costs by direct costs.  Over this period, the ICM-
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based markup rose from the initial short-term ICM level of 1.39 to 1.45 in 2018.  It then declined 

to 1.35 in 2019 when the long-term ICM was applied to the 2019 direct cost.  Over the remaining 

years, it gradually rises back up to 1.41 as learning continues to degrade direct costs. 

There are thus two somewhat offsetting processes affecting total costs derived from ICMs.  The 

first is the learning curve, which reduces direct costs, which raises the effective ICM-based 

markup.  As noted previously, learning reflects learned efficiencies in assembly methods as well 

as reduced parts and materials costs.  The second is the application of a long-term ICM, which 

reduces the effective ICM-based markup.  This represents the reduced burden needed to maintain 

new technologies once they are fully developed.  In this case, the two processes largely offset 

one another and produce an average real ICM over this 14-year period that roughly equals the 

original short-term ICM. 

Figure 9-3 illustrates this process for each of the 4 technologies used to represent the universe of 

fuel economy and GHG improving technologies.  As with the turbocharged engines, 

aerodynamic improvements and mild hybrid vehicles show a gradual increase in the effective 

ICM-based markup through the point where the long-term ICM is applied.  At that time, the 

ICM-based markup makes an abrupt decline before beginning a gradual rise.  The decline due to 

application of long-term ICMs is particularly pronounced in the case of the mild hybrid – even 

more so than for the advanced hybrid.  The advanced hybrid ICM behaves somewhat differently 

because it is shown through its developing stages when more radical learning is applied, but only 

every few years.  This produces a significant step-up in ICM levels concurrent with each learning 

application, followed by a sharpe decline when the long-term ICM is applied.  After that, it 

begins a gradual rise as more moderate learning is applied to reflect its shift to a mature 

technology.  Note that as with the turbocharged downsized engine example above, for the 

aerodynamic improvements and mild hybrid technologies, the offsetting processes of learning 

and long-term ICMs result in an average ICM over the full time frame that is roughly equal to 

the initial short-term ICM.   However, the advanced hybrid ICM rose to a level significantly 

higher than the initial ICM.  This is a direct function of the rapid learning schedule applied in the 

early years to this developing technology.  Brand new technologies might thus be expected to 

have effective lifetime ICM markups exceeding their initial ICMs, while more mature 

technologies are more likely to experience ICMs over their remaining life span that more closely 

approximate their initial ICMs. 
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Figure 9-3 - Derived ICM-Based Markups for Advanced Hybrids, Weak Hybrids, Turbo 

Downsized Engines, and Passive Aerodynamic Improvements 

ICMs for these 4 technologies would drive the indirect cost markup rate for the analysis.  

However, the effect on total costs is also a function of the relative incidence of each of the 50+ 

technologies shown in Table 9-85, which are assumed to have ICMs similar to one of these 4 

technologies.  The net effect on costs of these ICMs is also influenced by the learning curve 

appropriate to each technology, creating numerous different and unique ICM paths.  The average 

ICM applied by the model is also a function of each technologies direct cost and because ICMs 

are applied to direct costs, the measured indirect cost is proportionately higher for any given 

ICM when direct costs are higher.  The average ICM applied to the fleet for any given model 

year is calculated as follows: 

Equation 9-1 - Average ICM Calculation 

∑
𝐷𝑛𝐴𝑛

∑ 𝐷𝑛𝐴𝑛
88
1

∗ 𝐼𝐶𝑀𝑛

88

1

 

Where -   

D = direct cost of each technology 

A = application rate for each technology  

ICM = average ICM applied to each technology 

n=1,88 
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The CAFE model predicts technology application rates assuming manufacturers will apply 

technologies to meet standards in a logical fashion based on estimated costs and benefits.  The 

application rates will thus be different for each model year and for each alternative scenario 

examined.  For the MY 2017-2025 FRIA, to illustrate the effects of ICMs on total technology 

costs, NHTSA calculated the weighted average ICM across all technologies for the preferred 

alternative.
644

  This was done separately for each vehicle type and then aggregated based on 

predicted sales of each vehicle type used in the model.  Results are shown in Table 9-88. 

Table 9-88 - Average ICM-Based Markups Applied in Preferred Alternative  

Scenario MY 2017-2025 FRIA 

Model Year Passenger Cars Light Trucks All Vehicles 

2017 0.393 0.370 0.383 

2018 0.40 0.377 0.390 

2019 0.315 0.308 0.312 

2020 0.322 0.317 0.320 

2021 0.330 0.323 0.327 

2022 0.336 0.329 0.333 

2023 0.344 0.337 0.341 

2024 0.357 0.343 0.351 

2025 0.340 0.319 0.331 

All Years 0.348 0.336 0.343 

 

The ICM-based markups in Table 9-88 were derived in a manner consistent with the way the 

RPE is measured, that is, they reflect combined influences of direct cost learning and changes in 

indirect cost requirements weighted by both the incidence of each technology’s adaptation and 

the relative direct cost of each technology. The results indicate generally higher ICMs for 

passenger cars than for light trucks.  This is a function of the technologies estimated to be 

adopted for each respective vehicle type, especially in later years when hybrids and electric 

vehicles become more prevalent in the passenger car fleet.  The influence of these advanced 

vehicles is driven primarily by their direct costs, which greatly outweigh the costs of other 

technologies.  This results in the application of much more weight to their higher ICMs.  This is 

most notable in MYs 2024 and 2025 for passenger cars, when electric vehicles begin to enter the 

fleet.  The average ICM increased 0.013 in 2024 primarily because of these vehicles.  It 

immediately dropped 0.017 in 2025 because both an additional application of steep (20%) 

learning is applied to the direct cost of these vehicles (which reduces their relative weight), and 

the long-term ICM becomes effective in that year (which decreases the absolute ICM factor).  

                                                 
644

 For each alternative, this rulemaking examined numerous scenarios based on different assumptions, and these 

assumptions could influence the relative frequency of selection of different technologies, which in turn could affect 

the average ICM.  The scenario examined here assumed a 3% discount rate, a 1-year payback period, real world 

application of expected civil penalties, and reflects expected voluntary over-compliance by manufacturers. 
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Both influences occur one year after these vehicles begin to enter the fleet because of CAFE 

requirements. 

ICMs also change over time, again, reflecting the different mix of technologies present during 

earlier years but that are often replaced with more expensive technologies in later years.  Across 

all model years, the wide-ranging application of diverse technologies required to meet CAFE and 

GHG standards produced an average ICM-based markup (or RPE equivalent) of approximately 

1.34, applying only 67% of the indirect costs found in the RPE and implying total costs 11% 

below those predicted by the RPE-based calculation. 

9.2.4 Uncertainty 

As noted above, the RPE and ICM assign different markups over direct manufacturing costs, and 

thus imply different total cost estimates for CAFE and GHG technologies.  While there is a level 

of uncertainty associated with both markups, this uncertainty stems from different issues.  The 

RPE is derived from financial statements and thus is grounded in historical data.   Although 

compilation of this data is subject to some level of interpretation, the two independent 

researchers who derived RPE estimates from these financial reports each reached essentially 

identical conclusions, placing the RPE at roughly 1.5.  All other estimates of the RPE fall 

between 1.4 and 2.0, and most are between 1.4 and 1.7. There is thus a reasonable level of 

consistency among researchers that RPEs are 1.4 or greater.  In addition, the RPE is a measure of 

the cumulative effects of all operations manufacturers undertake in the course of producing their 

vehicles, and is thus not specific to individual technologies, nor of CAFE or GHG technologies 

in particular.  Because this provides only a single aggregate measure, using the RPE multiplier 

results in the application of a common incremental markup to all technologies.  This assures the 

aggregate cost effect across all technologies is consistent with empirical data, but it does not 

allow for indirect cost discrimination among different technologies or over time.  Because it is 

applied across all changes, this implies the markup for some technologies is likely to be 

understated, and for others it is likely to be overstated. 

By contrast, the ICM process derives markups specific to several CAFE and GHG technologies, 

but these markups have no basis in empirical data. They are based on informed judgment of a 

panel of EPA engineers with auto industry experience regarding cost effects of a small sample 

(roughly 8%) of the 50+ technologies applied to achieve compliance with CAFE and GHG 

standards.  Uncertainty regarding ICMs is thus based both on the accuracy of the initial 

assessments of the panel on the examined technologies and on the assumption that these 4 

technologies are representative of the remaining technologies that were not examined.  Both 

agencies attempted to categorize these technologies in the most representative way possible.  

However, while this represented the best judgment of EPA and NHTSA’s engineering staffs, the 

actual effect on indirect costs remains uncertain for most technologies.  As with RPEs, this 

means that even if ICMs were accurate for the specific technologies examined, indirect cost will 

be understated for some technologies and overstated for others. 
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There was considerable uncertainty demonstrated in the ICM panel’s assessments, as illustrated 

by the range of estimates among the 14 modified Delphi panel members surrounding the central 

values reported by the panel.  These ranges are shown in Table 9-89 and Figure 9-4,  

Figure 9-5, and Figure 9-6 below.  For the low complexity technology, passive aerodynamic 

improvements, panel responses ranged from a low of basically no indirect costs (1.001 short term 

and 1.0 long term), to a high of roughly a 40% markup (1.434 and 1.421).  For the medium 

complexity technology, turbo charged and downsized engines, responses ranged from a low 

estimate implying almost no indirect cost (1.018 and 1.011), to a high estimate implying that 

indirect costs for this technology would roughly equal the average RPE (1.5) for all technologies 

(1.527 and 1.445).  For the high complexity technology, plug-in hybrid electric vehicles, 

responses ranged from a low estimate that these vehicles would require significantly less indirect 

cost than the average RPE (1.367 and 1.121) to a high estimate implying they would require 

more indirect costs than the average RPE (2.153 and 1.691).  There was considerable diversity of 

opinion among the panel members.
645

 This is apparent in Figure 9-4,  

Figure 9-5, and Figure 9-6, which show the 14 panel members’ final estimates for short-term 

ICMs as scatter plots. 

Table 9-89 - Indirect Cost Multipliers - Modified Delphi Panel  

  Short Run Long Run 

  Low Medium High Low Medium High 

Average 1.16 1.29 1.64 1.12 1.2 1.39 

Median 1.24 1.264 1.659 1.062 1.199 1.396 

Minimum 1.001 1.018 1.367 1 1.011 1.121 

Maximum 1.434 1.527 2.153 1.421 1.445 1.691 

Std Deviation 0.141 0.145 0.207 0.137 0.131 0.152 

t-distribution - Low 1.079 1.206 1.521 1.041 1.124 1.302 

t-distribution - High 1.241 1.374 1.759 1.199 1.276 1.478 

 

                                                 
645

 Sample confidence intervals, which mitigate the effect of outlying opinions, indicate a less extreme but still 

significant range of ICMs. Applying mean ICMs helps mitigate these potential differences, but there is clearly a 

significant level of uncertainty regarding indirect costs. A t-distribution is used to estimate confidence intervals 

because of the small sample size (14 panel members). 
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Figure 9-4 - Low Complexity ICM Panel Results 

 

Figure 9-5 - Medium Complexity ICM Panel Results 
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Figure 9-6 - High Complexity ICM Panel Results 

 

Although these results were based on modified Delphi panel techniques, it is apparent the goal of 

the Delphi process, an eventual consensus or convergence of opinion among panel experts, was 

not achieved.  Given this lack of consensus and the divergence of ICM-based results from the 

only available empirical measure (the RPE), there is considerable uncertainty that current ICM 

estimates provide a realistic basis of estimating indirect costs. ICMs have not been validated 

through a direct accounting of actual indirect costs for individual technologies, and they produce 

results that conflict with the only available empirical evidence of indirect cost markups. Further, 

they are intended to represent indirect costs specifically associated with the most comprehensive 

redesign effort ever undertaken by the auto industry, with virtually every make/model requiring 

ground-up design modifications to comply.  This includes entirely new vehicle design concepts, 

extensive material substitution, and complete drivetrain redesigns, all of which require 

significant research efforts and assembly plant redesign.  Under these circumstances, one might 

expect indirect costs to equal or possibly increase above the historical average, but not to 

decrease, as implied by estimated ICMs.  For regulations, such as the CAFE and GHG emission 

standards under consideration, which drive changes to nearly every vehicle system, the overall 

average indirect costs should align with the RPE value.  Applying RPE to the cost for each 

technology assures that alignment. 

In the 2015 NAS study, the committee stated a conceptual agreement with the ICM method 

because ICM takes into account design challenges and the activities required to implement each 

technology. However, although endorsing ICMs as a concept, the NAS Committee stated “the 

empirical basis for such multipliers is still lacking, and, since their application depends on expert 
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judgment, it is not possible to determine whether the Agencies’ ICMs are accurate or not.”
646

  

NAS also stated “the specific values for the ICMs are critical because they may affect the overall 

estimates of costs and benefits for the overall standards and the cost effectiveness of the 

individual technologies.”
647

  The committee encouraged continued research into ICMs given the 

lack of empirical data for them to evaluate ICMs used by the agencies in past analyses.  EPA, for 

its part, continues to study the issue surrounding ICMs but has not pursued further efforts given 

resource constraints and demands in areas such as technology benchmarking and cost teardowns.  

On balance, NHTSA considers the RPE method to be a more reliable basis for estimating 

indirect costs.  

9.2.5 Using RPE to Evaluate Indirect Costs in this Analysis 

To ensure overall indirect costs in the analysis align with the historical RPE value, the primary 

analysis has been developed based on applying the RPE value of 1.5 to each technology.  As 

noted previously, the RPE is the ratio of aggregate retail prices to aggregate direct manufacturing 

costs.  The ratio already reflects the mixture of learned costs of technologies at various stages of 

maturity.  Therefore, the RPE is applied directly to the learned direct cost for each technology in 

each year.  This was previously done in the MY 2017-2025 FRIA for the  preferred alternative 

for that rulemaking, used in the above analysis of average ICMs.
648

  Results are shown in Table 

9-90. 

Recognizing there is uncertainty in any estimate of indirect costs, a sensitivity analyses of 

indirect costs has also been conducted by applying a lower RPE value as a proxy for the ICM 

approach.  This value was derived from a direct comparison of incremental technology costs 

determined in the MY 2017-2025 FRIA.
648

  This analysis is summarized in Table 9-90 below.  

From this table, total costs were estimated to be roughly 18% lower using ICMs compared to the 

RPE.  As previously mentioned, there are two different reasons for these differences.  The first is 

the direct effect of applying a higher retail markup.  The second is an indirect effect resulting 

from the influence these differing markups have on the order of the selection of technologies in 

the CAFE model, which can change as different direct cost levels interact with altered retail 

markups, shifting their relative overall effectiveness. 

The relative effects of ICMs may vary somewhat by scenario, but in this case, the application of 

ICMs produces total technology cost estimates roughly 18% lower than those that would result 

from applying a single RPE factor to all technologies, or, conversely, the RPE produces 

estimates that averaged 21% higher than the ICM.  Under the CAFE model construct, which will 

                                                 
646

 National Research Council of the National Academies (2015). Cost, Effectiveness, and Deployment of Fuel 

Economy Technologies for Light-Duty Vehicles. https://www.nap.edu/resource/21744/deps_166210.pdf. 
647

 Ibid. 
648

 See Table 5-9a in Final Regulatory Impact Analysis, Corporate Average Fuel Economy for MY 2017-MY 2025 

Passenger Cars and Light Trucks. 

https://www.nap.edu/resource/21744/deps_166210.pdf


 

1195 

 

apply an alternate RPE to the same base technology profile to represent ICMs, this implies an 

RPE equivalent of 1.24 would produce similar net impacts [1.5/(1+x) = 1.21, x=0.24].   This 

value is applied for the ICM proxy estimate.  Additional values were also examined over a range 

of 1.1 -2.0. The results, as well as the reference case using the 1.5 RPE, are summarized in Table 

9-91.  In each case, regardless of the RPE markup, Alernative 1 maximizes net benefits. 

Table 9-90 - Relative Impacts of Applying ICMs vs. RPE to Determine Indirect Costs 

 
Incremental Technology Total Costs (Millions$) Ratios Difference 

Model Year ICM 1.5 RPE RPE/ICM ICM/RPE RPE-ICM 

2017 $3,722 $3,749 1.01 0.99 0.01 

2018 $5,227 $5,522 1.06 0.95 0.05 

2019 $8,256 $9,604 1.16 0.86 0.14 

2020 $10,809 $12,451 1.15 0.87 0.13 

2021 $14,033 $16,214 1.16 0.87 0.13 

2022 $15,262 $18,079 1.18 0.84 0.16 

2023 $16,883 $20,806 1.23 0.81 0.19 

2024 $19,727 $24,691 1.25 0.80 0.20 

2025 $20,015 $27,244 1.36 0.73 0.27 

Total $113,935 $138,361 1.21 0.82 0.18 

 

Table 9-91 - Net Benefits for Technology Cost Markup Sensitivity Runs Across Scenarios 

(through MY 2029) CAFE Program, 3% Discount Rate ($B) 

 Alternative 

Sensitivity Case 1 2 3 4 5 6 7 8 

Reference Case 1.50 176.3 168.1 155.1 143.2 120.0 95.9 40.8 60.5 

Technology Cost Markup 1.10 99.1 94.8 85.1 81.8 66.1 52.7 21.5 32.6 

Technology Cost Markup 1.19 115.2 110.7 99.9 95.2 76.7 64.2 26.1 38.7 

ICM Equivalent Markup 1.24 124.1 119.6 108.2 103.3 84.9 69.5 27.5 42.3 

Technology Cost Markup 1.37 146.8 139.5 125.4 119.1 102.8 80.6 30.1 49.9 

Technology Cost Markup 1.75 227.3 218.2 204.1 187.8 148.5 119.8 54.2 71.3 

Technology Cost Markup 2.00 273.7 260.7 241.7 215.5 178.1 141.5 62.3 85.3 

 

9.3 Learning Curves 

Estimates of learning curves are applied to various technologies that are used to meet CAFE 

standards.  Learning curves reflect the effect of experience and volume on the cost of production, 

which generally results in better utilization of resources, leading to higher and more efficient 

production.  As manufacturers gain experience through production, they refine production 

techniques, raw material and component sources, and assembly methods to maximize efficiency 

and reduce production costs.  Typically, learning curves reflect initial learning rates that are 

relatively high, followed by slower learning as easier improvements are made and production 
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efficiency peaks. This eventually produces an asymptotic shape to the learning curve as small 

percent decreases are applied to gradually declining cost levels. 

Many studies have examined manufacturing cost reduction of technologies over time because of 

the learning effect.  The most well-known theory of the learning effect evolves from research 

conducted by T.P. Wright in the 1930s, known as Wright’s Learning Curve Model.
649

  Wright 

examined aircraft production and found that every doubling of cumulative production of 

airplanes resulted in decreasing labor hours at a fixed percentage.  This fixed percentage is 

commonly referred to as the progress rate or progress ratio, where a lower rate implies faster 

learning as cumulative production increases.  In developing Wright’s learning curve, the 

following equation represents the progress ratio, which can be rearranged to represent the natural 

slope of declining cost: 

Equation 9-2 - Wright’s Learning Curve 

𝒓 = 𝟐𝒃    →    𝒃 =
𝒍𝒐𝒈(𝒓)

𝒍𝒐𝒈(𝟐)
 

Where: 

r = progress ratio 

b = natural slope of the curve 

 

In 1944, J.R. Crawford expanded upon Wright’s learning curve theory to develop a single unit 

cost model.
650

  Crawford’s model estimates the cost of the n
th

 unit produced given the following 

information is known - 1) cost to produce the first unit, 2) cumulative production of n units, and 

3) the progress ratio. 

Equation 9-3 - Crawford’s Learning Curve 

𝒀𝒏 = 𝒂𝑿𝒏
𝒃 

Where: 

Y = cost of the n
th

 unit of production      

X = cumulative number of n units produced   

a = cost of the first unit 

b = natural slope of the curve 

n = units of cumulative production 

 

                                                 
649

 Wright, T. P. (1936). Factors Affecting the Cost of Airplanes. Journal of Aeronautical Sciences, vol. 3 124-125. 

http://www.uvm.edu/pdodds/research/papers/others/1936/wright1936a.pdf. 
650

 Crawford, J.R. (1944). Learning Curve, Ship Curve, Ratios, Related Data. Burbank, California - Lockheed 

Aircraft Corporation. 

http://www.uvm.edu/pdodds/research/papers/others/1936/wright1936a.pdf
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To illustrate Wright and Crawford’s theories in airplane production, a progress ratio of 80% 

would result in the curve’s natural slope, b, of -0.322.  At a cost of $1,000 to produce the first 

airplane, the estimated cost to produce the fifth airplane would be roughly $596, as shown in the 

Equation 9-4.  

Equation 9-4 - Example of Wright and Crawford’s Theories 

𝒀 = $𝟏, 𝟎𝟎𝟎 ∗ 𝟓 𝒖𝒏𝒊𝒕𝒔−𝟎.𝟑𝟐𝟐 = $𝟓𝟗𝟓. 𝟔𝟒 

 

 

Figure 9-7 - Wright’s Learning Curve (Progress Ratio = 0.89) 

 

As pictured in Figure 9-7, Wright’s learning curve shows the first unit is produced at a cost of 

$1,000.  Initially cost per unit falls rapidly for each successive unit produced.  However, as 

production continues, cost falls more gradually at a decreasing rate.  For each doubling of 

cumulative production at any level, cost per unit declines 20%, so that 80% of cost is retained.   

9.3.1 Time vs. Volume-based Approach 

In the previous joint CAFE/GHG rulemaking, the agencies had developed learning curves as a 

function of vehicle model year.
651

  Although the concept of this methodology is derived from 

Wright’s cumulative production volume-based learning curve, its application for CAFE and 

GHG technologies is more of a function of time.  More than a dozen learning curve schedules 

were developed, varying between fast and slow learning, and assigned to each technology 

corresponding to its level of complexity and maturity.  The schedules were applied to the base 
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year of direct manufacturing cost and incorporate a percentage of cost reduction by model year 

declining at a decreasing rate through the technology’s production life.  Some newer 

technologies experience 20% cost reductions for introductory model years, while mature or less 

complex technologies experience 0-3% cost reductions over a few years. 

In their 2015 report to Congress, the National Academy of Sciences (NAS) recommended the 

agencies should “…continue to conduct and review empirical evidence for the cost reductions 

that occur in the automobile industry with volume, especially for large-volume technologies that 

will be relied on to meet the CAFE/GHG standards.”
652

  In response, agency staff has 

incorporated statically projected cumulative volume production data of fuel economy improving 

technologies to help mitigate the previously used time-based method.  Dynamic projections of 

cumulative production are not feasible with current CAFE model capabilities, so one set of 

projected cumulative production data for most vehicle technologies was developed for the 

purpose of determining cost impact.  For many technologies produced and/or sold in the U.S., 

historical cumulative production data was obtained to establish a starting point for learning 

schedules.  Groups of similar technologies and/or complexity may share identical learning 

schedules. 

The slope of the learning curve, which determines the rate at which cost reductions occur, has 

been estimated using research from an extensive literature review and automotive cost tear-down 

reports.  The slope of the learning curve is derived from the progress ratio of manufacturing 

automotive and other mobile source technologies. 

9.3.2 Progress Ratio of Fuel Economy Improving Technologies 

Learning curves vary among different types of manufactured products.  Progress ratios can range 

from 70 to 100%, where 100% indicates no learning can be achieved.
653

  Learning effects tend to 

be greatest in operations where people often touch the product, while effects are less in 

operations consisting of more automated processes.  With automotive manufacturing plant 

processes becoming increasingly automated, a progress ratio towards the higher end would seem 

more suitable.  NHTSA incorporated findings from automotive cost-teardown studies with 

EPA’s literature review of learning-related studies to estimate a progress ratio used to determine 

learning schedules of fuel economy improving technologies. 

                                                 
652

 National Research Council of the National Academies (2015). Cost, Effectiveness, and Deployment of Fuel 

Economy Technologies for Light-Duty Vehicles. https://www.nap.edu/resource/21744/deps_166210.pdf. 
653

 Martin, J.  What is a Learning Curve? Management and Accounting Web, University of South Florida. 

https://www.maaw.info/LearningCurveSummary.htm. 

https://www.nap.edu/resource/21744/deps_166210.pdf
https://www.maaw.info/LearningCurveSummary.htm
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EPA’s literature review examined and summarized 21 studies related to learning in 

manufacturing industries and mobile source manufacturing.
654

  The studies focus on many 

industries, including motor vehicles, ships, aviation, semiconductors, and environmental energy.  

Based on several criteria, EPA selected five studies providing quantitative analysis from the 

mobile source sector (the progress ratio estimates from each study is summarized in Table 9-92, 

below).  Further, those studies expand on Wright’s Learning Curve function by using cumulative 

output as a predictor variable, and unit cost as the response variable.  As a result, EPA 

determined a best estimate of 83% as the progress ratio in mobile source industries.  However, of 

those five studies, EPA placed less weight on the Epple et al. (1991) study, because of a 

disruption in learning due to incomplete knowledge transfer from the first shift to introduction of 

a second shift at a North American truck plant.  While learning may have decelerated 

immediately after adding a second shift, unit costs continued to fall as the organization gained 

experience operating with both shifts.  Disruptions are an essential part of the learning process 

and should not be discredited, and  for this reason, the analysis uses a re-estimated average 

progress ratio of 84.8% from those five studies (equally-weighted). 

Table 9-92 - Progress Ratios from EPA’s Literature Review 

Author  

(Publication Date) 

Industry Progress Ratio  

(Cumulative Output 

Approach) 

Argote et al. (1997)
655

 Trucks 85% 

Benkard (2000)
656

 Aircraft (commercial) 82% 

Epple et al. (1991)
657

 Trucks 90% 

Epple et al. (1996)
658

 Trucks 85% 

Levitt et al. (2013)
659

 Automobiles 82% 

 

In addition to EPA’s literature review, this progress ratio estimate was informed based on 

NHTSA’s findings from automotive cost-teardown studies.  NHTSA routinely performs 

evaluations of costs of previously issued Federal Motor Vehicle Safety Standards (FMVSS) for 

                                                 
654

 United States Environmental Protection Agency (2015). Cost Reduction through Learning in Manufacturing 

Industries and in the Manufacture of Mobile Sources. Prepared by ICF International. 

https://19january2017snapshot.epa.gov/sites/production/files/2016-11/documents/420r16018.pdf. 
655

 Argote, L., Epple, D., Rao, R. D., & Murphy, K. (1997). The acquisition and depreciation of knowledge in a 

manufacturing organization - Turnover and plant productivity. Working paper, Graduate School of Industrial 

Administration, Carnegie Mellon University. 
656

 Benkard, C. L. (2000). Learning and Forgetting - The Dynamics of Aircraft Production. The American Economic 

Review, 90(4), 1034–1054. 
657

 Epple, D., Argote, L., & Devadas, R. (1991). Organizational Learning Curves - A Method for Investigating Intra-

Plant Transfer of Knowledge Acquired through Learning by Doing. Organization Science, 2(1), 58–70. 
658

Epple, D., Argote, L., & Murphy, K. (1996). An Empirical Investigation of the Microstructure of Knowledge 

Acquisition and Transfer through Learning by Doing. Operations Research, 44(1), 77–86. 
659

 Levitt, S. D., List, J. A., & Syverson, C. (2013). Toward an Understanding of Learning by Doing - Evidence from 

an Automobile Assembly Plant. Journal of Political Economy, 121 (4), 643-681. 
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new motor vehicles and equipment.  NHTSA’s contractors perform detailed engineering “tear-

down” analyses for representative samples of vehicles, to estimate how much specific FMVSS 

add to the weight and retail price of a vehicle.  As part of the effort, cost and production volume 

are examined for automotive safety technologies.  In particular, the agency estimated costs from 

multiple cost tear-down studies for technologies with actual production data from the Cost and 

weight added by the Federal Motor Vehicle Safety Standards for MY 1968-2012 passenger cars 

and LTVs (2017).
660

 

In practice, it can be difficult to find the cost of the first unit produced; however, as production 

continues, cost information is more easily attainable.  To estimate progress ratios for each of the 

safety technologies, both direct manufacturing cost and cumulative production volume are 

needed for at least two different points in time, specifically two different model years.  With this 

information, Wright and Crawford’s Learning Curve function can be rearranged and used to 

estimate progress ratios without having the cost of the first unit of production.  The function can 

be written in terms of the first unit of production a: 

Equation 9-5 - Learning Curve Function in Terms of the First unit of Production 

𝒀𝒏 = 𝒂𝑿𝒏
𝒃    →    𝒂 =

𝒀𝒏

𝑿𝒏
𝒃
 

The rearranged Equation 9-5 can then be plugged into Wright and Crawford’s Learning Curve 

function and assigned as the first period of information.  Note that when 𝑋1
𝑏 equals one implying 

it is the first unit of production, then cost 𝑌1 would be equal to the cost of the first unit of 

production a.  After X and Y for the first period are plugged in, the equation can be rearranged to 

solve for the learning curve slope b: 

Equation 9-6 - Solve for Slope of the Learning Curve 

𝒀𝟐 = (
𝒀𝟏

𝑿𝟏
𝒃

) 𝑿𝟐
𝒃    →    𝒃 =

𝒍𝒐𝒈 (
𝒀𝟐

𝒀𝟏
)

𝒍𝒐𝒈 (
𝑿𝟐

𝑿𝟏
)
 

Given that b is also equal to 
𝑙𝑜𝑔(𝑟)

𝑙𝑜𝑔(2)
, as mentioned earlier, the progress ratio r can be solved: 

                                                 
660

 Simons, J. F. (2017, November). Cost and weight added by the Federal Motor Vehicle Safety Standards for MY 

1968-2012 Passenger Cars and LTVs (Report No. DOT HS 812 354). Washington, D.C. - National Highway Traffic 

Safety Administration, 30-33. 
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Equation 9-7 – Solve for Progress Ratio 

𝒍𝒐𝒈 (𝒓)

𝒍𝒐𝒈 (𝟐)
=

𝒍𝒐𝒈 (
𝒀𝟐

𝒀𝟏
)

𝒍𝒐𝒈 (
𝑿𝟐

𝑿𝟏
)

   →    𝒓 = 𝟏𝟎

[
𝒍𝒐𝒈( 

𝒀𝟐
𝒀𝟏

)

𝒍𝒐𝒈( 
𝑿𝟐
𝑿𝟏

)
∗𝒍𝒐𝒈(𝟐)]

 

By using Equation 9-7 in conjunction with cost and cumulative production information obtained 

from NHTSA’s cost and weight report, progress ratios were estimated for vehicle safety 

technologies to be used as a proxy for fuel economy improving technologies to determine 

learning effects. 

NHTSA chose five vehicle safety technologies with sufficient data to estimate progress ratios of 

each, because these technologies are large-volume technologies and are used by almost all 

vehicle manufactures.  Table 9-93 below includes these five technologies and yields an average 

progress rate of 92.4%: 

Table 9-93 - Progress Ratios Researched by NHTSA 

Technology Progress Ratio 

Anti-lock Brake Systems 87% 

Driver Airbags 93% 

Manual 3-pt lap shoulder safety belts 96% 

Adjustable Head Restraints 91% 

Dual Master Cylinder 95% 

 

For a final progress ratio to be used in the CAFE model, the five progress rates from EPA’s 

literature review and five progress rates from NHTSA’s evaluation of automotive safety 

technologies results were averaged.  This resulted in an average progress rate of approximately 

89%.  Equal weight is placed on progress ratios from all 10 sources.  More specifically, equal 

weight was placed on the Epple et al. (1991) study, because disruptions are an essential part in 

the learning process, especially in effort to increase the rate of output.   

9.3.3 Direct Manufacturing Cost and Learning Factor 

Direct manufacturing costs for each fuel economy improving technology are obtained from 

various sources as discussed in Chapter 5 of this PRIA.  For each technology, the costs are 

associated with a specific model year, and sometimes a specific production volume, or 

cumulative production volume.  Some direct manufacturing costs are for future years at projected 

volumes; this is often true for technologies not yet in production.  To establish a consistent basis 

for direct manufacturing costs in the rulemaking analysis, each technology cost is adjusted to 

MY 2016 dollars.  Regarding learning schedules, the base year is established as the MY in which 

direct manufacturing costs were assessed (with learning factor of 1.00).  With the 
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aforementioned data on cumulative production volume for each technology and the assumption 

of a 0.89 progress ratio for all automotive technologies, an implied cost for the very first unit 

produced (a) can be solved by rearranging Wright’s learning curve function as previously shown 

in Equation 9-5.  For some technologies, the agencies used modestly different progress ratios to 

match detailed cost projections if available from another source (for instance, batteries). 

Consequently, with all components of the learning function obtained (direct manufacturing cost 

at a point in time, cumulative production at a point in time and for future years, and progress 

ratio), the direct manufacturing cost reduction affected by learning for any given model year can 

be estimated.  Further, a learning factor is calculated by assigning a factor of 1.00 to the base 

year for direct manufacturing cost.  This factor indicates the percentage reduction for each 

successive model year from its base year, or percentage increase to previous model years.  This 

“learning factor” can show when cumulative production volume has approximately doubled from 

the base year, which would be approximate to the progress ratio of 0.89.  Another doubling of 

production would yield a learning factor of 0.79, then 0.7, and so on.  Below is an example of an 

estimated learning curve for Stoichiometric Gasoline Direct Injection (SGDI) with a base year of 

MY 2013 for the assessed direct manufacturing cost, shown Figure 9-8. 

 

Figure 9-8 - Learning Curve and Projected Cumulative Production for Stoichiometric 

Gasoline Direct Injection (SGDI) 

For future model years, the CAFE model projects penetration of each technology into the fleet; 

thus, based on the CAFE model, projections of annual production volume for each technology 

are available.  The annual production volumes are then summed to derive the cumulative 

production volume as seen in the table above.  Figure 9-9 shows examples of cumulative 

volume-based learning curves by model year for Stoichiometric Gasoline Direct Injection 
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(SGDI), Improved Low Friction Lubricants and Engine Friction Reduction, level 2 (LUBEFR2), 

Aero Dynamic Drag Reduction, 5% (AERO5): 

 

Figure 9-9 - Examples of Learning Curves for Selected CAFE Technologies (Progress Ratio 

= 0.89) 

For the CAFE model, technologies are assigned a learning schedule presenting learning factors 

developed from methodology explained previously.  Groups of similar technologies are assigned 

to the same learning schedule.  The schedules with learning factors are listed in Table 9-94: 

Table 9-94 - Learning Curve Schedules for CAFE Technologies 
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ADSL, DSLI, 
CONV, 

ROLL0, MR0, 

AERO0 

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

LUBEFR1 0.80 0.76 0.74 0.72 0.71 0.69 0.68 0.67 0.66 0.65 0.64 0.64 0.63 0.62 0.62 0.61 0.61 

LUBEFR2 1.00 1.00 1.00 0.86 0.78 0.72 0.67 0.64 0.62 0.60 0.58 0.57 0.56 0.55 0.54 0.53 0.53 

LUBEFR3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.85 0.77 0.72 0.68 0.66 0.64 0.62 0.61 0.59 
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SGDI, DEAC 
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HCR1 0.82 0.80 0.78 0.77 0.75 0.74 0.73 0.73 0.73 0.73 0.73 0.72 0.72 0.72 0.72 0.72 0.72 

TURBO1 0.87 0.85 0.83 0.82 0.80 0.79 0.78 0.78 0.77 0.76 0.76 0.75 0.75 0.75 0.74 0.74 0.74 

TURBO2, 
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CNG 0.98 0.97 0.97 0.96 0.96 0.95 0.95 0.94 0.94 0.93 0.93 0.92 0.92 0.92 0.91 0.91 0.91 

ADEAC 1.06 1.04 1.00 0.97 0.95 0.92 0.90 0.88 0.87 0.86 0.84 0.83 0.82 0.82 0.81 0.80 0.80 

MT5 0.98 0.98 0.97 0.97 0.96 0.96 0.96 0.96 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 

MT6 0.95 0.94 0.93 0.92 0.91 0.90 0.90 0.89 0.89 0.88 0.88 0.87 0.87 0.87 0.86 0.86 0.86 

MT7 1.14 1.06 1.00 0.96 0.89 0.84 0.78 0.75 0.72 0.70 0.68 0.65 0.63 0.62 0.61 0.59 0.58 

AT5, AT6, 

AT8, DCT6, 
DCT8 

0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.98 0.98 0.98 0.98 0.98 0.98 

AT6L2, AT7, 

AT8L2, 
AT8L3, AT9, 

AT10, 

AT10L2 

1.00 1.00 1.00 0.89 0.84 0.80 0.78 0.76 0.74 0.73 0.72 0.71 0.70 0.70 0.69 0.69 0.68 

CVT, 
CVTL2A, 

CVTL2B 

0.93 0.91 0.90 0.89 0.87 0.87 0.86 0.85 0.84 0.84 0.83 0.82 0.82 0.81 0.81 0.80 0.80 

EPS 0.94 0.93 0.91 0.89 0.88 0.86 0.85 0.84 0.82 0.81 0.80 0.79 0.78 0.77 0.77 0.76 0.75 

IACC 1.00 0.93 0.88 0.83 0.79 0.76 0.73 0.71 0.69 0.67 0.66 0.64 0.63 0.62 0.61 0.60 0.60 

SS12V 0.86 0.81 0.77 0.74 0.71 0.69 0.67 0.65 0.63 0.61 0.60 0.59 0.57 0.56 0.56 0.55 0.54 

BISG 0.98 0.93 0.87 0.81 0.73 0.68 0.64 0.61 0.59 0.57 0.55 0.54 0.52 0.51 0.50 0.50 0.49 

CISG, 

SHEVPS 

0.96 0.93 0.89 0.86 0.83 0.81 0.78 0.76 0.73 0.71 0.69 0.68 0.67 0.66 0.65 0.64 0.64 

SHEVP2 0.87 0.84 0.81 0.78 0.76 0.73 0.71 0.69 0.66 0.64 0.63 0.62 0.61 0.60 0.59 0.58 0.58 

PHEV30 0.95 0.91 0.87 0.84 0.80 0.77 0.74 0.71 0.69 0.66 0.64 0.63 0.61 0.60 0.60 0.59 0.58 

PHEV50 0.95 0.90 0.86 0.83 0.79 0.76 0.73 0.70 0.67 0.64 0.62 0.61 0.59 0.58 0.57 0.57 0.56 

BEV200 0.93 0.87 0.81 0.76 0.72 0.67 0.63 0.60 0.56 0.53 0.51 0.49 0.48 0.46 0.45 0.45 0.44 

FCVV 0.89 0.83 0.79 0.77 0.74 0.73 0.71 0.70 0.69 0.68 0.67 0.66 0.65 0.64 0.63 0.63 0.62 

MR1 0.81 0.77 0.74 0.71 0.68 0.66 0.65 0.63 0.62 0.61 0.60 0.59 0.58 0.57 0.56 0.56 0.55 

MR2 0.73 0.69 0.67 0.64 0.63 0.61 0.59 0.58 0.57 0.56 0.55 0.54 0.53 0.53 0.52 0.51 0.51 

MR3 0.76 0.73 0.70 0.68 0.67 0.65 0.64 0.63 0.61 0.60 0.59 0.58 0.57 0.56 0.56 0.55 0.55 

MR4 1.00 0.87 0.82 0.79 0.75 0.70 0.67 0.64 0.63 0.61 0.59 0.57 0.56 0.55 0.54 0.53 0.53 

MR5 1.00 1.00 1.00 0.93 0.88 0.84 0.80 0.78 0.76 0.73 0.71 0.69 0.67 0.66 0.65 0.64 0.63 

ROLL10 0.91 0.88 0.85 0.82 0.80 0.78 0.76 0.74 0.73 0.72 0.71 0.70 0.69 0.68 0.68 0.67 0.66 

ROLL20 1.00 0.85 0.77 0.72 0.68 0.65 0.62 0.60 0.58 0.57 0.56 0.55 0.54 0.53 0.52 0.52 0.51 

LDB 0.94 0.93 0.91 0.89 0.87 0.85 0.84 0.82 0.80 0.79 0.77 0.76 0.75 0.74 0.73 0.72 0.72 

SAX 0.77 0.73 0.70 0.67 0.65 0.64 0.62 0.61 0.60 0.59 0.58 0.57 0.56 0.55 0.54 0.54 0.53 

AERO5, 

AERO10, 

AERO15, 
AERO20 

0.90 0.87 0.84 0.81 0.79 0.77 0.75 0.73 0.72 0.70 0.69 0.68 0.67 0.66 0.66 0.65 0.64 

Batteries 1.19 1.14 1.09 1.05 1.00 0.96 0.91 0.87 0.83 0.79 0.76 0.72 0.69 0.66 0.63 0.60 0.58 
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10 Benefits 

This chapter presents estimates of societal benefits, both at the aggregate and component levels. 

Part A provides estimates of impacts on lifetime societal benefits, incremental lifetime societal 

benefits, energy consumption, refueling time, petroleum market externalities, greenhouse gas 

emissions, and mobility. Part B provides estimates of impacts on greenhouse gas and criteria 

pollutant emissions, and a discussion of health effects associated with changes in emissions. 

Changes in emissions represent changes in benefits due to the corresponding changes in health 

quality. 

10.1 Benefit Estimates 

Monetized aggregate benefits were estimated separately for passenger cars and light trucks, as 

well as both combined.  The negative values in these tables indicate that net reductions in fuel 

consumption or emissions and their resulting economic impacts (i.e., benefits) are less than the 

associated changes to congestion, noise or crash severity costs. Benefit levels parallel the 

differences in stringency among the alternatives that were examined. 

Discount rates used are 3% and 7%, while undiscounted values are also presented where 

applicable.  Lastly, results have been produced for both CAFE and CO2 standards.  The 

following is a brief description of the tables presenting aggregate benefits: 

Table 10-1 through Table 10-18 show lifetime societal benefits, by model year, under the 

preferred alternative. Lifetime societal benefits generally decrease at the model year level for 

passenger cars and light trucks; lifetime societal benefits are estimated to increase slightly for 

pre-MY 2019 passenger cars and pre-MY 2018 light trucks.
661

 

                                                 
661

 The agencies have employed the same methodology in this rulemaking to estimate the effect of each alternative 

on emissions of PM and other criteria pollutants emissions as they have previously applied in the other rulemakings 

under the National Program. Briefly, emissions from vehicle use are estimated for each calendar year of the analysis 

period by applying emission rates per vehicle-mile of travel to estimates of VMT for cars and light trucks produced 

during each model year making up the vehicle fleet. These emission rates are derived from EPA’s Motor Vehicle 

Emissions Simulator (MOVES); they reflect normal increases in vehicles’ emission rates as they age and accumulate 

mileage, as well as adopted and pending vehicle emission standards and regulations on fuel composition. 

“Upstream” emissions from crude oil production, fuel refining, and fuel distribution are estimated from the total 

energy content of fuels produced and consumed (gasoline, diesel, ethanol, and electricity), using separate emission 

factors per unit of fuel energy for each phase of fuel production and distribution derived from Argonne National 

Laboratories’ Greenhouse Gases and Regulated Emissions in Transportation (GREET) fuel cycle model. This 

procedure accounts for differences in domestic emissions associated with refining fuel from imported and 

domestically-supplied crude petroleum, as well as from importing fuel that has been refined outside the U.S. 

Economic damages caused by emissions from vehicle use and from fuel production and distribution are monetized 

using different per-ton values, which reflect differences in the locations where emissions occur and resulting 

variation in population exposure to their potential adverse health effects. However, we note that in some other rules 

affecting tailpipe emissions of criteria pollutants, EPA has employed more detailed methods for estimating 

emissions associated with different phases of fuel production and distribution, and has also used more detailed 

estimates of their per-ton health damage costs that reflect variation in population exposure to emissions occurring 
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Table 10-19 through Table 10-30 show incremental lifetime societal benefits for MYs 1977-2029 

for each alternative.  Monetized benefits estimates are listed separately for fuel savings, reduced 

refueling time, petroleum market externalities, and reduction of greenhouse gases. Incremental 

societal benefits are estimated to be negative across all alternatives. 

Table 10-31 through Table 10-42 show incremental present the estimated discounted lifetime 

societal benefits across the range of alternative CAFE and CO2 standards evaluated in this 

analysis. The tables present results across model year; the results vary by vehicle and discount 

rate, with positive estimates for pre-MY 2020 vehicles in some cases, and negative estimates for 

all other vehicles. 

Table 10-43 through Table 10-54 show per-vehicle net present value of ownership benefits, by 

model year, under the preferred alternative.  Table 10-55 through Table 10-66 show MY 2030 

per-vehicle net present value of ownership costs and benefits under each alternative.  Estimates of 

owner benefits are listed separately as fuel savings, increased mobility, and reduced refueling time. 

Table 10-67 through Table 10-72 summarize the fuel savings, in gallons, from all alternatives for 

passenger cars and light trucks, by model year. Similarly, Table 10-73 through Table 10-78 

present the net change in electricity consumption from all alternatives for passenger cars and light 

trucks, by model year.

                                                                                                                                                             
during different phases of fuel production and distribution. The agencies will consider whether to employ these more 

detailed procedures in their analysis supporting the final rule. 
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Table 10-1 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Passenger Car  

3% Discount Rate, CAFE (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel 

Savings 
19.3 1.5 0.6 -0.1 -1.7 -4.2 -6.1 -7.3 -8.4 -9.2 -9.7 -9.8 -9.7 -9.6 -54.5 

Rebound Fuel 

Benefit662 0.1 -0.1 -0.3 -0.5 -1.0 -1.8 -2.3 -2.5 -2.7 -2.8 -2.8 -2.7 -2.7 -2.7 -24.8 

Refueling Time 

Benefit 
0.1 0.1 0.0 0.0 -0.1 -0.3 -0.4 -0.4 -0.5 -0.5 -0.6 -0.6 -0.5 -0.5 -4.3 

Rebound Fatality 

Costs, Off-setting 

Benefit
663 

0.6 -0.1 -0.3 -0.5 -0.9 -1.6 -2.0 -2.2 -2.3 -2.3 -2.3 -2.2 -2.1 -2.1 -20.1 

Rebound Non-

Fatal Crash Costs, 

Off-setting 

Benefit663 

0.9 -0.1 -0.5 -0.8 -1.4 -2.5 -3.1 -3.4 -3.6 -3.6 -3.6 -3.4 -3.3 -3.2 -31.5 

Petroleum Market 

Externality 
1.6 0.1 0.0 0.0 -0.1 -0.4 -0.5 -0.6 -0.7 -0.8 -0.8 -0.8 -0.8 -0.8 -4.6 

CO2 Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -1.8 

NOx Damage 

Reduction Benefit 
0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 

VOC Damage 

Reduction Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.1 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.2 -0.1 -0.1 0.5 

SO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.9 

                                                 
662

 This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would 

have, but did not spend to drive the additional miles. 
663

 It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Total Societal 

Benefits 
25.7 1.5 -0.4 -1.9 -5.3 -11.0 -14.7 -16.9 -18.7 -19.7 -20.4 -20.2 -19.9 -19.7 -141.5 
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Table 10-2 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Passenger Car 

3% Discount Rate, CO2 (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel 

Savings 
20.2 1.8 0.6 -0.2 -2.2 -4.2 -6.2 -8.0 -9.5 -10.6 -12.1 -12.9 -13.0 -13.3 -69.6 

Rebound Fuel 

Benefit
662

 
0.1 -0.1 -0.4 -0.7 -1.3 -2.0 -2.5 -2.8 -3.2 -3.4 -3.7 -3.7 -3.7 -3.7 -31.1 

Refueling Time 

Benefit 
0.1 0.1 0.0 0.0 -0.2 -0.3 -0.4 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -5.2 

Rebound Fatality 

Costs, Off-setting 

Benefit
663

 

0.6 -0.1 -0.4 -0.6 -1.2 -1.7 -2.1 -2.4 -2.6 -2.7 -2.9 -3.0 -2.9 -2.9 -24.9 

Rebound Non-

Fatal Crash Costs, 

Off-setting 

Benefit
663

 

1.0 -0.1 -0.6 -1.0 -1.8 -2.7 -3.3 -3.7 -4.1 -4.3 -4.6 -4.6 -4.6 -4.5 -39.0 

Petroleum Market 

Externality 
1.6 0.1 0.0 0.0 -0.2 -0.4 -0.5 -0.7 -0.8 -0.9 -1.0 -1.1 -1.1 -1.1 -5.8 

CO2 Damage 

Reduction Benefit 
0.7 0.1 0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -2.3 

NOx Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.4 

VOC Damage 

Reduction Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.1 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 0.4 

SO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.1 

Total Societal 

Benefits 
26.8 2.1 -0.7 -2.5 -6.9 -11.5 -15.4 -18.6 -21.3 -23.2 -25.8 -26.9 -27.0 -27.2 -178.1 
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Table 10-3 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Passenger Car 

7% Discount Rate, CAFE (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel 

Savings 
12.0 0.6 0.0 -0.5 -1.6 -3.2 -4.3 -5.0 -5.4 -5.7 -5.8 -5.6 -5.3 -5.1 -34.9 

Rebound Fuel 

Benefit
662

 
0.0 -0.1 -0.3 -0.4 -0.7 -1.3 -1.5 -1.6 -1.7 -1.7 -1.6 -1.5 -1.5 -1.4 -15.1 

Refueling Time 

Benefit 
0.1 0.0 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.7 

Rebound Fatality 

Costs, Off-setting 

Benefit
663

 

0.4 -0.1 -0.3 -0.4 -0.7 -1.1 -1.3 -1.4 -1.4 -1.4 -1.3 -1.2 -1.2 -1.1 -12.5 

Rebound Non-

Fatal Crash Costs, 

Off-setting 

Benefit
663

 

0.6 -0.1 -0.4 -0.6 -1.0 -1.8 -2.1 -2.2 -2.2 -2.2 -2.1 -1.9 -1.8 -1.7 -19.5 

Petroleum Market 

Externality 
1.0 0.0 0.0 0.0 -0.1 -0.3 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.4 -0.4 -2.9 

CO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.1 

NOx Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

VOC Damage 

Reduction Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
0.8 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.2 

SO2 Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.6 

Total Societal 

Benefits 
16.0 0.5 -0.9 -1.9 -4.3 -8.1 -10.2 -11.2 -11.9 -12.1 -12.0 -11.5 -10.8 -10.3 -88.7 
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Table 10-4 -  Lifetime Societal Benefits for Preferred Alternative by Model Year, Passenger Car 

7% Discount Rate, CO2 (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel 

Savings 
12.4 0.8 -0.1 -0.7 -2.0 -3.3 -4.5 -5.5 -6.2 -6.6 -7.2 -7.3 -7.1 -7.0 -44.3 

Rebound Fuel 

Benefit
662

 
0.0 -0.1 -0.3 -0.5 -0.9 -1.4 -1.7 -1.8 -2.0 -2.0 -2.1 -2.1 -2.0 -1.9 -18.8 

Refueling Time 

Benefit 
0.1 0.0 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -3.3 

Rebound Fatality 

Costs, Off-setting 

Benefit
663

 

0.4 -0.1 -0.3 -0.5 -0.9 -1.2 -1.4 -1.6 -1.7 -1.7 -1.7 -1.7 -1.6 -1.5 -15.3 

Rebound Non-

Fatal Crash Costs, 

Off-setting 

Benefit
663

 

0.6 -0.1 -0.5 -0.8 -1.3 -1.9 -2.3 -2.4 -2.6 -2.6 -2.7 -2.6 -2.5 -2.3 -24.0 

Petroleum Market 

Externality 
1.0 0.1 0.0 -0.1 -0.2 -0.3 -0.4 -0.5 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -3.7 

CO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.4 

NOx Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

VOC Damage 

Reduction Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage 

Reduction Benefit 
0.8 0.1 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.1 

SO2 Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.7 

Total Societal 

Benefits 
16.5 0.8 -1.3 -2.5 -5.6 -8.6 -10.8 -12.4 -13.7 -14.3 -15.2 -15.2 -14.7 -14.3 -111.2 
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Table 10-5 -  Lifetime Societal Benefits for Preferred Alternative by Model Year, Passenger Car 

Undiscounted, CAFE (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel 

Savings 
28.7 2.7 1.5 0.7 -1.5 -5.1 -7.9 -10.0 -11.9 -13.5 -14.8 -15.4 -15.7 -16.0 -78.1 

Rebound Fuel 

Benefit
662

 
0.1 -0.1 -0.4 -0.7 -1.3 -2.5 -3.2 -3.6 -4.0 -4.2 -4.4 -4.4 -4.5 -4.6 -37.9 

Refueling Time 

Benefit 
0.2 0.1 0.1 0.0 -0.1 -0.3 -0.5 -0.6 -0.7 -0.8 -0.9 -0.9 -0.9 -0.9 -6.1 

Rebound Fatality 

Costs, Off-setting 

Benefit
663

 

0.9 -0.1 -0.4 -0.6 -1.2 -2.2 -2.8 -3.1 -3.3 -3.5 -3.5 -3.5 -3.5 -3.5 -30.3 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
663

 

1.4 -0.2 -0.6 -1.0 -1.9 -3.4 -4.3 -4.8 -5.2 -5.4 -5.5 -5.5 -5.5 -5.5 -47.4 

Petroleum Market 

Externality 
2.3 0.2 0.1 0.0 -0.1 -0.4 -0.7 -0.8 -1.0 -1.1 -1.2 -1.3 -1.3 -1.3 -6.6 

CO2 Damage 

Reduction Benefit 
0.9 0.1 0.1 0.0 0.0 -0.2 -0.3 -0.3 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -2.5 

NOx Damage 

Reduction Benefit 
0.8 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.7 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

PM Damage 

Reduction Benefit 
1.9 0.2 0.1 0.1 0.1 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 1.1 

SO2 Damage 

Reduction Benefit 
0.6 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -1.2 

Total Societal 

Benefits 
38.1 3.1 0.6 -1.3 -6.0 -14.1 -19.7 -23.6 -27.0 -29.4 -31.4 -32.1 -32.4 -33.1 -208.3 
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Table 10-6 -  Lifetime Societal Benefits for Preferred Alternative by Model Year, Passenger Car 

Undiscounted, CO2 (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel 

Savings 
30.2 3.3 1.8 0.7 -2.0 -4.9 -7.9 -10.8 -13.4 -15.6 -18.4 -20.2 -21.2 -22.4 -100.7 

Rebound Fuel 

Benefit
662

 
0.1 0.0 -0.5 -0.9 -1.7 -2.7 -3.5 -4.1 -4.7 -5.1 -5.8 -6.0 -6.3 -6.4 -47.7 

Refueling Time 

Benefit 
0.2 0.2 0.1 0.0 -0.1 -0.3 -0.5 -0.7 -0.8 -0.9 -1.1 -1.2 -1.2 -1.3 -7.5 

Rebound Fatality 

Costs, Off-setting 

Benefit
663

 

0.9 -0.1 -0.5 -0.8 -1.5 -2.3 -2.9 -3.4 -3.9 -4.1 -4.6 -4.8 -4.8 -4.9 -37.7 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
663

 

1.4 -0.1 -0.8 -1.2 -2.4 -3.7 -4.6 -5.3 -6.0 -6.5 -7.2 -7.4 -7.6 -7.6 -58.9 

Petroleum Market 

Externality 
2.4 0.3 0.1 0.1 -0.2 -0.4 -0.6 -0.9 -1.1 -1.3 -1.5 -1.7 -1.8 -1.9 -8.5 

CO2 Damage 

Reduction Benefit 
1.0 0.1 0.1 0.0 -0.1 -0.2 -0.2 -0.3 -0.4 -0.5 -0.6 -0.7 -0.7 -0.8 -3.3 

NOx Damage 

Reduction Benefit 
0.8 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 0.7 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
2.0 0.2 0.2 0.1 0.1 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.3 1.0 

SO2 Damage 

Reduction Benefit 
0.7 0.1 0.0 0.0 0.0 -0.1 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 -0.4 -1.5 

Total Societal 

Benefits 
40.2 4.0 0.5 -1.8 -7.9 -14.5 -20.5 -25.8 -30.7 -34.6 -39.7 -42.7 -44.3 -46.0 -263.8 
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Table 10-7 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Light Truck 

3% Discount Rate, CAFE (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 13.2 0.3 -1.8 -3.4 -4.9 -8.7 -9.1 -9.2 -9.5 -10.0 -9.9 -9.2 -8.5 -7.9 -78.4 

Rebound Fuel Benefit
662

 0.0 -0.2 -0.7 -1.3 -1.7 -3.0 -3.2 -3.4 -3.5 -3.8 -3.9 -3.9 -3.9 -3.8 -36.2 

Refueling Time Benefit 0.1 0.0 -0.1 -0.2 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.4 -0.4 -0.4 -4.2 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.3 -0.1 -0.5 -0.9 -1.1 -1.9 -2.0 -2.1 -2.1 -2.3 -2.3 -2.2 -2.2 -2.1 -21.5 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
0.5 -0.2 -0.8 -1.4 -1.8 -3.0 -3.1 -3.2 -3.3 -3.5 -3.6 -3.5 -3.4 -3.3 -33.7 

Petroleum Market Externality 1.1 0.0 -0.2 -0.3 -0.4 -0.7 -0.7 -0.7 -0.8 -0.8 -0.8 -0.7 -0.7 -0.6 -6.4 

CO2 Damage Reduction Benefit 0.4 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.6 

NOx Damage Reduction Benefit 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 

VOC Damage Reduction 

Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.8 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.2 

SO2 Damage Reduction Benefit 0.3 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -1.6 

Total Societal Benefits 17.5 0.0 -4.2 -7.6 -10.5 -18.3 -19.3 -19.6 -20.4 -21.5 -21.6 -20.6 -19.6 -18.7 -184.4 
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Table 10-8 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Light Truck 

3% Discount Rate, CO2 (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 15.9 1.2 -1.1 -3.0 -4.7 -8.1 -9.1 -9.2 -9.7 -9.4 -10.0 -9.3 -9.2 -8.6 -74.1 

Rebound Fuel Benefit
662

 0.0 -0.1 -0.7 -1.3 -1.8 -3.0 -3.3 -3.5 -3.7 -3.9 -4.2 -4.2 -4.4 -4.5 -38.4 

Refueling Time Benefit 0.1 0.1 -0.1 -0.1 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.4 -0.4 -0.4 -4.2 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.4 -0.1 -0.5 -0.9 -1.2 -1.9 -2.0 -2.2 -2.3 -2.3 -2.5 -2.5 -2.5 -2.5 -22.9 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
0.6 -0.1 -0.8 -1.4 -1.9 -2.9 -3.2 -3.4 -3.6 -3.6 -3.9 -3.8 -4.0 -3.9 -35.7 

Petroleum Market Externality 1.3 0.1 -0.1 -0.3 -0.4 -0.7 -0.7 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.7 -6.1 

CO2 Damage Reduction Benefit 0.5 0.0 0.0 -0.1 -0.1 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.4 

NOx Damage Reduction Benefit 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 

VOC Damage Reduction 

Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage Reduction Benefit 1.0 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.2 

SO2 Damage Reduction Benefit 0.3 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -1.3 

Total Societal Benefits 21.1 1.4 -3.2 -7.1 -10.4 -17.4 -19.4 -20.1 -21.2 -21.1 -22.5 -21.5 -21.8 -21.1 -184.3 
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Table 10-9 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Light Truck 

7% Discount Rate, CAFE (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 8.0 -0.1 -1.6 -2.7 -3.7 -6.1 -6.1 -5.9 -5.9 -5.9 -5.7 -5.1 -4.5 -4.0 -49.4 

Rebound Fuel Benefit
662

 0.0 -0.1 -0.5 -0.9 -1.2 -2.1 -2.1 -2.2 -2.2 -2.2 -2.2 -2.1 -2.1 -2.0 -22.0 

Refueling Time Benefit 0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -2.7 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.2 -0.1 -0.4 -0.6 -0.8 -1.3 -1.4 -1.3 -1.3 -1.4 -1.3 -1.3 -1.2 -1.1 -13.3 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
0.3 -0.2 -0.6 -1.0 -1.3 -2.1 -2.1 -2.1 -2.1 -2.1 -2.1 -2.0 -1.9 -1.7 -20.9 

Petroleum Market Externality 0.6 0.0 -0.1 -0.2 -0.3 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.4 -0.4 -0.3 -4.0 

CO2 Damage Reduction Benefit 0.3 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -1.6 

NOx Damage Reduction Benefit 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

VOC Damage Reduction 

Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.5 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 -0.2 

SO2 Damage Reduction Benefit 0.2 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.0 

Total Societal Benefits 10.6 -0.5 -3.6 -5.9 -7.8 -12.8 -13.0 -12.7 -12.7 -12.8 -12.4 -11.4 -10.5 -9.6 -115.1 
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Table 10-10 -  Lifetime Societal Benefits for Preferred Alternative by Model Year, Light Truck 

7% Discount Rate, CO2 (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 9.6 0.5 -1.2 -2.6 -3.6 -5.8 -6.2 -6.0 -6.0 -5.7 -5.8 -5.1 -4.9 -4.4 -47.3 

Rebound Fuel Benefit
662

 0.0 -0.1 -0.5 -1.0 -1.3 -2.0 -2.2 -2.3 -2.3 -2.3 -2.4 -2.3 -2.3 -2.3 -23.2 

Refueling Time Benefit 0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -2.7 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.3 0.0 -0.4 -0.7 -0.9 -1.3 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.3 -14.1 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
0.4 -0.1 -0.6 -1.0 -1.3 -2.0 -2.2 -2.2 -2.2 -2.2 -2.3 -2.2 -2.1 -2.0 -22.0 

Petroleum Market Externality 0.8 0.0 -0.1 -0.2 -0.3 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.4 -0.4 -0.4 -3.9 

CO2 Damage Reduction Benefit 0.3 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -1.5 

NOx Damage Reduction Benefit 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 

VOC Damage Reduction 

Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.6 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 0.0 

SO2 Damage Reduction Benefit 0.2 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.9 

Total Societal Benefits 12.7 0.5 -3.0 -5.8 -7.8 -12.3 -13.1 -13.1 -13.2 -12.7 -13.0 -12.0 -11.7 -10.9 -115.4 
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Table 10-11 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Light Truck 

Undiscounted, CAFE (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 
20.2 1.1 -1.7 -3.9 -6.1 

-

11.7 

-

12.7 

-

13.2 

-

14.2 

-

15.3 

-

15.7 

-

15.0 

-

14.2 

-

13.6 
-116.0 

Rebound Fuel Benefit
662

 0.0 -0.2 -0.9 -1.7 -2.3 -4.2 -4.6 -4.9 -5.3 -5.8 -6.2 -6.4 -6.5 -6.7 -55.7 

Refueling Time Benefit 0.1 0.0 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.6 -0.6 -6.2 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.5 -0.2 -0.7 -1.1 -1.5 -2.6 -2.8 -3.0 -3.2 -3.4 -3.6 -3.6 -3.7 -3.7 -32.4 

Rebound Non-Fatal Crash 

Costs, Off-setting Benefit
663

 
0.8 -0.2 -1.0 -1.7 -2.4 -4.0 -4.4 -4.6 -5.0 -5.4 -5.6 -5.7 -5.7 -5.7 -50.7 

Petroleum Market Externality 1.6 0.1 -0.1 -0.3 -0.5 -0.9 -1.0 -1.1 -1.2 -1.2 -1.3 -1.2 -1.2 -1.1 -9.4 

CO2 Damage Reduction 

Benefit 
0.7 0.0 -0.1 -0.1 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -3.8 

NOx Damage Reduction 

Benefit 
0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 

VOC Damage Reduction 

Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage Reduction 

Benefit 
1.3 0.1 0.0 0.0 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 0.0 

SO2 Damage Reduction 

Benefit 
0.4 0.0 -0.1 -0.1 -0.1 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -2.2 

Total Societal Benefits 
26.7 0.9 -4.6 -9.2 

-

13.5 

-

24.7 

-

27.0 

-

28.3 

-

30.3 

-

32.9 

-

34.2 

-

33.5 

-

32.8 

-

32.2 
-275.6 
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Table 10-12 - Lifetime Societal Benefits for Preferred Alternative by Model Year, Light Truck 

Undiscounted, Co2 (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 24.4 2.5 -0.5 -3.2 -5.6 -10.6 -12.4 -13.1 -14.2 -14.3 -15.7 -15.0 -15.4 -14.8 -107.9 

Rebound Fuel Benefit
662

 0.0 -0.1 -0.9 -1.7 -2.5 -4.1 -4.7 -5.1 -5.6 -6.0 -6.6 -6.9 -7.4 -7.7 -59.3 

Refueling Time Benefit 0.1 0.1 0.0 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -6.1 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.6 -0.1 -0.6 -1.1 -1.6 -2.5 -2.9 -3.1 -3.4 -3.5 -3.9 -4.0 -4.2 -4.3 -34.6 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
1.0 -0.1 -1.0 -1.8 -2.5 -4.0 -4.5 -4.9 -5.3 -5.5 -6.1 -6.2 -6.6 -6.7 -54.1 

Petroleum Market Externality 2.0 0.2 -0.1 -0.3 -0.5 -0.9 -1.0 -1.1 -1.2 -1.2 -1.3 -1.2 -1.3 -1.2 -8.9 

CO2 Damage Reduction Benefit 0.8 0.1 0.0 -0.1 -0.2 -0.3 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -3.5 

NOx Damage Reduction Benefit 1.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.9 

VOC Damage Reduction 

Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage Reduction Benefit 1.5 0.2 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 0.6 

SO2 Damage Reduction Benefit 0.5 0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.2 -0.3 -0.2 -0.3 -0.2 -0.3 -0.2 -1.9 

Total Societal Benefits 32.3 3.0 -3.0 -8.4 -13.1 -23.3 -26.9 -28.8 -31.3 -32.1 -35.3 -34.9 -36.5 -36.3 -274.6 
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Table 10-13 - Lifetime Societal Benefits for Preferred Alternative by Model Year,  

Combined Light-Duty, 3% Discount Rate, CAFE (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 32.5 1.8 -1.2 -3.5 -6.6 -12.9 -15.2 -16.5 -17.9 -19.1 -19.6 -19.0 -18.2 -17.5 -133.1 

Rebound Fuel Benefit
662

 0.1 -0.2 -1.1 -1.8 -2.7 -4.8 -5.5 -5.9 -6.2 -6.5 -6.7 -6.6 -6.6 -6.5 -61.0 

Refueling Time Benefit 0.2 0.1 -0.1 -0.2 -0.4 -0.7 -0.8 -0.9 -0.9 -1.0 -1.0 -1.0 -0.9 -0.9 -8.5 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.9 -0.2 -0.8 -1.4 -2.1 -3.5 -4.0 -4.2 -4.4 -4.6 -4.6 -4.4 -4.3 -4.2 -41.7 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
1.5 -0.3 -1.3 -2.1 -3.2 -5.5 -6.2 -6.6 -6.9 -7.1 -7.1 -6.9 -6.8 -6.6 -65.2 

Petroleum Market Externality 2.6 0.1 -0.1 -0.3 -0.5 -1.1 -1.2 -1.3 -1.5 -1.6 -1.6 -1.6 -1.5 -1.4 -10.9 

CO2 Damage Reduction Benefit 1.1 0.1 0.0 -0.1 -0.2 -0.4 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -4.3 

NOx Damage Reduction Benefit 1.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.8 

VOC Damage Reduction 

Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage Reduction Benefit 2.1 0.2 0.1 0.0 0.0 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.2 -0.2 -0.2 0.3 

SO2 Damage Reduction Benefit 0.7 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.4 

Total Societal Benefits 43.2 1.5 -4.6 -9.4 -15.8 -29.2 -34.0 -36.5 -39.1 -41.2 -42.0 -40.8 -39.5 -38.4 -325.8 
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Table 10-14 - Lifetime Societal Benefits for Preferred Alternative by Model Year,  

Combined Light-Duty, 3% Discount Rate, CO2 (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 36.1 3.1 -0.5 -3.2 -6.9 -12.3 -15.3 -17.2 -19.1 -20.1 -22.1 -22.1 -22.3 -21.9 -143.8 

Rebound Fuel Benefit
662

 0.1 -0.1 -1.1 -2.0 -3.1 -4.9 -5.8 -6.3 -6.9 -7.2 -7.8 -7.9 -8.1 -8.2 -69.5 

Refueling Time Benefit 0.2 0.1 0.0 -0.2 -0.4 -0.7 -0.8 -0.9 -1.0 -1.1 -1.2 -1.2 -1.2 -1.2 -9.4 

Rebound Fatality Costs, Off-

setting Benefit
663

 
1.0 -0.1 -0.9 -1.5 -2.4 -3.6 -4.2 -4.5 -4.9 -5.1 -5.4 -5.4 -5.5 -5.4 -47.8 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
1.6 -0.2 -1.4 -2.4 -3.7 -5.6 -6.5 -7.1 -7.7 -7.9 -8.5 -8.5 -8.5 -8.4 -74.7 

Petroleum Market Externality 2.9 0.2 -0.1 -0.3 -0.6 -1.0 -1.2 -1.4 -1.6 -1.7 -1.8 -1.8 -1.8 -1.8 -11.9 

CO2 Damage Reduction Benefit 1.2 0.1 0.0 -0.1 -0.2 -0.4 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.7 -4.7 

NOx Damage Reduction Benefit 1.2 0.1 0.1 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.9 

VOC Damage Reduction 

Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

PM Damage Reduction Benefit 2.3 0.2 0.1 0.1 0.0 -0.1 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 0.6 

SO2 Damage Reduction Benefit 0.8 0.1 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.3 -2.4 

Total Societal Benefits 47.9 3.5 -3.8 -9.6 -17.3 -28.9 -34.8 -38.7 -42.5 -44.3 -48.3 -48.4 -48.9 -48.3 -362.5 
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Table 10-15 - Lifetime Societal Benefits for Preferred Alternative by Model Year,  

Combined Light-Duty, 7% Discount Rate, CAFE (Billions of 2016$) 

  

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 20.0 0.5 -1.7 -3.2 -5.3 -9.3 -10.5 -10.9 -11.3 -11.6 -11.4 -10.7 -9.8 -9.1 -84.3 

Rebound Fuel Benefit
662

 0.0 -0.2 -0.8 -1.3 -1.9 -3.3 -3.7 -3.8 -3.8 -3.9 -3.8 -3.7 -3.5 -3.4 -37.1 

Refueling Time Benefit 0.1 0.0 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.5 -0.5 -5.4 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.6 -0.2 -0.7 -1.0 -1.5 -2.5 -2.7 -2.8 -2.8 -2.8 -2.7 -2.5 -2.3 -2.2 -25.8 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
0.9 -0.3 -1.0 -1.6 -2.3 -3.8 -4.2 -4.3 -4.3 -4.3 -4.2 -3.9 -3.6 -3.4 -40.4 

Petroleum Market Externality 1.6 0.0 -0.1 -0.3 -0.4 -0.8 -0.8 -0.9 -0.9 -1.0 -0.9 -0.9 -0.8 -0.7 -6.9 

CO2 Damage Reduction Benefit 0.7 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.3 -0.3 -2.7 

NOx Damage Reduction Benefit 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 

VOC Damage Reduction 

Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage Reduction Benefit 1.3 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 0.0 

SO2 Damage Reduction Benefit 0.4 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.6 

Total Societal Benefits 26.6 0.1 -4.5 -7.9 -12.1 -20.8 -23.2 -23.9 -24.6 -24.9 -24.5 -22.9 -21.3 -19.9 -203.8 
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Table 10-16 - Lifetime Societal Benefits for Preferred Alternative by Model Year,  

Combined Light-Duty, 7% Discount Rate, CO2 (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 22.0 1.3 -1.3 -3.2 -5.7 -9.1 -10.7 -11.5 -12.2 -12.3 -12.9 -12.5 -12.1 -11.4 -91.6 

Rebound Fuel Benefit
662

 0.0 -0.1 -0.9 -1.5 -2.2 -3.4 -3.9 -4.1 -4.3 -4.3 -4.5 -4.4 -4.3 -4.2 -42.0 

Refueling Time Benefit 0.1 0.1 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.6 -0.6 -6.0 

Rebound Fatality Costs, Off-

setting Benefit
663

 
0.6 -0.1 -0.7 -1.1 -1.7 -2.5 -2.8 -3.0 -3.1 -3.1 -3.2 -3.0 -3.0 -2.8 -29.4 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
1.0 -0.2 -1.1 -1.8 -2.7 -3.9 -4.4 -4.6 -4.8 -4.8 -4.9 -4.8 -4.6 -4.4 -46.0 

Petroleum Market Externality 1.8 0.1 -0.1 -0.3 -0.5 -0.7 -0.9 -0.9 -1.0 -1.0 -1.1 -1.0 -1.0 -1.0 -7.6 

CO2 Damage Reduction Benefit 0.7 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -3.0 

NOx Damage Reduction Benefit 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 

VOC Damage Reduction 

Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage Reduction Benefit 1.4 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 0.1 

SO2 Damage Reduction Benefit 0.5 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.6 

Total Societal Benefits 29.2 1.3 -4.2 -8.3 -13.4 -20.8 -23.9 -25.5 -26.9 -26.9 -28.2 -27.2 -26.4 -25.1 -226.3 
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Table 10-17 - Lifetime Societal Benefits for Preferred Alternative by Model Year,  

Combined Light-Duty, Undiscounted, CAFE (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 48.8 3.8 -0.1 -3.2 -7.6 -16.7 -20.6 -23.2 -26.1 -28.8 -30.5 -30.4 -29.9 -29.6 -194.2 

Rebound Fuel Benefit
662

 0.1 -0.3 -1.4 -2.4 -3.6 -6.6 -7.8 -8.6 -9.3 -10.1 -10.6 -10.8 -11.0 -11.3 -93.6 

Refueling Time Benefit 0.3 0.2 0.0 -0.2 -0.4 -0.9 -1.1 -1.2 -1.4 -1.5 -1.6 -1.6 -1.5 -1.5 -12.3 

Rebound Fatality Costs, Off-

setting Benefit
663

 
1.4 -0.3 -1.1 -1.7 -2.7 -4.7 -5.6 -6.1 -6.5 -6.9 -7.1 -7.1 -7.2 -7.2 -62.7 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
2.2 -0.4 -1.7 -2.7 -4.2 -7.4 -8.7 -9.5 -10.2 -10.8 -11.2 -11.1 -11.2 -11.3 -98.2 

Petroleum Market Externality 4.0 0.3 0.0 -0.3 -0.6 -1.4 -1.7 -1.9 -2.1 -2.4 -2.5 -2.5 -2.5 -2.4 -16.0 

CO2 Damage Reduction Benefit 1.6 0.1 0.0 -0.1 -0.2 -0.5 -0.7 -0.7 -0.8 -0.9 -1.0 -1.0 -1.0 -1.0 -6.4 

NOx Damage Reduction Benefit 1.7 0.1 0.1 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 1.3 

VOC Damage Reduction 

Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 0.2 

PM Damage Reduction Benefit 3.2 0.3 0.2 0.1 0.0 -0.2 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.3 1.1 

SO2 Damage Reduction Benefit 1.1 0.1 0.0 -0.1 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -3.4 

Total Societal Benefits 64.8 4.0 -4.0 -10.5 -19.5 -38.8 -46.7 -51.8 -57.3 -62.4 -65.6 -65.5 -65.3 -65.3 -483.9 
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Table 10-18 - Lifetime Societal Benefits for Preferred Alternative by Model Year,  

Combined Light-Duty, Undiscounted, CO2 (Billions of 2016$) 

  

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 TOTAL 

Pre-Tax Fuel Savings 54.6 5.7 1.3 -2.4 -7.6 -15.5 -20.3 -23.9 -27.5 -29.9 -34.1 -35.2 -36.5 -37.1 -208.4 

Rebound Fuel Benefit
662

 0.2 -0.1 -1.4 -2.6 -4.2 -6.8 -8.2 -9.2 -10.3 -11.1 -12.4 -12.9 -13.7 -14.1 -106.9 

Refueling Time Benefit 0.3 0.3 0.0 -0.1 -0.4 -0.8 -1.1 -1.3 -1.5 -1.6 -1.8 -1.9 -1.9 -1.9 -13.6 

Rebound Fatality Costs, Off-

setting Benefit
663

 
1.5 -0.1 -1.1 -1.9 -3.1 -4.9 -5.8 -6.5 -7.2 -7.7 -8.5 -8.7 -9.1 -9.2 -72.2 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
2.4 -0.2 -1.7 -3.0 -4.9 -7.6 -9.1 -10.2 -11.3 -12.0 -13.2 -13.6 -14.1 -14.3 -112.8 

Petroleum Market Externality 4.4 0.5 0.1 -0.2 -0.6 -1.3 -1.7 -2.0 -2.3 -2.5 -2.8 -2.9 -3.0 -3.1 -17.3 

CO2 Damage Reduction Benefit 1.8 0.2 0.0 -0.1 -0.2 -0.5 -0.6 -0.8 -0.9 -1.0 -1.1 -1.2 -1.2 -1.3 -6.8 

NOx Damage Reduction Benefit 1.8 0.2 0.1 0.1 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 1.6 

VOC Damage Reduction 

Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 0.3 

PM Damage Reduction Benefit 3.6 0.4 0.3 0.2 0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 1.6 

SO2 Damage Reduction Benefit 1.2 0.1 0.0 -0.1 -0.2 -0.3 -0.4 -0.4 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -3.4 

Total Societal Benefits 72.5 7.0 -2.4 -10.2 -21.0 -37.8 -47.3 -54.6 -62.0 -66.7 -75.1 -77.6 -80.8 -82.2 -538.3 
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Table 10-19 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Passenger Car,  

3% Discount Rate, CAFE (Billions of 2016$) 

  Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -54.5 -53.5 -52.4 -50.3 -37.0 -37.9 -34.2 -28.9 

Rebound Fuel Benefit
662

 -24.8 -24.0 -23.0 -21.7 -16.5 -15.8 -12.1 -11.4 

Refueling Time Benefit -4.3 -4.2 -4.0 -3.8 -2.9 -2.9 -2.4 -2.1 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-20.1 -19.6 -18.8 -17.9 -13.7 -13.3 -10.4 -9.8 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-31.5 -30.6 -29.5 -27.9 -21.4 -20.8 -16.3 -15.2 

Petroleum Market Externality -4.6 -4.5 -4.4 -4.2 -3.1 -3.2 -2.9 -2.5 

CO2 Damage Reduction Benefit -1.8 -1.7 -1.7 -1.6 -1.2 -1.2 -1.1 -0.9 

NOx Damage Reduction Benefit 0.4 0.4 0.3 0.3 0.2 0.2 0.0 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.5 0.5 0.4 0.3 0.3 0.1 -0.1 0.0 

SO2 Damage Reduction Benefit -0.9 -0.9 -0.8 -0.8 -0.5 -0.6 -0.5 -0.4 

Total Societal Benefits -141.0 -138.0 -134.0 -128.0 -95.9 -95.3 -80.0 -71.0 
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Table 10-20 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Passenger Car, 

3% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Pre-Tax Fuel Savings -69.7 -65.9 -60.0 -50.0 -28.7 -28.7 -23.2 -16.4 

Rebound Fuel Benefit
662

 -31.1 -29.5 -26.6 -22.2 -14.3 -13.5 -9.1 -8.0 

Refueling Time Benefit -5.2 -4.9 -4.5 -3.8 -2.4 -2.4 -1.8 -1.4 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-24.9 -23.8 -21.6 -18.2 -11.8 -11.1 -7.7 -6.8 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-39.0 -37.2 -33.7 -28.4 -18.5 -17.4 -12.1 -10.6 

Petroleum Market Externality -5.8 -5.5 -5.0 -4.2 -2.5 -2.5 -2.0 -1.5 

 CO2 Damage Reduction Benefit -2.3 -2.2 -2.0 -1.6 -0.9 -0.9 -0.8 -0.5 

NOx Damage Reduction Benefit 0.4 0.4 0.3 0.3 0.3 0.2 0.1 0.2 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

PM Damage Reduction Benefit 0.4 0.4 0.4 0.4 0.4 0.3 0.1 0.2 

SO2 Damage Reduction Benefit -1.1 -1.0 -0.9 -0.7 -0.2 -0.2 -0.2 -0.1 

Total Societal Benefits -178.0 -169.0 -154.0 -129.0 -78.7 -76.1 -56.8 -44.8 
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Table 10-21 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Passenger Car,  

7% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No 

Change No Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Pre-Tax Fuel Savings -34.8 -34.2 -33.4 -31.9 -23.2 -24.2 -21.6 -18.0 

Rebound Fuel Benefit
662

 -15.1 -14.6 -14.0 -13.2 -10.0 -9.7 -7.6 -6.9 

Refueling Time Benefit -2.7 -2.7 -2.6 -2.4 -1.8 -1.9 -1.6 -1.4 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-12.5 -12.1 -11.7 -11.1 -8.4 -8.4 -6.7 -6.0 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-19.5 -19.0 -18.3 -17.3 -13.1 -13.1 -10.4 -9.5 

Petroleum Market Externality -2.9 -2.9 -2.8 -2.7 -2.0 -2.0 -1.8 -1.5 

CO2 Damage Reduction Benefit -1.1 -1.1 -1.1 -1.0 -0.8 -0.8 -0.7 -0.6 

NOx Damage Reduction Benefit 0.2 0.2 0.2 0.2 0.1 0.1 0.0 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.2 0.2 0.1 0.1 0.1 0.0 -0.1 0.0 

SO2 Damage Reduction Benefit -0.6 -0.6 -0.6 -0.5 -0.3 -0.4 -0.3 -0.2 

Total Societal Benefits -88.8 -86.7 -84.1 -79.9 -59.3 -60.3 -50.7 -44.1 
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Table 10-22 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Passenger Car,  

7% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -44.2 -41.9 -38.2 -31.8 -18.7 -18.5 -14.8 -10.6 

Rebound Fuel Benefit
662

 -18.8 -17.8 -16.1 -13.5 -8.6 -8.2 -5.6 -4.9 

Refueling Time Benefit -3.3 -3.1 -2.9 -2.5 -1.6 -1.5 -1.2 -0.9 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-15.3 -14.6 -13.3 -11.2 -7.3 -6.9 -4.9 -4.2 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-24.0 -22.9 -20.8 -17.5 -11.3 -10.8 -7.7 -6.5 

Petroleum Market Externality -3.7 -3.5 -3.2 -2.7 -1.6 -1.6 -1.3 -0.9 

CO2 Damage Reduction Benefit -1.4 -1.4 -1.2 -1.0 -0.6 -0.6 -0.5 -0.3 

NOx Damage Reduction Benefit 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.2 0.1 0.0 0.1 

SO2 Damage Reduction Benefit -0.7 -0.7 -0.6 -0.5 -0.2 -0.2 -0.2 -0.1 

Total Societal Benefits -111.0 -106.0 -96.0 -80.4 -49.6 -48.1 -36.0 -28.2 
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Table 10-23 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Light Truck,  

3% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Pre-Tax Fuel Savings -78.4 -71.9 -66.7 -53.4 -40.5 -36.6 -17.6 -19.3 

Rebound Fuel Benefit
662

 -36.2 -33.0 -30.3 -23.2 -16.2 -14.0 -6.8 -7.3 

Refueling Time Benefit -4.2 -3.9 -3.6 -3.0 -2.2 -2.0 -1.1 -1.1 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-21.5 -19.6 -18.2 -14.1 -10.0 -8.8 -4.4 -4.6 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-33.7 -30.7 -28.4 -22.0 -15.6 -13.8 -6.9 -7.2 

Petroleum Market Externality -6.4 -5.9 -5.4 -4.4 -3.3 -3.0 -1.5 -1.6 

CO2 Damage Reduction Benefit -2.6 -2.4 -2.2 -1.7 -1.3 -1.2 -0.6 -0.6 

NOx Damage Reduction Benefit 0.4 0.3 0.3 0.3 0.2 0.2 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 

SO2 Damage Reduction Benefit -1.6 -1.4 -1.3 -1.0 -0.7 -0.7 -0.3 -0.3 

Total Societal Benefits -184.0 -168.0 -156.0 -123.0 -89.7 -80.1 -39.0 -42.0 
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Table 10-24 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Light Truck,  

3% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -74.1 -69.9 -67.4 -56.6 -39.9 -40.5 -25.5 -26.6 

Rebound Fuel Benefit
662

 -38.4 -36.2 -33.5 -27.0 -18.1 -17.1 -10.1 -10.5 

Refueling Time Benefit -4.2 -4.0 -3.8 -3.2 -2.2 -2.3 -1.5 -1.5 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-22.8 -21.5 -20.0 -16.3 -10.9 -10.4 -6.4 -6.5 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-35.7 -33.6 -31.3 -25.4 -17.0 -16.3 -10.0 -10.2 

Petroleum Market Externality -6.1 -5.8 -5.6 -4.7 -3.3 -3.4 -2.2 -2.3 

CO2 Damage Reduction Benefit -2.4 -2.3 -2.2 -1.9 -1.3 -1.3 -0.8 -0.9 

NOx Damage Reduction Benefit 0.5 0.5 0.4 0.3 0.2 0.2 0.1 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.2 0.2 0.1 0.0 -0.1 -0.2 -0.1 -0.1 

SO2 Damage Reduction Benefit -1.3 -1.2 -1.2 -1.0 -0.6 -0.6 -0.4 -0.3 

Total Societal Benefits -184.0 -174.0 -165.0 -136.0 -93.2 -91.9 -56.8 -58.8 
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Table 10-25 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Light Truck,  

7% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -49.4 -45.2 -41.9 -33.6 -25.3 -23.0 -11.2 -12.1 

Rebound Fuel Benefit
662

 -22.0 -20.0 -18.4 -14.1 -9.9 -8.6 -4.3 -4.5 

Refueling Time Benefit -2.7 -2.5 -2.3 -1.9 -1.4 -1.3 -0.7 -0.7 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-13.3 -12.1 -11.2 -8.8 -6.2 -5.5 -2.9 -2.8 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-20.9 -19.0 -17.6 -13.7 -9.7 -8.7 -4.5 -4.4 

Petroleum Market Externality -4.0 -3.7 -3.4 -2.8 -2.1 -1.9 -0.9 -1.0 

CO2 Damage Reduction Benefit -1.6 -1.5 -1.4 -1.1 -0.8 -0.7 -0.4 -0.4 

NOx Damage Reduction Benefit 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 

SO2 Damage Reduction Benefit -1.0 -0.9 -0.8 -0.7 -0.5 -0.4 -0.2 -0.2 

Total Societal Benefits -115.0 -105.0 -97.0 -76.5 -55.8 -50.2 -25.0 -26.1 
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Table 10-26 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Light Truck,  

7% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -47.3 -44.5 -42.8 -35.8 -25.2 -25.5 -16.1 -16.8 

Rebound Fuel Benefit
662

 -23.2 -21.8 -20.3 -16.4 -10.9 -10.5 -6.3 -6.5 

Refueling Time Benefit -2.7 -2.6 -2.5 -2.1 -1.4 -1.5 -1.0 -1.0 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-14.1 -13.2 -12.4 -10.1 -6.7 -6.5 -4.1 -4.1 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-22.0 -20.7 -19.4 -15.7 -10.5 -10.2 -6.4 -6.4 

Petroleum Market Externality -3.9 -3.7 -3.5 -3.0 -2.1 -2.1 -1.4 -1.4 

 CO2 Damage Reduction Benefit -1.5 -1.5 -1.4 -1.2 -0.8 -0.8 -0.5 -0.6 

NOx Damage Reduction Benefit 0.3 0.3 0.3 0.2 0.1 0.1 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 

SO2 Damage Reduction Benefit -0.9 -0.8 -0.8 -0.6 -0.4 -0.4 -0.2 -0.2 

Total Societal Benefits -115.0 -108.0 -103.0 -84.7 -58.1 -57.5 -36.0 -37.0 
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Table 10-27 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

3% Discount Rate, CAFE (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -133.0 -125.0 -119.0 -104.0 -77.5 -74.5 -51.8 -48.2 

Rebound Fuel Benefit
662

 -61.0 -57.0 -53.3 -44.9 -32.7 -29.8 -18.9 -18.7 

Refueling Time Benefit -8.5 -8.0 -7.7 -6.8 -5.1 -4.9 -3.5 -3.2 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-41.7 -39.2 -37.0 -31.9 -23.7 -22.1 -14.8 -14.3 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-65.2 -61.3 -57.9 -50.0 -37.0 -34.6 -23.2 -22.4 

Petroleum Market Externality -10.9 -10.3 -9.8 -8.6 -6.4 -6.2 -4.3 -4.1 

CO2 Damage Reduction Benefit -4.3 -4.1 -3.9 -3.4 -2.5 -2.4 -1.7 -1.6 

NOx Damage Reduction Benefit 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.2 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

PM Damage Reduction Benefit 0.3 0.3 0.2 0.1 0.1 0.0 -0.2 -0.1 

SO2 Damage Reduction Benefit -2.4 -2.3 -2.1 -1.8 -1.3 -1.2 -0.8 -0.7 

Total Societal Benefits -326.0 -307.0 -290.0 -250.0 -186.0 -175.0 -119.0 -113.0 
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Table 10-28 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

3% Discount Rate, CO2 (Billions of 2016 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Pre-Tax Fuel Savings -144.0 -136.0 -127.0 -107.0 -68.6 -69.1 -48.7 -43.1 

Rebound Fuel Benefit
662

 -69.5 -65.7 -60.2 -49.2 -32.4 -30.6 -19.1 -18.5 

Refueling Time Benefit -9.4 -8.9 -8.3 -7.0 -4.7 -4.6 -3.3 -2.9 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-47.8 -45.3 -41.6 -34.4 -22.7 -21.5 -14.2 -13.3 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-74.7 -70.8 -65.0 -53.9 -35.6 -33.7 -22.1 -20.8 

Petroleum Market Externality -11.9 -11.3 -10.6 -8.9 -5.9 -5.9 -4.2 -3.7 

CO2 Damage Reduction Benefit -4.7 -4.4 -4.2 -3.5 -2.2 -2.3 -1.6 -1.4 

NOx Damage Reduction Benefit 0.9 0.9 0.8 0.7 0.5 0.4 0.2 0.3 

VOC Damage Reduction Benefit 0.2 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

PM Damage Reduction Benefit 0.6 0.6 0.5 0.4 0.4 0.2 0.0 0.1 

SO2 Damage Reduction Benefit -2.5 -2.3 -2.1 -1.7 -0.9 -0.9 -0.6 -0.4 

Total Societal Benefits -363.0 -343.0 -318.0 -264.0 -172.0 -168.0 -114.0 -104.0 
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Table 10-29 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

7% Discount Rate, CAFE (Billions of 2016$) 

  

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -84.3 -79.3 -75.3 -65.5 -48.5 -47.2 -32.8 -30.0 

Rebound Fuel Benefit
662

 -37.1 -34.6 -32.4 -27.3 -19.8 -18.4 -11.9 -11.4 

Refueling Time Benefit -5.4 -5.1 -4.9 -4.3 -3.2 -3.2 -2.3 -2.0 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-25.8 -24.3 -22.9 -19.8 -14.6 -13.9 -9.5 -8.9 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-40.4 -38.0 -35.9 -31.0 -22.8 -21.7 -14.9 -13.9 

Petroleum Market Externality -6.9 -6.5 -6.2 -5.4 -4.0 -3.9 -2.8 -2.5 

CO2 Damage Reduction Benefit -2.7 -2.6 -2.5 -2.1 -1.6 -1.5 -1.1 -1.0 

NOx Damage Reduction Benefit 0.4 0.4 0.4 0.3 0.2 0.2 0.1 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.1 

SO2 Damage Reduction Benefit -1.6 -1.5 -1.4 -1.2 -0.8 -0.8 -0.5 -0.4 

Total Societal Benefits -204.0 -191.0 -181.0 -156.0 -115.0 -110.0 -75.7 -70.2 
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Table 10-30 - Incremental Lifetime Societal Benefits for MY’s 1977-2029, by Alternative, Combined Light-Duty,  

7% Discount Rate, CO2 (Billions of 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No Change No Change 

Phaseout 

2022-2026 No Change No Change No Change 

Phaseout 

2022-2026 No Change 

Pre-Tax Fuel Savings -91.5 -86.4 -81.0 -67.7 -43.9 -44.0 -30.9 -27.4 

Rebound Fuel Benefit
662

 -42.0 -39.6 -36.5 -29.8 -19.6 -18.7 -11.9 -11.3 

Refueling Time Benefit -6.0 -5.7 -5.3 -4.5 -3.0 -3.0 -2.1 -1.9 

Rebound Fatality Costs, Off-setting 

Benefit
663

 
-29.4 -27.8 -25.7 -21.3 -14.0 -13.4 -9.0 -8.3 

Rebound Non-Fatal Crash Costs, 

Off-setting Benefit
663

 
-46.0 -43.5 -40.1 -33.3 -21.9 -21.0 -14.1 -12.9 

Petroleum Market Externality -7.6 -7.2 -6.7 -5.7 -3.7 -3.7 -2.6 -2.4 

CO2 Damage Reduction Benefit -3.0 -2.8 -2.6 -2.2 -1.4 -1.4 -1.0 -0.9 

NOx Damage Reduction Benefit 0.5 0.5 0.4 0.4 0.3 0.2 0.1 0.2 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.1 0.1 0.0 0.0 0.1 0.0 -0.1 0.0 

SO2 Damage Reduction Benefit -1.6 -1.5 -1.4 -1.1 -0.6 -0.6 -0.4 -0.3 

Total Societal Benefits -226.0 -214.0 -199.0 -165.0 -108.0 -106.0 -72.0 -65.2 
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Table 10-31 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
25.7 1.5 -0.4 -1.9 -5.3 -11.0 -14.7 -16.9 -18.7 -19.7 -20.4 -20.2 -19.9 -19.7 -141.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
24.4 1.4 -0.4 -1.9 -5.3 -10.7 -14.3 -16.4 -18.2 -19.3 -19.8 -19.6 -19.2 -18.9 -138.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

22.9 1.3 -0.5 -2.0 -5.4 -10.6 -14.0 -16.1 -17.8 -18.8 -19.0 -18.4 -17.9 -17.6 -133.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
20.6 1.0 -0.5 -1.9 -5.3 -10.3 -13.6 -15.4 -17.0 -18.0 -17.8 -16.9 -16.4 -16.0 -127.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
16.4 1.1 0.5 -0.2 -3.2 -7.1 -9.9 -12.0 -13.5 -14.4 -14.2 -13.5 -13.1 -12.7 -95.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
14.6 0.4 -1.0 -2.3 -5.3 -9.5 -11.4 -12.6 -12.6 -13.0 -11.7 -10.7 -10.3 -10.0 -95.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

8.7 -0.2 -1.5 -2.7 -5.6 -8.8 -10.2 -10.8 -10.5 -10.4 -8.2 -6.9 -6.7 -6.4 -80.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
9.4 0.5 0.0 -0.5 -3.3 -6.1 -7.8 -9.2 -10.2 -10.5 -9.2 -8.3 -8.0 -7.7 -71.0 
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Table 10-32 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
26.8 2.1 -0.7 -2.5 -6.9 -11.5 -15.4 -18.6 -21.3 -23.2 -25.8 -26.9 -27.0 -27.2 -178.1 

0.5%PC/0.5%LT, MYs 

2021-2026 
25.9 2.1 -0.5 -2.2 -6.5 -10.9 -14.5 -17.6 -20.4 -22.3 -24.6 -25.6 -26.0 -26.3 -169.4 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

24.4 1.8 -0.7 -2.1 -6.3 -10.5 -13.7 -16.8 -19.2 -20.7 -22.0 -22.5 -22.5 -22.7 -153.4 

1.0%PC/2.0%LT, MYs 

2021-2026 
21.4 1.5 -0.8 -2.0 -4.9 -8.8 -11.4 -14.0 -16.0 -16.8 -18.8 -19.4 -19.3 -19.3 -128.6 

1.0%PC/2.0%LT, MYs 

2022-2026 
16.0 1.5 0.2 -0.5 -2.8 -5.8 -7.7 -9.7 -9.9 -10.5 -11.9 -12.3 -12.5 -12.8 -78.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
15.1 1.0 -0.4 -1.2 -3.7 -6.7 -8.6 -10.1 -9.9 -10.0 -10.4 -10.6 -10.4 -10.4 -76.1 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

9.6 0.4 -0.9 -1.6 -3.6 -6.0 -7.1 -8.1 -7.5 -7.2 -6.5 -6.3 -6.0 -5.8 -56.8 

2.0%PC/3.0%LT, MYs 

2022-2026 
9.6 0.7 -0.2 -0.7 -1.7 -3.7 -4.7 -5.8 -5.5 -6.3 -6.5 -6.6 -6.7 -6.8 -44.8 
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Table 10-33 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
16.0 0.5 -0.9 -1.9 -4.3 -8.1 -10.2 -11.2 -11.9 -12.1 -12.0 -11.5 -10.8 -10.3 -88.7 

0.5%PC/0.5%LT, 

MYs 2021-2026 
15.2 0.5 -0.9 -1.9 -4.3 -7.8 -9.9 -10.9 -11.6 -11.8 -11.7 -11.1 -10.5 -9.9 -86.7 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

14.2 0.4 -0.9 -2.0 -4.3 -7.7 -9.7 -10.7 -11.4 -11.5 -11.2 -10.4 -9.8 -9.3 -84.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
12.9 0.2 -0.9 -1.8 -4.2 -7.5 -9.4 -10.2 -10.8 -11.0 -10.5 -9.6 -8.9 -8.4 -80.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
10.2 0.4 0.0 -0.4 -2.6 -5.2 -6.8 -8.0 -8.5 -8.7 -8.3 -7.6 -7.1 -6.7 -59.3 

2.0%PC/3.0%LT, 

MYs 2021-2026 
9.2 0.0 -1.0 -2.0 -4.1 -6.8 -7.8 -8.3 -8.0 -7.9 -6.8 -6.1 -5.6 -5.2 -60.2 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

5.6 -0.3 -1.3 -2.1 -4.1 -6.2 -6.9 -7.0 -6.6 -6.2 -4.7 -3.9 -3.6 -3.3 -50.7 

2.0%PC/3.0%LT, 

MYs 2022-2026 
5.9 0.2 -0.2 -0.6 -2.5 -4.4 -5.4 -6.0 -6.4 -6.4 -5.4 -4.7 -4.3 -4.0 -44.0 
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Table 10-34 - Present Value of Lifetime Societal Benefits, Passenger Cars,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
16.5 0.8 -1.3 -2.5 -5.6 -8.6 -10.8 -12.4 -13.7 -14.3 -15.2 -15.2 -14.7 -14.3 -111.2 

0.5%PC/0.5%LT, MYs 

2021-2026 
15.9 0.9 -1.1 -2.3 -5.3 -8.1 -10.2 -11.8 -13.0 -13.7 -14.5 -14.5 -14.2 -13.8 -105.7 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

15.1 0.7 -1.2 -2.1 -5.0 -7.8 -9.6 -11.2 -12.3 -12.7 -13.0 -12.8 -12.3 -11.9 -96.2 

1.0%PC/2.0%LT, MYs 

2021-2026 
13.2 0.6 -1.2 -2.0 -4.0 -6.5 -8.0 -9.3 -10.2 -10.3 -11.1 -11.0 -10.5 -10.1 -80.4 

1.0%PC/2.0%LT, MYs 

2022-2026 
9.8 0.7 -0.3 -0.8 -2.4 -4.4 -5.4 -6.5 -6.4 -6.5 -7.0 -7.0 -6.8 -6.7 -49.6 

2.0%PC/3.0%LT, MYs 

2021-2026 
9.4 0.4 -0.6 -1.2 -2.9 -4.9 -5.9 -6.7 -6.3 -6.1 -6.1 -6.0 -5.7 -5.5 -48.1 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

6.1 0.1 -0.9 -1.3 -2.8 -4.3 -4.9 -5.3 -4.7 -4.4 -3.8 -3.5 -3.3 -3.0 -36.0 

2.0%PC/3.0%LT, MYs 

2022-2026 
6.0 0.3 -0.4 -0.8 -1.4 -2.7 -3.3 -3.9 -3.5 -3.9 -3.8 -3.7 -3.6 -3.5 -28.2 
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Table 10-35 - Present Value of Lifetime Societal Benefits, Light Trucks,  

3% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
17.5 0.0 -4.2 -7.6 -10.5 -18.3 -19.3 -19.6 -20.4 -21.5 -21.6 -20.6 -19.6 -18.7 -184.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
16.0 -0.1 -3.2 -6.2 -9.2 -16.9 -18.0 -18.4 -19.2 -20.2 -19.7 -18.7 -17.8 -17.0 -168.6 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

15.2 -0.2 -3.0 -5.6 -8.5 -15.8 -16.8 -17.1 -17.9 -18.8 -18.0 -17.2 -16.5 -15.8 -156.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
12.5 -0.5 -2.8 -4.9 -6.8 -12.7 -13.2 -13.6 -14.1 -14.9 -13.7 -13.2 -12.7 -12.1 -122.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
8.9 0.1 -1.6 -3.6 -5.0 -8.7 -10.1 -10.3 -10.4 -11.1 -10.0 -9.7 -9.3 -8.9 -89.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
8.3 -0.8 -2.3 -3.6 -5.3 -9.2 -9.0 -8.9 -8.7 -9.4 -8.2 -8.0 -7.6 -7.4 -80.1 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

5.2 -1.0 -1.8 -2.2 -3.4 -6.1 -5.2 -5.3 -4.8 -4.8 -2.5 -2.4 -2.4 -2.3 -39.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
4.6 -0.1 -0.8 -1.6 -2.4 -4.4 -4.6 -4.9 -5.1 -5.9 -4.5 -4.4 -4.2 -4.0 -42.0 
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Table 10-36 - Present Value of Lifetime Societal Benefits, Light Trucks,  

3% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
21.1 1.4 -3.2 -7.1 -10.4 -17.4 -19.4 -20.1 -21.2 -21.1 -22.5 -21.5 -21.8 -21.1 -184.3 

0.5%PC/0.5%LT, MYs 

2021-2026 
19.8 1.5 -2.4 -6.3 -9.5 -16.2 -18.4 -19.1 -20.1 -20.1 -20.9 -20.7 -21.0 -20.3 -173.8 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

18.2 1.1 -2.7 -6.5 -9.6 -16.3 -18.3 -18.8 -19.8 -19.0 -18.5 -18.2 -18.4 -17.7 -164.5 

1.0%PC/2.0%LT, MYs 

2021-2026 
14.9 0.8 -2.3 -5.3 -8.0 -13.8 -15.3 -15.9 -16.6 -16.1 -15.1 -14.7 -14.3 -13.9 -135.6 

1.0%PC/2.0%LT, MYs 

2022-2026 
10.0 0.4 -1.6 -3.6 -5.1 -9.1 -9.9 -10.8 -10.6 -11.1 -10.3 -10.4 -10.7 -10.5 -93.3 

2.0%PC/3.0%LT, MYs 

2021-2026 
9.3 0.2 -1.9 -3.8 -5.6 -10.3 -11.0 -11.4 -11.2 -11.1 -9.6 -8.7 -8.4 -8.3 -91.8 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

6.2 -0.1 -1.5 -2.8 -4.3 -7.4 -7.6 -7.9 -7.5 -7.1 -5.4 -4.3 -4.2 -3.1 -56.8 

2.0%PC/3.0%LT, MYs 

2022-2026 
5.9 0.0 -1.4 -2.9 -4.2 -6.4 -6.7 -7.5 -7.3 -7.1 -5.6 -5.0 -5.3 -5.3 -58.8 
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Table 10-37 - Present Value of Lifetime Societal Benefits, Light Trucks,  

7% Discount Rate, CAFE (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 

10.6 -0.5 -3.6 -5.9 -7.8 -12.8 -13.0 -12.7 -12.7 -12.8 -12.4 -11.4 -10.5 -9.6 -115.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 

9.7 -0.5 -2.8 -4.9 -6.8 -11.8 -12.1 -11.9 -11.9 -12.0 -11.3 -10.4 -9.5 -8.7 -104.9 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

9.2 -0.5 -2.6 -4.4 -6.3 -11.0 -11.3 -11.1 -11.1 -11.2 -10.4 -9.5 -8.8 -8.1 -97.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 

7.6 -0.7 -2.3 -3.8 -5.0 -8.8 -8.9 -8.8 -8.7 -8.9 -7.9 -7.3 -6.8 -6.2 -76.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 

5.3 -0.1 -1.4 -2.8 -3.7 -6.1 -6.8 -6.6 -6.5 -6.6 -5.8 -5.4 -5.0 -4.6 -55.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 

5.1 -0.8 -1.8 -2.8 -3.9 -6.4 -6.0 -5.7 -5.4 -5.6 -4.7 -4.4 -4.1 -3.8 -50.2 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

3.3 -0.9 -1.4 -1.6 -2.5 -4.2 -3.4 -3.4 -3.0 -2.8 -1.5 -1.3 -1.3 -1.2 -25.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 

2.8 -0.2 -0.7 -1.2 -1.8 -3.0 -3.0 -3.1 -3.1 -3.5 -2.6 -2.4 -2.2 -2.1 -26.1 
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Table 10-38 - Present Value of Lifetime Societal Benefits, Light Trucks,  

7% Discount Rate, CO2 (Billions of 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
12.7 0.5 -3.0 -5.8 -7.8 -12.3 -13.1 -13.1 -13.2 -12.7 -13.0 -12.0 -11.7 -10.9 -115.4 

0.5%PC/0.5%LT, MYs 

2021-2026 
11.9 0.5 -2.4 -5.1 -7.1 -11.5 -12.4 -12.4 -12.6 -12.1 -12.1 -11.5 -11.2 -10.4 -108.4 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

11.0 0.4 -2.5 -5.1 -7.2 -11.5 -12.3 -12.2 -12.3 -11.4 -10.7 -10.1 -9.8 -9.1 -102.8 

1.0%PC/2.0%LT, MYs 

2021-2026 
9.0 0.2 -2.1 -4.2 -5.9 -9.7 -10.3 -10.3 -10.3 -9.6 -8.7 -8.1 -7.6 -7.1 -84.7 

1.0%PC/2.0%LT, MYs 

2022-2026 
6.0 0.0 -1.5 -2.9 -3.8 -6.4 -6.7 -7.0 -6.6 -6.6 -5.9 -5.8 -5.7 -5.4 -58.1 

2.0%PC/3.0%LT, MYs 

2021-2026 
5.7 0.0 -1.6 -2.9 -4.1 -7.2 -7.4 -7.3 -6.9 -6.6 -5.5 -4.8 -4.5 -4.3 -57.5 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

3.9 -0.2 -1.2 -2.1 -3.1 -5.1 -5.1 -5.0 -4.6 -4.2 -3.1 -2.4 -2.2 -1.6 -36.0 

2.0%PC/3.0%LT, MYs 

2022-2026 
3.6 -0.1 -1.2 -2.2 -3.1 -4.5 -4.5 -4.8 -4.5 -4.2 -3.2 -2.8 -2.9 -2.7 -37.0 
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Table 10-39 - Present Value of Lifetime Societal Benefits, Combined,  

3% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and Light 

Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
43.2 1.5 -4.6 -9.4 -15.8 -29.2 -34.0 -36.5 -39.1 -41.2 -42.0 -40.8 -39.5 -38.4 -325.8 

0.5%PC/0.5%LT, MYs 

2021-2026 
40.4 1.3 -3.6 -8.1 -14.5 -27.6 -32.2 -34.8 -37.4 -39.4 -39.5 -38.3 -37.0 -35.9 -306.6 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

38.1 1.1 -3.5 -7.5 -13.9 -26.3 -30.8 -33.2 -35.7 -37.6 -37.0 -35.6 -34.4 -33.4 -289.7 

1.0%PC/2.0%LT, MYs 

2021-2026 
33.1 0.5 -3.3 -6.8 -12.1 -23.0 -26.8 -29.0 -31.1 -32.9 -31.5 -30.2 -29.1 -28.1 -250.4 

1.0%PC/2.0%LT, MYs 

2022-2026 
25.3 1.2 -1.1 -3.8 -8.2 -15.8 -20.0 -22.3 -23.9 -25.4 -24.2 -23.3 -22.4 -21.7 -185.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
22.9 -0.4 -3.2 -5.9 -10.6 -18.7 -20.4 -21.5 -21.3 -22.4 -19.8 -18.7 -17.9 -17.3 -175.2 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

13.9 -1.2 -3.3 -4.8 -9.0 -14.9 -15.4 -16.1 -15.4 -15.1 -10.7 -9.3 -9.0 -8.7 -119.0 

2.0%PC/3.0%LT, MYs 

2022-2026 
14.0 0.4 -0.8 -2.1 -5.7 -10.5 -12.4 -14.0 -15.2 -16.4 -13.7 -12.6 -12.1 -11.7 -112.9 
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Table 10-40 - Present Value of Lifetime Societal Benefits, Combined,  

3% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and Light 

Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
47.9 3.5 -3.8 -9.6 -17.3 -28.9 -34.8 -38.7 -42.5 -44.3 -48.3 -48.4 -48.9 -48.3 -362.5 

0.5%PC/0.5%LT, MYs 

2021-2026 
45.8 3.5 -2.9 -8.5 -16.0 -27.1 -32.8 -36.7 -40.5 -42.4 -45.5 -46.3 -47.0 -46.6 -343.0 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

42.5 2.9 -3.5 -8.5 -15.9 -26.8 -32.1 -35.6 -39.0 -39.7 -40.5 -40.7 -40.9 -40.4 -318.1 

1.0%PC/2.0%LT, MYs 

2021-2026 
36.2 2.4 -3.1 -7.3 -12.9 -22.6 -26.7 -29.9 -32.6 -32.9 -33.8 -34.1 -33.6 -33.1 -264.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
26.0 1.9 -1.4 -4.1 -7.9 -14.9 -17.6 -20.4 -20.5 -21.6 -22.2 -22.7 -23.2 -23.3 -171.9 

2.0%PC/3.0%LT, MYs 

2021-2026 
24.4 1.2 -2.3 -5.0 -9.3 -17.0 -19.6 -21.5 -21.1 -21.1 -19.9 -19.3 -18.8 -18.7 -167.9 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

15.8 0.3 -2.4 -4.3 -7.9 -13.4 -14.7 -16.0 -15.0 -14.3 -11.9 -10.6 -10.2 -8.9 -113.5 

2.0%PC/3.0%LT, MYs 

2022-2026 
15.5 0.7 -1.6 -3.7 -5.9 -10.0 -11.4 -13.2 -12.8 -13.4 -12.1 -11.6 -12.0 -12.1 -103.6 
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Table 10-41 - Present Value of Lifetime Societal Benefits, Combined,  

7% Discount Rate, CAFE (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
26.6 0.1 -4.5 -7.9 -12.1 -20.8 -23.2 -23.9 -24.6 -24.9 -24.5 -22.9 -21.3 -19.9 -203.8 

0.5%PC/0.5%LT, MYs 

2021-2026 
24.9 -0.1 -3.7 -6.8 -11.1 -19.6 -22.0 -22.8 -23.5 -23.8 -23.0 -21.4 -19.9 -18.7 -191.4 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

23.4 -0.1 -3.5 -6.4 -10.6 -18.7 -21.0 -21.7 -22.5 -22.7 -21.5 -19.9 -18.5 -17.4 -181.1 

1.0%PC/2.0%LT, MYs 

2021-2026 
20.5 -0.4 -3.2 -5.7 -9.2 -16.3 -18.3 -19.0 -19.5 -19.9 -18.3 -16.9 -15.7 -14.6 -156.5 

1.0%PC/2.0%LT, MYs 

2022-2026 
15.5 0.3 -1.4 -3.2 -6.3 -11.3 -13.6 -14.6 -15.0 -15.3 -14.1 -13.0 -12.1 -11.2 -115.3 

2.0%PC/3.0%LT, MYs 

2021-2026 
14.3 -0.8 -2.9 -4.7 -7.9 -13.1 -13.8 -14.0 -13.3 -13.5 -11.5 -10.5 -9.7 -9.0 -110.4 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

8.9 -1.2 -2.7 -3.7 -6.6 -10.4 -10.3 -10.4 -9.6 -9.1 -6.2 -5.2 -4.9 -4.5 -75.7 

2.0%PC/3.0%LT, MYs 

2022-2026 
8.7 0.0 -0.9 -1.8 -4.3 -7.4 -8.4 -9.1 -9.5 -9.9 -7.9 -7.1 -6.5 -6.1 -70.2 
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Table 10-42 - Present Value of Lifetime Societal Benefits, Combined,  

7% Discount Rate, CO2 (Billions of 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
29.2 1.3 -4.2 -8.3 -13.4 -20.8 -23.9 -25.5 -26.9 -26.9 -28.2 -27.2 -26.4 -25.1 -226.3 

0.5%PC/0.5%LT, MYs 

2021-2026 
27.8 1.4 -3.5 -7.4 -12.4 -19.6 -22.6 -24.2 -25.6 -25.8 -26.6 -26.0 -25.4 -24.2 -214.1 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

26.0 1.1 -3.7 -7.3 -12.2 -19.2 -22.0 -23.4 -24.6 -24.1 -23.6 -22.9 -22.1 -21.0 -199.0 

1.0%PC/2.0%LT, MYs 

2021-2026 
22.2 0.8 -3.3 -6.2 -9.9 -16.2 -18.3 -19.6 -20.5 -20.0 -19.7 -19.1 -18.1 -17.2 -165.0 

1.0%PC/2.0%LT, MYs 

2022-2026 
15.8 0.7 -1.7 -3.6 -6.2 -10.7 -12.1 -13.4 -13.0 -13.1 -13.0 -12.8 -12.5 -12.1 -107.7 

2.0%PC/3.0%LT, MYs 

2021-2026 
15.1 0.3 -2.3 -4.2 -7.0 -12.1 -13.3 -14.0 -13.2 -12.7 -11.6 -10.8 -10.2 -9.7 -105.6 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

10.0 -0.1 -2.1 -3.4 -5.8 -9.4 -9.9 -10.3 -9.4 -8.6 -6.9 -5.9 -5.5 -4.6 -71.9 

2.0%PC/3.0%LT, MYs 

2022-2026 
9.6 0.2 -1.6 -3.0 -4.5 -7.1 -7.8 -8.6 -8.1 -8.1 -7.1 -6.5 -6.5 -6.3 -65.2 
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Table 10-43 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Passenger Car, 3% Discount Rate, CAFE 

  MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 180 70 -20 -230 -580 -790 -920 -1030 -1090 -1120 -1110 -1120 -1120 -1120 

Mobility Benefit 0 -30 -50 -110 -210 -280 -310 -350 -360 -380 -380 -390 -400 -400 

Refueling Benefit 40 30 30 10 -10 -20 -30 -40 -50 -50 -50 -50 -60 -60 

Total Consumer 

Benefits 
210 70 -50 -320 -790 -1080 -1260 -1410 -1500 -1550 -1550 -1560 -1580 -1580 

 

Table 10-44 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Passenger Car, 3% Discount Rate, CO2 

  

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 220 70 -40 -300 -580 -790 -970 -1150 -1260 -1430 -1510 -1550 -1570 -1560 

Mobility Benefit 10 -30 -60 -140 -230 -300 -350 -400 -440 -500 -520 -540 -550 -560 

Refueling Benefit 50 40 40 20 10 -10 -20 -40 -50 -60 -70 -70 -80 -80 

Total Consumer 

Benefits 
280 80 -60 -410 -800 -1100 -1340 -1590 -1740 -1980 -2090 -2160 -2200 -2200 
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Table 10-45 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Passenger Car, 7% Discount Rate, CAFE 

  MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 80 -10 -70 -240 -520 -680 -790 -880 -920 -950 -940 -940 -950 -950 

Mobility Benefit 0 -20 -40 -80 -170 -220 -250 -280 -300 -310 -310 -310 -320 -330 

Refueling Benefit 30 20 20 10 -10 -20 -30 -30 -40 -40 -50 -50 -50 -50 

Total Consumer 

Benefits 
100 -10 -100 -320 -690 -920 -1070 -1190 -1260 -1300 -1300 -1310 -1320 -1320 

 

Table 10-46 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Passenger Car, 7% Discount Rate, CO2 

  

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 100 -20 -100 -310 -530 -700 -840 -980 -1070 -1210 -1270 -1310 -1320 -1310 

Mobility Benefit 0 -30 -50 -110 -180 -240 -280 -330 -360 -400 -420 -440 -450 -460 

Refueling Benefit 40 30 30 20 0 -10 -20 -30 -40 -50 -60 -60 -60 -70 

Total Consumer 

Benefits 
150 -10 -120 -400 -710 -950 -1150 -1340 -1470 -1660 -1750 -1800 -1830 -1840 
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Table 10-47 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Light Truck, 3% Discount Rate, CAFE 

  MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 40 -270 -520 -760 -1370 -1530 -1640 -1780 -1950 -2070 -2070 -2080 -2090 -2100 

Mobility Benefit -30 -100 -170 -230 -410 -450 -480 -520 -580 -610 -630 -650 -660 -680 

Refueling Benefit -30 -40 -50 -60 -80 -90 -90 -90 -90 -100 -90 -90 -80 -80 

Total Consumer 

Benefits 
-20 -410 -740 -1060 -1860 -2060 -2210 -2390 -2620 -2770 -2780 -2820 -2840 -2860 

 

Table 10-48 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Light Truck, 3% Discount Rate, CO2 

  

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 180 -170 -460 -730 -1290 -1510 -1690 -1870 -1980 -2220 -2260 -2400 -2460 -2460 

Mobility Benefit -30 -100 -180 -250 -400 -460 -500 -550 -590 -660 -680 -730 -760 -780 

Refueling Benefit -30 -50 -60 -70 -90 -100 -100 -100 -100 -110 -110 -110 -100 -100 

Total Consumer 

Benefits 
110 -320 -700 -1050 -1780 -2070 -2290 -2530 -2680 -2990 -3050 -3240 -3330 -3340 
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Table 10-49 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Light Truck, 7% Discount Rate, CAFE 

  MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings -20 -260 -460 -650 -1120 -1250 -1330 -1440 -1580 -1670 -1670 -1690 -1690 -1700 

Mobility Benefit -30 -80 -140 -190 -330 -360 -390 -420 -470 -490 -510 -520 -540 -550 

Refueling Benefit -20 -40 -40 -50 -70 -70 -70 -70 -80 -80 -80 -70 -70 -70 

Total Consumer 

Benefits 
-70 -370 -630 -880 -1520 -1680 -1790 -1940 -2120 -2240 -2250 -2280 -2300 -2310 

 

Table 10-50 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Light Truck, 7% Discount Rate, CO2 

  

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 70 -200 -430 -640 -1070 -1250 -1380 -1530 -1620 -1810 -1840 -1950 -2000 -2000 

Mobility Benefit -30 -80 -140 -200 -320 -370 -410 -450 -480 -530 -550 -590 -620 -630 

Refueling Benefit -30 -40 -50 -60 -70 -80 -80 -90 -90 -90 -90 -90 -90 -80 

Total Consumer 

Benefits 
10 -320 -620 -890 -1470 -1700 -1870 -2060 -2180 -2430 -2470 -2630 -2700 -2710 
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Table 10-51 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Combined Light-Duty, 3% Discount Rate, CAFE 

  MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 120 -90 -250 -480 -940 -1120 -1230 -1340 -1440 -1490 -1480 -1480 -1480 -1470 

Mobility Benefit -10 -60 -110 -160 -300 -350 -390 -420 -460 -490 -490 -510 -520 -530 

Refueling Benefit 10 0 -10 -20 -40 -50 -50 -60 -70 -70 -70 -70 -70 -70 

Total Consumer 

Benefits 
110 -150 -360 -660 -1280 -1520 -1670 -1830 -1970 -2050 -2040 -2050 -2060 -2060 

 

Table 10-52 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Combined Light-Duty, 3% Discount Rate, CO2 

  

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 200 -40 -230 -500 -900 -1110 -1270 -1440 -1530 -1720 -1750 -1830 -1850 -1830 

Mobility Benefit 0 -60 -120 -190 -310 -370 -420 -470 -510 -570 -590 -630 -650 -660 

Refueling Benefit 10 0 0 -20 -40 -50 -60 -60 -70 -80 -80 -80 -90 -80 

Total Consumer 

Benefits 
210 -100 -350 -700 -1240 -1530 -1750 -1980 -2110 -2360 -2430 -2540 -2590 -2580 
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Table 10-53 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Combined Light-Duty, 7% Discount Rate, CAFE 

  MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 30 -120 -250 -430 -800 -930 -1020 -1110 -1190 -1230 -1220 -1220 -1220 -1210 

Mobility Benefit -10 -50 -80 -130 -240 -290 -310 -340 -370 -390 -400 -410 -420 -430 

Refueling Benefit 0 0 -10 -20 -30 -40 -50 -50 -60 -60 -60 -60 -60 -50 

Total Consumer 

Benefits 
30 -170 -340 -570 -1070 -1260 -1380 -1500 -1610 -1680 -1670 -1680 -1690 -1690 

 

Table 10-54 - Per-Vehicle Net Present Value of Ownership Benefits under Preferred Alternative,  

Combined Light-Duty, 7% Discount Rate, CO2 

  

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Fuel Savings 90 -100 -250 -460 -780 -940 -1070 -1200 -1270 -1420 -1450 -1510 -1530 -1510 

Mobility Benefit 0 -50 -90 -150 -250 -300 -340 -380 -410 -460 -480 -510 -530 -540 

Refueling Benefit 10 0 -10 -20 -30 -40 -50 -50 -60 -70 -70 -70 -70 -70 

Total Consumer 

Benefits 
90 -150 -350 -620 -1060 -1280 -1460 -1640 -1740 -1950 -2000 -2090 -2130 -2120 
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Table 10-55 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Passenger Car, 3% Discount Rate, CAFE 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1120 -1090 -1030 -980 -810 -660 -460 -540 

Mobility Benefit -400 -390 -360 -340 -280 -220 -140 -170 

Refueling Benefit -60 -50 -50 -50 -40 -30 -20 -30 

Total Consumer Benefits -1580 -1530 -1440 -1370 -1130 -910 -620 -740 

 

Table 10-56 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Passenger Car, 3% Discount Rate, CO2 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1560 -1510 -1310 -1130 -770 -640 -370 -440 

Mobility Benefit -560 -540 -460 -390 -270 -220 -110 -140 

Refueling Benefit -80 -80 -70 -60 -40 -30 -20 -20 

Total Consumer Benefits -2200 -2130 -1840 -1580 -1070 -890 -500 -610 
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Table 10-57 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Passenger Car, 7% Discount Rate, CAFE 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -950 -920 -870 -820 -680 -550 -380 -450 

Mobility Benefit -330 -320 -300 -280 -220 -180 -120 -140 

Refueling Benefit -50 -50 -40 -40 -30 -30 -20 -20 

Total Consumer Benefits -1320 -1280 -1210 -1140 -940 -760 -510 -610 

 

Table 10-58 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Passenger Car, 7% Discount Rate, CO2 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1310 -1270 -1100 -950 -650 -540 -310 -370 

Mobility Benefit -460 -440 -380 -320 -220 -180 -90 -120 

Refueling Benefit -70 -60 -60 -50 -30 -30 -20 -20 

Total Consumer Benefits -1840 -1770 -1530 -1320 -900 -740 -420 -510 
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Table 10-59 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Light Truck, 3% Discount Rate, CAFE 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -2100 -1920 -1770 -1340 -960 -770 -260 -420 

Mobility Benefit -680 -610 -560 -410 -280 -220 -70 -110 

Refueling Benefit -80 -70 -70 -50 -40 -30 -10 -20 

Total Consumer Benefits -2860 -2610 -2400 -1800 -1280 -1020 -340 -550 

 

Table 10-60 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Light Truck, 3% Discount Rate, CO2 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -2460 -2370 -2060 -1610 -1170 -920 -360 -570 

Mobility Benefit -780 -750 -640 -490 -350 -270 -90 -160 

Refueling Benefit -100 -100 -80 -70 -50 -40 -20 -20 

Total Consumer Benefits -3340 -3210 -2790 -2160 -1570 -1230 -460 -750 
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Table 10-61 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Light Truck, 7% Discount Rate, CAFE 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1700 -1550 -1430 -1080 -780 -620 -210 -340 

Mobility Benefit -550 -500 -450 -330 -230 -180 -60 -90 

Refueling Benefit -70 -60 -60 -40 -30 -20 -10 -10 

Total Consumer Benefits -2310 -2110 -1950 -1450 -1030 -820 -280 -440 

 

Table 10-62 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Light Truck, 7% Discount Rate, CO2 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -2000 -1920 -1670 -1300 -950 -750 -290 -460 

Mobility Benefit -630 -600 -520 -390 -280 -210 -70 -130 

Refueling Benefit -80 -80 -70 -50 -40 -30 -10 -20 

Total Consumer Benefits -2710 -2610 -2260 -1750 -1270 -990 -380 -610 
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Table 10-63 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Combined Light-Duty, 3% Discount Rate, CAFE 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1470 -1370 -1290 -1090 -850 -690 -350 -470 

Mobility Benefit -530 -490 -450 -370 -280 -220 -110 -140 

Refueling Benefit -70 -60 -60 -50 -40 -30 -20 -20 

Total Consumer Benefits -2060 -1930 -1800 -1510 -1160 -940 -480 -640 

 

Table 10-64 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Combined Light-Duty, 3% Discount Rate, CO2 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1830 -1770 -1540 -1260 -890 -730 -340 -480 

Mobility Benefit -660 -630 -540 -440 -310 -240 -100 -150 

Refueling Benefit -80 -80 -70 -60 -40 -30 -20 -20 

Total Consumer Benefits -2580 -2480 -2150 -1760 -1240 -1000 -460 -650 
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Table 10-65 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Combined Light-Duty, 7% Discount Rate, CAFE 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1210 -1130 -1060 -900 -700 -570 -290 -390 

Mobility Benefit -430 -400 -370 -300 -230 -180 -90 -120 

Refueling Benefit -50 -50 -50 -40 -30 -30 -10 -20 

Total Consumer Benefits -1690 -1580 -1480 -1240 -960 -770 -390 -520 

 

Table 10-66 - MY 2030 Per-Vehicle Net Present Value of Ownership Benefits,  

Combined Light-Duty, 7% Discount Rate, CO2 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Fuel Savings -1510 -1460 -1270 -1040 -740 -600 -280 -400 

Mobility Benefit -540 -520 -440 -350 -250 -190 -80 -120 

Refueling Benefit -70 -70 -60 -50 -40 -30 -10 -20 

Total Consumer Benefits -2120 -2040 -1770 -1440 -1020 -820 -380 -540 
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Table 10-67 - Billions of Gallons of Liquid Fuel Saved, Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
10.7 0.9 0.5 0.1 -0.7 -2.1 -3.1 -3.9 -4.5 -5.1 -5.5 -5.6 -5.7 -5.7 -29.7 

0.5%PC/0.5%LT, 

MYs 2021-2026 
10.1 0.8 0.4 0.1 -0.7 -2.0 -3.0 -3.8 -4.4 -5.0 -5.3 -5.5 -5.5 -5.5 -29.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

9.5 0.8 0.4 0.0 -0.8 -2.1 -3.0 -3.7 -4.4 -4.9 -5.2 -5.1 -5.1 -5.1 -28.7 

1.0%PC/2.0%LT, 

MYs 2021-2026 
8.6 0.6 0.3 0.0 -0.8 -2.1 -3.0 -3.6 -4.2 -4.7 -4.8 -4.7 -4.6 -4.6 -27.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
6.8 0.6 0.4 0.3 -0.5 -1.4 -2.1 -2.8 -3.3 -3.7 -3.9 -3.7 -3.7 -3.6 -20.5 

2.0%PC/3.0%LT, 

MYs 2021-2026 
6.0 0.4 0.0 -0.3 -1.0 -2.0 -2.6 -3.0 -3.2 -3.4 -3.2 -2.9 -2.9 -2.8 -20.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

3.5 0.1 -0.2 -0.5 -1.2 -2.0 -2.4 -2.7 -2.8 -2.9 -2.4 -1.9 -1.9 -1.8 -19.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
3.9 0.3 0.2 0.0 -0.6 -1.3 -1.8 -2.2 -2.6 -2.8 -2.6 -2.3 -2.2 -2.2 -16.1 
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Table 10-68 - Billions of Gallons of Liquid Fuel Saved, Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
11.2 1.1 0.5 0.1 -0.9 -2.0 -3.1 -4.2 -5.1 -5.8 -6.8 -7.4 -7.7 -8.0 -38.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
10.8 1.1 0.5 0.1 -0.9 -1.9 -2.9 -4.0 -4.8 -5.6 -6.5 -7.1 -7.4 -7.8 -36.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

10.2 1.0 0.4 0.1 -0.9 -1.9 -2.8 -3.8 -4.6 -5.3 -5.9 -6.2 -6.4 -6.7 -32.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
8.9 0.8 0.3 0.0 -0.7 -1.6 -2.3 -3.2 -3.9 -4.3 -5.0 -5.4 -5.5 -5.7 -27.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
6.7 0.7 0.4 0.3 -0.3 -1.0 -1.5 -2.2 -2.4 -2.6 -3.2 -3.4 -3.5 -3.8 -15.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
6.3 0.5 0.2 0.0 -0.6 -1.3 -1.8 -2.4 -2.5 -2.6 -2.8 -2.9 -3.0 -3.1 -15.8 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

4.0 0.3 -0.1 -0.2 -0.7 -1.3 -1.6 -2.1 -2.0 -2.0 -1.9 -1.8 -1.8 -1.8 -13.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
4.0 0.4 0.1 0.0 -0.2 -0.7 -0.9 -1.3 -1.3 -1.6 -1.8 -1.8 -1.9 -2.0 -9.0 
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Table 10-69 - Billions of Gallons of Liquid Fuel Saved, Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
7.4 0.3 -0.8 -1.7 -2.5 -4.5 -4.8 -5.0 -5.3 -5.6 -5.7 -5.4 -5.1 -4.8 -43.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
6.8 0.2 -0.6 -1.3 -2.2 -4.2 -4.5 -4.7 -5.0 -5.3 -5.2 -4.9 -4.6 -4.4 -39.9 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

6.4 0.2 -0.5 -1.2 -2.0 -3.9 -4.3 -4.4 -4.7 -5.0 -4.8 -4.5 -4.3 -4.1 -37.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
5.3 0.1 -0.6 -1.1 -1.6 -3.2 -3.4 -3.5 -3.7 -4.0 -3.7 -3.6 -3.4 -3.2 -29.6 

1.0%PC/2.0%LT, 

MYs 2022-2026 
3.8 0.2 -0.3 -0.8 -1.2 -2.2 -2.7 -2.7 -2.8 -3.1 -2.8 -2.7 -2.6 -2.5 -22.5 

2.0%PC/3.0%LT, 

MYs 2021-2026 
3.5 -0.1 -0.5 -0.9 -1.3 -2.4 -2.4 -2.4 -2.3 -2.6 -2.3 -2.3 -2.2 -2.1 -20.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

2.1 -0.2 -0.5 -0.6 -0.9 -1.7 -1.4 -1.4 -1.3 -1.3 -0.6 -0.6 -0.7 -0.6 -9.8 

2.0%PC/3.0%LT, 

MYs 2022-2026 
2.0 0.0 -0.2 -0.4 -0.6 -1.1 -1.2 -1.3 -1.4 -1.7 -1.3 -1.3 -1.2 -1.2 -10.8 
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Table 10-70 - Billions of Gallons of Liquid Fuel Saved, Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
9.0 0.8 -0.4 -1.4 -2.3 -4.2 -4.8 -5.0 -5.3 -5.3 -5.7 -5.4 -5.5 -5.3 -40.7 

0.5%PC/0.5%LT, 

MYs 2021-2026 
8.5 0.8 -0.2 -1.2 -2.1 -3.9 -4.5 -4.8 -5.1 -5.1 -5.3 -5.2 -5.3 -5.1 -38.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

7.7 0.7 -0.4 -1.3 -2.2 -4.0 -4.6 -4.8 -5.1 -4.8 -4.7 -4.6 -4.7 -4.5 -37.3 

1.0%PC/2.0%LT, 

MYs 2021-2026 
6.3 0.5 -0.3 -1.1 -1.8 -3.4 -3.9 -4.1 -4.3 -4.2 -3.9 -3.8 -3.7 -3.6 -31.3 

1.0%PC/2.0%LT, 

MYs 2022-2026 
4.3 0.3 -0.2 -0.8 -1.2 -2.2 -2.5 -2.8 -2.8 -3.0 -2.8 -2.8 -2.9 -2.8 -22.2 

2.0%PC/3.0%LT, 

MYs 2021-2026 
3.9 0.2 -0.4 -0.9 -1.4 -2.6 -2.9 -3.0 -3.0 -3.0 -2.6 -2.4 -2.3 -2.3 -22.6 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

2.6 0.1 -0.3 -0.7 -1.1 -2.0 -2.1 -2.1 -2.0 -1.9 -1.5 -1.2 -1.2 -0.8 -14.2 

2.0%PC/3.0%LT, 

MYs 2022-2026 
2.5 0.1 -0.3 -0.7 -1.0 -1.6 -1.8 -2.0 -2.0 -2.0 -1.6 -1.4 -1.5 -1.6 -14.9 
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Table 10-71 - Billions of Gallons of Liquid Fuel Saved, Combined,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
18.1 1.2 -0.4 -1.5 -3.2 -6.6 -7.9 -8.8 -9.8 -10.7 -11.2 -11.0 -10.8 -10.6 -73.2 

0.5%PC/0.5%LT, 

MYs 2021-2026 
16.9 1.1 -0.2 -1.3 -2.9 -6.2 -7.6 -8.4 -9.4 -10.3 -10.5 -10.4 -10.1 -9.9 -69.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

15.9 1.0 -0.2 -1.2 -2.8 -6.0 -7.3 -8.1 -9.1 -9.8 -9.9 -9.7 -9.4 -9.3 -65.7 

1.0%PC/2.0%LT, 

MYs 2021-2026 
13.8 0.7 -0.3 -1.1 -2.5 -5.3 -6.4 -7.1 -7.9 -8.7 -8.5 -8.3 -8.0 -7.8 -57.4 

1.0%PC/2.0%LT, 

MYs 2022-2026 
10.6 0.7 0.1 -0.5 -1.7 -3.6 -4.8 -5.5 -6.1 -6.8 -6.6 -6.4 -6.3 -6.1 -43.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
9.5 0.2 -0.5 -1.1 -2.4 -4.4 -5.0 -5.4 -5.5 -6.1 -5.5 -5.2 -5.1 -4.9 -41.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

5.7 -0.2 -0.7 -1.1 -2.1 -3.7 -3.9 -4.2 -4.1 -4.2 -3.0 -2.5 -2.5 -2.4 -28.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
5.8 0.3 0.0 -0.3 -1.2 -2.5 -3.0 -3.5 -4.0 -4.5 -3.8 -3.5 -3.4 -3.3 -27.0 
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Table 10-72 - Billions of Gallons of Liquid Fuel Saved, Combined,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
20.2 2.0 0.1 -1.3 -3.2 -6.2 -7.9 -9.2 -10.4 -11.1 -12.5 -12.8 -13.2 -13.3 -78.8 

0.5%PC/0.5%LT, 

MYs 2021-2026 
19.3 1.9 0.3 -1.1 -2.9 -5.8 -7.4 -8.7 -9.9 -10.7 -11.8 -12.3 -12.7 -12.8 -74.6 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

17.9 1.7 0.0 -1.2 -3.1 -5.9 -7.4 -8.6 -9.7 -10.1 -10.6 -10.9 -11.1 -11.2 -70.1 

1.0%PC/2.0%LT, 

MYs 2021-2026 
15.2 1.3 0.0 -1.1 -2.5 -5.0 -6.2 -7.3 -8.2 -8.5 -8.9 -9.2 -9.2 -9.3 -58.8 

1.0%PC/2.0%LT, 

MYs 2022-2026 
10.9 1.0 0.2 -0.5 -1.5 -3.3 -4.0 -5.0 -5.1 -5.6 -5.9 -6.2 -6.4 -6.6 -37.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
10.2 0.8 -0.1 -0.8 -1.9 -3.9 -4.7 -5.4 -5.4 -5.6 -5.4 -5.3 -5.3 -5.4 -38.3 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

6.5 0.3 -0.4 -0.9 -1.8 -3.3 -3.7 -4.2 -4.0 -4.0 -3.4 -3.0 -3.0 -2.6 -27.2 

2.0%PC/3.0%LT, 

MYs 2022-2026 
6.5 0.5 -0.1 -0.7 -1.3 -2.3 -2.7 -3.4 -3.4 -3.6 -3.4 -3.2 -3.4 -3.5 -23.9 
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Table 10-73 - Change in Electricity Consumption (GW-h), Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-147 -158 -178 -326 -332 -1,500 -1,580 -1,800 -2,200 -3,040 -2,950 -2,850 -2,800 -2,770 -22,631 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-141 -151 -172 -320 -325 -1,500 -1,580 -1,810 -2,200 -3,040 -2,950 -2,870 -2,820 -2,800 -22,679 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-132 -141 -162 -310 -314 -1,470 -1,570 -1,650 -2,050 -2,910 -2,800 -2,740 -2,710 -2,690 -21,649 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-117 -125 -146 -293 -295 -1,470 -1,580 -1,780 -2,180 -3,030 -2,940 -2,910 -2,900 -2,890 -22,656 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-94 -100 -121 -269 -270 -1,440 -1,580 -1,650 -2,070 -2,940 -2,850 -2,840 -2,830 -2,820 -21,874 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-80 -84 -105 -252 -252 -1,330 -1,440 -1,520 -1,930 -2,810 -2,730 -2,760 -2,740 -2,750 -20,782 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-41 -41 -64 -210 -209 -965 -1,090 -1,170 -1,590 -2,420 -2,290 -2,380 -2,360 -2,360 -17,190 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-52 -54 -77 -225 -225 -1,200 -1,350 -1,450 -1,870 -2,740 -2,610 -2,650 -2,640 -2,640 -19,782 
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Table 10-74 - Change in Electricity Consumption (GW-h), Passenger Cars,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-161 -166 -147 -321 -1,070 -1,120 -1,280 -2,830 -2,740 -2,690 -2,980 -4,220 -4,540 -4,430 -28,695 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-157 -162 -143 -321 -1,070 -1,120 -1,340 -2,880 -2,800 -2,760 -3,060 -4,310 -4,620 -4,490 -29,233 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-146 -149 -130 -307 -1,060 -1,110 -1,320 -2,890 -2,800 -2,770 -3,070 -4,350 -4,690 -4,570 -29,362 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-129 -133 -125 -302 -1,050 -1,130 -1,350 -2,930 -2,850 -2,830 -3,150 -4,430 -4,760 -4,670 -29,839 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-102 -106 -105 -283 -1,030 -1,110 -1,370 -2,960 -2,890 -2,910 -3,230 -4,560 -4,890 -4,800 -30,346 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-89 -90 -83 -259 -1,010 -1,090 -1,320 -2,920 -2,860 -2,890 -3,230 -4,580 -4,930 -4,760 -30,110 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-50 -49 -42 -217 -411 -485 -537 -2,140 -2,090 -2,150 -2,520 -3,930 -3,830 -3,260 -21,712 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-58 -59 -58 -235 -371 -445 -260 -1,890 -1,850 -1,940 -2,270 -3,670 -3,790 -3,300 -20,195 
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Table 10-75 - Change in Electricity Consumption (GW-h), Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-52 -57 -191 -190 -184 -175 -178 -188 -1,640 -1,650 -1,660 -1,690 -1,730 -1,750 -11,335 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-47 -51 -187 -186 -180 -171 -173 -182 -1,640 -1,640 -1,650 -1,680 -1,720 -1,740 -11,248 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-44 -48 -184 -183 -177 -168 -170 -179 -1,630 -1,640 -1,650 -1,680 -1,710 -1,730 -11,193 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-35 -36 -174 -173 -168 -160 -163 -171 -1,630 -1,630 -1,640 -1,660 -1,680 -1,700 -11,020 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-25 -27 -165 -164 -161 -156 -151 -155 -1,610 -1,610 -1,620 -1,640 -1,660 -1,670 -10,813 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-20 -19 -156 -156 -152 -145 -149 -156 -1,610 -1,610 -1,610 -1,630 -1,640 -1,660 -10,713 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-9 -6 -144 -144 -141 -135 -140 -148 -1,610 -1,600 -1,610 -1,620 -1,640 -1,650 -10,597 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-11 -12 -152 -151 -149 -146 -145 -147 -1,600 -1,600 -1,600 -1,620 -1,630 -1,640 -10,603 
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Table 10-76 - Change in Electricity Consumption (GW-h), Light Trucks,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
-67 -67 -313 -310 -304 -295 -291 -2,110 -2,120 -2,460 -2,490 -2,540 -2,570 -4,820 -20,757 

0.5%PC/0.5%LT, 

MYs 2021-2026 
-64 -64 -311 -309 -303 -293 -288 -2,110 -2,120 -2,460 -2,490 -2,530 -2,560 -4,820 -20,722 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-56 -55 -301 -299 -293 -283 -278 -2,100 -2,110 -2,450 -2,480 -2,520 -2,550 -4,800 -20,575 

1.0%PC/2.0%LT, 

MYs 2021-2026 
-44 -43 -290 -288 -283 -274 -270 -2,090 -2,100 -2,440 -2,460 -2,500 -2,530 -4,770 -20,383 

1.0%PC/2.0%LT, 

MYs 2022-2026 
-31 -30 -279 -278 -275 -268 -264 -2,080 -2,090 -2,410 -2,440 -2,470 -2,490 -4,740 -20,145 

2.0%PC/3.0%LT, 

MYs 2021-2026 
-25 -24 -272 -270 -266 -259 -256 -2,070 -2,080 -2,410 -2,430 -2,460 -2,480 -4,720 -20,021 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

-13 -12 -260 -259 -255 -249 -247 -2,060 -2,070 -2,400 -2,420 -2,450 -2,460 -659 -15,814 

2.0%PC/3.0%LT, 

MYs 2022-2026 
-16 -15 -264 -262 -260 -256 -253 -2,060 -2,070 -2,400 -2,420 -2,440 -2,460 -4,700 -19,875 
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Table 10-77 - Change in Electricity Consumption (GW-h), Combined,  

Undiscounted Over the Lifetime of the Model Year, CAFE 

Passenger Cars and Light 

Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-199 -215 -369 -516 -516 -1,680 -1,760 -1,990 -3,840 -4,690 -4,600 -4,540 -4,530 -4,530 -33,975 

0.5%PC/0.5%LT, MYs 

2021-2026 
-189 -203 -359 -506 -505 -1,670 -1,750 -1,990 -3,840 -4,680 -4,600 -4,560 -4,540 -4,540 -33,932 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-176 -189 -346 -493 -491 -1,640 -1,740 -1,830 -3,680 -4,550 -4,450 -4,420 -4,420 -4,420 -32,845 

1.0%PC/2.0%LT, MYs 

2021-2026 
-152 -161 -319 -466 -464 -1,630 -1,740 -1,950 -3,810 -4,660 -4,570 -4,570 -4,580 -4,590 -33,662 

1.0%PC/2.0%LT, MYs 

2022-2026 
-119 -127 -286 -433 -431 -1,600 -1,730 -1,810 -3,680 -4,550 -4,470 -4,480 -4,480 -4,490 -32,686 

2.0%PC/3.0%LT, MYs 

2021-2026 
-100 -103 -262 -408 -404 -1,470 -1,590 -1,670 -3,550 -4,410 -4,340 -4,380 -4,390 -4,400 -31,477 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-50 -48 -208 -354 -349 -1,100 -1,230 -1,320 -3,190 -4,030 -3,900 -4,000 -4,000 -4,010 -27,788 

2.0%PC/3.0%LT, MYs 

2022-2026 
-63 -66 -229 -376 -374 -1,340 -1,490 -1,590 -3,470 -4,340 -4,220 -4,270 -4,270 -4,290 -30,388 
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Table 10-78 - Change in Electricity Consumption (GW-h), Combined,  

Undiscounted Over the Lifetime of the Model Year, CO2 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, MYs 

2021-2026 
-228 -233 -459 -632 -1,370 -1,410 -1,570 -4,940 -4,860 -5,150 -5,470 -6,760 -7,110 -9,260 -49,452 

0.5%PC/0.5%LT, MYs 

2021-2026 
-221 -226 -454 -629 -1,380 -1,420 -1,620 -4,990 -4,910 -5,220 -5,540 -6,840 -7,190 -9,310 -49,950 

0.5%PC/0.5%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-201 -204 -431 -605 -1,350 -1,390 -1,600 -4,980 -4,910 -5,220 -5,550 -6,870 -7,240 -9,370 -49,921 

1.0%PC/2.0%LT, MYs 

2021-2026 
-173 -176 -415 -590 -1,330 -1,400 -1,620 -5,010 -4,950 -5,270 -5,610 -6,930 -7,290 -9,440 -50,204 

1.0%PC/2.0%LT, MYs 

2022-2026 
-133 -136 -384 -561 -1,310 -1,380 -1,640 -5,030 -4,980 -5,330 -5,670 -7,030 -7,390 -9,540 -50,514 

2.0%PC/3.0%LT, MYs 

2021-2026 
-113 -114 -354 -528 -1,270 -1,350 -1,580 -4,990 -4,940 -5,300 -5,660 -7,040 -7,410 -9,480 -50,129 

2.0%PC/3.0%LT, MYs 

2021-2026, AC/Off-

Cycle Phaseout 

-63 -61 -302 -475 -667 -734 -784 -4,200 -4,160 -4,550 -4,940 -6,370 -6,300 -3,920 -37,526 

2.0%PC/3.0%LT, MYs 

2022-2026 
-73 -73 -322 -497 -631 -701 -513 -3,950 -3,920 -4,340 -4,690 -6,120 -6,260 -8,000 -40,090 
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10.2 Energy and Environmental Impacts 

10.2.1 Introduction 

Today’s proposal directly involves the fuel economy and average CO2 emissions of light-duty 

vehicles, and the proposal is expected to most directly and significantly impact national fuel 

consumption and CO2 emissions.  Fuel economy and CO2 emissions are so closely related that it 

is expected that impacts on national fuel consumption and national CO2 emissions to track in 

virtual lockstep. 

Today’s proposal does not directly involve pollutants such as carbon monoxide, smog-forming 

pollutants (nitrogen oxides and unburned hydrocarbons), final particles, or “air toxics” (e.g., 

formaldehyde, acetaldehyde, benzene).  While today’s proposal is expected to indirectly impact 

such emissions (by reducing travel demand and accelerating fleet turnover to newer and cleaner 

vehicles on one hand while, on the other, increasing activity at refineries and in the fuel 

distribution system), it is expected that these impacts will be much smaller than impacts on fuel 

use and CO2 emissions, because standards for these other pollutants are independent of those for 

CO2 emissions. 

Following decades of successful regulation of criteria pollutants and air toxics, modern vehicles 

are already vastly cleaner than in the past, and it is expected that new vehicles will continue to 

improve. For example, the following chart shows trends in new vehicles’ emission rates for 

volatile organic compounds (VOCs) and nitrogen oxides (NOX) — the two motor vehicle criteria 

pollutants that contribute to the formation of smog. 
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Figure 10-1 - New Passenger Car Emission Rates Relative to 1975 Level – Smog-Forming 

Pollutants 

Because new vehicles are so much cleaner than older models, it is expected that under any of the 

alternatives considered here for fuel economy and CO2 standards, emissions of smog-forming 

pollutants would continue to decline nearly identically over the next two decades.  The following 

chart shows estimated total fuel consumption, CO2 emissions, and smog-forming emissions 

under the baseline and proposed standards (CAFE standards — trends for CO2 standards would 

be very similar), using units that allow the three to be shown together:Because new vehicles are 

so much cleaner than older models, the agencies expect that under any of the alternatives 

considered here for fuel economy and CO2 standards, emissions of smog-forming pollutants 

would continue to decline nearly identically over the next two decades.  The following chart 

shows estimated total fuel consumption, CO2 emissions, and smog-forming emissions under the 

baseline and proposed standards (CAFE standards — trends for CO2 standards would be very 

similar), using units that allow the three to be shown together: 
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Figure 10-2 - Annual Fuel Consumption and Emissions under Baseline and Preferred 

CAFE Standards 

While the differences in fuel use and CO2 emissions trends under the baseline and proposed 

standards are clear, the corresponding difference in smog-forming emissions trends is too small 

to discern.  For these three measures, the following table shows percentage differences between 

the amounts shown above: 

Table 10-79 - Impact of Proposed CAFE Standards on Annual Fuel Use and Emissions 

Year Fuel Use CO2 Emissions Smog-Forming Emissions 

2016 0.0% 0.0% 0.0% 

2017 0.1% 0.1% 0.0% 

2018 0.2% 0.2% 0.0% 

2019 0.4% 0.4% -0.1% 

2020 0.7% 0.7% -0.1% 

2021 1.3% 1.3% -0.2% 

2022 1.9% 1.9% -0.3% 

2023 2.6% 2.5% -0.5% 

2024 3.3% 3.3% -0.6% 

2025 4.0% 4.0% -0.6% 

2026 4.8% 4.8% -0.6% 
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2027 5.5% 5.5% -0.6% 

2028 6.3% 6.2% -0.5% 

2029 6.9% 6.9% -0.3% 

2030 7.4% 7.4% -0.1% 

2031 7.9% 7.9% 0.1% 

2032 8.3% 8.2% 0.3% 

2033 8.6% 8.6% 0.6% 

2034 8.9% 8.9% 0.8% 

2035 9.2% 9.1% 1.0% 

 

As indicated, for most of the coming two decades, it is estimated that, even as fuel consumption 

and CO2 emissions would increase under the proposed standards (compared to fuel consumption 

and CO2 emissions under the baseline standards), smog-forming pollution would actually 

decrease.  During the two decades shown above, it is estimated that the proposed standards 

would increase aggregate fuel consumption and CO2 emissions by approximately 4%, but would 

decrease aggregate smog-forming pollution by approximately 0.1% (because impacts of the 

reduced travel and accelerated fleet turnover would outweigh those of increased refining and fuel 

distribution). 

As the analysis affirms, while fuel economy and CO2 emissions are two sides (or, arguably, the 

same side) of the same coin, fuel economy and CO2 are only incidentally related to pollutants 

such as smog, and any positive or negative impacts of today’s notice on these other air quality 

problems would most likely be far too small to observe. 

The remainder of this chapter summarizes the impacts on fuel consumption and emissions for 

both the proposed CAFE standards and the proposed CO2 standards. 

10.2.2 Energy and Warming Impacts 

Chapter 2 of this PRIA and Section 5 of the preamble discusses, among other things, the need of 

the Nation to conserve energy, providing context for the estimated impacts on national-scale fuel 

consumption summarized below.  Corresponding to these changes in fuel consumption, it is 

estimated that today’s proposal will impact CO2 emissions.  CO2 is one of several greenhouse 

gases that absorb infrared radiation, thereby trapping heat and making the planet warmer.  The 

most important greenhouse gases directly emitted by human activities include carbon dioxide 

(CO2), methane (CH4), nitrous oxide (N2O), and several fluorine-containing halogenated 

substances. Although CO2, CH4, and N2O occur naturally in the atmosphere, human activities 

have changed their atmospheric concentrations. From the pre-industrial era (i.e., ending 

approximately 1750) to 2016, concentrations of these greenhouse gases have increased globally 
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by 44, 163, and 22%, respectively.
664

  The Draft Environmental Impact Analysis (DEIS) 

accompanying today’s notice discusses potential impacts of greenhouse gases at greater length, 

and also summaries analysis quantifying some of these impacts (e.g., average temperatures) for 

each of the considered regulatory alternatives. 

  

                                                 
664

 Impacts and U.S. emissions of GHGs are discussed at greater length in EPA’s 2018 Inventory of U.S. Greenhouse 

Gas Emissions and Sinks (EPA 430-R-18-003, April 12, 2018, available at 

https://www.epa.gov/ghgemissions/inventory-us-greenhouse-gas-emissions-and-sinks). 

https://www.epa.gov/ghgemissions/inventory-us-greenhouse-gas-emissions-and-sinks
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10.2.2.1 CAFE Standards 

Table 10-80 - Cumulative Changes in Fuel Consumption and GHG Emissions for MY’s 1977-2029 Under CAFE Program 

Model Year 

Standards Through 

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

TOTAL 

Upstream 

Emissions 

                      

CO2 (million metric 

tons) 

-40.2 -2.7 0.8 3.4 7.0 14.2 17.1 18.8 20.4 22.1 23.2 22.9 22.3 21.8 151 

CH4 (thousand 

metric tons) 

-356 -23.4 8.0 31.3 63.7 130 156 172 191 208 217 215 209 205 1,430 

N2O (thousand 

metric tons) 

-5.3 -0.3 0.2 0.6 1.1 2.1 2.4 2.5 2.8 3.1 3.2 3.2 3.1 3.0 21.6 

Tailpipe Emissions                

CO2 (million metric 

tons) 

-161 -10.7 3.2 13.7 28.3 59.0 71.0 78.7 88.0 96.0 101 99.2 96.8 94.9 658 

CH4 (thousand 

metric tons) 

-5.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.5 -0.5 -0.4 -0.4 -0.4 -0.4 -0.4 -12.0 

N2O (thousand 

metric tons) 

-3.7 -0.5 -0.5 -0.5 -0.5 -0.6 -0.6 -0.6 -0.5 -0.5 -0.5 -0.5 -0.5 -0.6 -10.6 

Total Emissions                

CO2 (million metric 

tons) 

-201 -13.4 4.0 17.1 35.3 73.2 88.1 97.5 108 118 124 122 119 117 809 

CH4 (thousand 

metric tons) 

-361 -24.0 7.4 30.8 63.1 130 155 171 190 207 217 214 209 205 1,410 

N2O (thousand 

metric tons) 

-9.0 -0.8 -0.3 0.1 0.5 1.5 1.8 1.9 2.3 2.6 2.7 2.7 2.5 2.5 11.0 

Fuel Consumption 

(billion Gallons) 

-18.1 -1.2 0.4 1.5 3.2 6.6 7.9 8.8 9.8 10.7 11.2 11.0 10.8 10.6 73.1 
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Table 10-81 - Cumulative Changes in Criteria Pollutant Emissions for MY’s 1977-2029 Under CAFE Program 

Model Year Standards 

Through 

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

TOTAL 

Upstream Emissions                       

CO (million metric tons) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

VOC (thousand metric 

tons) 

-52.4 -3.5 1.0 4.4 9.2 19.2 23.2 25.8 28.8 31.4 32.8 32.4 31.6 31.0 215 

NOx (thousand metric 

tons) 

-29.1 -1.9 0.7 2.6 5.3 10.7 12.8 14.1 15.4 16.7 17.5 17.2 16.7 16.4 115 

SO2 (thousand metric 

tons) 

-21.3 -1.3 0.6 2.0 4.0 7.6 8.9 9.5 9.8 10.5 11.1 11.0 10.7 10.5 73.7 

PM (thousand metric 

tons) 

-2.2 -0.1 0.1 0.2 0.4 0.8 1.0 1.1 1.2 1.3 1.3 1.3 1.3 1.3 8.8 

Tailpipe Emissions                

CO (million metric tons) -3.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -5.2 

VOC (thousand metric 

tons) 

-245 -10.4 -9.1 -8.9 -8.8 -8.5 -7.8 -7.0 -5.7 -4.7 -4.2 -4.0 -4.2 -4.2 -332 

NOx (thousand metric 

tons) 

-173 -12.9 -10.4 -10.2 -9.9 -9.5 -8.6 -7.7 -6.1 -4.8 -4.4 -4.3 -4.6 -4.6 -270 

SO2 (thousand metric 

tons) 

-0.8 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -2.5 

PM (thousand metric 

tons) 

-6.3 -0.7 -0.6 -0.5 -0.5 -0.4 -0.4 -0.4 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -11.7 

Total Emissions                

CO (million metric tons) -3.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -5.2 

VOC (thousand metric 

tons) 

-297 -13.9 -8.1 -4.5 0.4 10.7 15.4 18.8 23.0 26.7 28.7 28.5 27.4 26.8 -117 

NOx (thousand metric 

tons) 

-202 -14.8 -9.7 -7.6 -4.6 1.2 4.2 6.4 9.3 11.9 13.1 12.9 12.2 11.8 -155 

SO2 (thousand metric 

tons) 

-22.0 -1.5 0.5 1.9 3.9 7.4 8.7 9.3 9.7 10.4 11.0 10.9 10.6 10.3 71.2 

PM (thousand metric 

tons) 

-8.5 -0.8 -0.5 -0.3 -0.1 0.4 0.6 0.7 0.8 0.9 1.0 1.0 0.9 0.9 -2.9 
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10.2.2.2 CO2 Standards 

Table 10-82 - Cumulative Changes in Fuel Consumption and GHG Emissions for MY’s 1977-2029 Under CO2 Program 

Model Year 

Standards Through 

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

TOTAL 

Upstream Emissions                       

CO2 (million metric 

tons) 

-44.8 -4.3 -0.3 2.8 6.9 13.4 17.1 18.7 21.4 22.9 25.9 26.1 26.8 26.3 159 

CH4 (thousand metric 

tons) 

-397 -37.9 -1.2 26.9 65.1 123 155 178 202 217 244 249 256 258 1,540 

N2O (thousand metric 

tons) 

-5.9 -0.5 0.1 0.5 1.1 2.0 2.4 2.6 3.0 3.2 3.6 3.7 3.8 3.8 23.3 

Tailpipe Emissions                

CO2 (million metric 

tons) 

-179 -17.2 -1.0 11.7 29.1 55.3 70.4 82.6 93.7 100 113 116 119 120 713 

CH4 (thousand metric 

tons) 

-6.3 -0.8 -0.7 -0.7 -0.7 -0.7 -0.7 -0.6 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -14.2 

N2O (thousand metric 

tons) 

-4.1 -0.6 -0.6 -0.6 -0.7 -0.7 -0.7 -0.6 -0.7 -0.6 -0.7 -0.6 -0.7 -0.6 -12.6 

Total Emissions                

CO2 (million metric 

tons) 

-224 -21.6 -1.2 14.5 36.1 68.7 87.5 101 115 123 139 142 146 147 872 

CH4 (thousand metric 

tons) 

-403 -38.7 -2.0 26.2 64.4 122 155 177 202 216 243 249 256 257 1,520 

N2O (thousand metric 

tons) 

-10.0 -1.1 -0.5 -0.1 0.4 1.3 1.7 2.0 2.3 2.5 2.9 3.0 3.1 3.2 10.7 

Fuel Consumption 

(billion Gallons) 

-20.2 -2.0 -0.1 1.3 3.2 6.2 7.9 9.2 10.4 11.1 12.5 12.8 13.2 13.3 78.9 
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Table 10-83 - Cumulative Changes in Criteria Pollutant Emissions for MY’s 1977-2029 Under CO2 program 

Model Year Standards 

Through 

MY 

1977-

2016 

MY 

2017  

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

TOTAL 

Upstream Emissions                       

CO (million metric tons) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

VOC (thousand metric 

tons) 

-58.4 -5.7 -0.4 3.7 9.4 18.0 23.0 27.0 30.6 32.7 36.8 37.7 38.8 39.2 232 

NOx (thousand metric 

tons) 

-32.4 -3.1 -0.1 2.2 5.3 10.1 12.7 14.2 16.2 17.3 19.5 19.7 20.2 20.1 122 

SO2 (thousand metric 

tons) 

-23.7 -2.2 0.1 1.8 3.7 7.2 8.9 8.6 10.1 10.8 12.3 12.2 12.5 11.8 74.0 

PM (thousand metric 

tons) 

-2.5 -0.2 0.0 0.2 0.4 0.8 1.0 1.1 1.2 1.3 1.5 1.5 1.5 1.5 9.4 

Tailpipe Emissions                

CO (million metric tons) -3.5 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 -6.1 

VOC (thousand metric 

tons) 

-264 -13.0 -11.4 -11.2 -11.0 -10.5 -9.4 -7.7 -7.0 -6.1 -5.7 -5.2 -5.1 -4.5 -372 

NOx (thousand metric 

tons) 

-190 -16.3 -13.3 -12.9 -12.4 -11.7 -10.3 -8.4 -7.4 -6.3 -6.0 -5.6 -5.6 -5.1 -312 

SO2 (thousand metric 

tons) 

-0.9 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -3.0 

PM (thousand metric 

tons) 

-7.1 -0.9 -0.7 -0.7 -0.6 -0.5 -0.5 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -13.7 

Total Emissions                

CO (million metric tons) -3.6 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 -6.0 

VOC (thousand metric 

tons) 

-323 -18.6 -11.8 -7.5 -1.6 7.5 13.6 19.2 23.6 26.7 31.1 32.5 33.7 34.7 -140 

NOx (thousand metric 

tons) 

-223 -19.4 -13.4 -10.7 -7.1 -1.7 2.4 5.8 8.8 11.1 13.4 14.1 14.6 15.0 -190 

SO2 (thousand metric 

tons) 

-24.5 -2.4 -0.1 1.6 3.6 7.0 8.7 8.4 9.9 10.7 12.2 12.0 12.3 11.6 71.0 

PM (thousand metric 

tons) 

-9.6 -1.1 -0.7 -0.5 -0.2 0.3 0.5 0.7 0.8 0.9 1.1 1.1 1.1 1.2 -4.4 
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10.2.3 Impacts on Emissions of Criteria and Toxic Pollutants 

Although this proposal focuses on standards for fuel economy and CO2, it will also have an 

impact on criteria and air toxic pollutant emissions, although as discussed above, it is expected 

that incremental impacts on criteria and air toxic pollutant emissions would be too small to 

observe under any of the regulatory alternatives under consideration. Nevertheless, the following 

chapters detail the criteria pollutant and air toxic inventory impacts of this proposal; the 

methodology used to calculate those impacts; the health and environmental effects associated 

with the criteria and toxic air pollutants that are being impacted by this proposal; the potential 

impact of this proposal on concentrations of criteria and air toxic pollutants in the ambient air; 

and other unquantified health and environmental effects. 

10.2.3.1 Impacts 

In addition to affecting fuel consumption and emissions of greenhouse gases, this rule would 

influence “non-GHG” pollutants, i.e., “criteria” air pollutants and their precursors, and air toxics. 

The proposal would affect emissions of carbon monoxide (CO), fine particulate matter (PM2.5), 

sulfur dioxide (SOX), volatile organic compounds (VOC), nitrogen oxides (NOX), benzene, 1,3-

butadiene, formaldehyde, acetaldehyde, and acrolein. Consistent with the evaluation conducted 

for the Environmental Impact Statement accompanying this NPRM, criteria air pollutant impacts 

were analyzed for years 2025 and 2035 [as a representation of future program impacts]. These 

estimates of non-GHG emission impacts are shown by pollutant in  

Table 10-84 through Table 10-91 and are broken down by the two drivers of these changes - a) 

“downstream” emission changes, reflecting the estimated effects of VMT rebound (discussed in 

Chapters 8.6.1 and 8.6.2 of the RIA), changes in vehicle fleet age, changes in vehicle emission 

standards, and changes in fuel consumption; and b) “upstream” emission increases because of 

increased refining and distribution of motor vehicle gasoline relative to the baseline. Program 

impacts on criteria and toxics emissions are discussed below, followed by individual discussions 

of the methodology used to calculate each of these three sources of impacts. 

As shown in Table 10-83, it is estimated that in 2025 the light duty vehicle CAFE scenarios 

would result in reductions of NOX, VOC, and CO, and increases in PM2.5 and SOx.
665

  For NOx, 

VOC, and CO, net reductions are estimated to result from lower downstream, or tailpipe 

emissions in the scenarios evaluated. This is a result of reduced VMT rebound as well as fewer 

older vehicles in the scenarios as compared to the baseline. Because the scenarios result in 

greater fuel consumption than the baseline, however, upstream emissions associated with fuel 

refining and distribution increase for all pollutants in all scenarios as compared to the baseline. 

Tailpipe emissions reductions for NOx, VOC, and CO more than compensate for this increase in 

2025. PM2.5 and SOx, tailpipe emissions reductions are not great enough to compensate for 

                                                 
665

 While estimates for CY 2025 and 2035 are shown here, estimates through 2050 are shown in RIA Section 4. 
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increased emissions from fuel refining and distribution and therefore an overall increase in total 

PM2.5 and SOx is seen in 2025. Similar results can be seen in Table 9-85, which shows results for 

the CO2 target scenarios. 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

CO 

 

tailpipe -174.789 -163.704 -155.704 -136.685 -102.784 -98.207 -71.136 -58.049 

upstream 3.087 2.901 2.771 2.396 1.723 1.720 1.299 1.083 

total -171.703 -160.802 -152.933 -134.289 -101.061 -96.487 -69.837 -56.966 

 

VOC 

tailpipe -15.250 -14.308 -13.596 -12.117 -9.260 -8.862 -6.460 -5.285 

upstream 11.485 10.825 10.346 9.020 6.595 6.566 5.009 4.269 

total -3.765 -3.482 -3.249 -3.097 -2.664 -2.295 -1.451 -1.016 

NOx 

 

tailpipe -11.506 -10.732 -10.220 -8.980 -6.708 -6.550 -4.810 -3.786 

upstream 6.275 5.900 5.636 4.886 3.532 3.522 2.668 2.241 

total -5.231 -4.832 -4.584 -4.094 -3.176 -3.027 -2.141 -1.546 

SO2 

tailpipe -0.073 -0.068 -0.064 -0.054 -0.037 -0.035 -0.025 -0.020 

upstream 4.078 3.806 3.630 3.074 2.104 2.119 1.553 1.202 

total 4.005 3.738 3.566 3.021 2.067 2.084 1.528 1.182 

PM2.5 

tailpipe -0.303 -0.283 -0.270 -0.235 -0.175 -0.167 -0.120 -0.098 

upstream 0.474 0.446 0.426 0.370 0.268 0.267 0.203 0.171 

total 0.171 0.162 0.156 0.135 0.093 0.100 0.082 0.073 

 

 

 

Table 10-84 and Table 10-85 show that decreases in total CO result from all CAFE scenarios, 

while NOx, VOC, SO2, and PM2.5 increase. Tailpipe CO emissions reductions more than offset 

increases in upstream CO emissions. For NOx, VOC, SO2, and PM2.5 however, upstream 

emissions increases are not offset by tailpipe NOx, VOC, SO2, and PM2.5 emissions reductions. 

Similar results can be seen in the CO2 target scenarios for 2035 shown in Table 10-86 and Table 

10-87, with the exception that NOx emissions decrease for scenarios 1-4 and increase for 

scenarios 5-8. For all criteria pollutants, the overall impact of the proposed program would be 

small compared to total U.S. inventories across all sectors.  
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Table 10-84 - Criteria Emissions in 2025 (1,000 metric tons) under Fuel Economy Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

CO 

 

tailpipe -174.789 -163.704 -155.704 -136.685 -102.784 -98.207 -71.136 -58.049 

upstream 3.087 2.901 2.771 2.396 1.723 1.720 1.299 1.083 

total -171.703 -160.802 -152.933 -134.289 -101.061 -96.487 -69.837 -56.966 

 

VOC 

tailpipe -15.250 -14.308 -13.596 -12.117 -9.260 -8.862 -6.460 -5.285 

upstream 11.485 10.825 10.346 9.020 6.595 6.566 5.009 4.269 

total -3.765 -3.482 -3.249 -3.097 -2.664 -2.295 -1.451 -1.016 

NOx 

 

tailpipe -11.506 -10.732 -10.220 -8.980 -6.708 -6.550 -4.810 -3.786 

upstream 6.275 5.900 5.636 4.886 3.532 3.522 2.668 2.241 

total -5.231 -4.832 -4.584 -4.094 -3.176 -3.027 -2.141 -1.546 

SO2 

tailpipe -0.073 -0.068 -0.064 -0.054 -0.037 -0.035 -0.025 -0.020 

upstream 4.078 3.806 3.630 3.074 2.104 2.119 1.553 1.202 

total 4.005 3.738 3.566 3.021 2.067 2.084 1.528 1.182 

PM2.5 

tailpipe -0.303 -0.283 -0.270 -0.235 -0.175 -0.167 -0.120 -0.098 

upstream 0.474 0.446 0.426 0.370 0.268 0.267 0.203 0.171 

total 0.171 0.162 0.156 0.135 0.093 0.100 0.082 0.073 

 

 

Table 10-85 - Criteria Emissions in 2025 (1,000 metric tons) under CO2 Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

CO 

 

tailpipe -140.738 -133.545 -127.227 -99.668 -55.956 -60.866 -39.908 -27.145 

upstream 2.528 2.430 2.276 1.784 1.006 1.078 0.725 0.501 

total -138.210 -131.115 -124.951 -97.884 -54.949 -59.788 -39.183 -26.644 

 

VOC 

tailpipe -11.916 -11.283 -10.812 -8.599 -4.906 -5.447 -3.636 -2.492 

upstream 9.242 8.879 8.331 6.571 3.793 4.043 2.638 1.960 

total -2.674 -2.404 -2.481 -2.028 -1.114 -1.404 -0.999 -0.532 

NOx 

 

tailpipe -9.160 -8.650 -8.280 -6.440 -3.547 -3.923 -2.607 -1.724 

upstream 5.104 4.905 4.596 3.609 2.049 2.193 1.451 1.030 

total -4.057 -3.745 -3.684 -2.832 -1.497 -1.730 -1.157 -0.694 

SO2 

tailpipe -0.064 -0.061 -0.057 -0.043 -0.022 -0.023 -0.014 -0.009 

upstream 3.504 3.370 3.143 2.428 1.290 1.397 0.849 0.573 

total 3.440 3.309 3.086 2.385 1.268 1.374 0.836 0.564 

PM2.5 

tailpipe -0.247 -0.234 -0.223 -0.173 -0.096 -0.104 -0.068 -0.045 

upstream 0.384 0.369 0.346 0.272 0.155 0.166 0.115 0.078 

total 0.137 0.135 0.123 0.099 0.059 0.062 0.047 0.033 
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Table 10-86 - Criteria Emissions in 2035 (1,000 metric tons) under Fuel Economy Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

CO 

 

tailpipe -286.582 -266.262 -248.134 -204.450 -151.495 -121.828 -57.583 -74.726 

upstream 6.487 6.064 5.685 4.802 3.643 2.936 1.571 1.947 

total -280.095 -260.197 -242.449 -199.647 -147.852 -118.892 -56.012 -72.779 

 

VOC 

tailpipe -14.905 -13.911 -13.015 -10.979 -8.287 -6.869 -3.568 -4.259 

upstream 24.869 23.369 21.978 18.879 14.687 12.120 7.070 8.556 

total 9.964 9.458 8.964 7.900 6.400 5.252 3.502 4.297 

NOx 

 

tailpipe -13.034 -12.097 -11.285 -9.301 -6.889 -5.585 -2.689 -3.422 

upstream 13.144 12.307 11.550 9.821 7.528 6.123 3.400 4.171 

total 0.110 0.210 0.265 0.520 0.639 0.538 0.711 0.750 

SO2 

tailpipe -0.196 -0.181 -0.167 -0.130 -0.090 -0.068 -0.029 -0.039 

upstream 8.374 7.771 7.255 5.977 4.351 3.367 1.515 1.979 

total 8.178 7.591 7.087 5.846 4.261 3.298 1.486 1.940 

PM2.5 

tailpipe -0.719 -0.669 -0.622 -0.507 -0.372 -0.297 -0.139 -0.180 

upstream 0.999 0.936 0.879 0.749 0.577 0.471 0.265 0.324 

total 0.279 0.267 0.256 0.242 0.204 0.174 0.126 0.144 

 

 

Table 10-87- Criteria Emissions in 2035 (1,000 metric tons) under CO2 Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

CO 

 

tailpipe -297.466 -283.552 -254.042 -191.790 -129.900 -101.308 -41.239 -50.995 

upstream 6.499 6.218 5.517 4.282 2.917 2.337 1.274 1.291 

total -290.967 -277.334 -248.525 -187.508 -126.982 -98.971 -39.965 -49.704 

 

VOC 

tailpipe -14.669 -13.976 -12.652 -9.731 -6.593 -5.418 -2.444 -2.750 

upstream 24.139 23.108 20.631 16.221 11.366 9.299 4.247 5.353 

total 9.471 9.132 7.979 6.490 4.773 3.881 1.804 2.604 

NOx 

 

tailpipe -13.452 -12.810 -11.487 -8.645 -5.830 -4.577 -1.885 -2.291 

upstream 12.989 12.430 11.055 8.627 5.946 4.802 2.431 2.697 

total -0.463 -0.380 -0.432 -0.018 0.116 0.225 0.546 0.406 

SO2 

tailpipe -0.223 -0.212 -0.187 -0.136 -0.085 -0.062 -0.025 -0.029 

upstream 8.797 8.409 7.407 5.653 3.704 2.875 1.047 1.492 

total 8.574 8.196 7.220 5.517 3.620 2.812 1.023 1.463 

PM2.5 

tailpipe -0.757 -0.723 -0.650 -0.488 -0.324 -0.252 -0.101 -0.122 

upstream 0.980 0.938 0.835 0.653 0.452 0.366 0.230 0.206 

total 0.223 0.215 0.185 0.165 0.128 0.114 0.129 0.084 
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As shown in Table 10-88 through Table 10-91, it is estimated that the proposed program would 

result in small changes for air toxic emissions compared to total U.S. inventories across all 

sectors. In 2025, it is estimated the scenarios evaluated would reduce total acetaldehyde, 

acrolein, benzene, butadiene, and formaldehyde, toxics as compared to the baseline. This result is 

caused by greater VMT rebound miles assumed in the augural scenario and fewer rebound VMT 

in scenarios 1-8, and fewer older vehicles in the scenarios as compared to the baseline. Similarly, 

in 2035, acetaldehyde, benzene, butadiene, acrolein, and formaldehyde would all be reduced as 

compared to the baseline. As is the case with criteria emissions, upstream toxic emissions 

generally increase in the evaluated scenarios as compared to the baseline because of the greater 

amount of gasoline and diesel being refined and distributed.  
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Table 10-88 - Toxic Emissions in 2025 (1,000 metric tons) under Fuel Economy Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

Acetaldehyde 

 

tailpipe -0.117 -0.109 -0.104 -0.091 -0.067 -0.064 -0.046 -0.038 

upstream 0.002 0.002 0.002 0.002 0.001 0.001 0.001 0.001 

total -0.114 -0.107 -0.102 -0.089 -0.066 -0.063 -0.046 -0.037 

Acrolein 

 

tailpipe -0.006 -0.006 -0.005 -0.005 -0.004 -0.003 -0.002 -0.002 

upstream 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

total -0.006 -0.005 -0.005 -0.005 -0.003 -0.003 -0.002 -0.002 

Benzene 

 

tailpipe -0.457 -0.428 -0.407 -0.361 -0.274 -0.263 -0.192 -0.156 

upstream 0.044 0.041 0.040 0.034 0.025 0.025 0.019 0.016 

total -0.413 -0.387 -0.368 -0.327 -0.249 -0.238 -0.172 -0.140 

Butadiene 

 

tailpipe -0.054 -0.051 -0.048 -0.043 -0.032 -0.031 -0.022 -0.018 

upstream 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

total -0.054 -0.050 -0.048 -0.042 -0.032 -0.031 -0.022 -0.018 

Formaldehyde tailpipe -0.092 -0.086 -0.082 -0.072 -0.055 -0.052 -0.038 -0.031 

upstream 0.016 0.015 0.015 0.013 0.009 0.009 0.007 0.006 

total -0.076 -0.071 -0.068 -0.060 -0.045 -0.043 -0.031 -0.025 



 

1289 

 

 

Table 10-89 - Toxic Emissions in 2025 (1,000 metric tons) under CO2 Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

Acetaldehyde 

 

tailpipe -0.095 -0.090 -0.086 -0.067 -0.037 -0.040 -0.026 -0.018 

upstream 0.002 0.002 0.002 0.001 0.001 0.001 0.000 0.000 

total -0.093 -0.088 -0.084 -0.065 -0.036 -0.039 -0.025 -0.017 

Acrolein 

 

tailpipe -0.005 -0.005 -0.004 -0.004 -0.002 -0.002 -0.001 -0.001 

upstream 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

total -0.005 -0.005 -0.004 -0.003 -0.002 -0.002 -0.001 -0.001 

Benzene 

 

tailpipe -0.361 -0.341 -0.327 -0.258 -0.146 -0.161 -0.107 -0.073 

upstream 0.035 0.034 0.032 0.025 0.015 0.015 0.010 0.008 

total -0.325 -0.308 -0.295 -0.233 -0.132 -0.146 -0.097 -0.066 

Butadiene 

 

tailpipe -0.043 -0.041 -0.039 -0.031 -0.018 -0.019 -0.012 -0.009 

upstream 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

total -0.043 -0.041 -0.039 -0.031 -0.017 -0.019 -0.012 -0.009 

Formaldehyde tailpipe -0.074 -0.070 -0.067 -0.052 -0.029 -0.032 -0.021 -0.015 

upstream 0.013 0.013 0.012 0.009 0.005 0.006 0.004 0.003 

total -0.061 -0.057 -0.055 -0.043 -0.024 -0.026 -0.017 -0.012 
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Table 10-90 - Toxic Emissions in 2035 (1,000 metric tons) under Fuel Economy Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

Acetaldehyde 

 

tailpipe -0.275 -0.255 -0.238 -0.195 -0.144 -0.115 -0.054 -0.070 

upstream 0.005 0.004 0.004 0.004 0.003 0.002 0.001 0.002 

total -0.270 -0.251 -0.234 -0.192 -0.141 -0.113 -0.052 -0.069 

Acrolein 

 

tailpipe -0.014 -0.013 -0.012 -0.010 -0.008 -0.006 -0.003 -0.004 

upstream 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 

total -0.014 -0.013 -0.012 -0.010 -0.007 -0.006 -0.003 -0.004 

Benzene 

 

tailpipe -0.535 -0.499 -0.466 -0.391 -0.294 -0.241 -0.120 -0.149 

upstream 0.095 0.090 0.084 0.072 0.056 0.047 0.027 0.033 

total -0.440 -0.409 -0.382 -0.318 -0.237 -0.194 -0.092 -0.116 

Butadiene 

 

tailpipe -0.083 -0.077 -0.072 -0.060 -0.045 -0.037 -0.018 -0.023 

upstream 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.000 

total -0.082 -0.076 -0.071 -0.060 -0.045 -0.036 -0.018 -0.023 

Formaldehyde tailpipe -0.140 -0.130 -0.121 -0.101 -0.075 -0.061 -0.029 -0.038 

upstream 0.035 0.033 0.031 0.027 0.021 0.017 0.010 0.012 

total -0.104 -0.097 -0.090 -0.074 -0.055 -0.044 -0.019 -0.026 

 

Table 10-91 - Toxic Emissions in 2035 (1,000 metric tons) under CO2 Targets 

Pollutant  Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt.8 

Acetaldehyde 

 

tailpipe -0.288 -0.275 -0.246 -0.185 -0.125 -0.097 -0.039 -0.048 

upstream 0.005 0.004 0.004 0.003 0.002 0.002 0.001 0.001 

total -0.283 -0.270 -0.242 -0.182 -0.123 -0.095 -0.038 -0.047 

Acrolein 

 

tailpipe -0.015 -0.014 -0.012 -0.010 -0.007 -0.005 -0.002 -0.003 

upstream 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 

total -0.014 -0.013 -0.012 -0.009 -0.006 -0.005 -0.002 -0.003 

Benzene 

 

tailpipe -0.537 -0.512 -0.461 -0.354 -0.242 -0.194 -0.084 -0.099 

upstream 0.092 0.088 0.079 0.062 0.044 0.036 0.016 0.021 

total -0.445 -0.424 -0.382 -0.292 -0.198 -0.158 -0.067 -0.079 

Butadiene 

 

tailpipe -0.084 -0.080 -0.072 -0.055 -0.038 -0.030 -0.013 -0.016 

upstream 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 

total -0.083 -0.079 -0.071 -0.055 -0.038 -0.030 -0.012 -0.015 

Formaldehyde tailpipe -0.143 -0.136 -0.122 -0.093 -0.064 -0.050 -0.021 -0.026 

upstream 0.034 0.033 0.029 0.023 0.016 0.013 0.006 0.008 

total -0.109 -0.103 -0.093 -0.070 -0.048 -0.037 -0.015 -0.018 
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10.2.3.2 Methodology 

For the downstream analysis, emission factors in grams per mile for VOC, CO, NOx, PM2.5, and 

air toxics by vehicle model year and age were taken from the current version of the EPA “Motor 

Vehicle Emission Simulator” (MOVES2014a) and multiplied in the CAFE model by assumed 

VMT to estimate mass VOC, CO, NOX, PM2.5, and air toxic emissions. Additional emissions 

from light duty cars and trucks attributable to the rebound effect were also calculated using the 

CAFE model. This proposal assumes implementation of EPA’s Tier 3 emission standards.
666

 For 

a more detailed description of the method used to estimate emissions, please refer to pages 104-

106 of the CAFE model documentation. 

For the purposes of this emission analysis, it is assumed that all gasoline in the timeframe of the 

analysis is blended with 10% ethanol (E10). While electric vehicles have zero tailpipe emissions, 

it is assumed that manufacturers will plan for these vehicles in their regulatory compliance 

strategy for non-GHG emissions standards, and will not over-comply with those standards. 

Because the Tier 3 emissions standards are fleet-average standards (for all pollutants except 

formaldehyde and PM2.5), it is assumed that if a manufacturer introduces EVs into its fleet, that it 

would correspondingly compensate through changes to vehicles elsewhere in its fleet, rather than 

meet an overall lower fleet-average emissions level. Consequently, no tailpipe pollutant benefit 

is assumed (other than CO2, formaldehyde, and PM2.5). The analysis does not estimate 

evaporative emissions from light-duty vehicles. Other factors which may impact downstream 

non-GHG emissions, but are not estimated in this analysis, include the potential for decreased 

criteria pollutant emissions because of increased air conditioner efficiency; reduced refueling 

emissions because of less frequent refueling events and reduced annual refueling volumes 

resulting from the CO2 standards; and increased hot soak evaporative emissions because of the 

likely increase in number of trips associated with VMT rebound modeled in this proposal. In all, 

these additional analyses would likely result in small changes relative to the national inventory. 

To determine the impacts of increased fuel production on upstream emissions, the impact of 

increased gasoline consumption by light-duty vehicles on the extraction and transportation of 

crude oil, refining of crude oil, and distribution and storage of finished gasoline was estimated. 

To assess the resulting increases in domestic emissions, the fraction of increased gasoline 

consumption that would be supplied by additional domestic refining of gasoline, and the fraction 

of that gasoline that would be refined from domestic crude oil was also estimated. Using NEMS, 

it was estimated that 50% of increased gasoline consumption would be supplied by increased 

domestic refining and that 90% of this additional refining would use imported crude petroleum. 

Emission factors for most upstream emission sources are based on the DOE Argonne National 

                                                 
666

 See 79 FR 23414 (April 28, 2014). EPA’s Tier 3 emissions standards included standards for vehicle emissions 

and the sulfur content of gasoline. 
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Laboratory’s GREET 2017 model,
667

 but emission factors developed by EPA were relied on for 

the air toxics estimated in this analysis - benzene, 1,3-butadiene, acetaldehyde, acrolein, and 

formaldehyde. These emission factors came from the MOVES 2014a model and were 

incorporated into the CAFE model. 

Emission factors for electricity upstream emissions were also based on GREET 2017. GREET 

allows the user to either select a region of the country for the electricity upstream emissions or to 

use the U.S. average of electricity emissions. The regional emission factors reflect the specific 

mix of fuels used to generate electricity in the selected region. The U.S. mix provides an average 

of electricity-related emissions (in grams per million Btu) in the U.S. in a given calendar year. 

The GREET 2017 U.S. mix emission factors were used for the analysis. In order to capture 

projected changes in upstream emissions over time, upstream emission factors for gasoline, 

diesel, and electricity were taken from the GREET 2017 model in five year increments, 

beginning in 1995 and ending in 2040. 

For the downstream analysis of emissions, there are a number of uncertainties associated with 

the method, such as: emission factors are based on samples of tested vehicles and these samples 

may not represent average emissions for the full in-use fleet; and there is considerable 

uncertainty in estimating total vehicle use (VMT). For the upstream analysis of emissions, there 

are uncertainties related to the projection of emissions associated with fossil fuel extraction, 

refining, and mode split for transportation of fuels. In addition, projections for electricity-related 

upstream emissions are based on assumptions about the fuels and technologies used to generate 

electricity which may not represent actual conditions through 2050. 

10.3 Health Effects of Non-GHG Pollutants  

This section discusses health effects associated with exposure to some of the criteria and air toxic 

pollutants impacted by the proposed vehicle standards.  

10.3.1 Particulate Matter 

10.3.1.1 Background 

Particulate matter is a highly complex mixture of solid particles and liquid droplets associated 

with numerous atmospheric gases which interact with solid and liquid phases. Particles range in 

size from those smaller than 1 nanometer (10-9 meter) to more than 100 micrometers (µm, or 10-

6 meter) in diameter (for reference, a typical strand of human hair is 70 µm in diameter and a 

grain of salt is approximately 100 µm).  Atmospheric particles can be grouped into several 

classes according to their aerodynamic and physical sizes.  Generally, the three broad classes of 

                                                 
667

 Greenhouse Gas, Regulated Emissions, and Energy Use in Transportation model (GREET), U.S. Department of 

Energy, Argonne National Laboratory, https://greet.es.anl.gov/.  
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particles include ultrafine particles (UFPs, generally considered as particulates with a diameter 

less than or equal to 0.1 µm [typically based on physical size, thermal diffusivity or electrical 

mobility])), “fine” particles (PM2.5; particles with a nominal mean aerodynamic diameter less 

than or equal to 2.5 µm), and “thoracic” particles (PM10; particles with a nominal mean 

aerodynamic diameter less than or equal to 10 µm).
668

  Particles that fall within the size range 

between PM2.5 and PM10, are referred to as “thoracic coarse particles” (PM10-2.5, particles with a 

nominal mean aerodynamic diameter less than or equal to 10 µm and greater than 2.5 µm).  EPA 

currently has standards that regulate PM2.5 and PM10.
669

 

Particles span many sizes and shapes and may consist of hundreds of different chemicals. 

Particles are emitted directly from sources and are also formed through atmospheric chemical 

reactions; the former are often referred to as “primary” particles, and the latter as “secondary” 

particles.  Particle concentration and composition varies by time of year and location, and, in 

addition to differences in source emissions, is affected by several weather-related factors, such as 

temperature, clouds, humidity, and wind.  A further layer of complexity comes from particles’ 

ability to shift between solid/liquid and gaseous phases, which is influenced by concentration and 

meteorology, especially temperature.   

Fine particles are produced primarily by combustion processes and by transformations of 

gaseous emissions (e.g., sulfur oxides (SOX), oxides of nitrogen, and volatile organic compounds 

(VOC)) in the atmosphere.  The chemical and physical properties of PM2.5 may vary greatly with 

time, region, meteorology, and source category. Thus, PM2.5 may include a complex mixture of 

different components including sulfates, nitrates, organic compounds, elemental carbon and 

metal compounds.  These particles can remain in the atmosphere for days to weeks and travel 

hundreds to thousands of kilometers. 

10.3.1.2 Health Effects of PM 

Scientific studies show exposure to ambient PM is associated with a broad range of health 

effects.  These health effects are discussed in detail in the 2009 Integrated Science Assessment 

for Particulate Matter (PM ISA), which was used as the basis of the 2012 NAAQS. 
670

  The PM 

ISA summarizes health effects evidence for short- and long-term exposures to PM2.5, PM10-2.5, 

and ultrafine particles.
671

  The PM ISA concludes that human exposures to ambient PM2.5 are 

                                                 
668

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F.  Figure 3-1. 
669

 Regulatory definitions of PM size fractions, and information on reference and equivalent methods for measuring 

PM in ambient air, are provided in 40 CFR parts 50, 53, and 58.  With regard to national ambient air quality 

standards (NAAQS) which provide protection against health and welfare effects, the 24-hour PM10 standard 

provides protection against effects associated with short-term exposure to thoracic coarse particles (i.e., PM10-2.5). 
670

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F.  
671

 The ISA also evaluated evidence for individual PM components but did not reach causal determinations for 

components. 
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associated with a number of adverse health effects and characterizes the weight of evidence for 

broad health categories (e.g., cardiovascular effects, respiratory effects, etc.).
672

  The discussion 

below highlights the PM ISA’s conclusions pertaining to health effects associated with both 

short- and long-term PM exposures.  Further discussion of health effects associated with PM can 

also be found in the rulemaking documents for the most recent review of the PM NAAQS 

completed in 2012.
673,674

  

EPA has concluded that “a causal relationship exists” between both long- and short-term 

exposures to PM2.5 and premature mortality and cardiovascular effects and that “a causal 

relationship is likely to exist” between long- and short-term PM2.5 exposures and respiratory 

effects.  Further, there is evidence “suggestive of a causal relationship” between long-term PM2.5 

exposures and other health effects, including developmental and reproductive effects (e.g., low 

birth weight, infant mortality) and carcinogenic, mutagenic, and genotoxic effects (e.g., lung 

cancer mortality).
675

  

As summarized in the final rule promulgating the 2012 PM NAAQS, and discussed extensively 

in the 2009 PM ISA, the available scientific evidence significantly strengthens the link between 

long- and short-term exposure to PM2.5 and mortality, while providing indications that the 

magnitude of the PM2.5- mortality association with long-term exposures may be larger than 

previously estimated.
676, 677

  The strongest evidence comes from recent studies investigating 

long-term exposure to PM2.5 and cardiovascular-related mortality.  The evidence supporting a 

causal relationship between long-term PM2.5 exposure and mortality also includes consideration 

of studies that demonstrated an improvement in community health following reductions in 

ambient fine particles. 

The 2009 PM ISA examined the association between cardiovascular effects and long-term PM2.5 

exposures in multi-city epidemiological studies conducted in the U.S. and Europe.  These studies 

have provided new evidence linking long-term exposure to PM2.5 with an array of cardiovascular 

                                                 
672

 The causal framework draws upon the assessment and integration of evidence from across epidemiological, 

controlled human exposure, and toxicological studies, and the related uncertainties that ultimately influence our 

understanding of the evidence.  This framework employs a five-level hierarchy that classifies the overall weight of 

evidence and causality using the following categorizations - causal relationship, likely to be causal relationship, 

suggestive of a causal relationship, inadequate to infer a causal relationship, and not likely to be a causal relationship 

(U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F, Table 1-3).   
673

 78 FR 3103-3104, January 15, 2013. 
674

 77 FR 38906-38911, June 29, 2012. 
675

 These causal inferences are based not only on the more expansive epidemiological evidence available in this 

review but also reflect consideration of important progress that has been made to advance our understanding of a 

number of potential biologic modes of action or pathways for PM-related cardiovascular and respiratory effects 

(U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F, Chapter 5). 
676

 78 FR 3103-3104, January 15, 2013.  
677

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F, Chapter 6 (Section 6.5) and Chapter 7 (Section 7.6). 
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effects such as heart attacks, congestive heart failure, stroke, and mortality.  This evidence is 

coherent with epidemiological studies of effects associated with short-term exposure to PM2.5 

that have observed associations with a continuum of effects ranging from subtle changes in 

indicators of cardiovascular health to serious clinical events, such as increased hospitalizations 

and emergency department visits due to cardiovascular disease and cardiovascular mortality.
678

  

As detailed in the 2009 PM ISA, extended analyses of seminal epidemiological studies, as well 

as more recent epidemiological studies conducted in the U.S. and abroad, provide strong 

evidence of respiratory-related morbidity effects associated with long-term PM2.5 exposure.  The 

strongest evidence for respiratory-related effects is from studies that evaluated decrements in 

lung function growth (in children), increased respiratory symptoms, and asthma development.  

The strongest evidence from short-term PM2.5 exposure studies has been observed for increased 

respiratory-related emergency department visits and hospital admissions for chronic obstructive 

pulmonary disease (COPD) and respiratory infections.
679

  

The body of scientific evidence detailed in the 2009 PM ISA is still limited with respect to 

associations between long-term PM2.5 exposures and developmental and reproductive effects as 

well as cancer, mutagenic, and genotoxic effects.  The strongest evidence for an association 

between PM2.5 and developmental and reproductive effects comes from epidemiological studies 

of low birth weight and infant mortality, especially due to respiratory causes during the post-

neonatal period (i.e., 1 month to 12 months of age).
680

  With regard to cancer effects, ‘‘[m]ultiple 

epidemiologic studies have shown a consistent positive association between PM2.5 and lung 

cancer mortality, but studies have generally not reported associations between PM2.5 and lung 

cancer incidence.’’
681

   

In addition to evaluating the health effects attributed to short- and long-term exposure to PM2.5, 

the 2009 PM ISA also evaluated whether specific components or sources of PM2.5 are more 

strongly associated with specific health effects.  The 2009 PM ISA concluded that “many 

[components] of PM can be linked with differing health effects and the evidence is not yet 

sufficient to allow differentiation of those [components] or sources that are more closely related 

to specific health outcomes.” 
682

 

                                                 
678

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F, Chapter 2 (Section 2.3.1 and 2.3.2) and Chapter 6. 
679

  U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F, Chapter 2 (Section 2.3.1 and 2.3.2) and Chapter 6. 
680

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F, Chapter 2 (Section 2.3.1 and 2.3.2) and Chapter 7. 
681

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F. pg 2-13. 
682

 U.S. EPA. (2009). Integrated Science Assessment for Particulate Matter (Final Report).  U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-08/139F. pg 2-26. 
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For PM10-2.5, the 2009 PM ISA concluded that available evidence was “suggestive of a causal 

relationship” between short-term exposures to PM10-2.5 and cardiovascular effects (e.g., hospital 

admissions and Emergency Department (ED) visits, changes in cardiovascular function), 

respiratory effects (e.g., ED visits and hospital admissions, increase in markers of pulmonary 

inflammation), and premature mortality.  The scientific evidence was “inadequate to infer a 

causal relationship” between long-term exposure to PM10-2.5 and various health effects. 
683,684,685

  

For UFPs, the 2009 PM ISA concluded that the evidence was “suggestive of a causal 

relationship” between short-term exposures and cardiovascular effects, including changes in 

heart rhythm and vasomotor function (the ability of blood vessels to expand and contract).  It 

also concluded that there was evidence “suggestive of a causal relationship” between short-term 

exposure to UFPs and respiratory effects, including lung function and pulmonary inflammation, 

with limited and inconsistent evidence for increases in ED visits and hospital admissions.  

Scientific evidence was “inadequate to infer a causal relationship” between short-term exposure 

to UFPs and additional health effects including premature mortality as well as long-term 

exposure to UFPs and all health outcomes evaluated.
686,687

  

The 2009 PM ISA conducted an evaluation of specific groups within the general population 

potentially at increased risk for experiencing adverse health effects related to PM 

exposures.
688,689,690, 691

  The evidence detailed in the 2009 PM ISA expands our understanding of 

previously identified at-risk populations and lifestages (i.e., children, older adults, and 

individuals with pre-existing heart and lung disease) and supports the identification of additional 

at-risk populations (e.g., persons with lower socioeconomic status, genetic differences).  

Additionally, there is emerging, though still limited, evidence for additional potentially at-risk 

populations and lifestages, such as those with diabetes, people who are obese, pregnant women, 

and the developing fetus.
692

 

10.3.2 Ozone  
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10.3.2.1 Background 

Ground-level ozone pollution is typically formed through reactions involving VOC and NOX in 

the lower atmosphere in the presence of sunlight.  These pollutants, often referred to as ozone 

precursors, are emitted by many types of sources, such as highway and nonroad motor vehicles 

and engines, power plants, chemical plants, refineries, makers of consumer and commercial 

products, industrial facilities, and smaller area sources. 

The science of ozone formation, transport, and accumulation is complex.  Ground-level ozone is 

produced and destroyed in a cyclical set of chemical reactions, many of which are sensitive to 

temperature and sunlight.  When ambient temperatures and sunlight levels remain high for 

several days and the air is relatively stagnant, ozone and its precursors can build up and result in 

more ozone than typically occurs on a single high-temperature day.  Ozone and its precursors can 

be transported hundreds of miles downwind from precursor emissions, resulting in elevated 

ozone levels even in areas with low local VOC or NOX emissions. 

10.3.2.2 Health Effects of Ozone 

This section provides a summary of the health effects associated with exposure to ambient 

concentrations of ozone.
693

 The information in this section is based on the information and 

conclusions in the February 2013 Integrated Science Assessment for Ozone (Ozone ISA), which 

formed the basis for EPA’s revision to the primary and secondary standards in 2015.
694

 The 

Ozone ISA concludes that human exposures to ambient concentrations of ozone are associated 

with a number of adverse health effects and characterizes the weight of evidence for these health 

effects.
695

  The discussion below highlights the Ozone ISA’s conclusions pertaining to health 

effects associated with both short-term and long-term periods of exposure to ozone. 

For short-term exposure to ozone, the Ozone ISA concludes that respiratory effects, including 

lung function decrements, pulmonary inflammation, exacerbation of asthma, respiratory-related 

hospital admissions, and mortality, are causally associated with ozone exposure.  It also 

concludes that cardiovascular effects, including decreased cardiac function and increased 

vascular disease, and total mortality are likely to be causally associated with short-term exposure 

                                                 
693

 Human exposure to ozone varies over time due to changes in ambient ozone concentration and because people 

move between locations which have notable different ozone concentrations.  Also, the amount of ozone delivered to 

the lung is not only influenced by the ambient concentrations but also by the individuals breathing route and rate. 
694

 U.S. EPA. Integrated Science Assessment of Ozone and Related Photochemical Oxidants (Final Report). U.S. 

Environmental Protection Agency, Washington, DC, EPA/600/R-10/076F, 2013.  The ISA is available at 

http://cfpub.epa.gov/ncea/isa/recordisplay.cfm?deid=247492#Download. 
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 The ISA evaluates evidence and draws conclusions on the causal nature of relationship between relevant 

pollutant exposures and health effects, assigning one of five “weight of evidence” determinations -  causal 

relationship, likely to be a causal relationship, suggestive of, but not sufficient to infer, a causal relationship, 

inadequate to infer a causal relationship, and not likely to be a causal relationship.  For more information on these 

levels of evidence, please refer to Table II in the Preamble of the ISA.   
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to ozone and that evidence is suggestive of a causal relationship between central nervous system 

effects and short-term exposure to ozone. 

For long-term exposure to ozone, the Ozone ISA concludes that respiratory effects, including 

new onset asthma, pulmonary inflammation and injury, are likely to be causally related with 

ozone exposure.  The Ozone ISA characterizes the evidence as suggestive of a causal 

relationship for associations between long-term ozone exposure and cardiovascular effects, 

reproductive and developmental effects, central nervous system effects and total mortality.  The 

evidence is inadequate to infer a causal relationship between chronic ozone exposure and 

increased risk of lung cancer. 

Finally, inter-individual variation in human responses to ozone exposure can result in some 

groups being at increased risk for detrimental effects in response to exposure.  In addition, some 

groups are at increased risk of exposure due to their activities, such as outdoor workers or 

children.  The Ozone ISA identified several groups that are at increased risk for ozone-related 

health effects.  These groups are people with asthma, children and older adults, individuals with 

reduced intake of certain nutrients (i.e., Vitamins C and E), outdoor workers, and individuals 

having certain genetic variants related to oxidative metabolism or inflammation.  Ozone 

exposure during childhood can have lasting effects through adulthood.  Such effects include 

altered function of the respiratory and immune systems.  Children absorb higher doses 

(normalized to lung surface area) of ambient ozone, compared to adults, due to their increased 

time spent outdoors, higher ventilation rates relative to body size, and a tendency to breathe a 

greater fraction of air through the mouth.  Children also have a higher asthma prevalence 

compared to adults.   

10.3.3 Nitrogen Oxides 

10.3.3.1 Background 

Oxides of nitrogen (NOX) refers to nitric oxide and nitrogen dioxide (NO2).  For the NOX 

NAAQS, NO2 is the indicator. Most NO2 is formed in the air through the oxidation of nitric 

oxide (NO) emitted when fuel is burned at a high temperature.  NOX is also a major contributor 

to secondary PM2.5 formation.  NOX and VOC are the two major precursors of ozone. 

10.3.3.2 Health Effects of Nitrogen Oxides 

The most recent review of the health effects of oxides of nitrogen completed by EPA can be 

found in the 2016 Integrated Science Assessment for Oxides of Nitrogen - Health Criteria 

(Oxides of Nitrogen ISA).
696

  The primary source of NO2 is motor vehicle emissions, and 

ambient NO2 concentrations tend to be highly correlated with other traffic-related pollutants. 

                                                 
696

 U.S. EPA. Integrated Science Assessment for Oxides of Nitrogen – Health Criteria (2016 Final Report). U.S. 

Environmental Protection Agency, Washington, DC, EPA/600/R-15/068, 2016. 
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Thus, a key issue in characterizing the causality of NO2-health effect relationships was 

evaluating the extent to which studies supported an effect of NO2 that is independent of other 

traffic-related pollutants. EPA concluded that the findings for asthma exacerbation integrated 

from epidemiologic and controlled human exposure studies provided evidence that is sufficient 

to infer a causal relationship between respiratory effects and short-term NO2 exposure.  The 

strongest evidence supporting an independent effect of NO2 exposure comes from controlled 

human exposure studies demonstrating increased airway responsiveness in individuals with 

asthma following ambient-relevant NO2 exposures. The coherence of this evidence with 

epidemiologic findings for asthma hospital admissions and ED visits as well as lung function 

decrements and increased pulmonary inflammation in children with asthma describe a plausible 

pathway by which NO2 exposure can cause an asthma exacerbation.   The 2016 ISA for Oxides 

of Nitrogen also concluded that there is likely to be a causal relationship between long-term NO2 

exposure and respiratory effects.  This conclusion is based on new epidemiologic evidence for 

associations of NO2 with asthma development in children combined with biological plausibility 

from experimental studies. 

In evaluating a broader range of health effects, the 2016 ISA for Oxides of Nitrogen concluded 

evidence is “suggestive of, but not sufficient to infer, a causal relationship” between short-term 

NO2 exposure and cardiovascular effects and mortality and between long-term NO2 exposure and 

cardiovascular effects and diabetes, birth outcomes, and cancer.  In addition, the scientific 

evidence is inadequate (insufficient consistency of epidemiologic and toxicological evidence) to 

infer a causal relationship for long-term NO2 exposure with fertility, reproduction, and 

pregnancy, as well as with postnatal development.  A key uncertainty in understanding the 

relationship between these non-respiratory health effects and short- or long-term exposure to 

NO2 is copollutant confounding, particularly by other roadway pollutants.  The available 

evidence for non-respiratory health effects does not adequately address whether NO2 has an 

independent effect or whether it primarily represents effects related to other or a mixture of 

traffic-related pollutants.  

The 2016 ISA for Oxides of Nitrogen concluded that people with asthma, children, and older 

adults are at increased risk for NO2-related health effects.  In these groups and lifestages, NO2 is 

consistently related to larger effects on outcomes related to asthma exacerbation, for which there 

is confidence in the relationship with NO2 exposure.   

10.3.4 Sulfur Oxides 

10.3.4.1 Background 

Sulfur dioxide (SO2), a member of the sulfur oxide (SOX) family of gases, is formed from 

burning fuels containing sulfur (e.g., coal or oil derived), extracting gasoline from oil, or 

extracting metals from ore.  SO2 and its gas phase oxidation products can dissolve in water 
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droplets and further oxidize to form sulfuric acid which reacts with ammonia to form sulfates, 

which are important components of ambient PM. 

10.3.4.2 Health Effects of SO2 

Information on the health effects of SO2 can be found in the 2008 Integrated Science Assessment 

for Sulfur Oxides – Health Criteria (SOX ISA).
697

  Short-term peaks (5-10 minutes) of SO2 have 

long been known to cause adverse respiratory health effects, particularly among individuals with 

asthma.  In addition to those with asthma (both children and adults), potentially at-risk lifestages 

include all children and the elderly.  During periods of elevated ventilation, asthmatics may 

experience symptomatic bronchoconstriction within minutes of exposure.  Following an 

extensive evaluation of health evidence from epidemiologic and laboratory studies, EPA 

concluded that there is a causal relationship between respiratory health effects and short-term 

exposure to SO2.  Separately, based on an evaluation of the epidemiologic evidence of 

associations between short-term exposure to SO2 and mortality, EPA concluded that the overall 

evidence is suggestive of a causal relationship between short-term exposure to SO2 and 

mortality. 

10.3.5 Carbon Monoxide 

10.3.5.1 Background 

Carbon monoxide is a colorless, odorless gas emitted from combustion processes.  Nationally, 

particularly in urban areas, the majority of CO emissions to ambient air come from mobile 

sources.
698

  

10.3.5.2 Health Effects of Carbon Monoxide 

Information on the health effects of CO can be found in the January 2010 Integrated Science 

Assessment for Carbon Monoxide (CO ISA) associated with the 2010 evaluation of the 

NAAQS.
699

  The CO ISA presents conclusions regarding the presence of causal relationships 

between CO exposure and categories of adverse health effects.   This section provides a 
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 U.S. EPA. (2008). Integrated Science Assessment (ISA) for Sulfur Oxides – Health Criteria (Final Report). 

EPA/600/R-08/047F. Washington, DC - U.S. Environmental Protection Agency. 
698

 U.S. EPA, (2010). Integrated Science Assessment for Carbon Monoxide (Final Report). U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-09/019F, 2010.  Available at 
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 U.S. EPA, (2010). Integrated Science Assessment for Carbon Monoxide (Final Report). U.S. Environmental 

Protection Agency, Washington, DC, EPA/600/R-09/019F, 2010.  Available at 

http://cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid=218686.  
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summary of the health effects associated with exposure to ambient concentrations of CO, along 

with the ISA conclusions.
700

 

Controlled human exposure studies of subjects with coronary artery disease show a decrease in 

the time to onset of exercise-induced angina (chest pain) and electrocardiogram changes 

following CO exposure.  In addition, epidemiologic studies observed associations between short-

term CO exposure and cardiovascular morbidity, particularly increased emergency room visits 

and hospital admissions for coronary heart disease (including ischemic heart disease, myocardial 

infarction, and angina).  Some epidemiologic evidence is also available for increased hospital 

admissions and emergency room visits for congestive heart failure and cardiovascular disease as 

a whole.  The CO ISA concludes that a causal relationship is likely to exist between short-term 

exposures to CO and cardiovascular morbidity.  It also concludes that available data are 

inadequate to conclude that a causal relationship exists between long-term exposures to CO and 

cardiovascular morbidity.   

Animal studies show various neurological effects with in-utero CO exposure.  Controlled human 

exposure studies report central nervous system and behavioral effects following low-level CO 

exposures, although the findings have not been consistent across all studies.  The CO ISA 

concludes the evidence is suggestive of a causal relationship with both short- and long-term 

exposure to CO and central nervous system effects. 

A number of studies cited in the CO ISA have evaluated the role of CO exposure in birth 

outcomes such as preterm birth or cardiac birth defects.  There is limited epidemiologic evidence 

of a CO-induced effect on preterm births and birth defects, with weak evidence for a decrease in 

birth weight.  Animal toxicological studies have found perinatal CO exposure to affect birth 

weight, as well as other developmental outcomes.  The CO ISA concludes the evidence is 

suggestive of a causal relationship between long-term exposures to CO and developmental 

effects and birth outcomes. 

Epidemiologic studies provide evidence of associations between short-term CO concentrations 

and respiratory morbidity such as changes in pulmonary function, respiratory symptoms, and 

hospital admissions.  A limited number of epidemiologic studies considered copollutants such as 

ozone, SO2, and PM in two-pollutant models and found that CO risk estimates were generally 

robust, although this limited evidence makes it difficult to disentangle effects attributed to CO 

itself from those of the larger complex air pollution mixture.  Controlled human exposure studies 

have not extensively evaluated the effect of CO on respiratory morbidity.  Animal studies at 

levels of 50-100 ppm CO show preliminary evidence of altered pulmonary vascular remodeling 

and oxidative injury.  The CO ISA concludes that the evidence is suggestive of a causal 

                                                 
700
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relationship between short-term CO exposure and respiratory morbidity, and inadequate to 

conclude that a causal relationship exists between long-term exposure and respiratory morbidity. 

Finally, the CO ISA concludes that the epidemiologic evidence is suggestive of a causal 

relationship between short-term concentrations of CO and mortality.  Epidemiologic evidence 

suggests an association exists between short-term exposure to CO and mortality, but limited 

evidence is available to evaluate cause-specific mortality outcomes associated with CO exposure.  

In addition, the attenuation of CO risk estimates which was often observed in copollutant models 

contributes to the uncertainty as to whether CO is acting alone or as an indicator for other 

combustion-related pollutants.  The CO ISA also concludes that there is not likely to be a causal 

relationship between relevant long-term exposures to CO and mortality. 

10.3.6 Diesel Exhaust 

10.3.6.1 Background 

Diesel exhaust consists of a complex mixture composed of particulate matter, carbon dioxide, 

oxygen, nitrogen, water vapor, carbon monoxide, nitrogen compounds, sulfur compounds and 

numerous low-molecular-weight hydrocarbons.  A number of these gaseous hydrocarbon 

components are individually known to be toxic, including aldehydes, benzene and 1,3-butadiene.  

The diesel particulate matter present in diesel exhaust consists mostly of fine particles (< 2.5 

µm), of which a significant fraction is ultrafine particles (< 0.1 µm).  These particles have a large 

surface area which makes them an excellent medium for adsorbing organics, and their small size 

makes them highly respirable.  Many of the organic compounds present in the gases and on the 

particles, such as polycyclic organic matter, are individually known to have mutagenic and 

carcinogenic properties. 

Diesel exhaust varies significantly in chemical composition and particle sizes between different 

engine types (heavy-duty, light-duty), engine operating conditions (idle, acceleration, 

deceleration), and fuel formulations (high/low sulfur fuel).  Also, there are emissions differences 

between on-road and nonroad engines because the nonroad engines are generally of older 

technology.  After being emitted in the engine exhaust, diesel exhaust undergoes dilution as well 

as chemical and physical changes in the atmosphere.  The lifetime for some of the compounds 

present in diesel exhaust ranges from hours to days. 

10.3.6.2 Health Effects of Diesel Exhaust 

In EPA’s 2002 Diesel Health Assessment Document (Diesel HAD), exposure to diesel exhaust 

was classified as likely to be carcinogenic to humans by inhalation from environmental 

exposures, in accordance with the revised draft 1996/1999 EPA cancer guidelines.
701,702

  A 
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number of other agencies (National Institute for Occupational Safety and Health, the 

International Agency for Research on Cancer, the World Health Organization, California EPA, 

and the U.S. Department of Health and Human Services) had made similar hazard classifications 

prior to 2002.  EPA also concluded in the 2002 Diesel HAD that it was not possible to calculate a 

cancer unit risk for diesel exhaust due to limitations in the exposure data for the occupational 

groups or the absence of a dose-response relationship.  

In the absence of a cancer unit risk, the Diesel HAD sought to provide additional insight into the 

significance of the diesel exhaust cancer hazard by estimating possible ranges of risk that might 

be present in the population.  An exploratory analysis was used to characterize a range of 

possible lung cancer risk.  The outcome was that environmental risks of cancer from long-term 

diesel exhaust exposures could plausibly range from as low as 10-5 to as high as 10-3.  Because 

of uncertainties, the analysis acknowledged that the risks could be lower than 10-5, and a zero 

risk from diesel exhaust exposure could not be ruled out. 

Non-cancer health effects of acute and chronic exposure to diesel exhaust emissions are also of 

concern to EPA.  EPA derived a diesel exhaust reference concentration (RfC) from consideration 

of four well-conducted chronic rat inhalation studies showing adverse pulmonary effects.  The 

RfC is 5 µg/m3 for diesel exhaust measured as diesel particulate matter.  This RfC does not 

consider allergenic effects such as those associated with asthma or immunologic or the potential 

for cardiac effects.  There was emerging evidence in 2002, discussed in the Diesel HAD, that 

exposure to diesel exhaust can exacerbate these effects, but the exposure-response data were 

lacking at that time to derive an RfC based on these then-emerging considerations.  The EPA 

Diesel HAD states, “With [diesel particulate matter] being a ubiquitous component of ambient 

PM, there is an uncertainty about the adequacy of the existing [diesel exhaust] noncancer 

database to identify all of the pertinent [diesel exhaust]-caused noncancer health hazards.”  The 

Diesel HAD also notes “that acute exposure to [diesel exhaust] has been associated with 

irritation of the eye, nose, and throat, respiratory symptoms (cough and phlegm), and 

neurophysiological symptoms such as headache, lightheadedness, nausea, vomiting, and 

numbness or tingling of the extremities.”  The Diesel HAD noted that the cancer and noncancer 

hazard conclusions applied to the general use of diesel engines then on the market and as cleaner 

engines replace a substantial number of existing ones, the applicability of the conclusions would 

need to be reevaluated. 

It is important to note that the Diesel HAD also briefly summarizes health effects associated with 

ambient PM and discusses EPA’s then-annual PM2.5 NAAQS of 15 µg/m3.  In 2012, EPA 

revised the annual PM2.5 NAAQS to 12 µg/m3.  There is a large and extensive body of human 

data showing a wide spectrum of adverse health effects associated with exposure to ambient PM, 
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of which diesel exhaust is an important component.  The PM2.5 NAAQS is designed to provide 

protection from the noncancer health effects and premature mortality attributed to exposure to 

PM2.5.  The contribution of diesel PM to total ambient PM varies in different regions of the 

country and also, within a region, from one area to another.  The contribution can be high in 

near-roadway environments, for example, or in other locations where diesel engine use is 

concentrated.   

Since 2002, several new studies have been published which continue to report increased lung 

cancer risk with occupational exposure to diesel exhaust from older engines.  Of particular note 

since 2011 are three new epidemiology studies which have examined lung cancer in occupational 

populations, for example, truck drivers, underground nonmetal miners and other diesel motor-

related occupations.  These studies reported increased risk of lung cancer with exposure to diesel 

exhaust with evidence of positive exposure-response relationships to varying degrees.
703,704,705

 

These newer studies (along with others that have appeared in the scientific literature) add to the 

evidence EPA evaluated in the 2002 Diesel HAD and further reinforces the concern that diesel 

exhaust exposure likely poses a lung cancer hazard.  The findings from these newer studies do 

not necessarily apply to newer technology diesel engines b the newer engines have large 

reductions in the emission constituents compared to older technology diesel engines. 

In light of the growing body of scientific literature evaluating the health effects of exposure to 

diesel exhaust, in June 2012 the World Health Organization’s International Agency for Research 

on Cancer (IARC), a recognized international authority on the carcinogenic potential of 

chemicals and other agents, evaluated the full range of cancer-related health effects data for 

diesel engine exhaust.  IARC concluded that diesel exhaust should be regarded as “carcinogenic 

to humans.” 
706

  This designation was an update from its 1988 evaluation that considered the 

evidence to be indicative of a “probable human carcinogen.”  

10.3.7 Air Toxics 
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10.3.7.1 Background 

Light-duty vehicle emissions contribute to ambient levels of air toxics that are known or 

suspected human or animal carcinogens, or that have noncancer health effects.  The population 

experiences an elevated risk of cancer and other noncancer health effects from exposure to the 

class of pollutants known collectively as “air toxics.”
707

  These compounds include, but are not 

limited to, benzene, 1,3-butadiene, formaldehyde, acetaldehyde, acrolein, polycyclic organic 

matter, and naphthalene.  These compounds were identified as national or regional risk drivers or 

contributors in the 2011 National-scale Air Toxics Assessment and have significant inventory 

contributions from mobile sources.
708

  

10.3.7.2 Benzene 

EPA’s Integrated Risk Information System (IRIS) database lists benzene as a known human 

carcinogen (causing leukemia) by all routes of exposure, and concludes that exposure is 

associated with additional health effects, including genetic changes in both humans and animals 

and increased proliferation of bone marrow cells in mice.
709,710,711

  EPA states in its IRIS 

database that data indicate a causal relationship between benzene exposure and acute 

lymphocytic leukemia and suggest a relationship between benzene exposure and chronic non-

lymphocytic leukemia and chronic lymphocytic leukemia.  EPA’s IRIS documentation for 

benzene also lists a range of 2.2 x 10-6 to 7.8 x 10-6 per µg/m3 as the unit risk estimate (URE) 

for benzene.
712,713

   The International Agency for Research on Cancer (IARC) has determined 

that benzene is a human carcinogen and the U.S. Department of Health and Human Services 

(DHHS) has characterized benzene as a known human carcinogen.
714

,
715
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A number of adverse noncancer health effects including blood disorders, such as pre- leukemia 

and aplastic anemia, have also been associated with long-term exposure to benzene.  The most 

sensitive noncancer effect observed in humans, based on current data, is the depression of the 

absolute lymphocyte count in blood.  EPA’s inhalation reference concentration (RfC) for 

benzene is 30 µg/m3.  The RfC is based on suppressed absolute lymphocyte counts seen in 

humans under occupational exposure conditions.  In addition, recent work, including studies 

sponsored by the Health Effects Institute, provides evidence that biochemical responses are 

occurring at lower levels of benzene exposure than previously known.
716

,
717

,
718

,
719

  EPA’s IRIS 

program has not yet evaluated these new data.  EPA does not currently have an acute reference 

concentration for benzene.  The Agency for Toxic Substances and Disease Registry (ATSDR) 

Minimal Risk Level (MRL) for acute exposure to benzene is 29 µg/m3 for 1-14 days exposure. 

10.3.7.3 1,3-Butadiene 

EPA has characterized 1,3-butadiene as carcinogenic to humans by inhalation.
720,721

  The IARC 

has determined that 1,3-butadiene is a human carcinogen and the U.S. DHHS has characterized 

1,3-butadiene as a known human carcinogen.
722

,
723

,
724

  There are numerous studies consistently 

demonstrating that 1,3-butadiene is metabolized into genotoxic metabolites by experimental 

animals and humans.  The specific mechanisms of 1,3-butadiene-induced carcinogenesis are 

unknown; however, the scientific evidence strongly suggests that the carcinogenic effects are 

mediated by genotoxic metabolites.  Animal data suggest that females may be more sensitive 

than males for cancer effects associated with 1,3-butadiene exposure; there are insufficient data 
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in humans from which to draw conclusions about sensitive subpopulations. The URE for 1,3-

butadiene is 3 × 10
-5

 per µg/m
3
.
725

  1,3-butadiene also causes a variety of reproductive and 

developmental effects in mice; no human data on these effects are available.  The most sensitive 

effect was ovarian atrophy observed in a lifetime bioassay of female mice.
726

  Based on this 

critical effect and the benchmark concentration methodology, an RfC for chronic health effects 

was calculated at 0.9 ppb (approximately 2 µg/m3). 

10.3.7.4 Formaldehyde 

In 1991, EPA concluded that formaldehyde is a carcinogen based on nasal tumors in animal 

bioassays.
727

  An Inhalation URE for cancer and a Reference Dose for oral noncancer effects 

were developed by the agency and posted on the IRIS database.  Since that time, the National 

Toxicology Program (NTP) and International Agency for Research on Cancer (IARC) have 

concluded that formaldehyde is a known human carcinogen.
728,729 

The conclusions by IARC and NTP reflect the results of epidemiologic research published since 

1991 in combination with previous animal, human and mechanistic evidence.  Research 

conducted by the National Cancer Institute reported an increased risk of nasopharyngeal cancer 

and specific lymph hematopoietic malignancies among workers exposed to 

formaldehyde.
730,731,732

  A National Institute of Occupational Safety and Health study of garment 

workers also reported increased risk of death due to leukemia among workers exposed to 

formaldehyde.
733

  Extended follow-up of a cohort of British chemical workers did not report 

evidence of an increase in nasopharyngeal or lymph hematopoietic cancers, but a continuing 

statistically significant excess in lung cancers was reported.
734

  Finally, a study of embalmers 
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reported formaldehyde exposures to be associated with an increased risk of myeloid leukemia 

but not brain cancer.
735

  

Health effects of formaldehyde in addition to cancer were reviewed by the Agency for Toxics 

Substances and Disease Registry in 1999
736

, supplemented in 2010,
737

 and by the World Health 

Organization.
738

  These organizations reviewed the scientific literature concerning health effects 

linked to formaldehyde exposure to evaluate hazards and dose response relationships and defined 

exposure concentrations for minimal risk levels (MRLs).  The health endpoints reviewed 

included sensory irritation of eyes and respiratory tract, reduced pulmonary function, nasal 

histopathology, and immune system effects.  In addition, research on reproductive and 

developmental effects and neurological effects were discussed along with several studies that 

suggest that formaldehyde may increase the risk of asthma – particularly in the young. 

EPA released a draft Toxicological Review of Formaldehyde – Inhalation Assessment through 

the IRIS program for peer review by the National Research Council (NRC) and public comment 

in June 2010.
739

  The draft assessment reviewed more recent research from animal and human 

studies on cancer and other health effects.  The NRC released their review report in April 

2011.
740

  EPA is currently developing a revised draft assessment in response to this review. 

10.3.7.5 Acetaldehyde 

Acetaldehyde is classified in EPA’s IRIS database as a probable human carcinogen, based on 

nasal tumors in rats, and is considered toxic by the inhalation, oral, and intravenous routes.741  

The URE in IRIS for acetaldehyde is 2.2 × 10
-6

 per µg/m
3
.
742

  Acetaldehyde is reasonably 

anticipated to be a human carcinogen by the U.S. DHHS in the 13
th

 Report on Carcinogens and is 
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classified as possibly carcinogenic to humans (Group 2B) by the IARC.
743,744

  Acetaldehyde is 

currently listed on the IRIS Program Multi-Year Agenda for reassessment within the next few 

years. 

The primary noncancer effects of exposure to acetaldehyde vapors include irritation of the eyes, 

skin, and respiratory tract.
745

  In short-term (4 week) rat studies, degeneration of olfactory 

epithelium was observed at various concentration levels of acetaldehyde exposure.
746,747

  Data 

from these studies were used by EPA to develop an inhalation reference concentration of 9 

µg/m
3
.  Some asthmatics have been shown to be a sensitive subpopulation to decrements in 

functional expiratory volume (FEV1 test) and bronchoconstriction upon acetaldehyde 

inhalation.
748

 

10.3.7.6  Acrolein 

EPA most recently evaluated the toxicological and health effects literature related to acrolein in 

2003 and concluded that the human carcinogenic potential of acrolein could not be determined 

because the available data were inadequate.  No information was available on the carcinogenic 

effects of acrolein in humans and the animal data provided inadequate evidence of 

carcinogenicity.
749

  The IARC determined in 1995 that acrolein was not classifiable as to its 

carcinogenicity in humans.
750
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Lesions to the lungs and upper respiratory tract of rats, rabbits, and hamsters have been observed 

after subchronic exposure to acrolein.
751

  The agency has developed an RfC for acrolein of 0.02 

µg/m
3 

and an RfD of 0.5 µg/kg-day.
752

 

Acrolein is extremely acrid and irritating to humans when inhaled, with acute exposure resulting 

in upper respiratory tract irritation, mucus hypersecretion and congestion.  The intense irritancy 

of this carbonyl has been demonstrated during controlled tests in human subjects, who suffer 

intolerable eye and nasal mucosal sensory reactions within minutes of exposure.
753

  These data 

and additional studies regarding acute effects of human exposure to acrolein are summarized in 

EPA’s 2003 Toxicological Review of Acrolein.
754

  Studies in humans indicate that levels as low 

as 0.09 ppm (0.21 mg/m3) for five minutes may elicit subjective complaints of eye irritation with 

increasing concentrations leading to more extensive eye, nose and respiratory symptoms.  Acute 

exposures in animal studies report bronchial hyper-responsiveness.  Based on animal data (more 

pronounced respiratory irritancy in mice with allergic airway disease in comparison to non-

diseased mice
755

) and demonstration of similar effects in humans (e.g., reduction in respiratory 

rate), individuals with compromised respiratory function (e.g., emphysema, asthma) are expected 

to be at increased risk of developing adverse responses to strong respiratory irritants such as 

acrolein.  EPA does not currently have an acute reference concentration for acrolein.  The 

available health effect reference values for acrolein have been summarized by EPA and include 

an ATSDR MRL for acute exposure to acrolein of 7 µg/m
3
 for 1-14 days’ exposure; and 

Reference Exposure Level (REL) values from the California Office of Environmental Health 

Hazard Assessment (OEHHA) for one-hour and 8-hour exposures of 2.5 µg/m
3
 and 0.7 µg/m

3
, 

respectively.
756

 

10.3.7.7  Polycyclic Organic Matter 

The term polycyclic organic matter (POM) defines a broad class of compounds that includes the 

polycyclic aromatic hydrocarbon compounds (PAHs).  One of these compounds, naphthalene, is 
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discussed separately below.  POM compounds are formed primarily from combustion and are 

present in the atmosphere in gas and particulate form.  Cancer is the major concern from 

exposure to POM.  Epidemiologic studies have reported an increase in lung cancer in humans 

exposed to diesel exhaust, coke oven emissions, roofing tar emissions, and cigarette smoke; all 

of these mixtures contain POM compounds.
757,758

  Animal studies have reported respiratory tract 

tumors from inhalation exposure to benzo[a]pyrene and alimentary tract and liver tumors from 

oral exposure to benzo[a]pyrene.
759

  In 1997 EPA classified seven PAHs (benzo[a]pyrene, 

benz[a]anthracene, chrysene, benzo[b]fluoranthene, benzo[k]fluoranthene, 

dibenz[a,h]anthracene, and indeno[1,2,3-cd]pyrene) as Group B2, probable human 

carcinogens.
760

  Since that time, studies have found that maternal exposures to PAHs in a 

population of pregnant women were associated with several adverse birth outcomes, including 

low birth weight and reduced length at birth, as well as impaired cognitive development in 

preschool children (3 years of age).
761,762  

 These and similar studies are being evaluated as a part 

of the ongoing IRIS reassessment of health effects associated with exposure to benzo[a]pyrene. 

10.3.7.8  Naphthalene 

Naphthalene is found in small quantities in gasoline and diesel fuels.  Naphthalene emissions 

have been measured in larger quantities in both gasoline and diesel exhaust compared with 

evaporative emissions from mobile sources, indicating it is primarily a product of combustion.  

Acute (short-term) exposure of humans to naphthalene by inhalation, ingestion, or dermal 

contact is associated with hemolytic anemia and damage to the liver and the nervous system.
763

  

Chronic (long term) exposure of workers and rodents to naphthalene has been reported to cause 

cataracts and retinal damage.
764

  EPA released an external review draft of a reassessment of the 
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inhalation carcinogenicity of naphthalene based on a number of recent animal carcinogenicity 

studies.
765

  The draft reassessment completed external peer review.
766

  Based on external peer 

review comments received, a revised draft assessment that considers all routes of exposure, as 

well as cancer and noncancer effects, is under development.  The external review draft does not 

represent official agency opinion and was released solely for the purposes of external peer 

review and public comment.  The National Toxicology Program listed naphthalene as 

"reasonably anticipated to be a human carcinogen" in 2004 on the basis of bioassays reporting 

clear evidence of carcinogenicity in rats and some evidence of carcinogenicity in mice.
767

  

California EPA has released a new risk assessment for naphthalene, and the IARC has 

reevaluated naphthalene and re-classified it as Group 2B - possibly carcinogenic to humans.
768

 

Naphthalene also causes a number of chronic non-cancer effects in animals, including abnormal 

cell changes and growth in respiratory and nasal tissues.
769

  The current EPA IRIS assessment 

includes noncancer data on hyperplasia and metaplasia in nasal tissue that form the basis of the 

inhalation RfC of 3 µg/m
3
.
770

  The ATSDR MRL for acute exposure to naphthalene is 0.6 

mg/kg/day. 

10.3.7.9 Other Air Toxics 

In addition to the compounds described above, other compounds in gaseous hydrocarbon and PM 

emissions from motor vehicles will be affected by this action.  Mobile source air toxic 

compounds that will potentially be impacted include ethylbenzene, propionaldehyde, toluene, 

and xylene.  Information regarding the health effects of these compounds can be found in EPA’s 

IRIS database.
771
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10.3.7.10 Exposure and Health Effects Associated with Traffic 

Locations in close proximity to major roadways generally have elevated concentrations of many 

air pollutants emitted from motor vehicles.  Hundreds of such studies have been published in 

peer-reviewed journals, concluding that concentrations of CO, NO, NO2, benzene, aldehydes, 

particulate matter, black carbon, and many other compounds are elevated in ambient air within 

approximately 300-600 meters (approximately 1,000-2,000 feet) of major roadways.  Highest 

concentrations of most pollutants emitted directly by motor vehicles are found at locations within 

50 meters (approximately 165 feet) of the edge of a roadway’s traffic lanes. 

A large-scale review of air quality measurements in the vicinity of major roadways between 

1978 and 2008 concluded that the pollutants with the steepest concentration gradients in 

vicinities of roadways were CO, ultrafine particles, metals, elemental carbon (EC), NO, NOX, 

and several VOCs.
772

  These pollutants showed a large reduction in concentrations within 100 

meters downwind of the roadway.  Pollutants that showed more gradual reductions with distance 

from roadways included benzene, NO2, PM2.5, and PM10.  In the review article, results varied 

based on the method of statistical analysis used to determine the trend. 

For pollutants with relatively high background concentrations relative to near-road 

concentrations, detecting concentration gradients can be difficult.  For example, many aldehydes 

have high background concentrations as a result of photochemical breakdown of precursors from 

many different organic compounds.  This can make detection of gradients around roadways and 

other primary emission sources difficult.  However, several studies have measured aldehydes in 

multiple weather conditions and found higher concentrations of many carbonyls downwind of 

roadways.
773,774

  These findings suggest a substantial roadway source of these carbonyls. 

In the past 15 years, many studies have been published with results reporting that populations 

who live, work, or go to school near high-traffic roadways experience higher rates of numerous 

adverse health effects, compared to populations far away from major roads, however it is 

difficult to control for confounding in such studies.
775

  In addition, numerous studies have found 

adverse health effects associated with spending time in traffic, such as commuting or walking 

along high-traffic roadways.
776,777,778,779

  The health outcomes with the strongest evidence linking 
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them with traffic-associated air pollutants are respiratory effects, particularly in asthmatic 

children, and cardiovascular effects. 

Numerous reviews of this body of health literature have been published as well.  In 2010, an 

expert panel of the Health Effects Institute (HEI) published a review of hundreds of exposure, 

epidemiology, and toxicology studies.
780

  The panel rated how the evidence for each type of 

health outcome supported a conclusion of a causal association with traffic-associated air 

pollution as either “sufficient,” “suggestive but not sufficient,” or “inadequate and insufficient.”  

The panel categorized evidence of a causal association for exacerbation of childhood asthma as 

“sufficient.”  The panel categorized evidence of a causal association for new onset asthma as 

between “sufficient” and “suggestive but not sufficient.”  “Suggestive of a causal association” 

was how the panel categorized evidence linking traffic-associated air pollutants with 

exacerbation of adult respiratory symptoms and lung function decrement.  It categorized as 

“inadequate and insufficient” evidence of a causal relationship between traffic-related air 

pollution and health care utilization for respiratory problems, new onset adult asthma, chronic 

obstructive pulmonary disease (COPD), nonasthmatic respiratory allergy, and cancer in adults 

and children.  Other literature reviews have been published with conclusions generally similar to 

the HEI panel’s.
781,782,783,784

  However, in 2014, researchers from the U.S. Centers for Disease 

Control and Prevention (CDC) published a systematic review and meta-analysis of studies 

evaluating the risk of childhood leukemia associated with traffic exposure and reported positive 

associations between “postnatal” proximity to traffic and leukemia risks, but no such association 

for “prenatal” exposures.
785
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Health outcomes with few publications suggest the possibility of other effects still lacking 

sufficient evidence to draw definitive conclusions.  Among these outcomes with a small number 

of positive studies are neurological impacts (e.g., autism and reduced cognitive function) and 

reproductive outcomes (e.g., preterm birth, low birth weight).
786,787,788,789

 

In addition to health outcomes, particularly cardiopulmonary effects, conclusions of numerous 

studies suggest mechanisms by which traffic-related air pollution affects health.  Numerous 

studies indicate that near-roadway exposures may increase systemic inflammation, affecting 

organ systems, including blood vessels and lungs.
790,791,792,793

  Long-term exposures in near-road 

environments have been associated with inflammation-associated conditions, such as 

atherosclerosis and asthma.
794,795,796

   

Several studies suggest that some factors may increase susceptibility to the effects of traffic-

associated air pollution.  Several studies have found stronger respiratory associations in children 

experiencing chronic social stress, such as in violent neighborhoods or in homes with high 

family stress.
797,798,799  
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The risks associated with residence, workplace, or schools near major roads are of potentially 

high public health significance due to the large population in such locations.  According to the 

2009 American Housing Survey, over 22 million homes (17.0 percent of all U.S. housing units) 

were located within 300 feet of an airport, railroad, or highway with four or more lanes.  This 

corresponds to a population of more than 50 million U.S. residents in close proximity to high-

traffic roadways or other transportation sources.  Based on 2010 Census data, a 2013 publication 

estimated that 19 percent of the U.S. population (over 59 million people) lived within 500 meters 

of roads with at least 25,000 annual average daily traffic (AADT), while about 3.2 percent of the 

population lived within 100 meters (about 300 feet) of such roads.
800

  Another 2013 study 

estimated that 3.7 percent of the U.S. population (about 11.3 million people) lived within 150 

meters (about 500 feet) of interstate highways or other freeways and expressways.
801

  On 

average, populations near major roads have higher fractions of non-white, Hispanic, or residents 

with low socioeconomic status.  Furthermore, on average, Americans spend more than an hour 

traveling each day, bringing nearly all residents into a high-exposure microenvironment for part 

of the day. 

In light of these concerns, EPA has required through the NAAQS process that air quality 

monitors be placed near high-traffic roadways for determining concentrations of CO, NO2, and 

PM2.5 (in addition to those existing monitors located in neighborhoods and other locations farther 

away from pollution sources).  Near-roadway monitors for NO2 begin operation between 2014 

and 2017 in Core Based Statistical Areas (CBSAs) with population of at least 500,000.  Monitors 

for CO and PM2.5 begin operation between 2015 and 2017.  These monitors will further our 

understanding of exposure in these locations. 

EPA and DOT continue to research near-road air quality, including the types of pollutants found 

in high concentrations near major roads and health problems associated with the mixture of 

pollutants near roads. 

10.3.8  Environmental Justice 

Environmental justice (EJ) is a principle asserting that all people deserve fair treatment and 

meaningful involvement with respect to environmental laws, regulations, and policies.  EPA 

seeks to provide the same degree of protection from environmental health hazards for all people.  

DOT shares this goal and is informed about the potential environmental impacts of its 

rulemakings through its NEPA process (see NHTSA’s DEIS).  As referenced below, numerous 

studies have found that some environmental hazards are more prevalent in areas where 
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racial/ethnic minorities and people with low socioeconomic status (SES) represent a higher 

fraction of the population compared with the general population.  In addition, compared to non-

Hispanic whites, some subpopulations defined by race and ethnicity have been shown to have 

greater levels of some health problems during some life stages.  For example, in 2014, about 13 

percent of Black, non-Hispanic and 24 percent of Puerto Rican children were estimated to 

currently have asthma, compared with 8 percent of white, non-Hispanic children.
802

 

As discussed in the DEIS, concentrations of many air pollutants are elevated near high-traffic 

roadways.  If minority populations and low-income populations disproportionately live near such 

roads, then an issue of EJ may be present.  We reviewed existing scholarly literature examining 

the potential for disproportionate exposure among minorities and people with low SES, and we 

conducted our own evaluation of two national datasets - the U.S. Census Bureau’s American 

Housing Survey for calendar year 2009 and the U.S. Department of Education’s database of 

school locations. 

Publications that address EJ issues generally report that populations living near major roadways 

(and other types of transportation infrastructure) tend to be composed of larger fractions of 

nonwhite residents.  People living in neighborhoods near such sources of air pollution also tend 

to be lower in income than people living elsewhere.  Numerous studies evaluating the 

demographics and socioeconomic status of populations or schools near roadways have found that 

they include a greater percentage of non-white, Hispanic, as well as lower SES (indicated by 

variables such as median household income) residents.  Locations in these studies include Los 

Angeles, CA; Seattle, WA; Wayne County, MI; Orange County, FL; and the State of California
 

803,804,805,806,807,808
  Such disparities may be due to multiple factors.

809
 

People with low SES often live in neighborhoods with multiple stressors and health risk factors, 

including reduced health insurance coverage rates, higher smoking and drug use rates, limited 

access to fresh food, visible neighborhood violence, and elevated rates of obesity and some 
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diseases such as asthma, diabetes, and ischemic heart disease.  Although questions remain, 

several studies find stronger associations between air pollution and health in locations with such 

chronic neighborhood stress, suggesting that populations in these areas may be more susceptible 

to the effects of air pollution.
810,811,812,813

  Household-level stressors such as parental smoking and 

relationship stress also may increase susceptibility to the adverse effects of air pollution.
814,815

 

We analyzed two national databases that allowed us to evaluate whether homes and schools were 

located near a major road and whether disparities in exposure may be occurring in these 

environments.  The American Housing Survey (AHS) includes descriptive statistics of over 

70,000 housing units across the nation.  The study survey is conducted every two years by the 

U.S. Census Bureau.  The second database we analyzed was the U.S. Department of Education’s 

Common Core of Data, which includes enrollment and location information for schools across 

the U.S. 

In analyzing the 2009 AHS, the focus was on whether or not a housing unit was located within 

300 feet of “4-or-more lane highway, railroad, or airport.”
816

  We analyzed whether there were 

differences between households in such locations compared with those in locations farther from 

these transportation facilities.
817

  We included other variables, such as land use category, region 

of country, and housing type.  We found that homes with a nonwhite householder were 22-34 

percent more likely to be located within 300 feet of these large transportation facilities than 

homes with white householders.  Homes with a Hispanic householder were 17-33 percent more 

likely to be located within 300 feet of these large transportation facilities than homes with non-

Hispanic householders.  Households near large transportation facilities were, on average, lower 
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in income and educational attainment, more likely to be a rental property and located in an urban 

area compared with households more distant from transportation facilities. 

In examining schools near major roadways, we examined the Common Core of Data (CCD) 

from the U.S. Department of Education, which includes information on all public elementary and 

secondary schools and school districts nationwide.
818

  To determine school proximities to major 

roadways, we used a geographic information system (GIS) to map each school and roadways 

based on the U.S. Census’s TIGER roadway file.
819

  We found that Hispanic, Black, and other 

non-white students were overrepresented at schools within 200 meters of the largest roadways, 

and that schools within 200 meters of the largest roadways also had higher than expected 

numbers of students eligible for free or reduced-price lunches.  For example, Black students 

represent 22 percent of students at schools located within 200 meters of a primary road, whereas 

Black students represent 17 percent of students in all U.S. schools.  Hispanic students represent 

30 percent of students at schools located within 200 meters of a primary road, whereas Hispanic 

students represent 22 percent of students in all U.S. schools. 

Overall, there is substantial evidence that among people who live or attend school near major 

roadways are more likely to be non-white, Hispanic, and/or low SES.  The emission reductions 

from these proposed standards will likely result in widespread air quality improvements, but the 

impact on pollution levels in close proximity to roadways will be most direct.  Thus, these 

proposed standards will likely help in mitigating the disparity in racial, ethnic, and economically 

based exposures.  

10.3.9 Environmental Effects of Non-GHG Pollutants 

10.3.9.1 Visibility 

Visibility can be defined as the degree to which the atmosphere is transparent to visible light.
820

  

Visibility impairment is caused by light scattering and absorption by suspended particles and 

gases.  Visibility is important because it has direct significance to people’s enjoyment of daily 

activities in all parts of the country.  Individuals value good visibility for the well-being it 

provides them directly, where they live and work, and in places where they enjoy recreational 

opportunities.  Visibility is also highly valued in significant natural areas, such as national parks 
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and wilderness areas, and special emphasis is given to protecting visibility in these areas.  For 

more information on visibility see the final 2009 PM ISA.
821

 

EPA is working to address visibility impairment.  Reductions in air pollution from 

implementation of various programs associated with the Clean Air Act Amendments of 1990 

(CAAA) provisions have resulted in substantial improvements in visibility and will continue to 

do so in the future.  Because trends in haze are closely associated with trends in particulate 

sulfate and nitrate due to the relationship between their concentration and light extinction, 

visibility trends have improved as emissions of SO2 and NOX have decreased over time due to air 

pollution regulations such as the Acid Rain Program.
822

  

In the Clean Air Act Amendments of 1977, Congress recognized visibility’s value to society by 

establishing a national goal to protect national parks and wilderness areas from visibility 

impairment caused by manmade pollution.
823

  In 1999, EPA finalized the regional haze program 

to protect the visibility in Mandatory Class I Federal areas.
824

  There are 156 national parks, 

forests and wilderness areas categorized as Mandatory Class I Federal areas.
825

  These areas are 

defined in CAA Section 162 as those national parks exceeding 6,000 acres, wilderness areas and 

memorial parks exceeding 5,000 acres, and all international parks which were in existence on 

August 7, 1977. 

EPA has also concluded that PM2.5 can cause adverse effects on visibility in other areas that are 

not targeted by the Regional Haze Rule, such as urban areas, depending on PM2.5 concentrations 

and other factors such as dry chemical composition and relative humidity (i.e., an indicator of the 

water composition of the particles).
826

  In December 2012, EPA revised the primary (health-

based) PM2.5 standards in order to increase public health protection. As part of that same review, 

the EPA generally retained the secondary (welfare-based) PM2.5 standards, concluding that the 

target level of protection against PM-related visibility impairment would be achieved in areas 

meeting the existing secondary standards for PM2.5.   

10.3.9.2  Plant and Ecosystem Effects of Ozone 

The welfare effects of ozone can be observed across a variety of scales, i.e. subcellular, cellular, 

leaf, whole plant, population and ecosystem.  Ozone can produce both acute and chronic injury 

in sensitive species depending on the concentration level and the duration of the exposure.
827

  In 
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those sensitive species,
828

 effects from repeated exposure to ozone throughout the growing 

season of the plant tend to accumulate, so that even low concentrations experienced for a longer 

duration have the potential to create chronic stress on vegetation.
829

  Ozone damage to sensitive 

species includes impaired photosynthesis and visible injury to leaves.  The impairment of 

photosynthesis, the process by which the plant makes carbohydrates (its source of energy and 

food), can lead to reduced crop yields, timber production, and plant productivity and growth.  

Impaired photosynthesis can also lead to a reduction in root growth and carbohydrate storage 

below ground, resulting in other, more subtle plant and ecosystems impacts.
830

  These latter 

impacts include increased susceptibility of plants to insect attack, disease, harsh weather, 

interspecies competition and overall decreased plant vigor.  The adverse effects of ozone on 

areas with sensitive species could potentially lead to species shifts and loss from the affected 

ecosystems,
831

 resulting in a loss or reduction in associated ecosystem goods and services.  

Additionally, visible ozone injury to leaves can result in a loss of aesthetic value in areas of 

special scenic significance like national parks and wilderness areas and reduced use of sensitive 

ornamentals in landscaping.
832

   

The most recent Integrated Science Assessment (ISA) for Ozone presents more detailed 

information on how ozone affects vegetation and ecosystems.
833

  The ISA concludes that 

ambient concentrations of ozone are associated with a number of adverse welfare effects and 

characterizes the weight of evidence for different effects associated with ozone.
834

  The ISA 

concludes that visible foliar injury effects on some vegetation, reduced vegetation growth, 

reduced productivity in terrestrial ecosystems, reduced yield and quality of some agricultural 

crops, and alteration of below-ground biogeochemical cycles are causally associated with 

exposure to ozone.  It also concludes that reduced carbon sequestration in terrestrial ecosystems, 
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alteration of terrestrial ecosystem water cycling, and alteration of terrestrial community 

composition are likely to be causally associated with exposure to ozone.  

10.3.9.3  Atmospheric Deposition 

Wet and dry deposition of ambient particulate matter delivers a complex mixture of metals (e.g., 

mercury, zinc, lead, nickel, aluminum, and cadmium), organic compounds (e.g., polycyclic 

organic matter, dioxins, and furans) and inorganic compounds (e.g., nitrate, sulfate) to terrestrial 

and aquatic ecosystems.  The chemical form of the compounds deposited depends on a variety of 

factors including ambient conditions (e.g., temperature, humidity, oxidant levels) and the sources 

of the material.  Chemical and physical transformations of the compounds occur in the 

atmosphere as well as the media onto which they deposit.  These transformations in turn 

influence the fate, bioavailability and potential toxicity of these compounds. 

Adverse impacts to human health and the environment can occur when particulate matter is 

deposited to soils, water, and biota.
835

  Deposition of heavy metals or other toxics may lead to the 

human ingestion of contaminated fish, impairment of drinking water, damage to terrestrial, 

freshwater and marine ecosystem components, and limits to recreational uses.  Atmospheric 

deposition has been identified as a key component of the environmental and human health hazard 

posed by several pollutants including mercury, dioxin and PCBs.
836 

The ecological effects of acidifying deposition and nutrient enrichment are detailed in the 

Integrated Science Assessment for Oxides of Nitrogen and Sulfur-Ecological Criteria.
837

 

Atmospheric deposition of nitrogen and sulfur contributes to acidification, altering 

biogeochemistry and affecting animal and plant life in terrestrial and aquatic ecosystems across 

the United States.  The sensitivity of terrestrial and aquatic ecosystems to acidification from 

nitrogen and sulfur deposition is predominantly governed by geology.  Prolonged exposure to 

excess nitrogen and sulfur deposition in sensitive areas acidifies lakes, rivers and soils.  

Increased acidity in surface waters creates inhospitable conditions for biota and affects the 

abundance and biodiversity of fishes, zooplankton and macroinvertebrates and ecosystem 

function.  Over time, acidifying deposition also removes essential nutrients from forest soils, 

depleting the capacity of soils to neutralize future acid loadings and negatively affecting forest 

sustainability.  Major effects in forests include a decline in sensitive tree species, such as red 

spruce (Picea rubens) and sugar maple (Acer saccharum).  In addition to the role nitrogen 

deposition plays in acidification, nitrogen deposition also leads to nutrient enrichment and 

                                                 
835

 U.S. EPA. Integrated Science Assessment for Particulate Matter (Final Report). U.S. Environmental Protection 

Agency, Washington, DC, EPA/600/R-08/139F, 2009. 
836

 U.S. EPA. (2000). Deposition of Air Pollutants to the Great Waters - Third Report to Congress. Office of Air 

Quality Planning and Standards. EPA-453/R-00-0005.   
837

 NOX and SOX secondary ISA
837

 U.S. EPA. Integrated Science Assessment (ISA) for Oxides of Nitrogen and 

Sulfur Ecological Criteria (Final Report). U.S. Environmental Protection Agency, Washington, DC, EPA/600/R-

08/082F, 2008. 
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altered biogeochemical cycling.  In aquatic systems increased nitrogen can alter species 

assemblages and cause eutrophication.  In terrestrial systems nitrogen loading can lead to loss of 

nitrogen-sensitive lichen species, decreased biodiversity of grasslands, meadows and other 

sensitive habitats, and increased potential for invasive species.  
 

Building materials including metals, stones, cements, and paints undergo natural weathering 

processes from exposure to environmental elements (e.g., wind, moisture, temperature 

fluctuations, sunlight, etc.).  Pollution can worsen and accelerate these effects. Deposition of PM 

is associated with both physical damage (materials damage effects) and impaired aesthetic 

qualities (soiling effects).  Wet and dry deposition of PM can physically affect materials, adding 

to the effects of natural weathering processes, by potentially promoting or accelerating the 

corrosion of metals, by degrading paints and by deteriorating building materials such as stone, 

concrete and marble.
838

  The effects of PM are exacerbated by the presence of acidic gases and 

can be additive or synergistic due to the complex mixture of pollutants in the air and surface 

characteristics of the material.  Acidic deposition has been shown to have an effect on materials 

including zinc/galvanized steel and other metal, carbonate stone (as monuments and building 

facings), and surface coatings (paints).
839

  The effects on historic buildings and outdoor works of 

art are of particular concern because of the uniqueness and irreplaceability of many of these 

objects. 

10.3.9.4  Environmental Effects of Air Toxics 

Emissions from producing, transporting and combusting fuel contribute to ambient levels of 

pollutants that contribute to adverse effects on vegetation.  Volatile organic compounds, some of 

which are considered air toxics, have long been suspected to play a role in vegetation damage.
840

  

In laboratory experiments, a wide range of tolerance to VOCs has been observed.
841

  Decreases 

in harvested seed pod weight have been reported for the more sensitive plants, and some studies 

have reported effects on seed germination, flowering and fruit ripening.  Effects of individual 

VOCs or their role in conjunction with other stressors (e.g., acidification, drought, temperature 

extremes) have not been well studied.  In a recent study of a mixture of VOCs including ethanol 

and toluene on herbaceous plants, significant effects on seed production, leaf water content and 

photosynthetic efficiency were reported for some plant species.
842
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 U.S. Environmental Protection Agency (U.S. EPA). 2009. Integrated Science Assessment for Particulate Matter 

(Final Report). EPA-600-R-08-139F. National Center for Environmental Assessment—RTP Division. December. 

Available on the Internet at <http://cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid=216546>. 
839

 Irving, P.M., e.d. 1991. Acid Deposition - State of Science and Technology, Volume III, Terrestrial, Materials, 

Health, and Visibility Effects, The U.S. National Acid Precipitation Assessment Program, Chapter 24, page 24–76. 
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 U.S. EPA. (1991). Effects of organic chemicals in the atmosphere on terrestrial plants. EPA/600/3-91/001.   
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Research suggests an adverse impact of vehicle exhaust on plants, which has in some cases been 

attributed to aromatic compounds and in other cases to nitrogen oxides.
843,844, 845 

10.4 Air Quality Impacts of Non-GHG Pollutants 

Changes in emissions of non-GHG pollutants due to this proposal will impact air quality.  

Information on current air quality and the results of our air quality modeling of the projected 

impacts of these rules are summarized in the following section. 

10.4.1 Current Concentrations of Non-GHG Pollutants  

Nationally, levels of PM2.5, ozone, NOX, SOX, CO and air toxics have declined significantly in 

the last 30 years and are continuing to drop as previously promulgated regulations come into full 

effect.  However, as of April 22, 2016, more than 125 million people lived in counties designated 

nonattainment for one or more of the NAAQS, and this figure does not include the people living 

in areas with a risk of exceeding a NAAQS in the future.  Many Americans continue to be 

exposed to ambient concentrations of air toxics at levels which have the potential to cause 

adverse health effects.  In addition, populations who live, work, or attend school near major 

roads experience elevated exposure concentrations to a wide range of air pollutants.  

10.4.1.1 Particulate Matter 

There are two primary NAAQS for PM2.5 - an annual standard (12.0 micrograms per cubic meter 

(μg/m3)) set in 2012 and a 24-hour standard (35 μg/m3) set in 2006, and two secondary NAAQS 

for PM2.5 - an annual standard (15.0 μg/ m3) set in 1997 and a 24-hour standard (35 μg/m3) set 

in 2006. 

There are many areas of the country that are currently in nonattainment for the annual and 24-

hour primary PM2.5 NAAQS.  As of April 22, 2016, more than 23 million people lived in the 7 

areas that are still designated as nonattainment for the 1997 annual PM2.5 NAAQS.  These PM2.5 

nonattainment areas are comprised of 33 full or partial counties.  As of April 22, 2016, 9 areas 

aredesignated as nonattainment for the 2012 annual PM2.5 NAAQS; these areas are composed of 

20 full or partial counties with a population of more than 23 million.   As of April 22, 2016, 16 

areas aredesignated as nonattainment for the 2006 24-hour PM2.5 NAAQS, these areas are 

composed of 46 full or partial counties with a population of more than 32 million. In total, there 

are currently 24 PM2.5 nonattainment areas with a population of more than 39 million people. 
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The EPA has already adopted many mobile source emission control programs that are expected 

to reduce ambient PM concentrations.  As a result of these and other federal, state and local 

programs, the number of areas that fail to meet the PM2.5 NAAQS in the future is expected to 

decrease.  However, even with the implementation of all current state and federal regulations, 

there are projected to be counties violating the PM2.5 NAAQS well into the future.  States will 

need to meet the 2006 24-hour standards in the 2015-2019 timeframe and the 2012 primary 

annual standard in the 2021-2025 timeframe. 

10.4.1.2 Ozone 

The primary and secondary NAAQS for ozone are 8-hour standards with a level of 0.07 ppm.  

The most recent revision to the ozone standards was in 2015; the previous 8-hour ozone primary 

standard, set in 2008, had a level of 0.075 ppm.  As of April 22, 2016, there were 44 ozone 

nonattainment areas for the 2008 ozone NAAQS, composed of 216 full or partial counties, with a 

population of more than 120 million. 

States with ozone nonattainment areas are required to take action to bring those areas into 

attainment.  The attainment date assigned to an ozone nonattainment area is based on the area’s 

classification.  The attainment dates for areas designated nonattainment for the 2008 8-hour 

ozone NAAQS are in the 2015 to 2032 timeframe, depending on the severity of the problem in 

each area.  Nonattainment area attainment dates associated with areas designated for the 2015 

NAAQS will be in the 2020-2037 timeframe, depending on the severity of the problem in each 

area. 

EPA has already adopted many emission control programs that are expected to reduce ambient 

ozone levels.  As a result of these and other federal, state and local programs, 8-hour ozone 

levels are expected to improve in the future.  However, even with the implementation of all 

current state and federal regulations, there are projected to be counties violating the ozone 

NAAQS well into the future.   

10.4.1.3 Nitrogen Dioxide 

On April 6, 2018, based on a review of the full body of scientific evidence, EPA issued a 

decision to retain the current national ambient air quality standards (NAAQS) for oxides of 

nitrogen (NOx). The EPA has concluded that the current NAAQS protect the public health, 

including the at-risk populations of older adults, children and people with asthma, with an 

adequate margin of safety. The NAAQS for nitrogen oxides are a 1-hour standard at a level of 

100 ppb based on the 3-year average of 98th percentile of the yearly distribution of 1-hour daily 

maximum concentrations, and an annual standard at a level of 53 ppb.  

10.4.1.4 Sulfur Dioxide 

The EPA is currently reviewing the primary SO2 NAAQS and has proposed to retain the current 

primary standard (83 FR 26752, June 8, 2018), which is a 1-hour standard of 75 ppb established 
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in June 2010.  The EPA has been finalizing the initial area designations for the 2010 SO2 

NAAQS in phases, and completed designations for most of the country in December 2017. The 

EPA is under a court order to finalize initial designations by December 31, 2020, for a remaining 

set of about 50 areas where states have deployed new SO2 monitoring networks. As of July 2018, 

the EPA has designated 42 areas as nonattainment for the 2010 SO2 NAAQS in actions taken in 

2013, 2016, and 2017 (78 FR 47191, 81 FR 45049, 81 FR 89870, 83 FR 1098, and 83 FR 

14597).  There also remain 9 nonattainment areas for the primary annual SO2 NAAQS set in 

1971.  

10.4.1.5 Carbon Monoxide 

There are two primary NAAQS for CO - an 8-hour standard (9 ppm) and a 1-hour standard (35 

ppm).  The primary NAAQS for CO were retained in August 2011.  There are currently no CO 

nonattainment areas; as of September 27, 2010, all CO nonattainment areas have been re-

designated to attainment.   

The past designations were based on the existing community-wide monitoring network.  EPA is 

making changes to the ambient air monitoring requirements for CO.  The new requirements are 

expected to result in approximately 52 CO monitors operating near roads within 52 urban areas 

by January 2015 (76 FR 54294, August 31, 2011).   

10.4.1.6 Diesel Exhaust PM   

Because DPM is part of overall ambient PM and cannot be easily distinguished from overall PM, 

we do not have direct measurements of DPM in the ambient air.  DPM concentrations are 

estimated using ambient air quality modeling based on DPM emission inventories.  DPM 

emission inventories are computed as the exhaust PM emissions from mobile sources 

combusting diesel or residual oil fuel.  DPM concentrations were recently estimated as part of 

the 2011 NATA.   Areas with high concentrations are clustered in the Northeast, Great Lake 

States, California, and the Gulf Coast States and are also distributed throughout the rest of the 

U.S.  The median DPM concentration calculated nationwide is 0.76 μg/m3.     

10.4.1.7 Air Toxics 

The most recent available data indicate that the majority of Americans continue to be exposed to 

ambient concentrations of air toxics at levels which have the potential to cause adverse health 

effects.  The levels of air toxics to which people are exposed vary depending on where people 

live and work and the kinds of activities in which they engage, as discussed in detail in EPA’s 

most recent Mobile Source Air Toxics Rule.   According to the National Air Toxic Assessment 

(NATA) for 2011, mobile sources were responsible for 50% of outdoor anthropogenic toxic 

emissions and were the largest contributor to cancer and non-cancer risk from directly emitted 

pollutants.  Mobile sources are also large contributors to precursor emissions which react to form 

air toxics.  Formaldehyde is the largest contributor to cancer risk of all 71 pollutants 

quantitatively assessed in the 2011 NATA.  Mobile sources were responsible for more than 25% 
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of primary anthropogenic emissions of this pollutant in 2011 and are major contributors to 

formaldehyde precursor emissions. Benzene is also a large contributor to cancer risk, and mobile 

sources account for almost 80% of ambient exposure.  Over the years, EPA has implemented a 

number of mobile source and fuel controls which have resulted in VOC reductions, which also 

reduced formaldehyde, benzene and other air toxic emissions. 

10.4.2 Air Quality Impacts of Non-GHG Pollutants  

10.4.2.1 Impacts of Proposed Standards on Future Ambient Concentrations of PM2.5, 

Ozone and Air Toxics 

Full-scale photochemical air quality modeling is necessary to accurately project levels of criteria 

pollutants and air toxics. For the final rulemaking, a national-scale air quality modeling analysis 

will be performed to analyze the impacts of the standards on PM2.5, ozone, and selected air toxics 

(i.e., benzene, formaldehyde, acetaldehyde, acrolein and 1,3-butadiene). The length of time 

needed to prepare the necessary emissions inventories, in addition to the processing time 

associated with the modeling itself, has precluded air quality modeling for this proposal. 

Section VII.D.2 of the preamble presents projections of the changes in criteria pollutant and air 

toxics emissions because of the proposed vehicle standards; the basis for those estimates is set 

out in this chapter. The atmospheric chemistry related to ambient concentrations of PM2.5, ozone 

and air toxics is very complex, and making predictions based solely on emissions changes is 

extremely difficult.  

10.4.3 Other Unquantified Health and Environmental Effects 

In addition, the NPRM seeks comment on whether there are any other health and environmental 

impacts associated with advancements in technologies that should be considered. For example, 

the use of technologies and other strategies to reduce fuel consumption and/or GHG emissions 

could have effects on a vehicle’s life-cycle impacts (e.g., materials usage, manufacturing, end of 

life disposal), beyond the issues regarding fuel production and distribution (upstream) GHG 

emissions discussed in Section VII.D.2 of the preamble. The NPRM seeks comment on any 

studies or research in this area that should be considered in the future to assess a fuller range of 

health and environmental impacts from the light-duty vehicle fleet shifting to different 

technologies and/or materials. At this point, there is insufficient information about the lifecycle 

impacts of the myriad of available technologies, materials, and cradle-to-grave pathways to 

conduct the type of detailed assessments that would be needed in a regulatory context, but the 

NPRM requests comment on any current or future studies and research underway on this topic, 

and how such analysis could practicably and in a balanced way be integrated in the modeling, 

especially considering the characterization of specific vehicles in the analysis fleet and the 

characterization of specific technology options.   
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11 Impact of CAFE and CO2 Standards on Vehicle Safety 

In past CAFE rulemakings, NHTSA has examined the effect of CAFE standards on vehicle mass 

and the subsequent effect mass changes will have on vehicle safety. Although it was noted that 

there could also be impacts because of other factors, there was no basis for estimating those 

impacts. In this current analysis, NHTSA has expanded its safety analysis to include a more 

comprehensive measure of safety impacts. A number of factors can influence motor vehicle 

fatalities directly by influencing vehicle design or indirectly by influencing consumer behavior. 

These factors include: 

1) Changes in vehicle mass made to reduce fuel consumption. NHTSA’s statistical analysis 

of historical crash data to understand effects of vehicle mass and size on safety indicates 

reducing mass in light trucks generally improves safety, while reducing mass in 

passenger cars generally reduces safety. NHTSA’s crash simulation modeling of vehicle 

design concepts for reducing mass revealed similar trends.
846

 

 

2) The delay in the pace of consumer acquisition of newer safer vehicles that results from 

higher vehicle prices associated with technologies needed to meet higher CAFE 

standards. Because of a combination of safety regulations and voluntary safety 

improvements, passenger vehicles have become safer over time. Compared to prior 

decades, fatality rates have declined significantly because of technological safety 

improvements in terms of both crash avoidance and crashworthiness, as well as 

behavioral shifts such as increased seat belt use. The results of this analysis project that 

vehicle prices will be nearly $1,900 higher under the augural CAFE standards compared 

to the preferred alternative that would hold stringency at MY 2020 levels in MYs 2021-

2026. This will induce some consumers to delay or forgo the purchase of newer safer 

vehicles and slow the transition of the on-road fleet to one with the improved safety 

available in newer vehicles. This same factor can also shift the mix of passenger cars and 

light trucks.   

 

3) Increased driving because of better fuel economy. The “rebound effect” predicts 

consumers will drive more when the cost of driving declines. More stringent CAFE 

standards reduce vehicle operating costs, and in response, some consumers may choose to 

drive more. Driving more increases exposure to risks associated with on-road 

transportation, and this added exposure translates into higher fatalities. 

Although all three factors influence predicted fatality levels that may occur, only two of them –

the changes in vehicle mass and the changes in the acquisition of safer vehicles – are actually 
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imposed on consumers by CAFE standards. The safety of vehicles has improved over time and is 

expected to continue improving in the future commensurate with the pace of safety technology 

innovation and implementation and motor vehicle safety regulation. Safety improvements will 

likely continue regardless of changes to CAFE standards. However, its pace may be modified if 

manufacturers choose to delay or forgo investments in safety technology because of the demand 

CAFE standards impose on research, development, and manufacturing budgets. Increased 

driving associated with rebound is a consumer choice. Greater fuel economy will reduce driving 

costs, but nothing in the higher CAFE standards compels consumers to drive additional miles. If 

consumers choose to do so, they are making a decision that the utility of more driving exceeds 

the marginal operating costs as well as the added crash risk it entails. Thus, while the predicted 

fatality impacts with all three factors embedded into the model are measured, the fatalities 

associated with consumer choice decisions are accounted for separately from those resulting 

from technologies implemented in response to CAFE regulations or economic limitations 

resulting from CAFE regulation. Only those safety impacts associated with mass reduction and 

those resulting from higher vehicle prices are directly attributed to CAFE standards.
847

 This is 

reflected monetarily by valuing extra rebound miles at the full value of their added driving cost 

plus the added safety risk consumers experience, which completely offsets the societal impact of 

any added fatalities from this voluntary consumer choice. 

The safety component of CAFE analysis has evolved over time. In the 2012 final rule, the 

analysis accounted for the change in projected fatalities attributable to mass reduction of new 

vehicles. The model assumed that manufacturers would choose mass reduction as a compliance 

method across vehicle classes such that the net effect of mass reduction on fatalities was zero. 

However, in the 2016 draft Technical Assessment Report, DOT made two consequential changes 

to the analysis of fatalities associated with the CAFE standards. In particular, first, the modelling 

assumed that mass reduction technology was available to all vehicles, regardless of net safety 

impact, and second, it accounted for the incremental safety costs associated with additional miles 

traveled due to the rebound effect. The current analysis extends the analysis to report incremental 

fatality impacts associated with additional miles traveled due to the rebound effect, and identifies 
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 It could be argued fatalities resulting from consumer’s decision to delay the purchase of newer safer vehicles is 

also a market decision implying consumers fully accept the added safety risk associated with this delay and value 

the time value of money saved by the delayed purchase more than this risk. This scenario is likely accurate for some 

purchasers. For others, the added cost may represent a threshold price increase effectively preventing them from 

being financially able to purchase a new vehicle. We have no way to determine the proportion of lost sales reflected 

by these two scenarios. The added driving from the rebound effect results from a positive benefit of CAFE, which 

reduces the cost of driving. By contrast, the effect of retaining older vehicles longer results from costs imposed on 

consumers, which potentially limit their purchase options. We, thus, attribute fatalities from retaining older vehicles 

to CAFE, but not those resulting from decisions to drive more. The NPRM requests comments on this assumption.           
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the increase in fatalities associated with additional driving separately from changes in fatalities 

attributable other sources.
848

  

The current analysis adds another element: the effect that higher new vehicle prices have on new 

vehicle sales and on used vehicle scrappage, which influences total expected fatalities because 

older vehicle vintages are associated with higher rates of involvement in fatal crashes than newer 

vehicles.  Finally, a dynamic fleet share model also predicts the effects of changes in the 

standards on the share of light trucks and passenger cars in future model year light-duty vehicle 

fleets. Vehicles of different body styles have different rates of involvement in fatal crashes, so 

that changing the share of each in the projected future fleet has safety impacts; the implied safety 

effects are captured in the current modelling. The agencies seek comment on changes to the 

safety analysis made in this proposal, they seek particular comment on the following changes: 

1) The sales scrappage models as independent models: Two separate models capture the 

effects of new vehicle prices on new vehicle demand and used vehicle retirement rates—

the sales model and the scrappage model, respectively. We seek public comment on the 

methods used for each of these models, in particular we seek comment on: 

 The assumptions and variables included in the independent models  

 The techniques and data used to estimate the independent models  

 The structure and implementation of the independent models 

2) Integration of the sales and scrappage models: The new sales and scrappage models use 

many of the same predictors, but are not directly integrated. We seek public comment on, 

and data supporting whether integrating the two models is appropriate. 

3) Integration of the scrappage rates and mileage accumulation: The current model assumes 

that annual mileage accumulation and scrappage rates are independent of one another. 

We seek public comment on the appropriateness of this assumption, and data that would 

support developing an interaction between scrappage rates and mileage accumulation, or 

testing whether such an interaction is important to include. 

4) Increased risk of older vehicles: The observed increase in crash and injury risk associated 

with older vehicles is likely due to a combination of vehicle factors and driver factors. 

For example, older vehicles are less crashworthy because in general they’re equipped 

with fewer or less modern safety features, and drivers of older cars are on average 

younger and may be less skilled drivers or less risk-averse than drivers of new vehicles. 

We fit a model which includes both an age and vintage affect, but assume that the age 

effect is entirely a result of changes in average driver demographics, and not impacted by 

changes in CAFE or GHG standards. We seek comment on this approach for attributing 

increased older vehicle risk. Is the analysis likely to overestimate or underestimate the 

safety benefits under the proposed alternative?  

                                                 
848

 Drivers who travel additional miles are assumed to experience benefits that at least offset the costs they incur in 

doing so, including the increased safety risks they face. Thus while the number of additional fatalities resulting from 
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5) Changes in the mix of light trucks and passenger cars:  The dynamic fleet share model 

predicts changes in the future share of light truck and passenger car vehicles.  Changes in 

the mix of vehicles may result in increased or decreased fatalities.  Does the dynamic 

fleet share model reasonably capture consumers’ decisions about how they substitute 

between different types and sizes of vehicles depending on changes in fuel economy, 

relative and absolute prices, and other vehicle attributes?  We seek comment on whether 

our safety analysis provides a reasonable estimate of the effects of changes in fleet mix 

on future fatalities.  

11.1 Impact of Weight Reduction on Safety 

The primary goals of CAFE and CO2 standards are reducing fuel consumption and CO2 

emissions from the on-road light-duty vehicle fleet; in addition to these intended effects, the 

potential of the standards to affect vehicle safety is also considered.
849 

As a safety agency, 

NHTSA has long considered the potential for adverse safety consequences when establishing 

CAFE standards, and under the CAA, EPA considers factors related to public health and human 

welfare, including safety, in regulating emissions of air pollutants from mobile sources.   

Safety trade-offs associated with fuel economy increases have occurred in the past, particularly 

before NHTSA CAFE standards were attribute-based; past safety trade-offs may have occurred 

because manufacturers chose at the time, in response to CAFE standards, to build smaller and 

lighter vehicles, rather than adding more expensive fuel-saving technologies while maintaining 

vehicle size and mass; in general, the smaller and lighter vehicles did not fare as well in crashes 

as larger and heavier vehicles.  

Historically, as shown in FARS data analyzed by NHTSA, the safest cars generally have been 

heavy and large, while cars with the highest fatal-crash rates have been light and small. 

Manufacturers stated they will reduce vehicle mass as one of the cost-effective means of 

increasing fuel economy and reducing CO2 to meet standards, and this expectation is 

incorporated into the modeling analysis supporting the standards. Because the agencies have 

found a historical relationship between vehicle mass, size, and safety, and NHTSA sponsored 

fleet simulation research shows consistent results, it is reasonable to assume that these 

relationships will continue in the future. 

CAFE and CO2 standards are “footprint-based,” with footprint being defined as a measure of a 

vehicle’s size, roughly equal to the wheelbase times the average of the front and rear track 
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 In this rulemaking document, “vehicle safety” is defined as societal fatality rates per vehicle mile of travel 

(VMT), including fatalities to occupants of all vehicles involved in collisions, plus any pedestrians. Injuries and 

property damage are not within the scope of the statistical models discussed in this section because of data 

limitations (e.g., limited information on observed or potential relationships between safety standards and injury and 

property damage outcomes, consistency of reported injury severity levels). Rather, injuries and property damage are 

represented within the CAFE model through adjustment factors based on observed relationships between societal 

costs of fatalities and societal injury and property damage costs. 
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widths. Manufacturers are less likely than they were in the past to reduce vehicle footprint in 

order to reduce mass for increased fuel economy. Footprint-based standards create a disincentive 

for manufacturers to produce smaller-footprint vehicles. This is because, as footprint decreases, 

the corresponding fuel economy/CO2 emission target becomes more stringent. We also believe 

that the shape of the footprint curves themselves is such that the curves should neither encourage 

manufacturers to increase the footprint of their fleets, nor to decrease it. Several technologies, 

such as substitution of light, high-strength materials for conventional materials during vehicle 

redesigns, have the potential to reduce weight and conserve fuel while maintaining a vehicle’s 

footprint. 

11.2 Historical Analyses of Vehicle Mass and Safety 

Researchers have been using statistical analysis to examine the relationship of vehicle mass and 

safety in historical crash data for many years and continue to refine their techniques. In the MY 

2012-2016 final rule, the agencies stated we would conduct  further study and research into the 

interaction of mass, size, and safety to assist future rulemakings and start to work collaboratively 

by developing an interagency working group between NHTSA, EPA, DOE, and CARB to 

evaluate all aspects of mass, size, and safety. The team would seek to coordinate government-

supported studies and independent research to the greatest extent possible to ensure the work is 

complementary to previous and ongoing research and to guide further research in this area. 

The agencies also identified three specific areas to direct research in preparation for future 

CAFE/CO2 rulemaking regarding statistical analysis of historical data. First, NHTSA would 

contract with an independent institution to review statistical methods NHTSA and DRI used to 

analyze historical data related to mass, size, and safety, and to provide recommendations on 

whether existing or other methods should be used for future statistical analysis of historical data. 

This study would include a consideration of potential near multicollinearity in the historical data 

and how best to address it in a regression analysis. The 2010 NHTSA report (hereinafter 2010 

Kahane report) was also peer reviewed by two other experts in the safety field - Farmer 

(Insurance Institute for Highway Safety) and Lie (Swedish Transport Administration).
850

   

Second, NHTSA and EPA, in consultation with DOE, would update the MY 1991–1999 

database where safety analyses in the NPRM and final rule are based with newer vehicle data 

and create a common database that could be made publicly available to address concerns that 

differences in data were leading to different results in statistical analyses by different researchers. 

And third, to assess if the design of recent model year vehicles incorporating various mass 

reduction methods affect relationships among vehicle mass, size, and safety, the agencies sought 
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 All three peer reviews are available in Docket No. NHTSA-2010-0152. Docket can be accessed at 
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to identify vehicles using material substitution and smart design and to assess if there is 

sufficient crash data involving those vehicles for statistical analysis. If sufficient data exists, 

statistical analysis would be conducted to compare the relationship among mass, size, and safety 

of these smart design vehicles to vehicles of similar size and mass with more traditional designs. 

By the time of the MY 2017-2025 final rule, significant progress was made on these tasks - The 

independent review of recent and updated statistical analyses of the relationship between vehicle 

mass, size, and crash fatality rates had been completed.  NHTSA contracted with the University 

of Michigan Transportation Research Institute (UMTRI) to conduct this review, and the UMTRI 

team led by Green evaluated more than 20 papers, including studies done by NHTSA’s Kahane, 

Wenzel of the U.S. Department of Energy’s Lawrence Berkeley National Laboratory, Dynamic 

Research, Inc., and others. UMTRI’s basic findings will be discussed below. 

Some commenters in recent CAFE rulemakings, including some vehicle manufacturers, 

suggested designs and materials of more recent model year vehicles may have weakened the 

historical statistical relationships between mass, size, and safety.  It was agreed that the statistical 

analysis would be improved by using an updated database reflecting more recent safety 

technologies, vehicle designs and materials, and reflecting changes in the vehicle fleet. An 

updated database was created and employed for assessing safety effects for that final rule. The 

agencies also believed, as UMTRI found, different statistical analyses may have produced 

different results because they used slightly different datasets for their analyses.   

To try to mitigate this issue and to support the current rulemaking, NHTSA created a common, 

updated database for statistical analysis consisting of crash data of model years 2000-2007 

vehicles in calendar years 2002-2008, as compared to the database used in prior NHTSA 

analyses, which was based on model years 1991–1999 vehicles in calendar years 1995-2000. The 

new database was the most up-to-date possible, given the processing lead time for crash data and 

the need for enough crash cases to permit statistically meaningful analyses. NHTSA made the 

preliminary version of the new database, which was the basis for NHTSA’s 2011 preliminary 

report (hereinafter 2011 Kahane report), available to the public in May 2011, and an updated 

version in April 2012 (used in NHTSA’s 2012 final report, hereinafter 2012 Kahane report),
851

 

enabling other researchers to analyze the same data and hopefully minimize discrepancies in 

results because of inconsistencies across databases.
852

 

The agencies were aware several studies had been initiated using the 2011 version or the 2012 

version of NHTSA’s newly established safety database. In addition to new Kahane studies, other 

recent and on-going studies include two by Wenzel at Lawrence Berkeley National Laboratory 

(LBNL) under contract with the U.S. DOE and one by Dynamic Research, Inc. (DRI) contracted 

by the International Council on Clean Transportation (ICCT). These studies took somewhat 
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different approaches to examine the statistical relationship between fatality risk, vehicle mass, 

and size. In addition to a detailed assessment of the 2011 Kahane report, Wenzel considered the 

effect of mass and footprint reduction on casualty risk per crash, using data from 13 states. 

Casualty risk includes fatalities and serious or incapacitating injuries. Both LBNL studies were 

peer reviewed and subsequently revised and updated. DRI used models separating the effect of 

mass reduction on two components of fatality risk - crash avoidance and crashworthiness. The 

LBNL and DRI studies were available in the docket for the 2012 final rule.
853

 

Since the publication of the MY 2017-2025 final rule, NHTSA has sponsored, and is sponsoring, 

new studies and research to inform the current CAFE and CO2 rulemaking. In addition, the 

National Academy of Sciences published a new report in this area.
854

  Throughout the 

rulemaking process, NHTSA’s goal is to publish as much of the agency’s research as possible. In 

establishing standards, all available data, studies, and information objectively without regard to 

whether they were sponsored by the agencies, will be considered.  

Undertaking these tasks has helped come closer to resolving ongoing debates in statistical 

analysis research of historical crash data. It is intended that these conclusions will be applied 

going forward in future rulemakings, and it is believed the research will assist the public 

discussion of the issues. 
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11.2.1 2011 NHTSA Workshop on Vehicle Mass, Size, and Safety 

On February 25, 2011, NHTSA hosted a workshop on mass reduction, vehicle size, and fleet 

safety at the Headquarters of the U.S. Department of Transportation in Washington, D.C.
855

 The 

purpose of the workshop was to provide the agencies with a broad understanding of current 

research in the field and provide stakeholders and the public with an opportunity to weigh in on 

this issue. NHTSA also created a public docket to receive comments from interested parties who 

were unable to attend. 

Speakers included Kahane of NHTSA, Wenzel of Lawrence Berkeley National Laboratory, Van 

Auken of Dynamic Research Inc. (DRI), Padmanaban of JP Research, Inc., Lund of the 

Insurance Institute for Highway Safety, Green of the University of Michigan Transportation 

Research Institute (UMTRI), Summers of NHTSA, Peterson of Lotus Engineering, Kamiji of 

Honda, German of the International Council on Clean Transportation (ICCT), Schmidt of the 

Alliance of Automobile Manufacturers, Nusholtz of Chrysler, and Field of the Massachusetts 

Institute of Technology. 

The wide participation in the workshop allowed agencies to hear from a broad range of experts 

and stakeholders. Contributions were particularly relevant to the analysis of effects of mass 

reduction for the MY 2017-2025 final rule. Presentations were divided into two sessions 

addressing two expansive sets of issues - statistical evidence of the roles of mass and size on 

safety, and engineering realities regarding structural crashworthiness, occupant injury, and 

advanced vehicle design. Some main points from the workshop were -  

 Statistical studies of crash data attempting to identify relative recent historical effects of 

vehicle mass and size on fleet safety shows complicated relationships with many confounding 

influences in data.  

 Analyses must control for individual technologies with significant safety effects (e.g., 

Electronic Stability Control, airbags).  

 Physics of a two-vehicle crash require the lighter vehicle experience a greater change in 

velocity, which, all else being equal, often leads to disproportionately more injury risk.  

 The separation of key parameters is a challenge to analyses, as vehicle size has 

historically been highly correlated with vehicle mass.  

 There was no consensus on whether smaller, lighter vehicles maneuver better, and thus 

avoid more crashes, than larger, heavier vehicles.  

 Kahane’s results from his 2010 report found a scenario, which took some mass out of 

heavier vehicles but little or no mass out of the lightest vehicles, did not affect safety in absolute 

terms, and noted if analyses were able to consider the mass of both vehicles in a two-vehicle 

crash, results may be more indicative of future crashes.  
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11.2.2 UMTRI Report 

NHTSA contracted with the University of Michigan Transportation Research Institute (UMTRI) 

to conduct an independent review
856

 of a set of statistical analyses of relationships between 

vehicle curb weight, footprint variables (track width, wheelbase), and fatality rates from vehicle 

crashes. The purpose of this review was to examine analysis methods, data sources, and 

assumptions of statistical studies, with the objective of identifying reasons for any differences in 

results. Another objective was to examine the suitability of various methods for estimating 

fatality risks of future vehicles. 

UMTRI reviewed a set of papers, reports, and manuscripts provided by NHTSA (listed in 

Appendix A of UMTRI’s report, which is available in the docket to the MY 2017-2025 

rulemaking) examining statistical relationships between fatality or casualty rates and vehicle 

properties such as curb weight, track width, wheelbase, and other variables.   

Fundamentally, the UMTRI team concluded the database created by Kahane appeared to be an 

impressive collection of files from appropriate sources and the best ones available for answering 

the research questions considered in this study; the disaggregate logistic regression model used 

by NHTSA in its 2003 report (hereinafter 2003 Kahane report) seemed to be the most 

appropriate model, valid for the analysis in the context that it was used - finding general 

associations between fatality risk and mass, and general directions of reported associations were 

correct. 

11.2.3 2012 LBNL Reports 

In its 2012 “Phase 1” report,
857

 LBNL replicated the 2012 NHTSA baseline results and 

conducted 19 alternative regression models to test the sensitivity of the NHTSA baseline model 

to changes in the measure of risk, variables included, and data used. In its report, LBNL pointed 

out other vehicle attributes, driver characteristics, and crash circumstances were associated with 

much larger changes in risk than mass reduction.
858

 LBNL also demonstrated there was little 
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correlation between mass and fatality risk by vehicle model, even after accounting for all other 

vehicle attributes, driver characteristics, and crash circumstances.  

In its 2012 “Phase 2” report,
859

 LBNL used data from police reported crashes in the 13 states to 

study casualty (fatality plus severe injury) risk per VMT, and to divide risk per VMT into its two 

components - crash frequency (crashes per VMT) and crashworthiness/crash compatibility (risk 

per crash). LBNL found mass reduction was associated with increases in crash frequency and 

decreases in risk per crash. Preliminary versions LBNL’s Phase 1 and Phase 2 reports were 

reviewed by external reviewers, and comments were incorporated into final versions published in 

2012.  

11.2.4 2012 DRI Reports 

DRI published three preliminary reports in 2012. DRI’s preliminary Phase I report updated its 

analysis of data from 1995 to 2000 and was able to replicate results from the 2003 Kahane 

report. DRI’s preliminary Phase II report replicated 2012 NHTSA baseline results and used a 

simultaneous two-stage model to estimate separate effects of mass reduction on crash frequency 

and fatality risk per crash. Results from DRI’s two-stage model were comparable to LBNL’s 

Phase 2 analysis - mass reduction was associated with increases in crash frequency and decreases 

in risk per crash. DRI’s preliminary summary report showed the effect of two alternative 

regression models - using stopped rather than non-culpable vehicles as the basis for the induced 

exposure database, and replacing vehicle footprint with its components wheelbase and track 

width. Under these two alternatives, mass reduction was associated with more beneficial changes 

in fatality risk. The three preliminary DRI reports were peer-reviewed with comments 

incorporated into the final versions published in 2013.  

Results from LBNL’s Phase 2 and DRI’s Phase II reports implied the increase in fatality risk per 

VMT from mass reduction in lighter cars estimated by the NHTSA baseline model was because 

of increasing crash frequency and not increasing fatality risk once a crash had occurred, as mass 

was reduced. In the 2012 Kahane report, NHTSA argued effects of crash frequency could not be 

separated from risk per crash because of reporting bias in state crash data, such as lack of a crash 

severity measure, and possible bias because of underreporting of less severe crashes in certain 

states. 

11.2.5 2013 NHTSA Workshop on Vehicle Mass, Size, and Safety 

On May 13-14, 2013, NHTSA hosted a follow-on symposium to continue exploring relevant 

issues and concerns with mass, size, and potential safety tradeoffs, bringing together experts in 
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the field to discuss questions to address CAFE standards for model years 2022-2025. The first 

day of the two-day symposium focused on engineering, while the second day investigated 

various methodologies for assessing statistical evidence of roles of vehicle mass and size on 

occupant safety.
860

  

Speakers for the second day, focusing on the subject matter of this chapter, included Kahane of 

NHTSA, Nolan of the Insurance Institute for Highway, Nusholtz of Chrysler, Van Auken of 

Dynamic Research Incorporated, and Wenzel of Lawrence Berkeley National Laboratory. 

Summaries of the topics follow -  

 Kahane gave an overview of statistical studies designed to determine the incremental 

change in societal risk as vehicle mass of a particular vehicle is modified while keeping 

its footprint (the product of wheelbase and track width) constant. The physics of crashes, 

in particular conservation of momentum and equal and opposite forces, imply mass 

reduction in the heaviest vehicles and/or mass increase in the lightest vehicles can reduce 

societal risk in two-vehicle crashes. It is, therefore, reasonable that reducing disparities in 

mass ratio in the vehicle fleet (such as by reducing the mass of heavy vehicles by a larger 

percentage than that of light vehicles) should reduce societal harm. This trend was 

noticed in data for model year 2000-2007 vehicles but only statistically significant for the 

lightest group of vehicles. This is similar to results found for model year 1991-1999 

vehicles in a 2003 study. Kahane acknowledged numerous confounding factors such as 

maneuverability of different vehicle classes (although data indicated smaller cars were 

more likely to be involved in crashes), driver attributes and vulnerabilities, advances in 

restraint safety systems and vehicle structures, and electronic stability control.  

 

 Wenzel replicated Kahane’s results using the same data and methods but came to slightly 

different conclusions. Wenzel demonstrated that the effect of mass or footprint reduction 

estimated on societal risk is much smaller than the effect estimated for other vehicle 

attributes, driver characteristics, or crash circumstances. Wenzel plotted actual fatality 

risk versus weight by vehicle make and model, and estimated predicted risk by make and 

model after accounting for all control variables used in NHTSA’s baseline model except 

for mass and footprint. The remaining, or residual risk, not explained by the control 

variables has no correlation with vehicle weight. Wenzel presented results of the 19 

alternative regression models he conducted to test the sensitivity of results from 

NHTSA’s baseline model. He also presented results from LBNL’s Phase 2 analysis, 

which examined the effect of mass or footprint reduction on the two components of risk 

per VMT - crashes per VMT (crash frequency), and risk per crash (crashworthiness). His 

analysis of casualty risk using crash data from 13 states and his replication of the DRI 

two-state simultaneous regression model indicate mass reduction is associated with an 

increase in crash frequency but a decrease in risk per crash.  

 

 Van Auken also replicated Kahane’s results from the NHTSA baseline model and 
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presented results from three sensitivity regression models. Replacing footprint with its 

components wheelbase and track width reduces the estimated increase in risk from mass 

reduction in cars and suggests reduction in light trucks decreases societal risk. Using 

stopped rather than non-culpable vehicles to derive the induced exposure dataset also 

reduces the estimated increase in risk from mass reduction in lighter-than-average cars 

and light trucks and estimates mass reduction in heavier cars and trucks decreases 

societal risk. Adding these changes to the NHTSA baseline model greatly reduces the 

estimated increase in risk from mass reduction in the lightest cars and is associated with 

decreases in risk for all other vehicle types. Van Auken described in more detail his two-

stage simultaneous regression model, which allows risk per vehicle mile of travel to be 

decomposed into crashes per VMT (crash frequency) and risk per crash (crashworthiness/ 

crash compatibility). As with Wenzel’s analysis, Van Auken found mass reduction is 

associated with an increase in crash frequency but with a decrease in risk per crash. Once 

again, resulting trends were similar to those from Kahane and Wenzel. Van Auken 

explored the issue of inducing the exposure of vehicles via crash statistics in which 

relative exposure was measured by non-culpable vehicles in the crash database versus by 

its subset of stopped vehicles in the data and also investigated the effect of substituting 

footprint for track width and wheelbase as size variables in the regression.  

 

 Nusholtz of Chrysler presented an analysis of the sensitivity of the fleet-wide fatality risk 

to changes in vehicle mass and size. He noted the difficulty in finding a definitive metric 

for “size.” He dismissed some assertions of mass having negligible (or purely negative) 

effects on safety as leading to absurd conclusions in the extreme. He extended the 

methods of Joksch (1993) and Evans (1992) to estimate risk as a function of readily 

measurable vehicle attributes and reported crash characteristics. He used crash physics 

(closing speed, estimates of inelastic stiffness, and energy absorption) to estimate 

changes in fleet risk as a function of changes in these parameters. He observed mass is a 

dominant factor but believed crush space could begin to dominate if vehicles could be 

made larger. Nusholtz concurred removing more mass from larger vehicles could reduce 

risk but is not convinced such a strategy will be sufficient to meet fuel economy goals. 

He regards safety implications of mass reduction to be transition issues of greater 

importance so long as legacy heavier vehicles are used in significant numbers.  

 

 Nolan analyzed historical trends in the fleet. While median vehicle mass has increased, 

safety technologies have enhanced the safety of current small cars to the level only 

achieved by larger cars in the past. In particular, electronic stability control has reduced 

the relative importance of some severe crash modes. While acknowledging smaller 

vehicles will always be at a disadvantage, there is hope further technological advances 

such as crash avoidance systems hold promise in advancing safety. Fleet safety would be 

enhanced if these technologies could quickly penetrate across the fleet to small cars as 

well as large ones.  

 

 Nusholtz presented the results of an attempt to separate the effect of mass on crash 

outcome as distinct from the likelihood of the crash itself. It was acknowledged mass can 
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affect both. Nusholtz emphasized crash parameters (e.g., closing speed) necessarily 

dominate. Kahane suggested reporting rates might be sufficiently different to affect 

results. Nusholtz cautioned physics and statistics must be considered but in a way 

connecting them to reality rather than abstractions. Nusholtz noted assessments of that 

effect are difficult because determining when and why a crash did not occur is 

problematic against the backdrop of confounding information. 

11.2.6 Subsequent Analyses by LBNL 

As part of its review of the 2012 DRI studies, LBNL recreated DRI’s two-stage simultaneous 

regression model, which estimated the effect of mass or footprint reduction on the two 

components of fatality risk per VMT - number of crashes per VMT and risk of fatality per 

crash.
861

 LBNL first replicated DRI’s methodology of taking a random “decimated” sample of 

crash data from 10 states for induced exposure records. Although LBNL was not able to exactly 

recreate DRI’s results, its results were comparable to DRI’s, and LBNL’s Phase 2, analysis. That 

is, mass reduction is associated with - (1) increases in crash frequency for all vehicle types; and 

(2) with decreases in fatalities per crash for all vehicle types except heavier cars. LBNL then re-

ran the two-stage regression model using all crash data from the 13 states NHTSA used in their 

baseline model and obtained similar results.  

The LBNL Phase 2 study and DRI Phase II study had two unexpected results - mass reduction is 

associated with increased crash frequency but decreased risk per crash, and signs on some of the 

control variables are in the unexpected direction. Mass reduction could feasibly reduce crash risk 

due to increased maneuverability and braking capability; the converse result may reflect driver 

behavior (e.g., riskier maneuvers under higher power-to-weight ratios) or important structural 

changes under lightweighting. Examples of unexpected signs for control variables include - side 

airbags in light trucks and CUVs/minivans were estimated to reduce crash frequency; the crash 

avoidance technologies electronic stability control (ESC) and antilock braking systems (ABS) 

were estimated to reduce risk once a crash had occurred; and all-wheel-drive and brand new 

vehicles were estimated to increase risk once a crash had occurred. In addition, male drivers 

were estimated to have essentially no effect on crash frequency but were associated with a 

statistically significant increase in fatality risk once a crash had occurred. In addition, driving at 

night, on high-speed or rural roads, was associated with higher increases in risk per crash than on 

crash frequency.  

A possible explanation for these unexpected results is important control variables were not 

included in regression models. For example, crashes involving male drivers, in vehicles equipped 

with AWD, or occurring at night on rural or high-speed roads, may not be more frequent but are 
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rather more severe than other crashes, leading to greater fatality or casualty risk. Drivers who 

select vehicles with certain safety features may tend to drive more carefully, resulting in vehicle 

safety features designed to improve crashworthiness or compatibility, such as side airbags, and 

are associated with lower crash frequency.  

LBNL made several attempts to create a regression model that “corrected” these unexpected 

results. LBNL first examined results of three vehicle braking and handling tests conducted by 

Consumer Reports - the maximum speed achieved during the avoidance maneuver test, 

acceleration time from 45 to 60 mph, and dry braking distance.  

When these three test results were added to the LBNL baseline regression model of the number 

of crashes per mile of vehicle travel in cars, none of the three handling/braking variables had the 

expected effect on crash frequency. In other words, an increase in maximum maneuver speed, 

the time to reach 60 miles per hour, or braking distance on dry pavement in cars, either 

separately or combined, was associated with a decrease in the likelihood of a crash, of any type 

or with a stationary object. Adding one or all of the three handling/braking variables had 

relatively little effect on the estimated relationship between mass or footprint reduction in cars 

and crash frequency, either in all types of crashes or only in crashes with stationary objects.  

LBNL next tested the sensitivity of the relationship between mass or footprint reduction and 

crash frequency by adding five additional variables to the regression models - initial vehicle 

price, average household income, bad driver rating, alcohol/drug use, and seat belt use. An 

increase in vehicle price, household income, or belt use was associated with a decrease in crash 

frequency, while an increase in alcohol/drug use was associated with an increase in crash 

frequency, for all three vehicle types; a poor bad driver rating increases crash frequency in cars, 

but unexpectedly decreases crash frequency in light trucks and CUVs/minivans. Including these 

five variables, either individually or including all in the same regression model, did not change 

general results of the baseline LBNL regression model - mass reduction is associated with an 

increase in crash frequency in all three types of vehicles, while footprint reduction is associated 

with an increase in crash frequency in cars and light trucks but with a decrease in crash 

frequency in CUVs/ minivans. The variable with the biggest effect was initial vehicle purchase 

price, which dramatically reduced the estimated increase in crash frequency in heavier-than-

average cars (and in heavier-than-average light trucks, and all CUVs/minivans). These results 

suggest other, subtler, differences in vehicles and their drivers account for the unexpected 

finding lighter vehicles have higher crash frequencies than heavier vehicles for all three types of 

vehicles.  

In the 2012 Kahane report NHTSA suggested two possible explanations for unexpected results in 

the LBNL Phase 2 analysis and the DRI and LBNL two-stage regression models - analyses did 

not account for the severity of the crash, and possible bias in the crashes reported to police in 

different states, with less severe crashes being under-reported for certain vehicle types. LBNL 

analyzed the first of Kahane’s explanations for the unexpected result of mass reduction being 
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associated with decreased risk per crash, by re-running the baseline Phase 2 regressions after 

excluding the least-severe crashes from the state crash databases objects. Only vehicles described 

as “disabled” or as having “severe” damage were included, while vehicles driven away from the 

crash site or had functional, none, or unknown damage were excluded. Excluding non-severe 

crashes had little effect on the relationship between mass reduction and crash frequency; in either 

LBNL’s Phase 2 baseline model or the two-stage simultaneous model - mass reduction was 

associated with an increase in crash frequency and a decrease in risk per crash. Excluding the 

non-severe crashes also did not change unexpected results for other control variables - most of 

the side airbag variables and the crash compatibility variables in light trucks, continued to be 

associated with an increase in crash frequency, while antilock braking systems, electronic 

stability control, all-wheel drive, male drivers, young drivers, and driving at night, in rural 

counties, and on high speed roads continued to be associated with an increase in risk per crash. 

DOE contracted with Wenzel of LBNL to conduct an assessment of NHTSA’s updated 2016 

study of the effect of mass and footprint reductions on U.S. fatality risk per vehicle miles 

traveled (LBNL 2016 “Phase 1” preliminary report), and to provide an analysis of the effect of 

mass and footprint reduction on casualty risk per police-reported crash, using independent data 

from 13 states (LBNL 2016 “Phase 2” preliminary report).  

The 2016 LBNL Phase 1 report replicates the analysis in NHTSA’s 2016 report (hereinafter, 

2016 Puckett and Kindelberger report), using the same data and methods, and in many cases 

using the same SAS programs, to confirm NHTSA’s results. The LBNL report confirms 

NHTSA’s 2016 finding, holding footprint constant, each 100-lbs of mass reduction is associated 

with a 1.49% increase in fatality risk per vehicle miles travelled (VMT) for cars weighing less 

than 3,197 pounds, a 0.50% increase for cars weighing more than 3,197 pounds, a 0.10% 

decrease in risk for light trucks weighing less than 4,947 pounds, a 0.71% decrease in risk for 

light trucks weighing more than 4,947 pounds, and a 0.99% decrease in risk for CUVs/minivans.  

Wenzel tested the sensitivity of model estimates to changes in the measure of risk as well as 

control variables and data used in the regression models. Wenzel concluded there is a wide range 

in fatality risk by vehicle model for models possessing comparable mass or footprint, even after 

accounting for differences in drivers’ age and gender, safety features installed, and crash times 

and locations.  

The 2016 LBNL Phase 1 report notes many of the control variables NHTSA includes in its 

logistic regressions are statistically significant and have a much larger estimated effect on fatality 

risk than vehicle mass. For example, installing torso side airbags, electronic stability control, or 

an antilock braking system in a car is estimated to reduce fatality risk by at least 7%; cars driven 

by men are estimated to have a 40% higher fatality risk than cars driven by women; and cars 

driven at night, on rural roads, or on roads with a speed limit higher than 55 mph are estimated to 

have a fatality risk over 100 times higher than cars driven during the daytime on low-speed non-

rural roads. The report concludes that, while the estimated effect of mass reduction may result in 
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a statistically-significant increase in risk in certain cases, the increase is small and is 

overwhelmed by other known vehicle, driver, and crash factors.  

11.2.7 Presentation to NAS Subcommittee 

Kahane, Wenzel, Ridella, Thomas of Honda, and Nolan of IIHS, were invited to the June 2013 

NAS subcommittee on light-duty fuel economy to present results from their 2012 analyses. At 

the meeting, committee members raised several questions about the studies; presenters responded 

to these questions at the meeting, as well as in two emails in August 2013 and December 2014.  

11.2.8 2015 National Academy of Sciences Report 

In 2015, the National Academy of Sciences published the report “Cost, Effectiveness and 

Deployment of Fuel Economy Technologies for Light-Duty Vehicles.”  The report is the result 

of the work of the Committee on Assessment of Technologies for Improving the Fuel Economy 

of Light-Duty Vehicles, Phase 2, established upon the request of NHTSA to help inform the 

midterm review. The committee was asked to assess the CAFE standard program and the 

analysis leading to the setting of standards, as well as to provide its opinion on costs and fuel 

consumption improvements of a variety of technologies likely to be implemented in the light-

duty fleet between now and 2030. 

The Committee found the estimates of mass reductions to be conservative for cars; the 

Committee projected mass reductions between 5% (for small and large cars) and 6.5% (for 

midsize cars) larger than the projections. The Committee acknowledged the possibility of 

negative safety effects during the transition period because of variances in how reductions 

occurred.  Because of this, the Committee recommended NHTSA consider and, if necessary, 

take steps to mitigate this possibility. 

11.2.9 NBER Working Paper 

In a NBER working paper, Bento et al.862 (2017) present an analysis of relationships among 

traffic fatalities, CAFE standards, and distributions of MY 1989-2005 light-duty vehicle curb 

weights. Consistent with NHTSA’s mass-size-safety analyses, Bento et al. concluded decreases 

in the dispersion of curb weights have a positive effect on safety. A central conclusion in Bento 

et al. is the monetized value of the net safety improvements achieved under CAFE exceed costs 

of meeting CAFE standards (i.e., CAFE offers a positive net societal benefit independent of fuel-

related impacts). However, NHTSA identified factors in the analysis limiting the inference that 

can be drawn with respect to CAFE rulemaking going forward. The temporal range of the 

analysis does not include current footprint-based standards that incentivize light-weighting 

existing models rather than switching to lighter models. The statistical approach in the analysis 
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 Bento, A., Gillingham, K., & K. Roth. (2017). The Effect of Fuel Economy Standards on Vehicle Weight 

Dispersion and Accident Fatalities. NBER Working Paper No. 23340. 
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does not account for the rebound effect or effects of CAFE on vehicle sales (which affect per-

mile fatality risk), and Bento et al. also represented annual CAFE compliance costs at a level 

substantially less than expected costs for model years in this rulemaking. 

11.3 Recent NHTSA Analysis Supporting CAFE Rulemaking 

As mentioned previously, NHTSA and EPA’s 2012 joint final rule for MYs 2017 and beyond set 

“footprint-based” standards, with footprint being defined as roughly equal to the wheelbase 

multiplied by the average of the front and rear track widths. Basing standards on vehicle 

footprint ideally helps to discourage vehicle manufacturers from downsizing their vehicles; the 

agencies set higher (more stringent) mile per gallon (mpg) targets for smaller-footprint vehicles 

but would not similarly discourage mass reduction that maintains footprint while potentially 

improving fuel economy. Several technologies, such as substitution of light, high-strength 

materials for conventional materials during vehicle redesigns, have the potential to reduce weight 

and conserve fuel while maintaining a vehicle’s footprint and maintaining or possibly improving 

the vehicle’s structural strength and handling. 

In considering what technologies are available for improving fuel economy, including mass 

reduction, an important corollary issue for NHTSA to consider is the potential effect those 

technologies may have on safety. NHTSA has thus far specifically considered the likely effect of 

mass reduction that maintains footprint on fatal crashes. The relationship between a vehicle’s 

mass, size, and fatality risk is complex, and it varies in different types of crashes. NHTSA, along 

with others, has been examining this relationship for over a decade. The safety chapter of 

NHTSA’s April 2012 final regulatory impact analysis (FRIA) of CAFE standards for MY 2017-

2021 passenger cars and light trucks included a statistical analysis of relationships between 

fatality risk, mass, and footprint in MY 2000-2007 passenger cars and LTVs (light trucks and 

vans), based on calendar year (CY) 2002-2008 crash and vehicle-registration data;
863

 this 

analysis was also detailed in the 2012 Kahane report. 

The principal findings and conclusions of the 2012 Kahane report were mass reduction in the 

lighter cars, even while holding footprint constant, would significantly increase fatality risk, 

whereas mass reduction in the heavier LTVs would reduce societal fatality risk by reducing the 

fatality risk of occupants of lighter vehicles colliding with those heavier LTVs. NHTSA 

concluded, as a result, any reasonable combination of mass reductions that held footprint 

constant in MY 2017-2021 vehicles – concentrated, at least to some extent, in the heavier LTVs 

and limited in the lighter cars – would likely be approximately safety-neutral; it would not 

significantly increase fatalities and might well decrease them. 

                                                 
863 

Kahane, C. J. (2012). “Relationships Between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 

Passenger Cars and LTVs – Final Report,” Technical Report. Washington, D.C. - NHTSA, Report No. DOT-HS-

811-665. 
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NHTSA released a preliminary report (2016 Puckett and Kindelberger report) on the relationship 

between fatality risk, mass, and footprint in June 2016 in advance of the Draft TAR. The 

preliminary report covered the same scope as the 2012 Kahane report, offering a detailed 

description of the databases, modeling approach, and analytical results on relationships among 

vehicle size, mass, and fatalities that informed the Draft TAR. Results in the Draft TAR and the 

2016 Puckett and Kindelberger report are consistent with results in the 2012 Kahane report; 

chiefly, societal effects of mass reduction are small, and mass reduction concentrated in larger 

vehicles is likely to have a beneficial effect on fatalities, while mass reduction concentrated in 

smaller vehicles is likely to have a detrimental effect on fatalities. 

For the 2016 Puckett and Kindelberger report and Draft TAR, NHTSA, working closely with 

EPA and the DOE, performed an updated statistical analysis of relationships between fatality 

rates, mass and footprint, updating the crash and exposure databases to the latest available model 

years. The agencies analyzed updated databases that included MY 2003-2010 vehicles in CY 

2005-2011 crashes. For this PRIA, databases are the most up-to-date possible (MY 2004-2011 

vehicles in CY 2006-2012), given the processing time for crash data and the need for enough 

crash cases to permit statistically meaningful analyses. As in previous analyses, NHTSA has 

made the new databases available to the public at http://www.nhtsa.gov/fuel-economy, enabling 

other researchers to analyze the same data and hopefully minimizing discrepancies in results that 

would have been because of inconsistencies across databases. 

11.4 Updated Analysis for this Rulemaking 

The basic analytical method used to analyze the impacts of weight reduction on safety in this 

proposed rule is the same as in NHTSA’s 2012 Kahane report, 2016 Puckett and Kindelberger 

report, and the Draft TAR - the agency analyzed cross sections of the societal fatality rate per 

billion vehicle miles of travel (VMT) by mass and footprint, while controlling for driver age, 

gender, and other factors, in separate logistic regressions by vehicle class and crash type. 

“Societal” fatality rates include fatalities to occupants of all the vehicles involved in the 

collisions, plus any pedestrians. 

The temporal range of the data is now MY 2004-2011 vehicles in CY 2006-2012, updated from 

previous databases of MY 2000-2007 vehicles in CY 2002-2008 (2012 Kahane Report) and MY 

2003-2010 vehicles in CY 2005-2011 (2016 Puckett and Kindelberger report and Draft TAR). 

NHTSA purchased a file of odometer readings by make, model, and model year from Polk that 

helped inform the agency’s improved VMT estimates. As in the 2012 Kahane report, 2016 

Puckett and Kindelberger report, and the Draft TAR, the vehicles are grouped into three classes - 

passenger cars (including both 2-door and 4-door cars); CUVs and minivans; and truck-based 

LTVs. 

There are nine types of crashes specified in the analysis. Single-vehicle crashes include first-

event rollovers, collisions with fixed objects, and collisions with pedestrians, bicycles and 
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motorcycles. Two-vehicle crashes include collisions with - heavy-duty vehicles; car, CUV, or 

minivan < 3,187 pounds (the median curb weight of other, non-case, cars, CUVs and minivans in 

fatal crashes in the database); car, CUV, or minivan ≥ 3,187 pounds; truck-based LTV < 4,360 

pounds (the median curb weight of other truck-based LTVs in fatal crashes in the database); and 

truck-based LTV ≥ 4,360 pounds. An additional crash type includes all other fatal crash types 

(e.g., collisions involving more than two vehicles, animals, or trains). Splitting the “other” 

vehicles into a lighter and a heavier group permits more accurate analyses of the mass effect in 

collisions of two light vehicles. Grouping partner-vehicle CUVs and minivans with cars rather 

than LTVs is more appropriate because their front-end profile and rigidity more closely 

resembles a car than a typical truck-based LTV. 

The curb weight of passenger cars is formulated, as in the 2012 Kahane report, 2016 Puckett and 

Kindelberger report, and Draft TAR, as a two-piece linear variable to estimate one effect of mass 

reduction in the lighter cars and another effect in the heavier cars.  The boundary between 

“lighter” and “heavier” cars is 3,201 pounds (which is the median mass of MY 2004-2011 cars in 

fatal crashes in CY 2006-2012, up from 3,106 for MY 2000-2007 cars in CY 2002-2008 in the 

2012 NHTSA safety database, and up from 3,197 for MY 2003-2010 cars in CY 2005-2011 in 

the 2016 NHTSA safety database). 

Likewise, for truck-based LTVs, curb weight is a two-piece linear variable with the boundary at 

5,014 pounds (again, the MY 2004-2011 median, higher than the median of 4,594 for MY 2000-

2007 LTVs in CY 2002-2008 and the median of 4,947 for MY 2003-2010 LTVs in CY 2005-

2011). Curb weight is formulated as a simple linear variable for CUVs and minivans. 

Historically, CUVs and minivans have accounted for a relatively small share of new-vehicle 

sales over the range of the data, resulting in less crash data available than for cars or truck-based 

LTVs. 

For a given vehicle class and weight range (if applicable), regression coefficients for mass (while 

holding footprint constant) in the nine types of crashes are averaged, weighted by the number of 

baseline fatalities that would have occurred for the subgroup MY 2008-2011 vehicles in CY 

2008-2012 if these vehicles had all been equipped with electronic stability control (ESC). The 

adjustment for ESC, a feature of the analysis added in 2012, takes into account results will be 

used to analyze effects of mass reduction in future vehicles, which will all be ESC-equipped, as 

required by NHTSA’s regulations. 

Techniques developed in the 2011 (preliminary) and 2012 (final) Kahane reports have been 

retained to test statistical significance and to estimate 95 percent confidence bounds (sampling 

error) for mass effects and to estimate the combined annual effect of removing 100 pounds of 

mass from every vehicle (or of removing different amounts of mass from the various classes of 

vehicles), while holding footprint constant. 
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NHTSA considered the near multicollinearity of mass and footprint to be a major issue in the 

2010 Kahane report
864

 and voiced concern about inaccurately estimated regression 

coefficients.
865

  High correlations between mass and footprint and variance inflation factors 

(VIF) have not changed from MY 1991-1999 to MY 2004-2011; large vehicles continued to be, 

on the average, heavier than small vehicles to the same extent as in the previous decade.
866

   

Nevertheless, multicollinearity appears to have become less of a problem in the 2012 Kahane, 

2016 Puckett and Kindelberger/Draft TAR, and current NHTSA analyses. Ultimately, only three 

of the 27 core models of fatality risk by vehicle type in the current analysis indicate the potential 

presence of effects of multicollinearity, with estimated effects of mass and footprint reduction 

greater than two percent per 100-pound mass reduction and one-square-foot footprint reduction, 

respectively; these three models include passenger cars and CUVs in first-event rollovers, and 

CUVs in collisions with LTVs greater than 4,360 pounds. This result is consistent with the 2016 

Puckett and Kindelberger report, which also found only three cases out of 27 models with 

estimated effects of mass and footprint reduction greater than two percent per 100-pound mass 

reduction and one-square-foot footprint reduction. 

Table 11-1 presents the estimated percent increase in U.S. societal fatality risk per ten billion 

VMT for each 100-pound reduction in vehicle mass, while holding footprint constant, for each of 

the five vehicle classes: 

Table 11-1 - Fatality Increase (%) per 100-Pound Mass Reduction While Holding Footprint 

Constant - MY 2004-2011, CY 2006-2012 

 Point Estimate 95% Confidence Bounds 

Cars < 3,197 pounds 1.20 -.35 to +2.75 

Cars > 3,197 pounds 0.42 -.67 to +1.50 

CUVs and minivans -0.25 -1.55 to +1.04 

Truck-based LTVs < 4,947 pounds 0.31 - .51 to  +1.13 

Truck-based LTVs > 4,947 pounds -0.61 -1.46 to +.25 

 

                                                 
864

 Kahane, C. J. (2010). Relationships Between Fatality Risk, Mass, and Footprint in Model Year 1991-1999 and 

Other Passenger Cars and LTVs. Final Regulatory Impact Analysis - Corporate Average Fuel Economy for MY 

2012-MY 2016 Passenger Cars and Light Trucks. Washington, D.C. - NHTSA, pp. 464-542, 

http://www.nhtsa.dot.gov/staticfiles/DOT/NHTSA/Rulemaking/Rules/Associated%20Files/CAFE_2012-

2016_FRIA_04012010.pdf.  
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 Van Auken and Green also discussed the issue in their presentations at the NHTSA Workshop on Vehicle Mass-

Size-Safety in Washington, D.C. February 25, 2011, http://www.nhtsa.gov/Laws+&+Regulations/CAFE+-

+Fuel+Economy/NHTSA+Workshop+on+Vehicle+Mass-Size-Safety. 
866 

Greene, W. H. (1993). Econometric Analysis, Second Edition. New York - Macmillan Publishing Company, pp. 

266-268; Allison, P.D. (1999), Logistic Regression Using the SAS System. Cary, NC - SAS Institute Inc., pp. 48-51.  

VIF scores are in the 6-9 range for curb weight and footprint in NHTSA’s new database – i.e., in the somewhat 

unfavorable 2.5-10 range where near multicollinearity begins to become a concern in logistic regression analyses. 
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None of the estimated effects have 95-percent confidence bounds that exclude zero, and thus are 

not statistically significant at the 95-percent confidence level. Two estimated effects are 

statistically significant at the 85-percent level. Societal fatality risk is estimated to - (1) increase 

by 1.2 percent if mass is reduced by 100 pounds in the lighter cars; and (2) decrease by 0.61 

percent if mass is reduced by 100 pounds in the heavier truck-based LTVs. The estimated 

increases in societal fatality risk for mass reduction in the heavier cars and the lighter truck-

based LTVs, and the estimated decrease in societal fatality risk for mass reduction in CUVs and 

minivans are not significant, even at the 85-percent confidence level. 

Confidence bounds estimate only the sampling error internal to the data used in the specific 

analysis that generated the point estimate. Point estimates are also sensitive to the modification 

of components of the analysis, as discussed at the end of this section. However, this degree of 

uncertainty is methodological in nature rather than statistical.   

It is useful to compare the new results in Table 11-1 to results in the 2012 Kahane report (MY 

2000-2007 vehicles in CY 2002-2008) and the 2016 Puckett and Kindelberger report and Draft 

TAR (MY 2003-2010 vehicles in CY 2005-2011), presented in Table 11-2 below: 

Table 11-2 - Fatality Increase (%) per 100-Pound Mass Reduction While Holding Footprint 

Constant 

Vehicle Class867 

2012 

Report 

Point 

Estimate 

2016 

Report/Draft 

TAR Point 

Estimate 

2012 Report 

95% 

Confidence 

Bounds 

2016 Report 

95% 

Confidence 

Bounds 

Lighter Passenger Cars 1.56 1.49 
+.39 to 

+2.73 
-.30 to +3.27 

Heavier Passenger Cars .51 .50 -.59 to 1.60 -.59 to +1.60 

CUVs and minivans -.37 -.99 -1.55 to +.81 -2.17 to +.19 

Lighter Truck-based LTVs .52 -.10 -.45 to +1.48 -1.08 to +.88 

Heavier Truck-based LTVs -.34 -.72 -.97 to + .30 -1.45 to +.02 

 

New results are directionally the same as in 2012; in the 2016 analysis, the estimate for lighter 

LTVs was of opposite sign (but small magnitude). Consistent with the 2012 Kahane and 2016 

Puckett and Kindelberger reports, mass reductions in lighter cars are estimated to lead to 

increases in fatalities, and mass reductions in heavier LTVs are estimated to lead to decreases in 

fatalities. However, NHTSA does not consider this conclusion to be definitive because of the 

relatively wide confidence bounds of the estimates. The estimated mass effects are similar 

among analyses for both classes of passenger cars; for all reports, the estimate for lighter 

                                                 
867

 Median curb weights in the 2012 Kahane report - 3,106 pounds for cars, 4,594 pounds for truck-based LTVs. 

Median curb weights in the 2016 Puckett and Kindelberger report - 3,197 pounds for cars, 4,947 pounds for truck-

based LTVs. 
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passenger cars is statistically significant at the 85-percent confidence level, while the estimate for 

heavier passenger cars is insignificant.   

The estimated mass effect for heavier truck-based LTVs is stronger in this analysis and in the 

2016 Puckett and Kindelberger report than in the 2012 Kahane report; both estimates are 

statistically significant at the 85-percent confidence level, unlike the corresponding insignificant 

estimate in the 2012 Kahane report. The estimated mass effect for lighter truck-based LTVs is 

insignificant and positive in this analysis and the 2012 Kahane report, while the corresponding 

estimate in the 2016 Puckett and Kindelberger report was insignificant and negative. 

Vehicle mass continued an historical upward trend across the MYs in the newest databases. The 

average (VMT-weighted) masses of passenger cars and CUVs both increased by approximately 

3% from MYs 2004 to 2011 (3,184 pounds to 3,289 pounds for passenger cars, and 3,821 pounds 

to 3,924 pounds for CUVs). Over the same period, the average mass of minivans increased by 

6% (from 4,204 pounds to 4,462 pounds), and the average mass of LTVs increased by 10% 

(from 4,819 pounds to 5,311 pounds). Historical reasons for mass increases within vehicle 

classes include - manufacturers discontinuing lighter models; manufacturers re-designing models 

to be heavier and larger; and shifting consumer preferences with respect to cabin size and overall 

vehicle size. 

The principal difference between heavier vehicles, especially truck-based LTVs, and lighter 

vehicles, especially passenger cars, is mass reduction has a different effect in collisions with 

another car or LTV. When two vehicles of unequal mass collide, the change in velocity (delta V) 

is greater in the lighter vehicle. Through conservation of momentum, the degree to which the 

delta V in the lighter vehicle is greater than in the heavier vehicle is proportional to the ratio of 

mass in the heavier vehicle to mass in the lighter vehicle: 

Equation 11-1 - Delta V for Focal Vehicle 

∆𝑣1 =
𝑚2

𝑚1
∆𝑣2 

Where: 

 ∆𝑣1 is the delta V for a focal vehicle, ∆𝑣2 is the delta V for a partner vehicle, and 
𝑚2

𝑚1
 is 

the mass of the partner vehicle divided by the mass of the focal vehicle. 

 

Because fatality risk is a positive function of delta V, the fatality risk in the lighter vehicle in 

two-vehicle collisions is also higher. Removing some mass from the heavy vehicle reduces delta 

V in the lighter vehicle, where fatality risk is higher, resulting in a large benefit, offset by a small 

penalty because delta V increases in the heavy vehicle where fatality risk is low – adding up to a 

net societal benefit. Removing some mass from the lighter vehicle results in a large penalty 

offset by a small benefit – adding up to net harm.  
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These considerations drive the overall result - Mass reduction is associated with an increase in 

fatality risk in lighter cars, a decrease in fatality risk in heavier LTVs, CUVs, and minivans, and 

has smaller effects in the intermediate groups.  Mass reduction may also be harmful in a crash 

with a movable object such as a small tree, which may break if hit by a high mass vehicle 

resulting in a lower delta V than may occur if hit by a lower mass vehicle which does not break 

the tree and therefore has a higher delta V.  However, in some types of crashes not involving 

collisions between cars and LTVs, especially first-event rollovers and impacts with fixed objects, 

mass reduction may not be harmful and may be beneficial. To the extent lighter vehicles may 

respond more quickly to braking and steering, or may be more stable because their center of 

gravity is lower, they may more successfully avoid crashes or reduce the severity of crashes. 

Farmer, Green, and Lie, who reviewed the 2010 Kahane report, again peer-reviewed the 2011 

Kahane report.
868  

In preparing his 2012 report (along with the 2016 Puckett and Kindelberger 

report and Draft TAR), Kahane also took into account Wenzel’s
869 

assessment of the preliminary 

report and its peer reviews, DRI’s analyses published early in 2012, and public comments such 

as the International Council on Clean Transportation’s comments submitted on NHTSA and 

EPA’s 2010 notice of joint rulemaking.
870 

These comments prompted supplementary analyses, 

especially sensitivity tests, discussed at the end of this section. 

The regression results are best suited to predict the effect of a small change in mass, leaving all 

other factors, including footprint, the same. With each additional change from the current 

environment (e.g., the scale of mass change, presence and prevalence of safety features, 

demographic characteristics), the model may become less accurate. It is recognized that the light-

duty vehicle fleet in the MY 2021-2026 timeframe will be different from the MY 20042011 

fleet analyzed here. 

Nevertheless, one consideration provides some basis for confidence in applying regression 

results to estimate effects of relatively large mass reductions or mass reductions over longer 

periods. This is NHTSA’s sixth evaluation of effects of mass reduction and/or downsizing,
871

 

comprising databases ranging from MYs 1985 to 2011. 
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 Items 0035 (Lie), 0036 (Farmer) and 0037 (Green) in Docket No. NHTSA-2010-0152. 
869

 For the 2012 Wenzel reports see - “U.S. DOT/DOE - Final Report - An Analysis of the Relationship between 

Casualty Risk Per Crash and Vehicle Mass and Footprint for Model Year 2000-2007 Light Duty Vehicles,” Docket 

NHTSA-0131-0315; “Lawrence Berkeley National Laboratory -Assessment of NHTSA Report Relationships Btw 

Fatality Risk Mass and Footprint in MY 2000-2007 PC and LTV,” Docket NHTSA-2010-0131-0315; and a peer 

review of Wenzel’s reports – “Final Report of Peer Review of LBNL Reports,” Docket NHTSA-2010-0131-0328.
 

870
 Item 0258 in Docket No. NHTSA-2010-0131. 

871
 As outlined throughout this section, NHTSA’s six related studies include the new analysis supporting this 

rulemaking, and - Kahane, C. J. (2003). Vehicle Weight, Fatality Risk and Crash Compatibility of Model Year 1991-

99 Passenger Cars and Light Trucks, NHTSA Technical Report. DOT HS 809 662. Washington, D.C. - NHTSA, 

http://wwwnrd.nhtsa.dot.gov/Pubs/809662.PDF; Kahane, C. J. (2010). “Relationships Between Fatality Risk, Mass, 

and Footprint in Model Year 1991-1999 and Other Passenger Cars and LTVs,” Final Regulatory Impact Analysis - 

Corporate Average Fuel Economy for MY 2012-MY 2016 Passenger Cars and Light Trucks. Washington, D.C. - 
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Results of the six studies are not identical, but they have been consistent to a point. During this 

time period, many makes and models have increased substantially in mass, sometimes as much 

as 30-40%.
872  

If the statistical analysis has, over the past years, been able to accommodate mass 

increases of this magnitude, perhaps it will also succeed in modeling effects of mass reductions 

of approximately 10-20%, should they occur in the future. 

11.4.1 Calculation of MY 2021-2026 Safety Impact 

Neither CAFE standards nor this analysis mandate mass reduction, or mandate mass reduction 

occur in any specific manner. However, mass reduction is one of the technology applications 

available to manufacturers, and thus a degree of mass reduction is allowed within the CAFE 

model to - (1) determine capabilities of manufacturers; and (2) to predict cost and fuel 

consumption effects of improved CAFE standards. 

The agency utilized the relationships between weight and safety from the new NHTSA analysis, 

expressed as percentage increases in fatalities per 100-pound weight reduction, and examined the 

weight impacts assumed in this CAFE analysis. The effects of mass reduction on safety were 

estimated relative to estimated baseline levels of safety across vehicle classes and model years. 

To identify baseline levels of safety, the agency examined effects of identifiable safety trends 

over lifetimes of vehicles produced in each model year. The projected effectiveness of existing 

and forthcoming safety technologies and expected on-road fleet penetration of safety 

technologies were incorporated into observed trends in fatality rates to estimate baseline fatality 

rates in future years across vehicle classes and model years.  

The agency assumed safety trends will result in a reduction in the target population of fatalities 

from which the vehicle mass impacts are derived. Table 11-3 through Table 11-5 show results of 

NHTSA’s vehicle mass-size-safety analysis over the cumulative lifetime of MY 1977-2029 

vehicles based on the MY 2016 baseline fleet, accounting for the projected safety baselines. The 

corresponding results from the CO2 Program model are presented in Table 11-6 through Table 

11-8. The reported fatality impacts are undiscounted, but the monetized safety impacts are 

discounted at three-percent and seven-percent discount rates. The reported fatality impacts are 

                                                                                                                                                             
NHTSA pp. 464-542, 

http://www.nhtsa.dot.gov/staticfiles/DOT/NHTSA/Rulemaking/Rules/Associated%20Files/CAFE_2012-

2016_FRIA_04012010.pdf; Kahane, C. J. (2011). Relationships Between Fatality Risk, Mass, and Footprint in 

Model Year 2000-2007 Passenger Cars and LTVs – Preliminary Report. (Docket No. NHTSA-2010-0152- 0023). 

Washington, D.C. - NHTSA; Kahane, C.J. (2012). Relationships Between Fatality Risk, Mass, and Footprint in 

Model Year 2000-2007 Passenger Cars and LTVs - Final Report, NHTSA Technical Report. Washington, D.C. - 

NHTSA, Report No. DOT-HS-811-665; and Puckett, S.M. and Kindelberger, J.C. (2016, June). Relationships 

between Fatality Risk, Mass, and Footprint in Model Year 2003-2010 Passenger Cars and LTVs – Preliminary 

Report. (Docket No. NHTSA- 2016-0068). Washington, D.C. - NHTSA. 
872

 For example, one of the most popular models of small 4-door sedans increased in curb weight from 1,939 pounds 

in MY 1985 to 2,766 pounds in MY 2007, a 43% increase. A high-sales mid-size sedan grew from 2,385 to 3,354 

pounds (41%); a best-selling pickup truck from 3,390 to 4,742 pounds (40%) in the basic model with 2-door cab and 

rear-wheel drive; and a popular minivan from 2,940 to 3,862 pounds (31%). 

http://www.nhtsa.dot.gov/staticfiles/DOT/NHTSA/Rulemaking/Rules/Associated%20Files/CAFE_2012-2016_FRIA_04012010.pdf
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estimated increases or decreases in fatalities over the lifetime of the model year fleet. A positive 

number means that fatalities are projected to increase, a negative number (in parentheses) means 

that fatalities are projected to decrease.  

Results are driven extensively by the degree to which mass is reduced in relatively light 

passenger cars and in relatively heavy vehicles because their coefficients in the logistic 

regression analysis have the most significant values. The analysis assumes that any impact on 

fatalities will occur over the lifetime of the vehicle, and that the chance of a fatality occurring in 

any particular year is directly related to the weighted vehicle miles traveled in that year. 
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Table 11-3 - Comparison of the Calculated Vehicle-Mass-Related Fatality Impacts over the Lifetime of MY 1977 through MY 

2029 Light-Duty Vehicles, by Policy Alternative, Relative to Augural Standards, CAFE Model,  Fatalities Undiscounted, 

Dollars Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -160 -147 -143 -173 -152 -73 -12 -30 

 
        

Fatality Costs ($ Billion, 3% 

Discount Rate) 
-0.9 -0.9 -0.8 -1.1 -0.9 -0.4 -0.1 -0.2 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-0.5 -0.5 -0.5 -0.6 -0.5 -0.2 0.0 -0.1 

 
        

Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-1.5 -1.3 -1.3 -1.7 -1.5 -0.7 -0.1 -0.3 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.8 -0.7 -0.7 -1.0 -0.8 -0.4 -0.1 -0.2 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-2.4 -2.2 -2.1 -2.7 -2.4 -1.1 -0.2 -0.5 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-1.3 -1.2 -1.2 -1.6 -1.4 -0.6 -0.1 -0.3 
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Table 11-4 - Comparison of the Calculated Vehicle-Mass-Related Fatality Impacts over the Lifetime of MY 1977 through MY 

2029 Passenger Cars, by Policy Alternative, Relative to Augural Standards, CAFE Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -281 -262 -234 -197 -167 -87 -17 -42 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
-1.7 -1.6 -1.4 -1.2 -1.0 -0.5 -0.1 -0.3 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-1.0 -0.9 -0.8 -0.7 -0.6 -0.3 -0.1 -0.1 

 
        

Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-2.7 -2.5 -2.3 -1.9 -1.6 -0.8 -0.2 -0.4 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-1.6 -1.5 -1.3 -1.1 -0.9 -0.5 -0.1 -0.2 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-4.4 -4.2 -3.7 -3.1 -2.6 -1.4 -0.3 -0.7 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-2.5 -2.4 -2.1 -1.8 -1.5 -0.8 -0.1 -0.4 
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Table 11-5 - Comparison of the Calculated Vehicle-Mass-Related Fatality Impacts over the Lifetime of MY 1977 through MY 

2029 Light Trucks, by Policy Alternative, Relative to Augural Standards, CAFE Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities 120 116 92 25 15 14 6 12 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
0.8 0.8 0.6 0.2 0.1 0.1 0.0 0.1 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
0.5 0.5 0.4 0.1 0.1 0.1 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
1.2 1.2 0.9 0.2 0.2 0.1 0.1 0.1 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
0.8 0.7 0.6 0.1 0.1 0.1 0.0 0.1 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
2.0 2.0 1.5 0.4 0.3 0.2 0.1 0.2 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
1.3 1.2 1.0 0.2 0.2 0.1 0.0 0.1 
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Table 11-6 - Comparison of the Calculated Vehicle-Mass-Related Fatality Impacts over the Lifetime of MY 1977 through MY 

2029 Light-Duty Vehicles, by Policy Alternative, Relative to Augural Standards, CO2 Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -468 -461 -410 -297 -219 -186 -111 -85 

 
        

Fatality Costs ($ Billion, 3% 

Discount Rate) 
-2.9 -2.9 -2.6 -1.9 -1.4 -1.2 -0.7 -0.5 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-1.7 -1.7 -1.5 -1.1 -0.8 -0.7 -0.5 -0.3 

 
        

Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-4.6 -4.5 -4.0 -2.9 -2.2 -1.9 -1.1 -0.8 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-2.7 -2.7 -2.4 -1.7 -1.3 -1.1 -0.7 -0.5 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-7.5 -7.4 -6.6 -4.8 -3.5 -3.1 -1.9 -1.4 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-4.4 -4.4 -3.9 -2.8 -2.1 -1.9 -1.2 -0.8 
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Table 11-7 - Comparison of the Calculated Vehicle-Mass-Related Fatality Impacts over the Lifetime of MY 1977 through MY 

2029 Passenger Cars, by Policy Alternative, Relative to Augural Standards, CO2 Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -567 -551 -502 -389 -242 -205 -139 -92 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
-3.6 -3.5 -3.2 -2.5 -1.5 -1.3 -0.9 -0.6 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-2.1 -2.1 -1.9 -1.5 -0.9 -0.8 -0.6 -0.3 

 
        

Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-5.6 -5.5 -5.0 -3.9 -2.4 -2.1 -1.4 -0.9 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-3.3 -3.3 -3.0 -2.3 -1.4 -1.3 -0.9 -0.5 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-9.2 -9.0 -8.2 -6.4 -3.9 -3.4 -2.3 -1.5 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-5.5 -5.3 -4.9 -3.8 -2.3 -2.0 -1.5 -0.9 
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Table 11-8 - Comparison of the Calculated Vehicle-Mass-Related Fatality Impacts over the Lifetime of MY 1977 through MY 

2029 Light Trucks, by Policy Alternative, Relative to Augural Standards, CO2 Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities 98 90 91 92 23 19 28 6 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
0.7 0.6 0.6 0.6 0.2 0.1 0.2 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
0.4 0.4 0.4 0.4 0.1 0.1 0.1 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
1.0 1.0 1.0 1.0 0.2 0.2 0.3 0.1 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
0.7 0.6 0.6 0.6 0.1 0.1 0.2 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
1.7 1.6 1.6 1.6 0.4 0.3 0.5 0.1 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
1.1 1.0 1.0 1.0 0.2 0.2 0.3 0.0 



 

1359 

 

For all light-duty vehicles in the CAFE model, mass changes are estimated to lead to a decrease 

in fatalities over the cumulative lifetime of MY 1977-2029 vehicles in all alternatives evaluated. 

The effects of mass changes on fatalities range from a combined decrease (relative to the augural 

standards, the baseline) of 12 fatalities for Alternative #7 to a combined decrease of 173 fatalities 

for Alternative #4. The difference in results by alternative depends upon how much weight 

reduction is used in that alternative and the types and sizes of vehicles to which the weight 

reduction applies. The decreases in fatalities are driven by impacts within passenger cars 

(decreases of between 17 and 281 fatalities) and are offset by impacts within light trucks 

(increases of between 6 and 120 fatalities). 

Additionally, social effects of increasing fatalities can be monetized using NHTSA’s estimated 

comprehensive cost per life of $9,900,000 in 2016 dollars. This consists of a value of a statistical 

life of $9.6 million in 2015 dollars plus external economic costs associated with fatalities such as 

medical care, insurance administration costs and legal costs, updated for inflation to 2016 

dollars.
 

Typically, NHTSA would also estimate the effect on injuries and add that to social costs of 

fatalities, but in this case NHTSA does not have a model estimating the effect of vehicle mass on 

injuries. Blincoe et al. estimates that fatalities account for 39.5 percent of total comprehensive 

costs due to injury.
873  

If vehicle mass impacts non-fatal injuries proportionally to its impact on 

fatalities, then total costs would be approximately 2.53 (1/0.395) times the value of fatalities 

alone, or around $25.07 million per fatality. NHTSA has selected this value as representative of 

the relationship between fatality costs and injury costs because this approach is internally 

consistent among NHTSA studies. 

Changes in vehicle mass are estimated in the CAFE model to decrease social safety costs over 

the lifetime of the nine model years by between $176 million (for Alternative #7) and $2.7 

billion (for Alternative #4) relative to the augural standards at a three-percent discount rate, and 

by between $97 million and $1.6 billion at a seven-percent discount rate. The estimated 

decreases in social safety costs are driven by estimated decreases in costs associated with 

passenger cars, ranging from $264 million (for Alternative #7) to $4.4 billion (for Alternative #1) 

relative to the augural standards at a three-percent discount rate, and by between $146 million 

and $2.5 billion at a seven-percent discount rate. The estimated decreases in costs associated 

with passenger cars are offset by estimated increases in costs associated with light trucks, 

ranging from $88 million (for Alternative #7) to $2.0 billion (for Alternative #1) relative to the 

augural standards at a three-percent discount rate, and by between $49 million and $1.3 billion at 

a seven-percent discount rate. 

                                                 
873

 Blincoe, L.J., Miller, T.R., Zaloshnja, E., & Lawrence, B.A. (2015). The Economic and Social Impact of Motor 

Vehicle Crashes, 2010 (Revised). Report No. DOT HS 812 013. Washington, D.C. - NHTSA. The estimate of 39.5% 

(see Table 1-8) is equal to the estimated value of MAIS6 (fatal) injuries in vehicle incidents divided by the estimated 

value of MAIS0-MAIS6 (non-fatal and fatal) injuries in vehicle incidents. 
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Table 11-9 through Table 11-11 presents average annual estimated safety effects of vehicle mass 

changes, for calendar years 2035-2045. Table 11-12 through Table 11-14 present the 

corresponding results from the CO2 Program model: 
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Table 11-9 - Comparison of the Calculated Annual Average Vehicle-Mass-Related Fatality Impacts for CY 2035-2045 in 

Light-Duty Vehicles, by Policy Alternative, Relative to Augural Standards, CAFE Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -22 -19 -17 -17 -16 -6 0 -2 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
-0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.2 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.3 -0.2 -0.2 -0.2 -0.2 -0.1 0.0 0.0 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 
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Table 11-10 - Comparison of the Calculated Annual Average Vehicle-Mass-Related Fatality Impacts for CY 2035-2045 in 

Passenger Cars, by Policy Alternative, Relative to Augural Standards, CAFE Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -33 -31 -27 -20 -18 -8 -1 -3 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
-0.2 -0.2 -0.1 -0.1 -0.1 0.0 0.0 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-0.1 -0.1 -0.1 0.0 0.0 0.0 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.3 -0.2 -0.2 -0.2 -0.1 -0.1 0.0 0.0 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.4 -0.4 -0.3 -0.3 -0.2 -0.1 0.0 0.0 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.2 -0.2 -0.1 -0.1 -0.1 0.0 0.0 0.0 
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Table 11-11 - Comparison of the Calculated Annual Average Vehicle-Mass-Related Fatality Impacts for CY 2035-2045 in 

Light Trucks, by Policy Alternative, Relative to Augural Standards, CAFE Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities 12 11 10 4 2 2 1 1 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
0.2 0.2 0.1 0.0 0.0 0.0 0.0 0.0 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 
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Table 11-12 - Comparison of the Calculated Annual Average Vehicle-Mass-Related Fatality Impacts for CY 2035-2045 in 

Light-Duty Vehicles, by Policy Alternative, Relative to Augural Standards, CO2 Program Model, Fatalities Undiscounted, 

Dollars Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -56 -52 -42 -34 -15 -13 -8 -5 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
-0.3 -0.3 -0.2 -0.2 -0.1 -0.1 0.0 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.4 -0.4 -0.3 -0.3 -0.1 -0.1 -0.1 0.0 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.2 -0.2 -0.1 -0.1 0.0 0.0 0.0 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.7 -0.7 -0.5 -0.4 -0.2 -0.2 -0.1 -0.1 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.3 -0.3 -0.2 -0.2 -0.1 -0.1 0.0 0.0 
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Table 11-13 - Comparison of the Calculated Annual Average Vehicle-Mass-Related Fatality Impacts for CY 2035-2045 in 

Passenger Cars, by Policy Alternative, Relative to Augural Standards, CO2 Program Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities -65 -61 -53 -39 -20 -16 -11 -8 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
-0.3 -0.3 -0.3 -0.2 -0.1 -0.1 -0.1 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
-0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.5 -0.5 -0.4 -0.3 -0.2 -0.1 -0.1 -0.1 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.2 -0.2 -0.2 -0.1 -0.1 0.0 0.0 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
-0.8 -0.8 -0.7 -0.5 -0.3 -0.2 -0.1 -0.1 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
-0.3 -0.3 -0.3 -0.2 -0.1 -0.1 -0.1 0.0 
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Table 11-14 - Comparison of the Calculated Annual Average Vehicle-Mass-Related Fatality Impacts for CY 2035-2045 in 

Light Trucks, by Policy Alternative, Relative to Augural Standards, CO2 Program Model, Fatalities Undiscounted, Dollars 

Discounted at 3% and 7% 

 
Alternative 

 
#1 #2 #3 #4 #5 #6 #7 #8 

Model Years Affected by Policy 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

         
Fatalities 10 9 10 5 5 2 3 3 

         
Fatality Costs ($ Billion, 3% 

Discount Rate) 
0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 

Fatality Costs ($ Billion, 7% 

Discount Rate) 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

         
Non-Fatal Crash Costs ($ Billion, 3% 

Discount Rate) 
0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 

Non-Fatal Crash Costs ($ Billion, 7% 

Discount Rate) 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

         
Total Crash Costs ($ Billion, 3% 

Discount Rate) 
0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 

Total Crash Costs ($ Billion, 7% 

Discount Rate) 
0.1 0.0 0.1 0.0 0.0 0.0 0.0 0.0 
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For all light-duty vehicles, mass changes in the CAFE model are estimated to lead to an average 

annual decrease or no net change in fatalities for calendar years 2035-2045. The effects of mass 

changes on fatalities range from no change (relative to the augural standards) per year for 

Alternative #7 to a combined increase of 22 fatalities per year for Alternative #1. The difference 

in the results by alternative depends upon how much weight reduction is used in that alternative 

and the types and sizes of vehicles to which the weight reduction applies. The decreases in 

fatalities are generally driven by impacts within passenger cars (decreases of between 1 and 33 

fatalities per year relative to the augural standards), and are generally offset by impacts within 

light trucks (increases of between 1 and 12 fatalities per year). 

Changes in vehicle mass are estimated to decrease average annual social safety costs in CY 

2035-2045 by between $2 million (for Alternative #7) and $271 million (for Alternative #1) 

relative to the augural standards at a three-percent discount rate and by between $1 million and 

$111 million at a seven-percent discount rate. The estimated decreases in social safety costs are 

generally driven by estimated decreases in costs associated with passenger cars, decreasing 

between $13 million (for Alternative #7) and $424 million (for Alternative #1) relative to the 

augural standards at a three-percent discount rate, and decreasing between $5 million and $175 

million at a seven-percent discount rate. The estimated decreases in costs associated with 

passenger cars are generally offset by estimated increases in costs associated with light trucks, 

decreasing between $11 million (for Alternative #7) and $153 million (for Alternative #1) 

relative to the augural standards at a three-percent discount rate, and decreasing between $5 

million and $64 million at a seven-percent discount rate. 

To help illuminate effects at the model year level, Table 11-15 presents the lifetime fatality 

impacts associated with vehicle mass changes for passenger cars, light trucks, and all light-duty 

vehicles by model year under Alternative #1, relative to the augural standards, as estimated in the 

CAFE model:
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Table 11-15 - Comparison of Lifetime Vehicle-Mass-Related Fatality Impacts by Model Year under Alternative #1, Relative to 

Augural Standards, CAFE Model, Fatalities Undiscounted 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Passenger 

Cars 
-2 -3 -2 -3 -5 -11 -16 -29 -30 -37 -35 -35 -36 -36 -280 

Light 

Trucks 
-2 -1 -1 3 2 11 13 12 13 12 14 14 14 14 118 

Total -3 -3 -3 0 -3 1 -3 -16 -17 -24 -23 -22 -22 -22 -160 
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Under Alternative #1, passenger car fatalities associated with mass changes are estimated to 

decrease generally from MY 2017 (decrease of three fatalities) through MY 2029 (decrease of 36 

fatalities), peaking in MY 2025 (37 fatalities). Corresponding estimates of light truck fatalities 

associated with mass changes are generally positive, ranging from a decrease of one fatality in 

MYs 2017 and 2018 to an increase of 14 fatalities in MYs 2026 through 2029. Altogether, light-

duty vehicle fatality reductions associated with mass changes under Alternative #1 are estimated 

to be concentrated among MY 2023 through MY 2029 vehicles (146 out of 165, or 91 percent of, 

net fatalities mitigated). 

Table 11-16 and Table 11-17 present estimates of monetized lifetime social safety costs 

associated with mass changes by model year at three-percent and seven-percent discount rates, 

respectively: 
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Table 11-16 - Comparison of Lifetime Social Safety Costs Associated with Mass Changes by Model Year under Alternative #1, 

Relative to Augural Standards, Dollars Discounted at 3% 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Passenger 

Cars 
0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 0.0 

Light 

Trucks 
0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0 

Total 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.1 -0.1 -0.1 -0.1 0.0 

 

Table 11-17 - Comparison of Lifetime Social Safety Costs Associated with Mass Changes by Model Year under Alternative #1, 

Relative to Augural Standards, Dollars Discounted at 7% 

 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 
TOTAL 

Passenger 

Cars 
0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.0 

Light 

Trucks 
0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.5 

Total 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.5 
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Lifetime social safety costs are estimated to decrease by model year, with decreases associated 

with passenger cars generally offset partially by increases associated with light trucks. At a 

three-percent discount rate, decreases in lifetime social safety costs related to passenger cars are 

estimated to range from $13 million for existing (MY 1977 through MY 2016) cars, to $230 

million for MY 2025 cars. The corresponding estimates at a seven-percent discount rate range 

from $7 million to $136 million. At a three-percent discount rate, impacts on lifetime social 

safety costs related to light trucks are estimated to range from a decrease of $5 million for MY 

2017 light trucks to an increase of $96 million for MY 2022 light trucks. The corresponding 

estimates at a seven-percent discount rate range from $3 million to $65 million.  

Consistent with the analysis of fatality impacts by model year in Table 11-5, decreases in 

lifetime social safety costs associated with mass changes are generally concentrated in MY 2023 

through MY 2029 light-duty vehicles under Alternative #1. At a three-percent discount rate, 93 

percent of the reduction in total lifetime costs ($872 million out of $937 million) is attributed to 

MY 2023 through MY 2029 light-duty vehicles; at a seven-percent discount rate, 97 percent of 

the reduction in total lifetime costs ($486 million out of $501 million) is attributed to MY 2023 

through MY 2029 light-duty vehicles. 

11.4.2 Sensitivity Analyses 

Table 11-22 shows the table of principal findings and includes sampling-error confidence bounds 

for the five parameters used in the CAFE model. The confidence bounds represent the statistical 

uncertainty that is a consequence of having less than a census of data. NHTSA’s 2011, 2012, and 

2016 reports acknowledged another source of uncertainty - The baseline statistical model can be 

varied by choosing different control variables or redefining the vehicle classes or crash types, 

which for example, could produce different point estimates.
  

Beginning with the 2012 Kahane report, NHTSA has provided results of 11 plausible alternative 

models that serve as sensitivity tests of the baseline model. Each alternative model was tested or 

proposed by - Farmer (IIHS) or Green (UMTRI) in their peer reviews; Van Auken (DRI) in his 

public comments; or Wenzel in his parallel research for DOE. The 2012 Kahane and 2016 

Puckett and Kindelberger reports provide further discussion of the models and the rationales 

behind them.  

Alternative models use NHTSA’s databases and regression-analysis approach but differ from the 

baseline model in one or more explanatory variables, assumptions, or data restrictions. NHTSA 

applied the 11 techniques to the latest databases to generate alternative CAFE model coefficients. 

The range of estimates produced by the sensitivity tests offers insight to the uncertainty inherent 

in the formulation of the models, subject to the caveat these 11 tests are, of course, not an 

exhaustive list of conceivable alternatives.  

The baseline and alternative results follow, ordered from the lowest to the highest estimated 

increase in societal risk per 100-pound reduction for cars weighing less than 3,201 pounds: 
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Table 11-18 - Fatality Increase (%) Per 100-Pound Mass Reduction While Holding 

Footprint* Constant 

  
Cars Cars CUVs & LTVs† LTVs† 

  
< 3,201 ≥ 3,201 Minivans < 5,104 ≥ 5,104 

Baseline Estimate 
 

1.2 0.42 -0.25 0.31 -0.61 

95% confidence bounds Lower: -0.35 -0.67 -1.55 -0.51 -1.46 

(sampling error) Upper: 2.75 1.5 1.04 1.13 0.25 

11 Alternative Models 

1. Without CY control variables 0.26 -0.07 -0.58 0.35 -0.24 

2. By track width & wheelbase 0.66 0.54 -0.48 -0.44 -0.90 

3. Track width/wheelbase w. stopped veh data 0.73 -0.02 -0.18 -0.77 -1.91 

4. Without non-significant control variables 0.98 0.26 0.14 0.36 -0.50 

5. With stopped-vehicle State data 1.32 -0.17 -0.08 0.21 -1.55 

6. CUVs/minivans weighted by 2010 sales 1.2 0.42 -0.06 0.31 -0.61 

7. Including muscle/police/AWD cars/big vans 1.56 1.01 -0.25 0.87 0.43 

8. Limited to drivers with BAC=0 1.72 1.33 0.01 0.35 -0.74 

9. Control for vehicle manufacturer 2.09 1.51 -0.01 1.12 0.3 

10. Limited to good drivers‡ 2.15 1.8 -0.33 0.4 -0.45 

11. Control for vehicle manufacturer/nameplate 2.26 2.7 -0.55 1.13 0.50 

*While holding track width and wheelbase constant (rather than footprint) in alternative model nos. 2 and 3. 

†
Excluding CUVs and minivans. 

‡BAC=0, no drugs, valid license, at most 1 crash and 1 violation during the past 3 years. 

 

For example, in cars weighing less than 3,201 pounds, the baseline estimate associates 100 

pound mass reduction, while holding footprint constant, with a 1.56% increase in societal fatality 

risk. The corresponding estimates for the 11 sensitivity tests range from a 0.26 to a 2.15% 

increase.  

The sensitivity tests illustrate both the fragility and the robustness of baseline estimates. On the 

one hand, the variation among NHTSA’s coefficients is quite large relative to the baseline 

estimate - In the preceding example of cars < 3,201 pounds, the estimated coefficients range 

from almost zero to almost double the baseline estimate. This result underscores the key 

relationship that the societal effect of mass reduction is small, a finding shared by Wenzel (2011, 

2018).
874  

In other words, varying how to model some of these other vehicle, driver, and crash 

                                                 
874 

Wenzel, T. (2011). Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass, and Footprint 

in Model Year 2000-2007 Passenger Cars and LTVs.” (Docket No. NHTSA-2010-0152-0026). Berkeley, CA - 

Lawrence Berkeley National Laboratory, p.iv. and Wenzel, T. (2018). Assessment of NHTSA’s Report 

“Relationships Between Fatality Risk, Mass, and Footprint in Model Year 2004-2011 Passenger Cars and LTVs.” 

Document No. LBNL-2001137. Berkeley, CA - Lawrence Berkeley National Laboratory, p.iv. 
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factors, which is exactly what sensitivity tests do, can appreciably change the estimate of the 

societal effect of mass reduction. 

On the other hand, variations are not particularly large in absolute terms. The ranges of 

alternative estimates are generally in line with the sampling-error confidence bounds for the 

baseline estimates. Generally, in alternative models as in the baseline models, mass reduction 

tends to be relatively more harmful in the lighter vehicles and more beneficial in the heavier 

vehicles, just as they are in the central analysis. In all models, the point estimate of NHTSA’s 

coefficient is positive for the lightest vehicle class, cars < 3,201 pounds. In nine out of 11 

models, the point estimate is negative for CUVs and minivans, and in eight out of 11 models the 

point estimate is negative for LTVs ≥ 5,014 pounds. 

11.4.3 Fleet Simulation Model 

NHTSA has traditionally used real world crash data as the basis for projecting the future safety 

implications for regulatory changes. However, because lightweight vehicle designs are 

introducing fundamental changes to the structure of the vehicle, there is some concern that 

historical safety trends may not apply. To address this concern, NHTSA developed an approach 

to utilize lightweight vehicle designs to evaluate safety in a subset of real-world representative 

crashes. The methodology focused on frontal crashes because of the availability of existing 

vehicle and occupant restraint models. Representative crashes were simulated between baseline 

and lightweight vehicles against a range of vehicles and roadside objects using two different size 

belted driver occupants (adult male and small female) only. No passenger(s) or unbelted driver 

occupants were considered in this fleet simulation. The occupant injury risk from each 

simulation was calculated and summed to obtain combined occupant injury risk. The combined 

occupant injury risk was weighted according to the frequency of real world occurrences to 

develop overall societal risk for baseline and light-weighted vehicles. Note - The generic 

restraint system developed and used in the baseline occupant simulations was also used in the 

light-weighted vehicle occupant simulations as the purpose of this fleet simulation was to 

understand changes in societal injury risks because of mass reduction for different classes of 

vehicles in frontal crashes.  No modifications to the restraint systems were made for light-

weighted vehicle occupant simulations. Any modifications to restraint systems to improve 

occupant injury risks or societal injury risks in the light-weighted vehicle, would have conflated 

results without identifying effects of mass reduction only. The following sections provide an 

overview of the fleet simulation study: 
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NHTSA contracted with George Washington University to develop a fleet simulation model
875

 

to 

study the impact and relationship of light-weighted vehicle design with injuries and fatalities. In 

this study, there were eight vehicles as follows: 

 2001 model year Ford Taurus finite element model baseline and two simple design 

variants included a 25% lighter vehicle while maintaining the same vehicle front end 

stiffness and 25% overall stiffer vehicle while maintaining the same overall vehicle 

mass.
876

 

 2011 model year Honda Accord finite element baseline vehicle and its 20% light- 

weight vehicle designed by Electricore.  (This mass reduction study was sponsored by 

NHTSA).
877

 

 2009/2010 model year Toyota Venza finite element baseline vehicle and two design 

variants included a 20% light-weight vehicle model (2010 Venza) (Low option mass 

reduction vehicle funded by EPA and International Council on Clean Transportation 

(ICCT)) and a 35% light-weight vehicle (2009 Venza) (High option mass reduction 

vehicle funded by California Air Resources Board).
878

 

Light weight vehicles were designed to have similar vehicle crash pulses as baseline vehicles.  

More than 440 vehicle crash simulations were conducted for the range of crash speeds and crash 

configurations to generate crash pulse and intrusion data points shown in Figure 11-1. The crash 

pulse data and intrusion data points will be used as inputs in the occupant simulation models. 

 

                                                 
875

 Samaha, R. R., Prasad, P., Marzougui, D., Cui, C., Digges, K., Summers, S., Patel S., Zhao, L., & Barsan-Anelli, 

A. (2014, August). Methodology for evaluating fleet protection of new vehicle designs - Application to lightweight 

vehicle designs. (Report No. DOT HS 812 051A). Washington, DC - National Highway Traffic Safety 

Administration. 
876

 Samaha, R. R., Prasad, P., Marzougui, D., Cui, C., Digges, K., Summers, S., Patel, S., Zhao, L., & Barsan-Anelli, 

A. (2014, August). Methodology for evaluating fleet protection of new vehicle designs - Application to lightweight 

vehicle designs, appendices. (Report No. DOT HS 812 051B). Washington, DC - National Highway Traffic Safety 

Administration. 
877

 Singh, H., Kan, C-D., Marzougui, D., & Quong, S. (2016, February). Update to future midsize lightweight 

vehicle findings in response to manufacturer review and IIHS small-overlap testing (Report No. DOT HS 812 237). 

Washington, DC - National Highway Traffic Safety Administration. 
878

 U.S. Environmental Protection Agency (2012, August). Light-Duty Vehicle Mass Reduction and Cost Analysis 

— Midsize Crossover Utility Vehicle (Report No. EPA-420-R-12-026). 
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Figure 11-1 - Vehicle Crash Simulations 

For vehicle-to-vehicle impact simulations, four finite element models were chosen to represent 

the fleet as shown in Table 11-23. The partner vehicle models were selected to represent a range 

of vehicle types and weights. It was assumed vehicle models would reflect the crash response 

for all vehicles of the same type, e.g. mid-size car. Only the safety or injury risk for the driver in 

the target vehicle and in the partner vehicle were evaluated in this study. 

Table 11-19 - Base Vehicle Models Used in the Fleet Simulation Study 

https://www.nhtsa.gov/crash-simulation-vehicle-

models#12101 
FE Weight / No. Parts /Elements 

Taurus 

(MY 2000 – 2007)  

 

 

 

1505 kg / 802/ 973,351 

Yaris 

(MY 2005 – 2013) 
 

 

 

 

1100 kg / 917 / 1,514,068 

Explorer (MY 2002 – 2005) 
 

 

 

 

2025 kg / 923 / 714,205 

Silverado (MY 2007 –2013) 
 

 

 

 

2270 kg / 719 / 963,482 
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As noted, vehicle simulations generated vehicle deformations and acceleration responses utilized 

to drive occupant restraint simulations and predict the risk of injury to the head, neck, chest, and 

lower extremities. In all, more than 1,520 occupant restraint simulations were conducted to 

evaluate the risk of injury for mid-size male and small female drivers. 

The computed societal injury risk (SIR) for a target vehicle v in frontal crashes is an aggregate of 

individual serious crash injury risks weighted by real-world frequency of occurrence (v) of a 

frontal crash incident. A crash incident corresponds to a crash with different partners (Npartner) 

at a given impact speed (Pspeed), for a given driver occupant size (Loccsize), in the target or 

partner vehicle (T/P), in a given crash configuration (Mconfig), and in a single- or two-vehicle 

crash (Kevent). CIR (v) represents the combined injury risk (by body region) in a single crash 

incident. (v) designates the weighting factor, i.e., percent of occurrence, derived from National 

Automotive Sampling System Crashworthiness Data System (NASS CDS) for the crash incident.  

A driver age group of 16 to 50 years old was chosen to provide a population with a similar, i.e., 

more consistent, injury tolerance. 

Equation 11-2 - Societal Injury Risk 

 

Figure 11-2 shows how change in societal risk is computed. 

 

Figure 11-2 - Diagram of Computation for Overall Change in Societal Risk 

The fleet simulation was performed using the best available engineering models, with base 

vehicle restraint and airbag settings, to estimate societal risks of future lightweight vehicles. The 

range of the predicted risks for the baseline vehicles is from 1.25% to 1.56%, with an average of 

1.39%, for the NASS frontal crashes that were simulated. The change in driver injury risk 

between the baseline and light-weighted vehicles will provide insight into the estimate of 

modification needed in the restraint and airbag systems of lightweight vehicles. If the difference 
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extends beyond the expected baseline vehicle restraint and airbag capability, then adjustments to 

the structural designs would be needed.  Results from the fleet simulation study show the trend 

of increased societal injury risk for light-weighted vehicle designs, as compared to their 

baselines, occurs for both single vehicle and two-vehicle crashes. Results are listed in Table 

11-20. 

In general, the societal injury risk in the frontal crash simulation associated with the small size 

driver is elevated when compared to that of the mid-size driver. However, both occupant sizes 

had reasonable injury risk in the simulated impact configurations representative of the regulatory 

and consumer information testing. NHTSA examined three methods for combining injuries with 

different body regions. One observation was the baseline mid-size CUV model was more 

sensitive to leg injuries. 

Table 11-20 - Overall Societal Risk Calculation Results for Model Runs, with Base Vehicle 

Restraint and Airbag Settings Being the same for All Vehicles, in Frontal Crash Only 

 

Target Vehicle 

 

Passenger 

Car 

Baseline 

 

Passenger 

Car LW 

 

CUV 

Baseline 

 

CUV Low 

Option 

 

CUV 

High 

Option 

Weight (lbs) 3681 2964 3980 3313 2537 
reduction  716  668 1444 
% mass reduction  19%  17% 36% 
Societal Risk I 1.56% 1.73% 1.36% 1.46% 1.57% 
Delta Increase  0.17%  0.10% 0.21% 

Societal Risk II 1.43% 1.57% 1.14% 1.20% 1.30% 

Delta Increase  0.14%  0.06% 0.16% 

Societal Risk IIP 1.44% 1.59%  

Delta Increase  0.15% 
Societal Risk I - Target + Partner Combined AIS3+ risk of Head, Neck, Chest & Femur  

Societal Risk II - Target + Partner Combined AIS3+ risk of Head, Neck, and Chest 

Societal Risk IIP - Target + Partner Combined AIS3+ risk of Head, Neck, and Chest with A-Pillar 

Intrusion Penalty 

 

This study only looked at lightweight designs for a midsize sedan and a mid-size CUV and did 

not examine safety implications for heavier vehicles. The study was also limited to only frontal 

crash configurations and considered just mid-size CUVs whereas the statistical regression model 

considered all CUVs and all crash modes. 
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The change in the safety risk from the MY 2010 fleet simulation study was directionally 

consistent with results for passenger cars from NHTSA 2012 regression analysis study,
879

 which 

covered data for MY 2000-MY 2007.  The NHTSA 2012 regression analysis study was updated 

in 2016 to reflect newer MY 2003 to MY 2010.  Comparing the fleet simulation societal risk to 

the 2016 update of the NHTSA 2012 regression analysis and the updated analysis used in this 

NPRM, the risk assessment from the fleet simulation is similarly directionally consistent with the 

passenger car risk assessment from the regression analysis. As noted, fleet simulations were 

performed only in frontal crash mode and did not consider other crash modes including rollover 

crashes.
880

   

This fleet simulation study does not provide information that can be used to modify coefficients 

derived for the NPRM regression analysis because of the restricted types of crashes
881 and 

vehicle designs. As explained earlier, the fleet simulation study assumed restraint equipment to 

be as in the baseline model, in which restraints/airbags are not redesigned to be optimal with 

light-weighting. 

11.4.4 Impact of Vehicle Scrappage and Sales Response on Fatalities 

Previous versions of the CAFE model, and the accompanying regulatory analyses relying on it, 

did not carry a representation of the full on-road vehicle population, only those vehicles from 

model years regulated under proposed (or final) standards. The omission of an on-road fleet 

implicitly assumed the population of vehicles registered at the time a set of CAFE standards is 

promulgated is not affected by those standards. However, there are several mechanisms by which 

CAFE standards can affect the existing vehicle population. The most significant of these is 

deferred retirement of older vehicles. CAFE standards force manufacturers to apply fuel saving 

technologies to offered vehicles and then pass along the cost of those technologies (to the extent 

possible) to buyers of new vehicles. These price increases affect the length of loan terms and the 

desired length of ownership for new vehicle buyers and can discourage some buyers on the 

margin from buying a new vehicle in a given year. To the extent new vehicle purchases offset 

pending vehicle retirements, delaying new purchases in favor of continuing to use an aging 

vehicle affects the overall safety of the on-road fleet even if the vehicle whose retirement was 

delayed was not directly subject to a binding CAFE standard in the model year during its 

production. 

The sales response in the CAFE model acts to modify new vehicle sales in two ways -  

                                                 
879 The 2012 Kahane study considered only fatalities, whereas, the fleet simulation study considered severe (AIS 

3+) injuries and fatalities (DOT HS 811 665). 
880

 The risk assessment for CUV in the regression model combined CUVs and minivans in all crash modes and 

included belted and unbelted occupants. 
881

 The fleet simulation considered only frontal crashes. 
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1. Changes in new vehicle prices either increase or decrease total sales (passenger cars 

and light trucks combined) each year in the context of forecasted macroeconomic 

conditions.  

2. Changes in new vehicle attributes and fuel prices influence the share of new vehicles 

sold that are light trucks, and therefore also passenger cars. 

These two responses change the total number of new vehicles sold in each model year across 

regulatory alternatives and the relative proportion of new vehicles that are passenger cars and 

light trucks. This response has two effects on safety. The first response slows the rate at which 

new vehicles, and their associated safety improvements, enter the on-road population. The 

second response influences the mix of vehicles on the road – with more stringent CAFE 

standards leading to a higher share of light trucks sold in the new vehicle market, assuming all 

else is equal. Light trucks have higher rates of fatal crashes when interacting with passenger cars 

and, as earlier sections discussed, different directional responses to mass reduction technology 

based on the existing mass and body style of the vehicle. 

The sales response and scrappage response influence safety outcomes through the same basic 

mechanism, fleet turnover. In the case of the scrappage response, delaying fleet turnover keeps 

drivers in older vehicles likely to be less safe than newer model year vehicles that could replace 

them. Similarly, delaying the sale of new vehicles can force households to keep older vehicles in 

use longer, reallocate VMT within their household fleet, and generally meet travel demand 

through the use of older, less safe vehicles. As an illustration, if we simplify by ignoring, that the 

share of new vehicles that are passenger cars changes with the stringency of the alternatives, 

simply changing the number of new vehicles between scenarios affects the mileage accumulation 

of the fleet and therefore all fleet level effects. Reducing the number of new vehicles sold, 

relative to a baseline forecasted value, reduces the size of the registered vehicle fleet that is able 

to service the underlying demand for travel. 

Consider a simple analysis that shows sales effects operating on a micro-scale for a single 

household whose choices of whether to purchase a new vehicle is affected by vehicle price, as in 

Figure 11-3. Rectangles represent a single household’s vehicle fleet subject to two different 

CAFE standard scenarios. For both scenarios, in Period 1, the household has three cars, aged 3, 

5, and 8. In period 2, without changes to CAFE standards and therefore no related changes in 

vehicle sales prices, the household buys a new car and scraps the 8-year-old car (car 3); the other 

two cars in the fleet each get a year older. In the case where CAFE standards become more 

stringent causing vehicle sales prices to increase, this household chooses to delay buying a new 

car, and each of their three existing cars gets a year older. In both cases, the three vehicles in 

period 2 have to serve the family’s travel demand. 
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Figure 11-3 - Household decisions about fleet management 

The scrappage effect is visible in the household’s vehicle fleet as it moves from period 1 to 

period 2 with changes in CAFE standards. In this case, Car 3 (now 9-years-old) remains in the 

household’s fleet to service demand for travel, when it would otherwise have been retired. While 

the scrappage effect can be symmetrical to the sales effect, it need not be. The “new car” in 

Figure 11-3 could be a new vehicle from the current model year or a used car that is of a newer 

vintage than the 8-year-old vehicle it replaces. The latter instance is an effect of scrappage 

decisions not directly affecting new vehicle sales. Eventually, new vehicles transition to the used 

car market, but that on average take several years, and the shift is slow. At the household level, 

the scrappage decision occurs in a single year, each year, for every vehicle in the fleet. To the 

extent CAFE standards affect new vehicle prices and fuel economies, relative to vehicles already 

owned, scrappage could accelerate or decelerate depending upon the direction (and magnitude) 

of the changes. 

11.4.5 Safety Model 

The analysis supporting the CAFE rule for MYs 2017 and beyond did not account for differences 

in exposure or inherent safety risk as vehicles aged throughout their useful lives. However, the 

relationship between vehicle age and fatality risk is an important one. In a 2013 Research 

Note,
882

 NHTSA’s National Center for Statistics and Analysis (NCSA) concluded a driver of a 

vehicle that is 4-7 years old is 10% more likely to be killed in a crash than the driver of a vehicle 

0 – 3 years old, accounting for the other factors related to the crash. This trend continued for 

                                                 
882

 “How Vehicle Age and Model Year Relate to Driver Injury Severity in Fatal Crashes,” DOT HS 811 825, 

NHTSA NCSA, August 2013. 
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older vehicles more generally, with a driver of a vehicle 18 years or older being 71% more likely 

to be killed in a crash than a driver in a new vehicle. While there are more registered vehicles 

that are 0 – 3 years old than there are 20 years or older (nearly three times as many) because 

most of the vehicles in earlier vintages are retired sooner, the average age of vehicles in the 

United States is 11.6 years old and has risen significantly in the past decade.
883

 This relationship 

reflects a general trend visible in the Fatality Analysis Reporting System (FARS) when looking 

at a series of calendar years - newer vintages are safer than older vintages, over time, at each age. 

This is likely because of advancements in safety technology, like side-impact airbags, electronic 

stability control, and (more recently) sophisticated crash avoidance systems starting to work their 

way into the vehicle population. In fact, the 2013 Research Note indicated that the percentage of 

occupants fatally injured in fatal crashes increased with vehicle age - from 27 percent for 

vehicles three or fewer years old, to 41 percent for vehicles 12-14 years old, to 50 percent for 

vehicles 18 or more years old.
884

 

With an integrated fleet model now part of the analytical framework for CAFE analysis, any 

effects on fleet turnover (either from delayed vehicle retirement or deferred sales of new 

vehicles) will affect the distribution of both ages and model years present in the on-road fleet. 

Because each of these vintages carries with it inherent rates of fatal crashes, and newer vintages 

are generally safer than older ones, changing that distribution will change the total number of on-

road fatalities under each regulatory alternative.  

To estimate the empirical relationship between vehicle age, model year vintage, and fatalities, 

DOT conducted a statistical analysis linking data from the FARS database, a time series of Polk 

registration data to represent the on-road vehicle population, and assumed per-vehicle mileage 

accumulation rates (the derivation of which is discussed in detail in Chapter 7). These data were 

used to construct per-mile fatality rates that varied by vehicle vintage, accounting for the 

influence of vehicle age. However, unlike the NCSA study referenced above, any attempt to 

account for this relationship in the CAFE analysis faces two challenges. The first challenge is the 

CAFE model lacks the internal structure to account for other factors related to observed fatal 

crashes – for example, vehicle speed, seat belt use, drug use, or age of involved drivers or 

passengers. Vehicle interactions are simply not modeled at this level; the safety analysis in the 

CAFE model is statistical, using aggregate values to represent the totality of fleet interactions 

over time. The second challenge is perhaps the more significant of the two - the CAFE analysis 

is inherently forward-looking. To implement a statistical model analogous to the one developed 

by NCSA, the CAFE model would require forecasts of all factors considered in the NCSA model 

– about vehicle speeds in crashes, driver behavior, driver and passenger ages, vehicle vintages, 

and so on. In particular, the model would require distributions (joint distributions, in most cases) 

                                                 
883

 Based on data acquired from Ward’s Automotive. 
884

 [citation forthcoming] https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812528. 

https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812528
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of these factors over a period of time spanning decades. Any such forecasts would be highly 

uncertain and would be likely to assume a continuation of current conditions.  

Instead of trying to replicate the NCSA work at a similar level of detail, DOT conducted a 

simpler statistical analysis to separate the safety impact of the two factors the CAFE model 

explicitly accounts for - the distribution of vehicle ages in the fleet and the number of miles 

driven by those vehicles at each age. To accomplish this, DOT used data from the FARS 

database at a lower level of resolution; rather than looking at each crash and the specific factors 

that contributed to its occurrence, staff looked at the total number of fatal crashes involving light-

duty vehicles over time with a focus on the influence of vehicle age and vehicle vintage. When 

considering the number of fatalities relative to the number of registered vehicles for a given 

model year (without regard to the passenger car/light-truck distinction, which has evolved over 

time and can create inconsistent comparisons), a somewhat noisy pattern develops. Using data 

from calendar year 1996 through 2015, some consistent stories develop. The points in Figure 

11-4 represent the number of fatalities per registered vehicle with darker circles associated with 

increasingly current calendar years. 

 

 

Figure 11-4 - Fatalities per million registered vehicles, 1996 -2015 

As shown in Figure 11-4, fatalities per registered vehicle have generally declined over time 

across all vehicle ages (the darker points representing newer vintages being closer to the x-axis) 

and, across most recent calendar years, fatality rates (per registered vehicle) start out at a low 

point, rise through age 15 or so, then decline through age 30 (at which point little of the initial 
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model year cohort is still registered). While this pattern is evident in the registration data, it is 

magnified by imposing a mileage accumulation schedule on the registered population and 

examining fatalities per billion miles of VMT. 

The mileage accumulation schedule used in this analysis was developed using odometer readings 

of vehicles aged 0 – 15 years in calendar year 2015. The years spanned by the FARS database 

cover all model years from calendar year 1996 through 2015. Given that there is a significant 

number of years between the older vehicles in the 1996 CY data and the most recent model years 

in the odometer data the informed the mileage accumulation schedules, staff applied an elasticity 

of -0.20 to the change in the average cost per mile of vehicles over their lives. While the older 

vehicles had lower fuel economies, which would be associated with higher per-mile driving 

costs, they also (mostly) faced lower fuel prices. This adjustment increased the mileage 

accumulation for older vehicles, but not by large amounts. Because the CAFE model uses the 

mileage accumulation schedule and applies it to all vehicles in the fleet, it is necessary to use the 

same schedule to estimate per-mile fatality rates in the statistical analysis – even if the schedule 

is based on vehicles that look different than the oldest vehicles in the FARS dataset.  

When the per-vehicle fatality rates are converted into per-mile fatality rates, the pattern observed 

in the registration comparison becomes clearer. As Figure 11-5 shows, the trend present in the 

fatality data on a per-registration basis, is even clearer on a per-mile basis - newer vintages are 

safer than older vintages, at each age, over time. 

 

Figure 11-5 - Fatalities per billion VMT, 1996 - 2015 

The shape of the curve in Figure 11-5 suggests a polynomial relationship between fatality rate 

and vehicle age, so DOT’s statistical model is based on that structure. The final model is a 
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weighted quartic polynomial regression (by number of registered vehicles) on vehicle age with 

fixed effects for the model years present in the dataset:
885

 

Equation 11-3 - Fatalities per Billion Miles 

Fatalities per billion miles = β0 * Age + β1 * Age
2
 + β2 * Age

3
 + β3 * Age

4
 + ∑ βi * MYi,  

 for i = {1976, 1977, …, 2014}. 

The coefficient estimates and model summary are in Table 11-21. 

  

                                                 
885

 Note - The dataset included MY 1975, but that fixed effect is excluded from the set. The constant term acts as the 

fixed effect for 1975; all others are relative to that one. 
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Table 11-21 - Description of statistical model 

Coefficients: Estimate Std. Error 

(Intercept) 28.59*** 3.067 

Vehicle Age -3.63*** 0.2298 

Age
2
 0.76*** 0.03016 

Age
3
 -0.04*** 0.001453 

Age
4
 0.0005*** 2.25E-05 

MY 1976 -0.72 3.621 

MY 1977 -2.24 3.425 

MY 1978 -1.53 3.324 

MY 1979 -4.46 3.268 

MY 1980 -3.78 3.437 

MY 1981 -2.88 3.38 

MY 1982 -4.42 3.329 

MY 1983 -4.93 3.236 

MY 1984 -4.71 3.142 

MY 1985 -4.78 3.113 

MY 1986 -5.54. 3.092 

MY 1987 -5.86. 3.086 

MY 1988 -4.37 3.079 

MY 1989 -4.78 3.074 

MY 1990 -5.17. 3.077 

MY 1991 -5.84. 3.072 

MY 1992 -7.26* 3.07 

MY 1993 -7.92** 3.062 

MY 1994 -9.69** 3.058 

MY 1995 -10.61*** 3.053 

MY 1996 -12.07*** 3.06 

MY 1997 -12.8*** 3.056 

MY 1998 -13.88*** 3.057 

MY 1999 -14.91*** 3.055 

MY 2000 -15.68*** 3.054 

MY 2001 -16.33*** 3.059 

MY 2002 -17.1*** 3.06 

MY 2003 -17.7*** 3.065 

MY 2004 -18.24*** 3.069 

MY 2005 -18.91*** 3.074 

MY 2006 -19.24*** 3.083 

MY 2007 -19.85*** 3.09 

MY 2008 -20.09*** 3.108 

MY 2009 -20.11*** 3.17 

MY 2010 -20.5*** 3.172 
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Coefficients: Estimate Std. Error 

MY 2011 -20.74*** 3.196 

MY 2012 -20.77*** 3.229 

MY 2013 -21.49*** 3.294 

MY 2014 -21.98*** 3.528 

Degrees of Freedom 565   

R-Squared 0.9459   

F-Statistic 248.1   

Residual Std. Error 6.949   

                  Significance codes - *** = 0; ** = 0.001; * = 0.05; = .01 

 

This function is now embedded in the CAFE model, so the combination of VMT per vehicle and 

the distribution of ages and model years present in the on-road fleet determine the number of 

fatalities in a given calendar year. The model reproduces the observed fatalities of a given model 

year, at each age, reasonably well with more recent model years (to which the VMT schedule is a 

better match) estimated with smaller errors. 

While the final specification was not the only one considered, the fact this model was intended to 

live inside the CAFE model to dynamically estimate fatalities for a dynamically changing on-

road vehicle population was a constraining factor. 

11.4.6 Predicting Future Safety Trends  

The base model predicts a net increase in fatalities due primarily to slower adoption of safer 

vehicles and added driving because of less costly vehicle operating costs. In earlier calendar 

years, the improvement in safety of the on-road fleet produces a net reduction in fatalities, but 

from the mid-2020s forward, the baseline model predicts no further increase in safety, and the 

added risk from more VMT and older vehicles produces a net increase in fatalities. This model 

thus reflects a conservative limitation; it implicitly assumes the trend toward increasingly safe 

vehicles that has been apparent for the past 3 decades will flatten in mid-2020s. The agency does 

not assert this is the most likely case. In fact, the development of advanced crash avoidance 

technologies in recent years indicates some level of safety improvement is almost certain to 

occur. The difficulty is for most of these technologies, their effectiveness against fatalities and 

the pace of their adoption are highly uncertain. Moreover, autonomous vehicles offer the 

possibility of significantly reducing or eventually even eliminating the effect of human error in 

crash causation, a contributing factor in roughly 94% of all crashes. This conservative 

assumption may cause the NPRM to understate the beneficial effect of proposed standards on 

improving (reducing) the number of fatalities. 

Advanced technologies that are currently deployed or in development include: 



 

1387 

 

Forward Collision Warning (FCW) systems are intended to passively assist the driver in 

avoiding or mitigating the impact of rear-end collisions (i.e., a vehicle striking the rear portion of 

a vehicle traveling in the same direction directly in front of it). FCW uses forward-looking 

vehicle detection capability, such as RADAR, LIDAR (laser), camera, etc., to detect other 

vehicles ahead and use the information from these sensors to warn the driver and to prevent 

crashes. FCW systems provide an audible, visual, or haptic warning, or any combination thereof, 

to alert the driver of an FCW-equipped vehicle of a potential collision with another vehicle or 

vehicles in the anticipated forward pathway of the vehicle. 

Crash Imminent Braking (CIB) systems are intended to actively assist the driver by mitigating 

the impact of rear-end collisions. These safety systems have forward-looking vehicle detection 

capability provided by sensing technologies such as RADAR, LIDAR, video camera, etc.  CIB 

systems mitigate crash severity by automatically applying the vehicle’s brakes shortly before the 

expected impact (i.e., without requiring the driver to apply force to the brake pedal).  

Dynamic Brake Support (DBS) is a technology that actively increases the amount of braking 

provided to the driver during a rear-end crash avoidance maneuver. If the driver has applied 

force to the brake pedal, DBS uses forward-looking sensor data provided by technologies such as 

RADAR, LIDAR, video cameras, etc. to assess the potential for a rear-end crash. Should DBS 

ascertain a crash is likely (i.e., the sensor data indicate the driver has not applied enough braking 

to avoid the crash), DBS automatically intervenes. Although the manner in which DBS has been 

implemented differs among vehicle manufacturers, the objective of the interventions is largely 

the same - to supplement the driver’s commanded brake input by increasing the output of the 

foundation brake system. In some situations, the increased braking provided by DBS may allow 

the driver to avoid a crash. In other cases, DBS interventions mitigate crash severity. 

Pedestrian AEB (PAEB) systems provide automatic braking for vehicles when pedestrians are in 

the forward path of travel and the driver has taken insufficient action to avoid an imminent crash. 

Like CIB, PAEB safety systems use information from forward-looking sensors to automatically 

apply or supplement the brakes in certain driving situations in which the system determines a 

pedestrian is in imminent danger of being hit by the vehicle. Many PAEB systems use the same 

sensors and technologies used by CIB and DBS. 

Rear Automatic Braking feature means installed vehicle equipment that has the ability to sense 

the presence of objects behind a reversing vehicle, alert the driver of the presence of the object(s) 

via auditory and visual alerts, and automatically engage the available braking system(s) to stop 

the vehicle. 

Semi-automatic Headlamp Beam Switching device provides either automatic or manual control 

of headlamp beam switching at the option of the driver. When the control is automatic, 

headlamps switch from the upper beam to the lower beam when illuminated by headlamps on an 

approaching vehicle and switch back to the upper beam when the road ahead is dark. When the 
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control is manual, the driver may obtain either beam manually regardless of the conditions ahead 

of the vehicle. 

Rear Turn Signal Lamp Color Turn signal lamps are the signaling element of a turn signal 

system, which indicates the intention to turn or change direction by giving a flashing light on the 

side toward which the turn will be made. FMVSS No. 108 permits a rear turn signal lamp color 

of amber or red. 

Lane Departure Warning (LDW) system is a driver assistance system that monitors lane 

markings on the road and alerts the driver when their vehicle is about to drift beyond a delineated 

edge line of their current travel lane. 

Blind Spot Detection (BSD) systems uses digital camera imaging technology or radar sensor 

technology to detect one or more vehicles in either of the adjacent lanes that may not be apparent 

to the driver. The system warns the driver of an approaching vehicle’s presence to help facilitate 

safe lane changes.  

These technologies are either under development or are currently being offered, typically in 

luxury vehicles, as either optional or standard equipment. 

To estimate baseline fatality rates in future years, NHTSA examined predicted results from a 

previous NCSA study
886

 that measured the effect of known safety regulations on fatality rates. 

This study relied on statistical evaluations of the effectiveness of motor vehicle safety 

technologies based on real world performance in the on-road vehicle fleet to determine the 

effectiveness of each safety technology. These effectiveness rates were applied to existing 

fatality target populations and adjusted for current technology penetration in the on-road fleet, 

taking into account the retirement of existing vehicles and the pace of future penetration required 

to meet statutory compliance requirements, as well as adjustments for overlapping target 

populations. Based on these factors, as well as assumptions regarding future VMT, the study 

predicted future fatality levels and rates. Because the safety impact in the CAFE model 

independently predicts future VMT, the VMT growth rate was removed from the NCSA study to 

develope a prediction of vehicle fatality trends based only on the penetration pace of new safety 

technologies into the on-road fleet. These data were then normalized into relative safety factors 

with CY 2015 as the baseline (to match the baseline fatality year used in this CAFE analysis). 

These factors were then converted into equivalent fatality rates/100 million VMT by anchoring 

them to the 2015 fatality rate/100 million VMT published by NHTSA. Figure 11-6 below 

illustrates the modelling output and projected fatality trend from the analysis of the NCSA study, 

prior to adjustment to fatality rates/100 million VMT. 

                                                 
886

 Blincoe, L. and Shankar, U., “The Impact of Safety Standards and Behavioral Trends on Motor Vehicle Fatality 

Rates,” National Highway Traffic Safety Administration, DOT HS 810 777, Washington, D.C., January, 2007. 
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Figure 11-6 - Projected Fatality Trend without VMT Adjustment 

This model was based on inputs representing the impact of technology improvement through CY 

2020. Projecting this trend beyond 2020 can be justified based on the continued transformation 

of the on-road fleet to 100% inclusion of the known safety technologies.  Based on projections in 

the NCSA study, significant further technology penetration can be expected in the on-road fleet 

for side impact improvements (FMVSSS 214), electronic stability control (FMVSS 126), upper 

interior head impact protection (FMVSS 301), tire pressure monitoring systems (FMVSS 138), 

ejection mitigation (FMVSS 226), and heavy truck stopping distance improvements (FMVSS 

121).  These technologies were estimated to be installed in only 40-70% of the on-road fleet as of 

CY 2020, implying further safety improvement well beyond the 2020 calendar year. 

The NCSA study focused on projections to reflect known technology adaptation requirements, 

but it was conducted prior to the 2008 recession, which disrupted the economy and changed 

travel patterns throughout the country. Thus, while the relative trends it predicts seem 

reasonable, they cannot account for the real-world disruption and recovery that occurred in the 

2008-2015 timeframe. In addition, the NCSA study did not attempt to adjust for safety impacts 

that may have resulted from changes in the vehicle sales mix (vehicle types and sizes creating 

different interactions in crashes), in commuting patterns, or in shopping or socializing habits 

associated with internet access and use. To address this, the actual change in the fatality rate as 

measured by fatality counts and VMT estimates were examined. Figure 11-7 below illustrates the 

actual fatality rates measured from 2000 through 2016 and the modeled fatality rate trend based 

on these historical data. 
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Figure 11-7 - Traffic Fatalities per Hundred Million VMT 

The effect of the recession and subsequent recovery can be seen in chaotic shift in the fatality 

rate trend starting in 2008. The generally gradual decline that had been occurring over the 

previous decade was interrupted by a slowdown in the rate of change followed by subsequent 

upward and downward shifts. More recently, the rate has begun to increase. These shifts reflect 

some combination of factors not captured in the NCSA analysis mentioned above. The 

significance of this is that although there was a steady increase in the penetration of safety 

technologies into the on-road fleet between 2008 and 2015, other unknown factors offset their 

positive influence and eventually reversed the trend in vehicle safety rates. Because of the 

upward shift over the 2014-2015 period, this model, which does not reflect technology trend 

savings after 2015, will predict an upward shift of fatality rates after 2020. 

Predicting future safety trends has significant uncertainty. Although further safety improvements 

are expected because of advanced safety technologies such as automatic braking and eventually, 

fully automated vehicles, the pace of development and extent of consumer acceptance of these 

improvements is uncertain. Thus, two imperfect models exist for predicting future safety trends. 

The NCSA model reflects the expected trend from required technologies and indicates continued 

improvement well beyond the 2020 timeframe, which is when the historical fatality rate based 

model breaks down. By contrast, the historical fatality rate model reflects shifts in safety not 

captured by the NCSA model, but gives arguably implausible results after 2020. It essentially 

represents a scenario in which economic, market, or behavioral factors minimize or offset much 

of the potential impact of future safety technology. 

For the NPRM, the analysis examines a scenario projecting safety improvements beyond 2015 

using a simple average of the NCSA and historical fatality rate models, accepting each as an 
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illustration of different and conflicting possible future scenarios. As both models eventually 

curve up because of their quadratic form, each models’ results are flattened at the point where 

they begin to trend upward. This occurs in 2045 for the NCSA model and in 2021 for the 

historical model.  The results are shown in Figure 11-8 below. The results indicate roughly a 

19% reduction in fatality rates between 2015 and 2050. This is a slower pace than what has 

historically occurred over the past several decades, but the biggest influence on historical rates 

was significant improvement in safety belt use, which was below 10% in 1960 and had risen to 

roughly 70% by 2000, and is now more than 90%. Because belt use is now above 90%, further 

such improvements are unlikely unless they come from new technologies. 

 

Figure 11-8 - Fatality Rate Per 100M Vehicle Mile Traveled 

A difficulty with these trend models is they are based on calendar year predictions, which are 

derived from the full on-road vehicle fleet rather than the model year fleet, which is the basis for 

calculations in the CAFE model. As such they are useful primarily as indicators that vehicle 

safety has steadily improved over the past several decades, and given the advanced safety 

technologies under current development, some continuation of improvement in MY vehicle 

safety is expected over the near and mid-term future. To account for this, a model year safety 

trend continuing through about 2035 (Figure 11-9) was approximated. For this trend, actual data 

from FARS was used to calculate the change in fatality rates through 2007. The recession, which 

struck our economy in 2008, distorted normal behavioral patterns and affected both VMT and 

the mix of drivers and type of driving to an extent that recession-era data may not give an 

accurate picture of the safety trends inherent in the vehicles themselves. Therefore, beginning in 

2008, a trend for safety improvement through about MY 2035 was approximated to reflect the 

continued effect of improved safety technologies such as advanced automatic braking, which 

manufacturers have announced will be in all new vehicles by MY 2022. We recognize this is 

only an estimate, and actual MY trends could be above or below the estimated line. The alternate 
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trends were examined in the sensitivity analysis, and the NPRM seeks comment on the best way 

to address future safety trends.  

Although the analysis projects vehicles will continue to become safer going forward to about 

2035, corresponding cost information for technologies enabling this improvement is not 

available. In a standard elasticity model, sales impacts are a function of the percent change in 

vehicle price. Hypothetically, increasing the base price for added safety technologies would 

decrease the impact of higher prices due to impacts of CAFE standards on vehicle sales. The 

percentage change in baseline price would decrease, which would mean a lower elasticity effect, 

which would mean a lower impact on sales. NHTSA will consider possible ways to address this 

issue before the final rule, and requests comments on the need and/or practicability for such an 

adjustment, as well as any data and other relevant information that could support such an 

analysis of these costs, as well as the future pace of technological adoption within the vehicle 

fleet. 

 

Figure 11-9 - Fatality Rate – B Miles VMT by Model Year 

11.4.7 Adjusting for Behavioral Impacts 

The influence of delayed purchases of new vehicles is estimated to have the most significant 

effect on safety imposed by CAFE standards. Because of a combination of safety regulations and 

voluntary safety improvements, passenger vehicles have become safer over time. Compared to 

prior decades, fatality rates have declined significantly because of technological improvements, 

as well as behavioral shifts, such as increased seat belt use. As these safer vehicles replace older 

less safe vehicles in the fleet, the on-road fleet is replaced with vehicles reflecting the improved 

fatality rates of newer, safer vehicles. However, fatality rates associated with different model 

year vehicles are influenced by the vehicle itself and by driver behavior. Over time, used 

vehicles are purchased by drivers in different demographic circumstances who also tend to have 

different behavioral characteristics. Data from the Fatality Analysis Reporting System (FARS) 
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indicate that drivers of older vehicles, on average, tend to have lower belt use rates, are more 

likely to drive inebriated, and are more likely to drive over the speed limit. Additionally, older 

vehicles are more likely to be driven on rural roadways, which typically have higher speeds and 

produce more serious crashes. Figure 11-10, Figure 11-11, Figure 11-12, and Figure 11-13 below 

illustrate these relationships.
887

 

 

Figure 11-10 - Percent Unbelted Occupants in Fatal Crashes 

 

 

Figure 11-11 - Percent Alcohol Involvement in Fatal Crashes 

 

                                                 
887

 Based on analysis of 2012-2016 FARS databases. 
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Figure 11-12 - Percent Speeding in Fatal Crash 

 

 

Figure 11-13 - Percent Fatalities by Vehicle Age and Land Use 

The behavior being modelled and ascribed to CAFE involves decisions by drivers who are 

contemplating buying a new vehicle, and the purchase of a newer vehicle will not in itself cause 

those drivers to suddenly stop wearing seat belts, speed, drive under the influence, or shift 

driving to different land use areas. The goal of this analysis is to measure the effect of different 

vehicle designs that change by model year. The modelling process for estimating safety 

essentially involves substituting fatality rates of older MY vehicles for improved rates that would 

have been experienced with a newer vehicle. Therefore, it is important to control for behavioral 

aspects associated with vehicle age so only vehicle design differences are reflected in the 
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estimate of safety impacts. To address this, the CAFE safety model was run to control for vehicle 

age. That is, it does not reflect a decision to replace an older model year vehicle that is, for 

example, 10 years old with a new vehicle. Rather, it reflects the difference in the average fatality 

rate of each model year across its entire lifespan. This will account for most of the difference 

because of vehicle age, but it may still reflect a bias caused by the upward trend in societal seat 

belt use over time. Because of this secular trend, each subsequent model year’s useful life will 

occur under increasingly higher average seat belt use rates. This could cause some level of 

behavioral safety improvement to be ascribed to the model year instead of the driver cohort. 

However, it is difficult to separate this effect from the belt use impacts of changing driver 

cohorts as vehicles age. 

Glassbrenner
888

 analyzed the effect of improved safety in newer vehicles for model years 2001 

through 2008. She developed several statistical regression models that specifically controlled for 

most behavioral factors to isolate model year vehicle characteristics.  However, her study did not 

specifically report the change in MY fatality rates – rather, she reported total fatalities that could 

have been saved in a baseline year (2008) had all vehicles in the on-road fleet had the same 

safety features as the MY 2001 through MY 2008 vehicles. This study potentially provides a 

basis for comparison with results of the CAFE safety estimates. To make this comparison, the 

CY 2008 passenger car and light truck fatalities total from FARS were modified by subtracting 

the values found in Figure 7-17 of her study. This gives a stream of comparable hypothetical CY 

2008 fatality totals under progressively less safe model year designs. Results indicated that had 

the 2008 on-road fleet been equipped with MY 2008 safety equipment and vehicle 

characteristics, total fatalities would have been reduced by 25% compared to vehicles that were 

actually on the road in 2008. Similar results were calculated for each model years’ vehicle 

characteristics back to 2001. 

For comparison, predicted MY fatality rates were derived from the CAFE safety model and 

applied to the CY 2008 VMT calculated by that model. This gives an estimate of CY 2008 

fatalities under each model years’ fatality rate, which, when compared to the predicted CY 

fatality total, gives a trendline comparable to the Glassbrenner trendline illustrating the change in 

MY fatality rates. Both models are sensitive to the initial 2008 baseline fatality total, and because 

the predicted CAFE total is somewhat lower than the actual total, the agency ran a third trendline 

to examine the influence of this difference. Results are shown in Figure 11-14. 

Using the corrected fatality count, but retaining the predicted VMT changes the initial 2018 CY 

fatality rate to 12.62 (instead of 12.15) and produces the result shown in Figure 11-14. The 

CAFE model trendline shifts up, which narrows the difference in early years but expands it in 

later years. However, VMT and fatalities are linked in the CAFE model, so the actual level of the 

MY safety predicted by the CAFE curve has uncertainty. Perhaps the most meaningful result 

                                                 
888

 DOT HS 811 572: An Analysis of Recent Improvement to Vehicle Safety, June 2012 
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from this comparison is the difference in slopes; the CAFE model predicts more rapid change 

through 2006, but in the last few years change decreases. This might reflect the trend in societal 

belt use, which rose steadily through 2005 and levelled off. Later model years’ fatality rates 

would benefit from this trend while earlier model years would suffer. This seems consistent with 

using lifetime MY fatality rates to reflect MY change rather than first year MY fatality rates 

(although even first year rates would reflect this bias, but not as much). 

 

Figure 11-14 - Safety Improvement Trend by Model Year 

To provide another perspective on safety impacts, NHTSA accessed data from a comprehensive 

study of the effects of safety technologies on motor vehicle fatalities. Kahane (2015)
889

 examined 

all safety effects of vehicle safety technologies from 1960 through 2012 and found these 

technologies saved more than 600,000 lives during that time span. Kahane is currently working 

under contract for NHTSA to update this study through 2016. At NHTSA’s request, Kahane 

accessed his database to provide a measure of relative MY vehicle design safety by controlling 

for seat belt use. The result was a MY safety index illustrating the progress in vehicle safety by 

model year which isolates vehicle design from the primary behavioral impact – seat belt usage.  

The Kahane’s index to MY 1975 was normalized and did the same to the “fixed effects” 

currently used from our safety model to compare the trends in MY safety from the two methods. 

Results are shown in Figure 11-15. 

                                                 
889

 Kahane, C. J. (2015, January), Lives Saved by Safety Standards and Associated Vehicle Safety Technologies, 

1960-2012 – Passenger Cars and LTVs – with Reviews of 26 FMVSS and the Effectiveness of their Associated 

Safety Technologies in Reducing Fatalities, Injuries, and Crashes (Report No. DOT HS-812-069), Washington D.C., 
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Figure 11-15 - Fatality Trends Relative to 1975 

From Figure 11-15 both approaches show similar long-term downward trends, but this model 

shows a steeper slope than Kahane’s model. The two models involve completely different 

approaches, so some difference is to be expected. However, it is also possible this reflects 

different methods used to isolate vehicle design safety from behavioral impacts. As discussed 

previously, NHTSA addressed this issue by removing vehicle age impacts from its model, 

whereas Kahane’s model does it by controlling for belt use. As noted previously, aside from the 

age impact on belt use associated with the different demographics driving older vehicles, there is 

a secular trend toward more belt use reflecting the increase in societal awareness of belt use 

importance over time. This trend is illustrated in Figure 11-16 below.
890

 NHTSA’s current 

approach removes the age trend in belt use, but it’s not clear whether it accounts for the full 

impacts of the secular trend as well. If not, some portion of the gap between the two trendlines 

could reflect behavioral impacts rather than vehicle design.  

These models (NHTSA, Glassbrenner, and Kahane) involve differing approaches and 

assumptions contributing to uncertainty, and given this, their differences are not surprising. It is 

encouraging they show similar directional trends, reinforcing the basic concept being measured. 

NHTSA recognizes predicting future fatality impacts, as well as sales impacts that cause them, is 

a difficult and imprecise task. NHTSA will continue to investigate this issue, and the NPRM 

seeks comment on these estimates as well as alternate methods for predicting the safety effects 

associated with delayed new vehicle purchases. 

                                                 
890

 Note - The drop occurring in 1994 reflects a shift in the basis for determining belt use rates. Effective in 1994, 

data were reported from the National Occupant Protection Survey (NOPUS).  Prior to this, a conglomeration of state 

studies provided the basis. It is likely the pre-NOPUS surveys produced inflated results, especially in the 1991-1993 

period.  
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Figure 11-16 - Observed Seat Belt Use Rate 

11.5 Impact of Rebound Effect on Fatalities 

Based on historical data, it is possible to calculate a baseline fatality rate for vehicles of any 

model year vintage. By simply taking the total number of vehicles involved in fatal accidents 

over all ages for a model year and dividing by the cumulative VMT over the useful life of every 

vehicle produced in that model year, one arrives at a baseline hazard rate denominated in 

fatalities per billion miles. The fatalities associated with vehicles produced in that model year are 

then proportional to the cumulative lifetime VMT, where total fatalities equal the product of the 

baseline hazard rate and VMT. A more comprehensive discussion of the rebound effect and the 

basis for calculating its impact on mileage and risk is in Chapter 7 of this PRIA. 

11.6 Adjustment for Non-Fatal Crashes 

Fatalities estimated to be caused by various alternative CAFE standards are valued as a societal 

cost within the CAFE models’ cost/benefit accounting. Their value is based on the 

comprehensive value of a fatality derived from data in Blincoe et al. (2015)
891

, adjusted to 2016 

economics and updated to reflect the official DOT guidance on the value of a statistical life in 

2016. This gives a societal value of $9.9 million for each fatality. The CAFE safety model 

estimates effects on traffic fatalities but does not address corresponding effects on non-fatal 

injuries and property damage that would result from the same factors influencing fatalities. To 

address this, we developed an adjustment factor that would account for these crashes. 

                                                 
891

 Blincoe, L., Miller, T.R., Zaloshnja,E., Lawrence, B. A., (May 2015, Revised) The Economic and Societal 

Impact of Motor Vehicle Crashes, 2010, (DOT HS 812 012), National Highway Traffic Safety Administration, 

Washington, D.C.  
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Development of this factor is based on the assumption nonfatal crashes will be affected by CAFE 

standards in proportion to their nationwide incidence and severity. That is, NHTSA assumes the 

same injury profile, the relative number of cases of each injury severity level, that occur 

nationwide, will be increased or decreased because of CAFE. The agency recognizes this may 

not be the case, but the agency does not have data to support individual estimates across injury 

severities. There are reasons why this may not be true. For example, because older model year 

vehicles are generally less safe than newer vehicles, fatalities may make up a larger portion of 

the total injury picture than they do for newer vehicles. This would imply lower ratios across the 

non-fatal injury and PDO profile and would imply our adjustment may overstate total societal 

impacts. NHTSA requests comments on this assumption and alternative methods to estimate 

injury impacts. 

The adjustment factor is derived from Tables 1-8 and I-3 in Blincoe et al (2015). Incidence in 

Table I-3 reflects the Abbreviated Injury Scale (AIS), which ranks nonfatal injury severity based 

on an ascending 5 level scale with the most severe injuries ranked as level 5. More information 

on the basis for these classifications is available from the Association for the Advancement of 

Automotive Medicine at https://www.aaam.org/abbreviated-injury-scale-ais/. 

Table 1-3 in Blincoe et al. lists injured persons with their highest (maximum) injury determining 

the AIS level (MAIS). This scale is represented in terms of MAIS level, or maximum 

abbreviated injury scale. MAIS0 refers to uninjured occupants in injury vehicles, MAIS1 are 

generally considered minor injuries, MAIS2 moderate injuries, MAIS3 serious injuries, MAIS4 

severe injuries, and MAIS5 critical injuries. PDO refers to property damage only crashes, and 

counts for PDOs refer to vehicles in which no one was injured. From Table 11-22, ratios of 

injury incidence/fatality are derived for each injury severity level as follows: 

Table 11-22 - Ratio of Injury Incidence/Fatality;  

Police Reported and Unreported Crashes 

Injury Level Ratio 

PDO 560.88 

MAIS0 138.89 

MAIS1 104.83 

MAIS2 10.26 

MAIS3 3.05 

MAIS4 0.52 

MAIS5 0.17 

Fatal 1 

 

For each fatality that occurs nationwide in traffic crashes, there are 561 vehicles involved in 

PDOs, 139 uninjured occupants in injury vehicles, 105 minor injuries, 10 moderate injuries, 3 

serious injuries, and fractional numbers of the most serious categories which include severe and 
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critical nonfatal injuries. For each fatality ascribed to CAFE it is assumed there will be nonfatal 

crashes in these same ratios. 

Property damage costs associated with delayed new vehicle purchases must be treated differently 

because crashes that subsequently occur damage older used vehicles instead of newer vehicles.  

Used vehicles are worth less and will cost less to repair, if they are repaired at all. The 

consumer’s property damage loss is thus reduced by longer retention of these vehicles. To 

estimate this loss, average new and used vehicle prices were compared. New vehicle transaction 

prices were estimated from a study published by Kelley Blue Book.
892

 Based on these data, the 

average new vehicle transaction price in January 2017 was $34,968. Used vehicle transaction 

prices were obtained from Edmonds Used Vehicle Market Report published in February of 

2017.
893

  Edmonds data indicate the average used vehicle transaction price was $19,189 in 2016.  

There is a minor timing discrepancy in these data because the new vehicle data represent January 

2017, and the used vehicle price is for the average over 2016. NHTSA was unable to locate exact 

matching data at this time, but the agency believes the difference will be minor. 

Based on these data, new vehicles are on average worth 82% more than used vehicles. To 

estimate the effect of higher property damage costs for newer vehicles on crashes, the per unit 

property damage costs from Table I-9 in Blincoe et al (2015) were multiplied by this factor. 

Results are illustrated in Table 11-23. 

Table 11-23 - Property Damage Unit Cost Savings from Retained Used Cars 

 Original  Unit Cost 

Injury 

Level 

Unit Cost Savings 

PDO $2,444 $2,007 

MAIS0 $1,828 $1,501 

MAIS1 $5,404 $4,438 

MAIS2 $5,778 $4,745 

MAIS3 $10,882 $8,937 

MAIS4 $16,328 $13,409 

MAIS5 $15,092 $12,394 

Fatal $11,212 $9,208 

 

                                                 
892

 Press Release, “New-Car Transaction Prices Remain High, Up More Than 3 Percent Year-Over-Year in January 

2017, According to Kelley Blue Book”, February 1, 2017.  https://mediaroom.kbb.com/2017-02-01-New-Car-

Transaction-Prices-Remain-High-Up-More-Than-3-Percent-Year-Over-Year-In-January-2017-According-To-

Kelley-Blue-Book. 
893

 Edmonds Used Vehicle Market Report, February 2017.  

https://dealers.edmunds.com/static/assets/articles/2017_Feb_Used_Market_Report.pdf 
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The total property damage cost reduction was then calculated as a function of the number of 

fatalities reduced or increased by CAFE as follows: 

Equation 11-4 - Total Property Damage 

𝑆 = ∑ 𝐹𝑟𝑛𝑝𝑛

𝑛

𝑖=8

 

Where: 

S = total property damage savings from retaining used vehicles longer 

F = change in fatalities estimated for CAFE due to retaining used vehicles 

r = ratio of nonfatal injuries or PDO vehicles to fatalities (F) 

p = value of property damage prevented by retaining older vehicle 

n = the 8 injury severity categories 

 

The number of fatalities ascribed to CAFE because of older vehicle retention was multiplied by 

the unit cost per fatality from Table I-9 in Blincoe et al (2015) to determine the societal impact 

accounted for by these fatalities.
894

 From Table I-8 in Blincoe et al (2015), NHTSA subtracted 

property damage costs from all injury severity levels and recalculated the total comprehensive 

value of societal losses from crashes. The agency then divided the portion of these crashes 

because of fatalities by the resulting total to estimate the portion of crashes excluding property 

damage that are accounted for by fatalities. Results indicate fatalities accounted for 

approximately 40% of all societal costs exclusive of property damage. NHTSA then divided the 

total cost of the added fatalities by 0.4 to estimate the total cost of all crashes prevented exclusive 

of the savings in property damage. After subtracting the total savings in property damage from 

this value, we divided the fatality cost by it to estimate that overall, fatalities account for 43% of 

the total costs that would result from older vehicle retention. 

For the fatalities that occur because of mass effects or to the rebound effect, the calculation was 

more direct, a simple application of the ratio of the portion of costs produced by fatalities. In this 

case, there is no need to adjust for property damage because all impacts were derived from the 

mix of vehicles in the on-road fleet. Again, from Table I-8 in Blincoe et al (2015), we derive this 

ratio based on all cost factors including property damage to be .36. These calculations are 

summarized as follows: 

Equation 11-5 - Value of Societal Impacts of All Crashes 

𝑆𝑉 = 𝐹𝑣/(𝐹𝑣/𝑥 − 𝑆) + 𝑀/𝑐 

                                                 
894

 Note - These calculations used the original values in the Blincoe et all (2015) tables without adjusting for 

economics.  These calculations produce ratios and are thus not sensitive to adjustments for inflation.  
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Where -  

SV = Value of societal Impacts of all crashes 

F = change in fatalities estimated for CAFE due to retaining used vehicles 

v = Comprehensive societal value of preventing 1 fatality 

x = Percent of total societal loss from crashes excluding property damage accounted for 

by fatalities 

S = total property damage savings from retaining used vehicles longer 

M = change in fatalities due to changes in vehicle mass to meet CAFE standards 

c = Percent of total societal loss from all cost factors in all crashes accounted for by 

fatalities 

 

For purposes of application in the CAFE model, these two factors were combined based on the 

relative contribution to total fatalities of different factors. As noted, although a safety impact 

from the rebound effect is calculated, these impacts are considered to be freely chosen rather 

than imposed by CAFE and imply personal benefits at least equal to the sum of their added costs 

and safety consequences. The impacts of this nonfatal crash adjustment affect costs and benefits 

equally. When considering safety impacts actually imposed by CAFE standards, only those from 

mass changes and vehicle purchase delays are considered. NHTSA has two different factors 

depending on which metric is considered. The agency created these factors by weighting 

components by the relative contribution to changes in fatalities associated with each component.  

This process and results are shown in Table 11-24. Note that for the NPRM, NHTSA applied the 

average weighted factor to all fatalities. This will tend to slightly overstate costs because of sales 

and scrappage and understate costs associated with mass and rebound. The agency will consider 

ways to adjust this minor discrepancy for the final rule. 

Table 11-24 - Contributing Factors of Societal Impacts  

 
Fatalities 

 
Weights - 

Contributing Factor Portion of Weights - CAFE Imposed 

 Crash Costs All Factors Factors 

Sales and Scrappage 0.4323 0.4107 0.935 

Rebound Effect 0.3611 0.5607 
 

Mass 0.3611 0.0286 0.065 

Total NA 1 1 

    
Weighted Factor 

 
0.39 0.43 

 

Table 11-25 through Table 11-28 summarize the safety effects of CAFE standards across the 

various alternatives under the 3% and 7% discount rates. Tables 10-29 through 10-32 summarize 
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these impacts for CO2 standards.  As noted in Chapter 11.6, societal impacts are valued using a 

$9.9 million value per statistical life (VSL).  Note that fatalities in these tables are undiscounted 

– only the monetized societal impact is discounted.  

Table 11-25 -  Change in Safety Parameters from CAFE Augural Standards Baseline  

Average Annual Fatalities, CY 2036 – 2045, 3% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -22 -19 -17 -17 -16 -6 0 -2 

Sales Impacts -180 -162 -151 -112 -76 -59 -24 -33 

Subtotal CAFE Atrb. -202 -181 -168 -129 -92 -65 -24 -35 

Rebound effect -692 -650 -605 -511 -392 -317 -174 -219 

Total -894 -831 -773 -640 -484 -382 -198 -254 

         
Fatalities -Societal Cost $B 

        
Mass changes -0.11 -0.10 -0.08 -0.08 -0.08 -0.03 0.00 -0.01 

Sales Impacts -0.90 -0.81 -0.76 -0.56 -0.38 -0.30 -0.12 -0.16 

Subtotal CAFE Atrb. -1.01 -0.91 -0.84 -0.64 -0.46 -0.33 -0.12 -0.17 

Rebound effect -3.43 -3.21 -3.00 -2.53 -1.94 -1.57 -0.86 -1.09 

Total -4.44 -4.12 -3.84 -3.18 -2.40 -1.90 -0.98 -1.26 

         
Nonfatal Societal Cost $B 

        
Mass changes -0.17 -0.15 -0.13 -0.13 -0.13 -0.05 0.00 -0.02 

Sales Impacts -1.41 -1.27 -1.18 -0.88 -0.59 -0.46 -0.19 -0.26 

Subtotal CAFE Atrb. -1.58 -1.42 -1.31 -1.01 -0.72 -0.51 -0.19 -0.27 

Rebound effect -5.36 -5.03 -4.69 -3.96 -3.04 -2.46 -1.35 -1.70 

Total -6.94 -6.45 -6.00 -4.97 -3.76 -2.97 -1.53 -1.97 

         
Total Societal Cost $B 

        
Mass changes -0.27 -0.24 -0.22 -0.21 -0.21 -0.07 0.00 -0.03 

Sales Impacts -2.31 -2.08 -1.94 -1.44 -0.97 -0.76 -0.30 -0.42 

Subtotal CAFE Atrb. -2.59 -2.33 -2.15 -1.65 -1.18 -0.83 -0.31 -0.45 

Rebound effect -8.79 -8.24 -7.69 -6.49 -4.98 -4.03 -2.21 -2.79 

Total -11.38 -10.57 -9.84 -8.15 -6.16 -4.87 -2.51 -3.23 
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Table 11-26 - Change in Safety Parameters from Augural CAFE Standards Baseline 

Average Annual Fatalities, CY 2036 – 2045, 7% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -22 -19 -17 -17 -16 -6 0 -2 

Sales Impacts -180 -162 -151 -112 -76 -59 -24 -33 

Subtotal CAFE Atrb. -202 -181 -168 -129 -92 -65 -24 -35 

Rebound effect -692 -650 -605 -511 -392 -317 -174 -219 

Total -894 -831 -773 -640 -484 -382 -198 -254 

         
Fatalities - Societal Cost $B 

        
Mass changes -0.04 -0.04 -0.03 -0.03 -0.03 -0.01 0.00 0.00 

Sales Impacts -0.38 -0.34 -0.32 -0.24 -0.16 -0.12 -0.05 -0.07 

Subtotal CAFE Atrb. -0.42 -0.38 -0.35 -0.27 -0.19 -0.14 -0.05 -0.07 

Rebound effect -1.42 -1.33 -1.24 -1.05 -0.80 -0.65 -0.36 -0.45 

Total -1.84 -1.71 -1.59 -1.32 -1.00 -0.79 -0.41 -0.52 

         
Nonfatal Societal Costs $B 

        
Mass changes -0.07 -0.06 -0.05 -0.05 -0.05 -0.02 0.00 -0.01 

Sales Impacts -0.59 -0.53 -0.50 -0.37 -0.25 -0.19 -0.08 -0.11 

Subtotal CAFE Atrb. -0.66 -0.60 -0.55 -0.42 -0.30 -0.21 -0.08 -0.11 

Rebound effect -2.22 -2.08 -1.94 -1.64 -1.26 -1.02 -0.56 -0.70 

Total -2.88 -2.67 -2.49 -2.06 -1.56 -1.23 -0.64 -0.82 

         
Total Societal Costs $B         

Mass changes -0.11 -0.10 -0.09 -0.09 -0.09 -0.03 0.00 -0.01 

Sales Impacts -0.97 -0.88 -0.81 -0.61 -0.41 -0.32 -0.13 -0.18 

Subtotal CAFE Atrb. -1.09 -0.98 -0.90 -0.69 -0.50 -0.35 -0.13 -0.19 

Rebound effect -3.64 -3.41 -3.18 -2.69 -2.06 -1.67 -0.92 -1.15 

Total -4.72 -4.38 -4.08 -3.38 -2.56 -2.02 -1.04 -1.34 
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Table 11-27 - Change in Safety Parameters from Augural CAFE Standards Baseline 

Total Fatalities MY 1977 – 2029, 3% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -160 -147 -143 -173 -152 -73 -12 -30 

Sales Impacts -6180 -5680 -5260 -4280 -3170 -2550 -1030 -1480 

Subtotal CAFE Atrb. -6340 -5830 -5400 -4460 -3330 -2630 -1050 -1520 

Rebound effect -6340 -5960 -5620 -4850 -3610 -3320 -2200 -2170 

Total -12700 -11800 -11000 -9300 -6940 -5950 -3240 -3690 

         
Fatalities - Societal Costs 

$B         

Mass changes -0.94 -0.85 -0.84 -1.06 -0.93 -0.44 -0.07 -0.18 

Sales Impacts -34.40 -31.60 -29.30 -23.90 -17.60 -14.40 -6.18 -8.26 

Subtotal CAFE Atrb. -35.40 -32.40 -30.10 -24.90 -18.50 -14.80 -6.25 -8.44 

Rebound effect -41.70 -39.20 -37.00 -31.90 -23.70 -22.10 -14.80 -14.30 

Total -77.00 -71.60 -67.10 -56.90 -42.20 -36.90 -21.10 -22.80 

         
Nonfatal Societal Costs $B 

        
Mass changes -1.46 -1.33 -1.31 -1.66 -1.46 -0.69 -0.11 -0.28 

Sales Impacts -53.80 -49.40 -45.80 -37.30 -27.50 -22.50 -9.67 -12.90 

Subtotal CAFE Atrb. -55.30 -50.70 -47.10 -39.00 -29.00 -23.20 -9.77 -13.20 

Rebound effect -65.20 -61.30 -57.90 -50.00 -37.00 -34.60 -23.20 -22.40 

Total -120.00 -112.00 -105.00 -89.00 -66.00 -57.80 -33.00 -35.60 

         
Total Societal Costs $B 

        
Mass changes -2.40 -2.18 -2.15 -2.72 -2.39 -1.12 -0.18 -$0.19 

Sales Impacts -88.20 -81.00 -75.10 -61.20 -45.10 -36.90 -15.85 -$21.38 

Subtotal CAFE Atrb. -90.70 -83.10 -77.20 -63.90 -47.50 -38.00 -16.02 -$21.57 

Rebound effect -106.90 -100.50 -94.90 -81.90 -60.70 -56.70 -38.00 -$36.72 

Total -197.00 -183.60 -172.10 -145.90 -108.20 -94.70 -54.10 -$58.29 
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Table 11-28 - Change in Safety Parameters from Augural CAFE Standards Baseline 

Total Fatalities MY 1977 – 2029, 7% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -160 -147 -143 -173 -152 -73 -12 -30 

Sales Impacts -6180 -5680 -5260 -4280 -3170 -2550 -1030 -1480 

Subtotal CAFE Atrb. -6340 -5830 -5400 -4460 -3330 -2630 -1050 -1520 

Rebound effect -6340 -5960 -5620 -4850 -3610 -3320 -2200 -2170 

Total -12700 -11800 -11000 -9300 -6940 -5950 -3240 -3690 

         
Fatalities -  Societal Costs  

$B         

Mass changes -0.50 -0.45 -0.46 -0.62 -0.54 -0.25 -0.04 -0.10 

Sales Impacts -17.90 -16.40 -15.20 -12.50 -9.17 -7.72 -3.62 -4.35 

Subtotal CAFE Atrb. -18.40 -16.90 -15.70 -13.10 -9.70 -7.97 -3.66 -4.45 

Rebound effect -25.80 -24.30 -22.90 -19.80 -14.60 -13.90 -9.50 -8.88 

Total -44.30 -41.10 -38.60 -33.00 -24.30 -21.90 -13.20 -13.30 

         
Nonfatal Societal Costs $B 

        
Mass changes -0.78 -0.71 -0.71 -0.96 -0.84 -0.39 -0.06 -0.16 

Sales Impacts -28.00 -25.70 -23.80 -19.60 -14.30 -12.10 -5.66 -6.80 

Subtotal CAFE Atrb. -28.80 -26.40 -24.50 -20.50 -15.20 -12.50 -5.72 -6.95 

Rebound effect -40.40 -38.00 -35.90 -31.00 -22.80 -21.70 -14.90 -13.90 

Total -69.20 -64.30 -60.40 -51.50 -38.00 -34.20 -20.60 -20.80 

         
Total Societal Costs $B 

        
Mass changes -1.28 -1.16 -1.17 -1.58 -1.37 -0.64 -0.10 -0.26 

Sales Impacts -45.90 -42.10 -39.00 -32.10 -23.47 -19.82 -9.28 -11.15 

Subtotal CAFE Atrb. -47.20 -43.30 -40.20 -33.60 -24.90 -20.47 -9.38 -11.40 

Rebound effect -66.20 -62.30 -58.80 -50.80 -37.40 -35.60 -24.40 -22.78 

Total -113.50 -105.40 -99.00 -84.50 -62.30 -56.10 -33.80 -34.10 
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Table 11-29- Change in Safety Parameters from Existing CO2 Standards Baseline Average 

Annual Fatalities,CY 2036-2045, 3% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -56 -52 -42 -34 -15 -13 -8 -5 

Sales Impacts -221 -213 -177 -131 -93 -66 -34 -36 

Subtotal CAFE Atrb. -277 -265 -219 -165 -108 -79 -42 -41 

Rebound effect -872 -838 -726 -594 -415 -336 -165 -215 

Total -1150 -1100 -945 -759 -523 -415 -207 -256 

         
Fatalities -  Societal Costs  

$B         

Mass changes -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 0.0 0.0 

Sales Impacts -1.1 -1.1 -0.9 -0.7 -0.5 -0.3 -0.2 -0.2 

Subtotal CAFE Atrb. -1.4 -1.3 -1.1 -0.8 -0.5 -0.4 -0.2 -0.2 

Rebound effect -4.3 -4.2 -3.6 -2.9 -2.1 -1.7 -0.8 -1.1 

Total -5.7 -5.5 -4.7 -3.8 -2.6 -2.1 -1.0 -1.3 

         
Nonfatal Societal Costs 

$B         

Mass changes -0.4 -0.4 -0.3 -0.3 -0.1 -0.1 -0.1 0.0 

Sales Impacts -1.7 -1.7 -1.4 -1.0 -0.7 -0.5 -0.3 -0.3 

Subtotal CAFE Atrb. -2.2 -2.1 -1.7 -1.3 -0.8 -0.6 -0.3 -0.3 

Rebound effect -6.8 -6.5 -5.6 -4.6 -3.2 -2.6 -1.3 -1.7 

Total -8.9 -8.6 -7.3 -5.9 -4.1 -3.2 -1.6 -2.0 

         
Total Societal Costs $B 

        
Mass changes -0.70 -0.65 -0.53 -0.43 -0.19 -0.17 -0.10 -0.06 

Sales Impacts -2.85 -2.75 -2.28 -1.69 -1.20 -0.85 -0.44 -0.47 

Subtotal CAFE Atrb. -3.56 -3.40 -2.81 -2.12 -1.39 -1.02 -0.54 -0.53 

Rebound effect -11.06 -10.63 -9.22 -7.54 -5.26 -4.26 -2.10 -2.72 

Total -14.62 -14.03 -12.03 -9.65 -6.65 -5.28 -2.63 -3.26 
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Table 11-30- Change in Safety Parameters from Existing CO2 Standards Baseline Average 

Annual Fatalities CY 2036-2045, 7% Discount Rate 

  Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -56 -52 -42 -34 -15 -13 -8 -5 

Sales Impacts -221 -213 -177 -131 -93 -66 -34 -36 

Subtotal CAFE Atrb. -277 -265 -219 -165 -108 -79 -42 -41 

Rebound effect -872 -838 -726 -594 -415 -336 -165 -215 

Total -1150 -1100 -945 -759 -523 -415 -207 -256 

  
        

Fatalities -  Societal Costs  

$B         

Mass changes -0.11 -0.11 -0.09 -0.07 -0.03 -0.03 -0.02 -0.01 

Sales Impacts -0.47 -0.45 -0.37 -0.28 -0.20 -0.14 -0.07 -0.08 

Subtotal CAFE Atrb. -0.58 -0.56 -0.46 -0.35 -0.23 -0.17 -0.09 -0.09 

Rebound effect -1.78 -1.71 -1.49 -1.22 -0.85 -0.69 -0.34 -0.44 

Total -2.36 -2.27 -1.95 -1.56 -1.08 -0.86 -0.43 -0.53 

  
        

Nonfatal Societal Costs 

$B         

Mass changes -0.18 -0.16 -0.13 -0.11 -0.05 -0.04 -0.03 -0.02 

Sales Impacts -0.73 -0.71 -0.59 -0.44 -0.31 -0.22 -0.11 -0.12 

Subtotal CAFE Atrb. -0.91 -0.87 -0.72 -0.54 -0.36 -0.26 -0.14 -0.14 

Rebound effect -2.79 -2.68 -2.32 -1.90 -1.33 -1.07 -0.53 -0.69 

Total -3.70 -3.55 -3.04 -2.44 -1.68 -1.34 -0.67 -0.83 

  
        

Total Societal Costs $B 
        

Mass changes -0.29 -0.27 -0.22 -0.18 -0.08 -0.07 -0.04 -0.02 

Sales Impacts -1.20 -1.16 -0.96 -0.72 -0.51 -0.36 -0.19 -0.20 

Subtotal CAFE Atrb. -1.49 -1.43 -1.18 -0.89 -0.59 -0.43 -0.23 -0.22 

Rebound effect -4.57 -4.39 -3.81 -3.12 -2.18 -1.76 -0.87 -1.13 

Total -6.06 -5.82 -4.99 -4.00 -2.76 -2.20 -1.09 -1.35 
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Table 11-31- Change in Safety Parameters from Existing CO2 Standards Baseline Total 

Fatalities MY 1977-2029, 3% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -468 -461 -410 -297 -219 -186 -111 -85 

Sales Impacts -7880 -7600 -6630 -5460 -4150 -3240 -1530 -2090 

Subtotal CAFE Atrb. -8350 -8060 -7040 -5760 -4370 -3430 -1640 -2170 

Rebound effect -7300 -6930 -6340 -5250 -3480 -3260 -2110 -2010 

Total -15600 -15000 -13400 -11000 -7850 -6690 -3760 -4190 

         
Fatalities -  Societal Costs  

$B         

Mass changes -2.9 -2.9 -2.6 -1.9 -1.4 -1.2 -0.7 -0.5 

Sales Impacts -43.3 -41.7 -36.6 -30.1 -22.5 -18.0 -8.9 -11.6 

Subtotal CAFE Atrb. -46.2 -44.6 -39.2 -32.0 -23.9 -19.2 -9.7 -12.1 

Rebound effect -47.8 -45.3 -41.6 -34.4 -22.7 -21.5 -14.2 -13.3 

Total -94.0 -89.9 -80.8 -66.4 -46.6 -40.7 -23.8 -25.4 

         
Nonfatal Societal Costs 

$B         

Mass changes -4.6 -4.5 -4.0 -2.9 -2.2 -1.9 -1.1 -0.8 

Sales Impacts -67.8 -65.2 -57.3 -47.1 -35.2 -28.2 -13.9 -18.1 

Subtotal CAFE Atrb. -72.3 -69.7 -61.3 -50.0 -37.3 -30.0 -15.1 -18.9 

Rebound effect -74.7 -70.8 -65.0 -53.9 -35.6 -33.7 -22.1 -20.8 

Total -147.0 -141.0 -126.0 -104.0 -72.9 -63.7 -37.2 -39.7 

         
Total Societal Costs $B 

        
Mass changes -7.48 -7.41 -6.62 -4.76 -3.53 -3.05 -1.87 -1.37 

Sales Impacts -111.10 -106.90 -93.90 -77.20 -57.70 -46.20 -22.82 -29.70 

Subtotal CAFE Atrb. -118.50 -114.30 -100.50 -82.00 -61.20 -49.20 -24.75 -31.00 

Rebound effect -122.50 -116.10 -106.60 -88.30 -58.30 -55.20 -36.30 -34.10 

Total -241.00 -230.90 -206.80 -170.40 -119.50 -104.40 -61.00 -65.10 
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Table 11-32- Change in Safety Parameters from Existing CO2 Standards Baseline Total 

Fatalities MY 1977-2029, 7% Discount Rate 

 
Alt 1 Alt 2 Alt 3 Alt 4 Alt 5 Alt 6 Alt 7 Alt 8 

Fatalities 
        

Mass changes -468 -461 -410 -297 -219 -186 -111 -85 

Sales Impacts -7880 -7600 -6630 -5460 -4150 -3240 -1530 -2090 

Subtotal CAFE Atrb. -8350 -8060 -7040 -5760 -4370 -3430 -1640 -2170 

Rebound effect -7300 -6930 -6340 -5250 -3480 -3260 -2110 -2010 

Total -15600 -15000 -13400 -11000 -7850 -6690 -3760 -4190 

         
Fatalities -  Societal Costs  

$B         

Mass changes -1.7 -1.7 -1.5 -1.1 -0.8 -0.7 -0.5 -0.3 

Sales Impacts -22.1 -21.2 -18.8 -15.5 -11.3 -9.4 -5.0 -6.0 

Subtotal CAFE Atrb. -23.8 -22.9 -20.4 -16.6 -12.1 -10.1 -5.5 -6.3 

Rebound effect -29.4 -27.8 -25.7 -21.3 -14.0 -13.4 -9.0 -8.3 

Total -53.2 -50.7 -46.0 -37.8 -26.1 -23.6 -14.4 -14.6 

         
Nonfatal Societal Costs 

$B         

Mass changes -2.7 -2.7 -2.4 -1.7 -1.3 -1.1 -0.7 -0.5 

Sales Impacts -34.6 -33.1 -29.4 -24.2 -17.7 -14.7 -7.8 -9.4 

Subtotal CAFE Atrb. -37.3 -35.8 -31.8 -25.9 -19.0 -15.9 -8.5 -9.9 

Rebound effect -46.0 -43.5 -40.1 -33.3 -21.9 -21.0 -14.1 -12.9 

Total -83.3 -79.3 -72.0 -59.2 -40.8 -36.9 -22.6 -22.8 

         
Total Societal Costs $B 

        
Mass changes -4.36 -4.36 -3.92 -2.80 -2.10 -1.86 -1.18 -0.82 

Sales Impacts -56.70 -54.30 -48.20 -39.70 -29.00 -24.12 -12.79 -15.41 

Subtotal CAFE Atrb. -61.10 -58.70 -52.20 -42.50 -31.10 -26.00 -13.97 -16.21 

Rebound effect -75.40 -71.30 -65.80 -54.60 -35.90 -34.40 -23.09 -21.16 

Total -136.50 -130.00 -118.00 -97.00 -66.90 -60.50 -37.00 -37.40 
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While NHTSA computes the value of rebound effect fatalities, as well as total fatalities from all 

causes, we note that  rebound-related fatalities and injuries result from risk that is freely chosen 

and offset by societal valuations that at a minimum exceed the aggregate value of safety 

consequences plus added vehicle operating and maintenance costs.
895

 These voluntary risks 

implicitly involve a cost and a benefit that are offsetting. The relevant safety impacts attributable 

to CAFE are the Subtotals highlighted in bold (Subtotal CAFE Atrb.) in Table Table 11-25 

through Table 11-32 above. 

These tables present aggregations or averages of results for calendar years through 2050.  

Underlying model output files provide results for each model year in each calendar year.
896

  

These results can be used for more detailed review and analysis of estimated trends.  For 

example, for each calendar year through 2050, the following two tables — one for CAFE 

standards and one for CO2 standards — show (a) the number of light-duty vehicles in service, (b) 

the travel accumulated by those vehicles, and (c) the total number fatalities among the types 

included in today’s analysis. 

The analysis shows the fleet’s size growing at a slowing rate — from about 2% annually in the 

near term to about 0.5% annually in the long term, and shows that growth being very slightly 

slower under the proposed standards (because the modest acceleration of fleet turnover is slightly 

greater than the modest increase in new vehicle sales volumes). The analysis shows fleetwide 

annual travel growing at similar (and similarly decelerating) rates, and shows slight slower 

growth under the proposed standards, because of the fuel price elasticity embodied in the 

estimated rebound effect, and because of vehicles are driven the most intensively (i.e., 

accumulating the most annual VMT) in the first few years of service.  The analysis shows the 

annual number of fatalities growing more slowly than annual VMT, consistent with the fleet 

continuing to turn over to newer, safer vehicles.  Under the proposed standards, the analysis 

shows the annual number of fatalities growing more slowly than under the baseline standards, 

reflecting the combined effects of fleet turnover, mass reduction, and shifts between passenger 

cars and light trucks in the new vehicle fleet. 

  

                                                 
895

 It would also include some level of consumer surplus, which we have estimated using the standard triangular 

function.  This is discussed in Section 8.5.1 of the PRIA. 
896

 Available at https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system. 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system
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Table 11-33 - Annual Fleet Size, VMT, and Included Fatalities, Baseline and Proposed 

CAFE Standards, Calendar Years 2017-2050 

 

  

CY Baseline Proposed Change Change% Baseline Proposed Change Change% Baseline Proposed Change Change%

2017 234 234 0 0.0% 2,295    2,295      0 0.0% 22.1      22.1        (0.0)     0.0%

2018 240 239 0 0.0% 2,392    2,390      -2 -0.1% 22.6      22.6        (0.0)     -0.1%

2019 245 245 0 -0.1% 2,444    2,439      -5 -0.2% 22.8      22.7        (0.0)     -0.2%

2020 250 250 -1 -0.3% 2,512    2,502      -9 -0.4% 23.1      23.0        (0.1)     -0.4%

2021 256 255 -1 -0.5% 2,582    2,564      -17 -0.7% 23.4      23.3        (0.2)     -0.7%

2022 262 261 -2 -0.7% 2,647    2,621      -26 -1.0% 23.7      23.5        (0.2)     -1.0%

2023 269 266 -3 -1.0% 2,728    2,692      -35 -1.3% 24.2      23.9        (0.3)     -1.3%

2024 275 272 -3 -1.2% 2,805    2,762      -44 -1.6% 24.7      24.3        (0.4)     -1.6%

2025 281 277 -4 -1.4% 2,872    2,820      -51 -1.8% 25.0      24.5        (0.5)     -1.8%

2026 287 282 -4 -1.6% 2,931    2,872      -58 -2.0% 25.3      24.7        (0.5)     -2.0%

2027 292 287 -5 -1.7% 2,987    2,923      -64 -2.1% 25.5      25.0        (0.6)     -2.2%

2028 297 292 -5 -1.8% 3,037    2,968      -69 -2.3% 25.7      25.1        (0.6)     -2.4%

2029 302 296 -6 -1.9% 3,069    2,995      -74 -2.4% 25.8      25.1        (0.6)     -2.5%

2030 306 300 -6 -1.9% 3,091    3,012      -79 -2.6% 25.7      25.0        (0.7)     -2.7%

2031 310 304 -6 -2.0% 3,112    3,027      -84 -2.7% 25.7      24.9        (0.7)     -2.8%

2032 313 307 -6 -2.1% 3,128    3,038      -90 -2.9% 25.6      24.8        (0.8)     -3.0%

2033 317 310 -7 -2.1% 3,157    3,063      -94 -3.0% 25.6      24.8        (0.8)     -3.1%

2034 320 313 -7 -2.1% 3,178    3,079      -98 -3.1% 25.5      24.7        (0.8)     -3.2%

2035 322 315 -7 -2.2% 3,200    3,098      -102 -3.2% 25.5      24.6        (0.8)     -3.3%

2036 325 318 -7 -2.2% 3,214    3,108      -106 -3.3% 25.4      24.5        (0.9)     -3.5%

2037 327 320 -7 -2.2% 3,236    3,127      -108 -3.4% 25.4      24.5        (0.9)     -3.5%

2038 329 322 -7 -2.1% 3,258    3,148      -110 -3.4% 25.4      24.5        (0.9)     -3.5%

2039 331 324 -7 -2.1% 3,272    3,160      -112 -3.4% 25.3      24.4        (0.9)     -3.6%

2040 332 325 -7 -2.0% 3,290    3,177      -113 -3.4% 25.3      24.4        (0.9)     -3.6%

2041 334 327 -7 -2.0% 3,308    3,196      -113 -3.4% 25.4      24.5        (0.9)     -3.6%

2042 335 329 -6 -1.9% 3,332    3,219      -112 -3.4% 25.4      24.5        (0.9)     -3.5%

2043 337 331 -6 -1.8% 3,357    3,245      -111 -3.3% 25.5      24.7        (0.9)     -3.5%

2044 339 333 -6 -1.7% 3,380    3,270      -111 -3.3% 25.7      24.8        (0.9)     -3.4%

2045 341 335 -6 -1.7% 3,405    3,295      -110 -3.2% 25.8      24.9        (0.9)     -3.4%

2046 343 337 -6 -1.6% 3,429    3,319      -110 -3.2% 25.9      25.1        (0.9)     -3.3%

2047 345 339 -6 -1.6% 3,453    3,343      -109 -3.2% 26.1      25.2        (0.9)     -3.3%

2048 347 342 -5 -1.6% 3,482    3,373      -109 -3.1% 26.2      25.4        (0.9)     -3.3%

2049 349 344 -5 -1.5% 3,509    3,400      -109 -3.1% 26.4      25.6        (0.9)     -3.2%

2050 352 346 -5 -1.5% 3,531    3,421      -109 -3.1% 26.6      25.7        (0.9)     -3.2%

Fleet Size (m) VMT (b. mi.) Fatalities (1000s)
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Table 11-34 - Annual Fleet Size, VMT, and Included Fatalities, Baseline and Proposed CO2 

Standards, Calendar Years 2017-2050 

 

  

CY Baseline Proposed Change Change% Baseline Proposed Change Change% Baseline Proposed Change Change%

2017 234 234 0 0.0% 2,295    2,295      0 0.0% 22.1      22.1        (0.0)     0.0%

2018 239 239 0 0.0% 2,391    2,389      -2 -0.1% 22.6      22.6        (0.0)     -0.1%

2019 245 245 0 -0.1% 2,442    2,437      -5 -0.2% 22.8      22.7        (0.0)     -0.2%

2020 250 250 -1 -0.3% 2,508    2,498      -10 -0.4% 23.1      23.0        (0.1)     -0.4%

2021 256 255 -1 -0.5% 2,577    2,559      -19 -0.7% 23.4      23.2        (0.2)     -0.7%

2022 262 260 -2 -0.7% 2,641    2,613      -28 -1.1% 23.7      23.4        (0.3)     -1.1%

2023 268 266 -3 -1.0% 2,721    2,684      -37 -1.4% 24.1      23.8        (0.3)     -1.4%

2024 274 271 -3 -1.2% 2,798    2,752      -47 -1.7% 24.6      24.2        (0.4)     -1.7%

2025 281 276 -4 -1.5% 2,865    2,809      -56 -2.0% 24.9      24.4        (0.5)     -2.0%

2026 286 282 -5 -1.6% 2,925    2,860      -65 -2.2% 25.2      24.6        (0.6)     -2.3%

2027 292 286 -5 -1.8% 2,984    2,910      -74 -2.5% 25.5      24.8        (0.7)     -2.6%

2028 297 291 -6 -2.0% 3,035    2,954      -81 -2.7% 25.7      25.0        (0.7)     -2.8%

2029 302 295 -6 -2.1% 3,068    2,979      -89 -2.9% 25.8      25.0        (0.8)     -3.1%

2030 306 299 -7 -2.2% 3,093    2,996      -97 -3.1% 25.7      24.9        (0.9)     -3.3%

2031 310 303 -7 -2.4% 3,115    3,011      -104 -3.3% 25.7      24.8        (0.9)     -3.6%

2032 314 306 -8 -2.5% 3,133    3,021      -112 -3.6% 25.6      24.7        (1.0)     -3.8%

2033 317 309 -8 -2.6% 3,163    3,046      -117 -3.7% 25.6      24.6        (1.0)     -4.0%

2034 320 312 -8 -2.6% 3,184    3,061      -123 -3.9% 25.6      24.5        (1.1)     -4.1%

2035 323 314 -9 -2.7% 3,207    3,079      -128 -4.0% 25.5      24.5        (1.1)     -4.3%

2036 325 317 -9 -2.7% 3,222    3,089      -133 -4.1% 25.5      24.3        (1.1)     -4.4%

2037 328 319 -9 -2.7% 3,244    3,108      -136 -4.2% 25.4      24.3        (1.1)     -4.5%

2038 330 321 -9 -2.7% 3,267    3,129      -138 -4.2% 25.5      24.3        (1.2)     -4.5%

2039 331 323 -9 -2.6% 3,281    3,141      -141 -4.3% 25.4      24.2        (1.2)     -4.6%

2040 333 324 -8 -2.6% 3,299    3,158      -141 -4.3% 25.4      24.2        (1.2)     -4.6%

2041 334 326 -8 -2.5% 3,318    3,176      -141 -4.3% 25.4      24.3        (1.2)     -4.6%

2042 336 328 -8 -2.4% 3,341    3,200      -140 -4.2% 25.5      24.4        (1.2)     -4.5%

2043 338 330 -8 -2.2% 3,365    3,226      -139 -4.1% 25.6      24.5        (1.1)     -4.5%

2044 339 332 -7 -2.1% 3,389    3,251      -138 -4.1% 25.7      24.6        (1.1)     -4.4%

2045 341 334 -7 -2.0% 3,412    3,275      -137 -4.0% 25.9      24.7        (1.1)     -4.3%

2046 343 336 -7 -2.0% 3,436    3,300      -136 -4.0% 26.0      24.9        (1.1)     -4.3%

2047 345 339 -6 -1.9% 3,460    3,324      -136 -3.9% 26.1      25.0        (1.1)     -4.2%

2048 347 341 -6 -1.8% 3,488    3,354      -134 -3.9% 26.3      25.2        (1.1)     -4.1%

2049 349 343 -6 -1.8% 3,515    3,381      -134 -3.8% 26.5      25.4        (1.1)     -4.1%

2050 352 346 -6 -1.7% 3,536    3,402      -135 -3.8% 26.6      25.5        (1.1)     -4.1%

Fleet Size (m) VMT (b. mi.) Fatalities (1000s)
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12 Net Impacts 

This chapter compares the costs of technologies needed to make improvements in fuel economy 

with the potential benefits, expressed in total costs (millions of dollars) from a societal 

perspective for each model year. The costs do not include CAFE civil penalties estimated to be 

paid by manufacturers to NHTSA, since these are transfer payments. Thus, the total costs shown 

in this section do not match the total costs shown in Chapter 9. These are incremental costs and 

benefits compared to the adjusted baseline of MY 2016. Chapter 12.3 presents sales and 

employment impacts. This chapter concludes with an evaluation of cumulative impacts across 

multiple fuel economy standards.  

Payback periods are not reported in this section. Unlike previous CAFE analyses, in this analysis 

there is no incremental fuel-saving technology added to vehicles in the alternatives. Rather, 

technologies are removed from vehicles across the alternatives relative to the baseline. In turn, 

rather than facing upfront investment costs that are paid back throughout vehicle ownership 

(yielding a breakeven point that represents the end of a payback period), consumers receive 

immediate, upfront cost savings across all alternatives. 

12.1 Net Impacts across Alternative Fuel Economy and CO2 Standards 

Table 12-1 and Table 12-2 present total costs, benefits and net benefits for the light-duty vehicle 

fleet across alternative fuel economy standards. Costs decrease under all alternatives, ranging 

from -$502 billion to -$1 billion at a three-percent discount rate, and from -$335 billion to -$119 

billion at a seven-percent discount rate. Benefits also decrease under all alternatives, ranging 

from -$326 billion to -$113 billion at a three-percent discount rate, and from -$204 billion to -

$70 billion at a seven-percent discount rate. Because benefits decrease by a lower amount than 

costs under all alternatives, net benefits are positive under all alternatives (ranging from $61 

billion to $176 billion at a three-percent discount rate, and from $49 billion to $132 billion at a 

seven-percent discount rate.  Table 12-3 through Table 12-14 provide the present value of net 

benefits. Table 12-15 through Table 12-26 present estimates of societal costs, benefits and net 

benefits under the CAFE model.    
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Table 12-27 through Table 12-38 present societal costs, benefits and net benefits, consumer 

impacts and net consumer benefits for MY 2030 vehicles relative to MY 2016 vehicles under the 

CO2 Program are presented. 

This analysis does not explicitly identify “co-benefits” from its proposed action to change fuel 

economy standards, as such a concept would include all benefits other than cost savings to 

vehicle buyers. Instead, it distinguishes between private benefits – which include economic 

impacts on vehicle manufacturers, buyers of new cars and light trucks, and owners (or users) of 

used cars and light trucks – and external benefits, which represent indirect benefits (or costs) to 

the remainder of the U.S. economy that stem from the proposal’s effects on the behavior of 

vehicle manufacturers, buyers, and users. In this accounting framework, changes in fuel use and 

safety impacts resulting from the proposal’s effects on the number of used vehicles in use 

represent an important component of its private benefits and costs, despite the fact that previous 

analyses have failed to recognize these effects. The agency’s presentation of private costs and 

benefits from its proposed action clearly distinguishes between those that would be experienced 

by owners and users of cars and light trucks produced during previous model years, and those 

that would be experienced by buyers and users of cars and light trucks produced during the 

model years it would affect. Moreover, it clearly separates these into benefits related to fuel 

consumption and those related to safety consequences of vehicle use. This is more meaningful 

and informative than simply identifying all impacts other than changes in fuel savings to buyers 

of new vehicles as “co-benefits.”   
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Table 12-1 - Total Costs, Benefits, and Net Benefits, Passenger Cars and Light Trucks 

Combined, MYs 1977-2029, CAFE (Billions 2016$)  

Alternative 

3% Discount Rate 7% Discount Rate 

Costs Benefits 
Net 

Benefits 
Costs Benefits 

Net 

Benefits 

0.0%PC/0.0%LT, MYs 2021-2026 -502.1 -325.8 176.3 -335.3 -203.8 131.5 

0.5%PC/0.5%LT, MYs 2021-2026 -474.7 -306.6 168.1 -317.6 -191.5 126.1 

0.5%PC/0.5%LT, MYs 2021-2026, AC/Off-

Cycle Phaseout 
-444.9 -289.8 155.1 -297.9 -181.1 116.8 

1.0%PC/2.0%LT, MYs 2021-2026 -393.5 -250.3 143.2 -266.1 -156.5 109.7 

1.0%PC/2.0%LT, MYs 2022-2026 -305.6 -185.6 120.0 -207.2 -115.1 92.1 

2.0%PC/3.0%LT, MYs 2021-2026 -271.3 -175.4 95.9 -187.1 -110.5 76.6 

2.0%PC/3.0%LT, MYs 2021-2026, AC/Off-

Cycle Phaseout 
-159.9 -119.0 40.8 -114.0 -75.7 38.3 

2.0%PC/3.0%LT, MYs 2022-2026 -173.5 -113.0 60.5 -119.4 -70.2 49.2 

 

Table 12-2 - Total Costs, Benefits, and Net Benefits, Passenger Cars and Light Trucks 

Combined, MYs 1977-2029, CO2 (Billions 2016$) 

Alternative 

3% Discount Rate 7% Discount Rate 

Costs Benefits 
Net 

Benefits 
Costs Benefits 

Net 

Benefits 

0.0%PC/0.0%LT, MYs 2021-2026 -563.3 -362.6 200.7 -367.1 -226.5 140.6 

0.5%PC/0.5%LT, MYs 2021-2026 -542.2 -343.0 199.2 -353.1 -214.0 139.0 

0.5%PC/0.5%LT, MYs 2021-2026, AC/Off-

Cycle Phaseout 
-499.0 -318.1 180.9 -328.2 -198.8 129.3 

1.0%PC/2.0%LT, MYs 2021-2026 -426.5 -264.1 162.4 -282.1 -165.0 117.1 

1.0%PC/2.0%LT, MYs 2022-2026 -311.0 -171.9 139.0 -204.7 -107.7 97.0 

2.0%PC/3.0%LT, MYs 2021-2026 -284.5 -167.9 116.6 -192.4 -105.6 86.8 

2.0%PC/3.0%LT, MYs 2021-2026, AC/Off-

Cycle Phaseout 
-176.2 -113.6 62.6 -123.1 -72.0 51.2 

2.0%PC/3.0%LT, MYs 2022-2026 -179.0 -103.7 75.3 -120.7 -65.2 55.4 
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Table 12-3 - Present Value of Net Total Benefits, Passenger Cars, CAFE, 3% Discount Rate (Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
84.1 8.6 8.0 7.5 7.5 7.0 4.6 2.4 -0.9 -3.8 -6.8 -8.9 -9.2 -9.8 90.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
80.1 8.2 7.6 7.1 7.1 6.7 4.5 2.3 -1.0 -3.8 -6.8 -8.4 -8.7 -9.2 85.7 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

75.0 7.6 7.0 6.6 6.5 6.1 4.0 1.7 -1.6 -4.4 -7.2 -7.8 -8.0 -8.3 77.2 

1.0%PC/2.0%LT, 

MYs 2021-2026 
67.6 6.6 6.1 5.7 5.8 5.5 3.7 1.7 -1.2 -4.0 -6.2 -5.9 -5.7 -5.7 73.9 

1.0%PC/2.0%LT, 

MYs 2022-2026 
53.7 5.1 5.0 4.9 5.1 5.2 5.1 3.0 0.6 -1.7 -3.9 -3.3 -3.2 -3.1 72.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
48.0 4.2 3.9 3.6 3.6 3.5 2.3 0.7 -1.2 -2.2 -3.6 -1.6 -1.6 -1.4 58.2 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

28.6 2.1 1.9 1.5 1.6 1.4 0.3 -1.4 -3.2 -3.9 -4.5 -0.4 -0.7 -0.4 22.8 

2.0%PC/3.0%LT, 

MYs 2022-2026 
30.6 2.7 2.8 2.8 3.0 3.2 3.3 1.9 -0.1 -1.7 -2.9 -0.6 -0.6 -0.4 43.8 
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Table 12-4 - Present Value of Net Total Benefits, Passenger Cars, CO2, 3% Discount Rate (Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
87.7 10.1 9.4 9.0 8.8 7.9 4.9 1.6 -1.7 -5.1 -7.9 -10.8 -11.9 -14.5 87.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
84.9 9.8 9.2 8.8 8.6 7.9 5.3 2.1 -1.1 -4.5 -7.2 -9.8 -11.2 -14.0 89.0 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

79.8 8.9 8.3 8.0 7.8 7.2 4.6 1.4 -1.7 -4.8 -7.0 -8.2 -9.2 -11.5 83.9 

1.0%PC/2.0%LT, 

MYs 2021-2026 
70.0 7.8 7.2 7.0 7.0 6.5 4.4 1.9 -0.6 -3.2 -5.1 -6.6 -7.2 -8.8 80.4 

1.0%PC/2.0%LT, 

MYs 2022-2026 
52.3 5.8 5.7 5.5 5.6 5.3 5.2 3.1 1.7 0.9 -1.6 -1.5 -2.4 -4.3 81.4 

2.0%PC/3.0%LT, 

MYs 2021-2026 
49.5 5.1 4.9 4.7 4.8 4.4 3.1 1.3 0.2 -0.3 -1.7 -1.2 -1.9 -2.8 70.1 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

31.6 2.9 2.7 2.5 2.4 2.1 0.7 -1.2 -2.2 -2.6 -2.9 -0.4 -1.0 -1.4 33.3 

2.0%PC/3.0%LT, 

MYs 2022-2026 
31.4 3.2 2.9 2.7 3.0 2.9 2.9 2.0 1.3 0.0 -1.6 0.7 -0.2 -0.9 50.4 
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Table 12-5 - Present Value of Net Total Benefits, Passenger Cars, CAFE, 7% Discount Rate (Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
52.7 4.8 4.5 4.2 4.5 4.8 3.4 2.2 0.2 -1.5 -3.2 -4.3 -4.4 -4.5 63.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
50.2 4.6 4.2 4.0 4.3 4.6 3.4 2.1 0.1 -1.5 -3.2 -4.0 -4.1 -4.2 60.5 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

46.9 4.2 3.9 3.6 4.0 4.3 3.1 1.7 -0.2 -1.8 -3.4 -3.7 -3.7 -3.8 55.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
42.5 3.7 3.5 3.3 3.7 4.0 3.1 1.9 0.1 -1.5 -2.8 -2.6 -2.4 -2.4 54.1 

1.0%PC/2.0%LT, 

MYs 2022-2026 
33.7 2.8 2.8 2.8 3.3 3.9 4.0 2.7 1.2 -0.2 -1.5 -1.2 -1.1 -1.1 52.3 

2.0%PC/3.0%LT, 

MYs 2021-2026 
30.5 2.4 2.3 2.2 2.6 2.9 2.3 1.4 0.1 -0.5 -1.4 -0.3 -0.4 -0.3 43.7 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

18.6 1.3 1.3 1.1 1.5 1.7 1.1 0.0 -1.1 -1.6 -2.1 0.2 0.0 0.1 22.4 

2.0%PC/3.0%LT, 

MYs 2022-2026 
19.4 1.5 1.7 1.7 2.2 2.7 2.9 2.0 0.7 -0.2 -1.1 0.2 0.2 0.2 34.2 
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Table 12-6 - Present Value of Net Total Benefits, Passenger Cars, CO2, 7% Discount Rate (Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
54.4 5.5 5.2 4.9 5.2 4.9 3.1 1.3 -0.6 -2.5 -3.7 -5.2 -5.6 -6.7 60.4 

0.5%PC/0.5%LT, 

MYs 2021-2026 
52.6 5.4 5.1 4.9 5.1 4.9 3.5 1.6 -0.2 -2.1 -3.4 -4.7 -5.2 -6.5 60.9 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

49.7 4.9 4.7 4.5 4.7 4.6 3.1 1.3 -0.5 -2.3 -3.3 -3.8 -4.2 -5.2 58.3 

1.0%PC/2.0%LT, 

MYs 2021-2026 
43.6 4.3 4.1 4.0 4.3 4.2 3.0 1.6 0.1 -1.3 -2.2 -3.0 -3.1 -3.9 55.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
32.3 3.1 3.1 3.0 3.3 3.3 3.5 2.3 1.4 0.9 -0.4 -0.3 -0.7 -1.7 53.1 

2.0%PC/3.0%LT, 

MYs 2021-2026 
31.1 2.9 2.8 2.8 3.1 3.1 2.4 1.3 0.6 0.3 -0.4 -0.1 -0.5 -1.0 48.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

20.2 1.7 1.8 1.7 1.8 1.8 0.9 -0.2 -0.9 -1.1 -1.2 0.2 -0.1 -0.4 26.1 

2.0%PC/3.0%LT, 

MYs 2022-2026 
19.6 1.7 1.6 1.5 1.9 2.0 2.1 1.6 1.1 0.4 -0.6 0.8 0.3 -0.1 33.8 
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Table 12-7 - Present Value of Net Total Benefits, Light Trucks, CAFE, 3% Discount Rate (Billions 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
45.8 3.3 2.9 2.8 2.1 0.4 0.7 1.8 1.8 2.0 3.0 4.8 6.7 7.8 85.8 

0.5%PC/0.5%LT, 

MYs 2021-2026 
41.7 2.9 2.9 2.9 2.3 0.6 0.8 1.8 1.8 2.1 3.4 5.0 6.7 7.7 82.4 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

39.7 2.6 2.4 2.5 1.9 0.5 0.8 1.8 2.0 2.3 3.7 4.9 6.1 7.0 78.0 

1.0%PC/2.0%LT, 

MYs 2021-2026 
32.6 1.8 1.9 2.0 2.0 1.1 1.5 2.6 2.8 2.9 4.0 4.1 4.8 5.3 69.2 

1.0%PC/2.0%LT, 

MYs 2022-2026 
23.1 1.5 1.6 1.9 1.8 1.7 1.0 1.5 1.7 1.4 2.2 2.3 2.7 3.0 47.4 

2.0%PC/3.0%LT, 

MYs 2021-2026 
21.6 0.5 0.6 0.8 0.6 0.2 0.8 1.9 2.4 1.7 1.9 1.4 1.6 1.7 37.7 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

13.4 -0.3 -0.3 -0.5 -0.5 -1.3 -0.4 0.8 1.5 1.0 1.6 1.3 0.8 0.8 17.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
12.0 0.5 0.3 0.3 0.4 0.3 0.1 0.4 0.7 0.2 0.7 0.4 0.3 0.3 16.8 
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Table 12-8 - Present Value of Net Total Benefits, Light Trucks, CO2, 3% Discount Rate (Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
55.1 5.6 4.6 3.9 2.4 0.0 -0.6 1.6 2.0 3.6 5.1 8.1 9.8 12.0 113.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
51.9 5.4 4.8 4.1 2.7 0.4 -0.5 1.5 1.9 3.5 5.4 7.7 9.4 11.8 110.2 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

47.5 4.5 3.9 3.3 1.9 -0.4 -1.2 0.9 1.4 3.2 5.5 7.3 8.6 10.7 97.1 

1.0%PC/2.0%LT, 

MYs 2021-2026 
38.8 3.5 3.2 2.7 1.6 -0.2 -0.8 0.8 1.0 2.5 4.8 6.8 8.0 9.4 82.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
26.0 2.3 2.4 2.1 1.7 0.6 0.2 1.2 1.8 1.3 3.1 4.1 4.6 6.2 57.6 

2.0%PC/3.0%LT, 

MYs 2021-2026 
24.2 1.8 1.8 1.6 1.0 -0.4 -0.5 0.9 1.4 1.1 2.5 3.0 3.5 4.6 46.5 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

16.1 0.9 0.7 0.4 0.0 -0.9 -0.8 0.8 1.4 1.3 2.4 2.3 2.1 2.6 29.3 

2.0%PC/3.0%LT, 

MYs 2022-2026 
15.4 1.1 0.8 0.6 0.3 -0.1 -0.2 0.1 0.1 0.1 1.5 1.5 1.5 2.2 25.0 
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Table 12-9 - Present Value of Net Total Benefits, Light Trucks, CAFE, 7% Discount Rate (Billions 2016$) 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
27.8 1.5 1.9 2.3 2.3 2.0 2.3 3.0 3.0 3.1 3.7 4.4 5.2 5.5 68.1 

0.5%PC/0.5%LT, 

MYs 2021-2026 
25.3 1.3 1.9 2.4 2.4 2.1 2.4 3.0 3.0 3.1 3.8 4.5 5.2 5.4 65.6 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

24.1 1.1 1.5 2.0 2.0 1.9 2.2 2.9 3.0 3.2 3.8 4.3 4.7 4.9 61.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
19.8 0.7 1.3 1.8 2.1 2.3 2.6 3.3 3.3 3.4 3.8 3.6 3.8 3.8 55.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
13.8 0.6 1.2 1.8 1.9 2.4 2.0 2.3 2.3 2.1 2.4 2.3 2.4 2.4 39.8 

2.0%PC/3.0%LT, 

MYs 2021-2026 
13.4 0.1 0.5 0.9 1.1 1.3 1.7 2.4 2.7 2.1 2.0 1.6 1.6 1.6 33.0 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

8.7 -0.2 -0.1 -0.1 0.0 -0.2 0.4 1.2 1.6 1.2 1.2 1.0 0.6 0.6 15.9 

2.0%PC/3.0%LT, 

MYs 2022-2026 
7.2 0.2 0.2 0.3 0.6 0.8 0.6 0.9 1.1 0.8 0.8 0.6 0.5 0.5 15.0 
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Table 12-10 - Present Value of Net Total Benefits, Light Trucks, CO2, 7% Discount Rate (Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
33.3 2.7 2.7 2.7 1.9 1.1 0.9 2.5 2.8 3.7 4.7 6.2 7.0 7.9 80.2 

0.5%PC/0.5%LT, 

MYs 2021-2026 
31.2 2.7 2.9 2.9 2.2 1.3 0.9 2.5 2.7 3.6 4.8 6.0 6.8 7.8 78.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

28.8 2.2 2.4 2.5 1.8 1.0 0.6 2.2 2.5 3.5 4.8 5.6 6.2 7.0 71.1 

1.0%PC/2.0%LT, 

MYs 2021-2026 
23.5 1.7 2.0 2.2 1.6 1.1 0.9 2.0 2.1 2.9 4.2 5.2 5.7 6.2 61.3 

1.0%PC/2.0%LT, 

MYs 2022-2026 
15.6 1.2 1.6 1.7 1.5 1.2 1.1 1.9 2.2 1.9 2.8 3.4 3.6 4.3 43.9 

2.0%PC/3.0%LT, 

MYs 2021-2026 
14.8 0.9 1.4 1.5 1.2 0.9 0.9 1.9 2.1 1.8 2.5 2.6 2.8 3.2 38.4 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

10.1 0.5 0.7 0.6 0.5 0.2 0.4 1.5 1.8 1.6 2.1 1.8 1.6 1.7 25.0 

2.0%PC/3.0%LT, 

MYs 2022-2026 
9.5 0.5 0.6 0.7 0.7 0.6 0.6 0.9 0.9 0.8 1.5 1.3 1.3 1.7 21.6 
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Table 12-11 - Present Value of Net Total Benefits, Passenger Cars and Light Trucks Combined, CAFE, 3% Discount Rate 

(Billions 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
130.0 12.0 10.9 10.3 9.6 7.4 5.3 4.2 0.9 -1.8 -3.7 -4.1 -2.6 -2.0 176.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
122.0 11.1 10.5 10.0 9.3 7.2 5.3 4.0 0.9 -1.8 -3.3 -3.3 -2.0 -1.5 168.3 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

115.0 10.2 9.4 9.0 8.4 6.5 4.7 3.5 0.4 -2.1 -3.5 -2.8 -1.9 -1.3 155.5 

1.0%PC/2.0%LT, 

MYs 2021-2026 
100.0 8.3 8.0 7.8 7.7 6.6 5.2 4.3 1.5 -1.1 -2.3 -1.8 -0.9 -0.4 142.9 

1.0%PC/2.0%LT, 

MYs 2022-2026 
76.7 6.6 6.6 6.8 6.9 6.9 6.1 4.5 2.3 -0.3 -1.7 -1.0 -0.4 -0.1 120.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
69.6 4.8 4.5 4.3 4.2 3.7 3.1 2.6 1.2 -0.5 -1.7 -0.2 0.0 0.3 95.9 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

42.0 1.9 1.6 1.0 1.0 0.0 -0.1 -0.6 -1.7 -2.9 -2.9 0.9 0.1 0.4 40.8 

2.0%PC/3.0%LT, 

MYs 2022-2026 
42.6 3.2 3.1 3.1 3.3 3.5 3.3 2.2 0.5 -1.5 -2.3 -0.2 -0.3 0.0 60.5 
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Table 12-12 - Present Value of Net Total Benefits, Passenger Cars and Light Trucks Combined, CO2, 3% Discount Rate 

(Billions 2016$) 

Passenger Cars 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
143.0 15.7 14.0 12.9 11.1 7.9 4.3 3.2 0.4 -1.5 -2.8 -2.7 -2.2 -2.4 200.9 

0.5%PC/0.5%LT, 

MYs 2021-2026 
137.0 15.2 14.1 13.0 11.3 8.3 4.8 3.7 0.9 -1.0 -1.9 -2.1 -1.8 -2.1 199.4 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

127.0 13.5 12.3 11.3 9.7 6.8 3.4 2.3 -0.3 -1.6 -1.5 -0.9 -0.6 -0.9 180.7 

1.0%PC/2.0%LT, 

MYs 2021-2026 
109.0 11.2 10.4 9.8 8.6 6.3 3.7 2.7 0.4 -0.7 -0.3 0.1 0.8 0.6 162.5 

1.0%PC/2.0%LT, 

MYs 2022-2026 
78.3 8.2 8.0 7.6 7.3 5.8 5.5 4.3 3.4 2.2 1.5 2.6 2.3 1.9 139.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
73.7 6.9 6.7 6.3 5.7 4.0 2.6 2.2 1.6 0.7 0.9 1.9 1.7 1.8 116.6 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

47.7 3.8 3.5 2.9 2.4 1.2 -0.2 -0.4 -0.8 -1.2 -0.5 2.0 1.1 1.1 62.6 

2.0%PC/3.0%LT, 

MYs 2022-2026 
46.8 4.2 3.7 3.3 3.4 2.8 2.7 2.0 1.4 0.1 -0.1 2.2 1.3 1.4 75.3 
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Table 12-13 - Present Value of Net Total Benefits, Passenger Cars and Light Trucks Combined, CAFE, 7% Discount Rate 

(Billions 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
80.5 6.3 6.4 6.5 6.8 6.8 5.7 5.2 3.2 1.6 0.5 0.2 0.8 1.0 131.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
75.4 5.8 6.2 6.4 6.6 6.7 5.7 5.1 3.1 1.6 0.7 0.5 1.1 1.2 126.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

71.0 5.3 5.4 5.6 6.0 6.2 5.3 4.7 2.8 1.3 0.4 0.6 1.0 1.2 116.8 

1.0%PC/2.0%LT, 

MYs 2021-2026 
62.4 4.4 4.8 5.1 5.8 6.3 5.7 5.2 3.4 1.9 0.9 1.0 1.3 1.4 109.7 

1.0%PC/2.0%LT, 

MYs 2022-2026 
47.5 3.5 4.0 4.6 5.2 6.3 6.0 5.0 3.5 1.9 0.9 1.1 1.3 1.3 92.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
43.9 2.5 2.8 3.1 3.6 4.3 4.0 3.8 2.7 1.6 0.6 1.3 1.2 1.3 76.7 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

27.3 1.1 1.2 1.0 1.6 1.6 1.5 1.3 0.5 -0.3 -0.9 1.2 0.7 0.7 38.3 

2.0%PC/3.0%LT, 

MYs 2022-2026 
26.6 1.7 1.9 2.1 2.8 3.5 3.5 2.9 1.8 0.6 -0.2 0.8 0.6 0.7 49.2 
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Table 12-14 - Present Value of Net Total Benefits, Passenger Cars and Light Trucks Combined, CAFE, 7% Discount Rate 

(Billions 2016$) 

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

0.0%PC/0.0%LT, 

MYs 2021-2026 
87.7 8.2 7.8 7.6 7.1 6.0 4.0 3.8 2.3 1.2 1.0 1.1 1.4 1.2 140.5 

0.5%PC/0.5%LT, 

MYs 2021-2026 
83.8 8.0 8.0 7.7 7.2 6.2 4.4 4.1 2.5 1.5 1.4 1.3 1.6 1.3 139.1 

0.5%PC/0.5%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

78.5 7.2 7.1 7.0 6.5 5.6 3.7 3.5 2.0 1.2 1.5 1.8 2.0 1.8 129.3 

1.0%PC/2.0%LT, 

MYs 2021-2026 
67.1 6.0 6.1 6.2 5.9 5.3 3.9 3.6 2.3 1.6 2.0 2.2 2.5 2.3 117.0 

1.0%PC/2.0%LT, 

MYs 2022-2026 
47.9 4.3 4.7 4.7 4.8 4.6 4.6 4.2 3.5 2.8 2.5 3.1 2.8 2.6 97.0 

2.0%PC/3.0%LT, 

MYs 2021-2026 
45.9 3.7 4.2 4.3 4.3 4.0 3.2 3.2 2.7 2.1 2.1 2.5 2.3 2.3 86.8 

2.0%PC/3.0%LT, 

MYs 2021-2026, 

AC/Off-Cycle 

Phaseout 

30.4 2.2 2.4 2.2 2.3 2.1 1.3 1.3 1.0 0.6 0.8 2.0 1.4 1.3 51.2 

2.0%PC/3.0%LT, 

MYs 2022-2026 
29.1 2.3 2.2 2.2 2.5 2.6 2.7 2.5 2.0 1.2 0.9 2.1 1.6 1.6 55.4 
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Table 12-15 - Societal Costs, Benefits and Net Benefits, Passenger Cars, CAFE, 3% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -111.0 -108.0 -103.0 -100.0 -84.3 -79.3 -60.1 -63.3 

Congestion Costs -24.7 -23.7 -22.2 -20.9 -17.4 -15.6 -9.0 -10.9 

Noise Costs -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -17.1 -16.1 -14.5 -13.3 -12.2 -9.5 -2.7 -6.0 

Non-Rebound Non-Fatal Crash Costs -26.8 -25.1 -22.7 -20.8 -19.1 -14.8 -4.2 -9.4 

Rebound Fatality Costs -20.1 -19.6 -18.8 -17.9 -13.7 -13.3 -10.4 -9.8 

Non-Fatal Crash Costs -31.5 -30.6 -29.5 -27.9 -21.4 -20.8 -16.3 -15.2 

Total Societal Costs -232.0 -224.0 -211.0 -202.0 -168.0 -153.0 -103.0 -115.0 

Societal Benefits 
        

Pre-Tax Fuel Savings -54.5 -53.5 -52.4 -50.3 -37.0 -37.9 -34.2 -28.9 

Rebound Fuel Benefit
1
 -24.8 -24.0 -23.0 -21.7 -16.5 -15.8 -12.1 -11.4 

Refueling Time Benefit -4.3 -4.2 -4.0 -3.8 -2.9 -2.9 -2.4 -2.1 

Rebound Fatality Costs, Off-setting 

Benefit
2
 

-20.1 -19.6 -18.8 -17.9 -13.7 -13.3 -10.4 -9.8 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit
2
 

-31.5 -30.6 -29.5 -27.9 -21.4 -20.8 -16.3 -15.2 

Petroleum Market Externality -4.6 -4.5 -4.4 -4.2 -3.1 -3.2 -2.9 -2.5 

CO2 Damage Reduction Benefit -1.8 -1.7 -1.7 -1.6 -1.2 -1.2 -1.1 -0.9 

NOx Damage Reduction Benefit 0.4 0.4 0.3 0.3 0.2 0.2 0.0 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.5 0.5 0.4 0.3 0.3 0.1 -0.1 0.0 

SO2 Damage Reduction Benefit -0.9 -0.9 -0.8 -0.8 -0.5 -0.6 -0.5 -0.4 

Total Social Benefits -141.0 -138.0 -134.0 -128.0 -95.9 -95.3 -80.0 -71.0 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 90.5 85.7 77.2 73.9 72.6 58.2 22.9 43.8 
1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits.
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Table 12-16 - Societal Costs, Benefits and Net Benefits, Passenger Cars, CO2, 3% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -123.0 -119.0 -112.0 -101.0 -76.0 -73.1 -49.8 -46.5 

Congestion Costs -28.5 -27.7 -24.9 -21.7 -17.2 -14.9 -8.0 -10.1 

Noise Costs -0.4 -0.4 -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -19.4 -19.4 -17.4 -15.5 -14.2 -11.5 -4.8 -8.2 

Non-Rebound Non-Fatal Crash Costs -30.4 -30.3 -27.2 -24.2 -22.2 -18.0 -7.6 -12.9 

Rebound Fatality Costs -24.9 -23.8 -21.6 -18.2 -11.8 -11.1 -7.7 -6.8 

Non-Fatal Crash Costs -39.0 -37.2 -33.7 -28.4 -18.5 -17.4 -12.1 -10.6 

Total Societal Costs -266.0 -258.0 -237.0 -209.0 -160.0 -146.0 -90.1 -95.2 

Societal Benefits 
        

Pre-Tax Fuel Savings -69.7 -65.9 -60.0 -50.0 -28.7 -28.7 -23.2 -16.4 

Rebound Fuel Benefit -31.1 -29.5 -26.6 -22.2 -14.3 -13.5 -9.1 -8.0 

Refueling Time Benefit -5.2 -4.9 -4.5 -3.8 -2.4 -2.4 -1.8 -1.4 

Rebound Fatality Costs, Off-setting 

Benefit 
-24.9 -23.8 -21.6 -18.2 -11.8 -11.1 -7.7 -6.8 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-39.0 -37.2 -33.7 -28.4 -18.5 -17.4 -12.1 -10.6 

Petroleum Market Externality -5.8 -5.5 -5.0 -4.2 -2.5 -2.5 -2.0 -1.5 

CO2 Damage Reduction Benefit -2.3 -2.2 -2.0 -1.6 -0.9 -0.9 -0.8 -0.5 

NOx Damage Reduction Benefit 0.4 0.4 0.3 0.3 0.3 0.2 0.1 0.2 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

PM Damage Reduction Benefit 0.4 0.4 0.4 0.4 0.4 0.3 0.1 0.2 

SO2 Damage Reduction Benefit -1.1 -1.0 -0.9 -0.7 -0.2 -0.2 -0.2 -0.1 

Total Social Benefits -178.0 -169.0 -154.0 -129.0 -78.7 -76.1 -56.8 -44.8 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 87.5 89.0 83.9 80.5 81.5 70.1 33.3 50.4 
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Table 12-17 - Societal Costs, Benefits and Net Benefits, Passenger Cars, CAFE, 7% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -84.1 -81.9 -77.9 -76.1 -63.6 -60.6 -46.5 -48.2 

Congestion Costs -13.8 -13.3 -12.5 -11.9 -9.9 -9.0 -5.6 -6.3 

Noise Costs -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -8.6 -8.1 -7.3 -6.8 -6.4 -5.0 -1.5 -3.2 

Non-Rebound Non-Fatal Crash Costs -13.5 -12.6 -11.4 -10.6 -10.0 -7.8 -2.3 -5.0 

Rebound Fatality Costs -12.5 -12.1 -11.7 -11.1 -8.4 -8.4 -6.7 -6.0 

Non-Fatal Crash Costs -19.5 -19.0 -18.3 -17.3 -13.1 -13.1 -10.4 -9.5 

Total Societal Costs -152.0 -147.0 -139.0 -134.0 -112.0 -104.0 -73.0 -78.3 

Societal Benefits 
        

Pre-Tax Fuel Savings -34.8 -34.2 -33.4 -31.9 -23.2 -24.2 -21.6 -18.0 

Rebound Fuel Benefit -15.1 -14.6 -14.0 -13.2 -10.0 -9.7 -7.6 -6.9 

Refueling Time Benefit -2.7 -2.7 -2.6 -2.4 -1.8 -1.9 -1.6 -1.4 

Rebound Fatality Costs, Off-setting 

Benefit 
-12.5 -12.1 -11.7 -11.1 -8.4 -8.4 -6.7 -6.0 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-19.5 -19.0 -18.3 -17.3 -13.1 -13.1 -10.4 -9.5 

Petroleum Market Externality -2.9 -2.9 -2.8 -2.7 -2.0 -2.0 -1.8 -1.5 

CO2 Damage Reduction Benefit -1.1 -1.1 -1.1 -1.0 -0.8 -0.8 -0.7 -0.6 

NOx Damage Reduction Benefit 0.2 0.2 0.2 0.2 0.1 0.1 0.0 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.2 0.2 0.1 0.1 0.1 0.0 -0.1 0.0 

SO2 Damage Reduction Benefit -0.6 -0.6 -0.6 -0.5 -0.3 -0.4 -0.3 -0.2 

Total Social Benefits -88.8 -86.7 -84.1 -79.9 -59.3 -60.3 -50.7 -44.1 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 63.4 60.5 55.1 54.1 52.3 43.7 22.4 34.2 
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Table 12-18 - Societal Costs, Benefits and Net Benefits, Passenger Cars, CO2, 7% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -92.1 -89.3 -84.2 -75.5 -56.5 -55.1 -38.1 -34.8 

Congestion Costs -15.7 -15.2 -13.8 -12.0 -9.3 -8.3 -4.7 -5.6 

Noise Costs -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -9.5 -9.5 -8.6 -7.7 -7.1 -5.9 -2.6 -4.3 

Non-Rebound Non-Fatal Crash Costs -14.8 -14.8 -13.4 -12.1 -11.1 -9.3 -4.1 -6.7 

Rebound Fatality Costs -15.3 -14.6 -13.3 -11.2 -7.3 -6.9 -4.9 -4.2 

Non-Fatal Crash Costs -24.0 -22.9 -20.8 -17.5 -11.3 -10.8 -7.7 -6.5 

Total Societal Costs -172.0 -167.0 -154.0 -136.0 -103.0 -96.4 -62.1 -62.0 

Societal Benefits 
        

Pre-Tax Fuel Savings -44.2 -41.9 -38.2 -31.8 -18.7 -18.5 -14.8 -10.6 

Rebound Fuel Benefit -18.8 -17.8 -16.1 -13.5 -8.6 -8.2 -5.6 -4.9 

Refueling Time Benefit -3.3 -3.1 -2.9 -2.5 -1.6 -1.5 -1.2 -0.9 

Rebound Fatality Costs, Off-setting 

Benefit 
-15.3 -14.6 -13.3 -11.2 -7.3 -6.9 -4.9 -4.2 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-24.0 -22.9 -20.8 -17.5 -11.3 -10.8 -7.7 -6.5 

Petroleum Market Externality -3.7 -3.5 -3.2 -2.7 -1.6 -1.6 -1.3 -0.9 

CO2 Damage Reduction Benefit -1.4 -1.4 -1.2 -1.0 -0.6 -0.6 -0.5 -0.3 

NOx Damage Reduction Benefit 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.2 0.1 0.0 0.1 

SO2 Damage Reduction Benefit -0.7 -0.7 -0.6 -0.5 -0.2 -0.2 -0.2 -0.1 

Total Social Benefits -111.0 -106.0 -96.0 -80.4 -49.6 -48.1 -36.0 -28.2 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 60.4 60.9 58.2 55.8 53.1 48.3 26.2 33.8 
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Table 12-19 - Societal Costs, Benefits and Net Benefits, Light Trucks, CAFE, 3% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -141.0 -134.0 -125.0 -109.0 -84.6 -72.2 -31.4 -36.1 

Congestion Costs -26.5 -24.0 -22.4 -16.8 -10.6 -9.2 -5.1 -4.6 

Noise Costs -0.4 -0.4 -0.3 -0.3 -0.2 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -18.3 -16.4 -15.6 -11.6 -6.3 -5.4 -3.6 -2.4 

Non-Rebound Non-Fatal Crash Costs -28.5 -25.6 -24.4 -18.2 -9.9 -8.4 -5.6 -3.8 

Rebound Fatality Costs -21.5 -19.6 -18.2 -14.1 -10.0 -8.8 -4.4 -4.6 

Non-Fatal Crash Costs -33.7 -30.7 -28.4 -22.0 -15.6 -13.8 -6.9 -7.2 

Total Societal Costs -270.0 -251.0 -234.0 -192.0 -137.0 -118.0 -57.0 -58.7 

Societal Benefits 
        

Pre-Tax Fuel Savings -78.4 -71.9 -66.7 -53.4 -40.5 -36.6 -17.6 -19.3 

Rebound Fuel Benefit -36.2 -33.0 -30.3 -23.2 -16.2 -14.0 -6.8 -7.3 

Refueling Time Benefit -4.2 -3.9 -3.6 -3.0 -2.2 -2.0 -1.1 -1.1 

Rebound Fatality Costs, Off-setting 

Benefit 
-21.5 -19.6 -18.2 -14.1 -10.0 -8.8 -4.4 -4.6 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-33.7 -30.7 -28.4 -22.0 -15.6 -13.8 -6.9 -7.2 

Petroleum Market Externality -6.4 -5.9 -5.4 -4.4 -3.3 -3.0 -1.5 -1.6 

CO2 Damage Reduction Benefit -2.6 -2.4 -2.2 -1.7 -1.3 -1.2 -0.6 -0.6 

NOx Damage Reduction Benefit 0.4 0.3 0.3 0.3 0.2 0.2 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 

SO2 Damage Reduction Benefit -1.6 -1.4 -1.3 -1.0 -0.7 -0.7 -0.3 -0.3 

Total Social Benefits -184.0 -168.0 -156.0 -123.0 -89.7 -80.1 -39.0 -42.0 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 85.8 82.4 78.0 69.2 47.4 37.7 18.0 16.7 
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Table 12-20 - Societal Costs, Benefits and Net Benefits, Light Trucks, CO2, 3% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -137.0 -133.0 -126.0 -111.0 -84.4 -79.9 -49.8 -50.4 

Congestion Costs -33.0 -31.0 -27.8 -21.8 -13.5 -11.8 -7.4 -6.7 

Noise Costs -0.5 -0.5 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -26.8 -25.2 -21.8 -16.5 -9.7 -7.7 -4.8 -3.9 

Non-Rebound Non-Fatal Crash Costs -42.0 -39.4 -34.1 -25.8 -15.1 -12.0 -7.5 -6.0 

Rebound Fatality Costs -22.8 -21.5 -20.0 -16.3 -10.9 -10.4 -6.4 -6.5 

Non-Fatal Crash Costs -35.7 -33.6 -31.3 -25.4 -17.0 -16.3 -10.0 -10.2 

Total Societal Costs -298.0 -284.0 -262.0 -217.0 -151.0 -138.0 -86.1 -83.8 

Societal Benefits 
        

Pre-Tax Fuel Savings -74.1 -69.9 -67.4 -56.6 -39.9 -40.5 -25.5 -26.6 

Rebound Fuel Benefit -38.4 -36.2 -33.5 -27.0 -18.1 -17.1 -10.1 -10.5 

Refueling Time Benefit -4.2 -4.0 -3.8 -3.2 -2.2 -2.3 -1.5 -1.5 

Rebound Fatality Costs, Off-setting 

Benefit 
-22.8 -21.5 -20.0 -16.3 -10.9 -10.4 -6.4 -6.5 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-35.7 -33.6 -31.3 -25.4 -17.0 -16.3 -10.0 -10.2 

Petroleum Market Externality -6.1 -5.8 -5.6 -4.7 -3.3 -3.4 -2.2 -2.3 

CO2 Damage Reduction Benefit -2.4 -2.3 -2.2 -1.9 -1.3 -1.3 -0.8 -0.9 

NOx Damage Reduction Benefit 0.5 0.5 0.4 0.3 0.2 0.2 0.1 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.2 0.2 0.1 0.0 -0.1 -0.2 -0.1 -0.1 

SO2 Damage Reduction Benefit -1.3 -1.2 -1.2 -1.0 -0.6 -0.6 -0.4 -0.3 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Total Social Benefits -184.0 -174.0 -165.0 -136.0 -93.2 -91.9 -56.8 -58.8 

  
        

Net Total Benefits 113.0 110.0 97.0 81.9 57.6 46.5 29.3 25.0 
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Table 12-21 - Societal Costs, Benefits and Net Benefits, Light Trucks, CAFE, 7% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -108.0 -103.0 -95.1 -83.5 -65.1 -55.7 -24.8 -27.9 

Congestion Costs -15.4 -13.9 -13.0 -9.8 -6.2 -5.5 -3.2 -2.7 

Noise Costs -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 0.0 0.0 

Non-Rebound Fatality Costs -9.8 -8.8 -8.4 -6.3 -3.3 -3.0 -2.2 -1.3 

Non-Rebound Non-Fatal Crash Costs -15.4 -13.7 -13.2 -9.9 -5.2 -4.7 -3.4 -2.0 

Rebound Fatality Costs -13.3 -12.1 -11.2 -8.8 -6.2 -5.5 -2.9 -2.8 

Non-Fatal Crash Costs -20.9 -19.0 -17.6 -13.7 -9.7 -8.7 -4.5 -4.4 

Total Societal Costs -183.0 -170.0 -159.0 -132.0 -95.6 -83.2 -40.9 -41.1 

Societal Benefits 
        

Pre-Tax Fuel Savings -49.4 -45.2 -41.9 -33.6 -25.3 -23.0 -11.2 -12.1 

Rebound Fuel Benefit -22.0 -20.0 -18.4 -14.1 -9.9 -8.6 -4.3 -4.5 

Refueling Time Benefit -2.7 -2.5 -2.3 -1.9 -1.4 -1.3 -0.7 -0.7 

Rebound Fatality Costs, Off-setting 

Benefit 
-13.3 -12.1 -11.2 -8.8 -6.2 -5.5 -2.9 -2.8 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-20.9 -19.0 -17.6 -13.7 -9.7 -8.7 -4.5 -4.4 

Petroleum Market Externality -4.0 -3.7 -3.4 -2.8 -2.1 -1.9 -0.9 -1.0 

CO2 Damage Reduction Benefit -1.6 -1.5 -1.4 -1.1 -0.8 -0.7 -0.4 -0.4 

NOx Damage Reduction Benefit 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 

SO2 Damage Reduction Benefit -1.0 -0.9 -0.8 -0.7 -0.5 -0.4 -0.2 -0.2 

Total Social Benefits -115.0 -105.0 -97.0 -76.5 -55.8 -50.2 -25.0 -26.1 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 68.1 65.6 61.7 55.6 39.8 33.0 15.9 15.0 
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Table 12-22 - Societal Costs, Benefits and Net Benefits, Light Trucks, CO2, 7% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -103.0 -100.0 -95.8 -84.7 -64.0 -61.3 -38.7 -38.8 

Congestion Costs -18.8 -17.6 -16.0 -12.6 -7.7 -7.0 -4.5 -4.0 

Noise Costs -0.3 -0.3 -0.2 -0.2 -0.1 -0.1 -0.1 -0.1 

Non-Rebound Fatality Costs -14.4 -13.4 -11.8 -8.9 -5.0 -4.2 -2.8 -2.1 

Non-Rebound Non-Fatal Crash Costs -22.5 -21.0 -18.4 -13.9 -7.9 -6.6 -4.4 -3.2 

Rebound Fatality Costs -14.1 -13.2 -12.4 -10.1 -6.7 -6.5 -4.1 -4.1 

Non-Fatal Crash Costs -22.0 -20.7 -19.4 -15.7 -10.5 -10.2 -6.4 -6.4 

Total Societal Costs -195.0 -187.0 -174.0 -146.0 -102.0 -95.9 -61.0 -58.6 

Societal Benefits 
        

Pre-Tax Fuel Savings -47.3 -44.5 -42.8 -35.8 -25.2 -25.5 -16.1 -16.8 

Rebound Fuel Benefit -23.2 -21.8 -20.3 -16.4 -10.9 -10.5 -6.3 -6.5 

Refueling Time Benefit -2.7 -2.6 -2.5 -2.1 -1.4 -1.5 -1.0 -1.0 

Rebound Fatality Costs, Off-setting 

Benefit 
-14.1 -13.2 -12.4 -10.1 -6.7 -6.5 -4.1 -4.1 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-22.0 -20.7 -19.4 -15.7 -10.5 -10.2 -6.4 -6.4 

Petroleum Market Externality -3.9 -3.7 -3.5 -3.0 -2.1 -2.1 -1.4 -1.4 

CO2 Damage Reduction Benefit -1.5 -1.5 -1.4 -1.2 -0.8 -0.8 -0.5 -0.6 

NOx Damage Reduction Benefit 0.3 0.3 0.3 0.2 0.1 0.1 0.1 0.1 

VOC Damage Reduction Benefit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 

SO2 Damage Reduction Benefit -0.9 -0.8 -0.8 -0.6 -0.4 -0.4 -0.2 -0.2 

Total Social Benefits -115.0 -108.0 -103.0 -84.7 -58.1 -57.5 -36.0 -37.0 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

  
        

Net Total Benefits 80.2 78.1 71.1 61.3 43.8 38.4 25.0 21.6 
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Table 12-23 - Societal Costs, Benefits and Net Benefits, Passenger Cars and Light Trucks Combined, CAFE, 3% Discount 

Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -253.0 -243.0 -228.0 -209.0 -169.0 -151.0 -91.4 -99.5 

Congestion Costs -51.2 -47.7 -44.6 -37.8 -28.1 -24.8 -14.2 -15.4 

Noise Costs -0.7 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.2 

Non-Rebound Fatality Costs -35.4 -32.4 -30.1 -24.9 -18.5 -14.8 -6.3 -8.4 

Non-Rebound Non-Fatal Crash Costs -55.3 -50.7 -47.1 -39.0 -29.0 -23.2 -9.8 -13.2 

Rebound Fatality Costs -41.7 -39.2 -37.0 -31.9 -23.7 -22.1 -14.8 -14.3 

Non-Fatal Crash Costs -65.2 -61.3 -57.9 -50.0 -37.0 -34.6 -23.2 -22.4 

Total Societal Costs -502.0 -475.0 -445.0 -394.0 -306.0 -271.0 -160.0 -173.0 

Societal Benefits 
        

Pre-Tax Fuel Savings -133.0 -125.0 -119.0 -104.0 -77.5 -74.5 -51.8 -48.2 

Rebound Fuel Benefit -61.0 -57.0 -53.3 -44.9 -32.7 -29.8 -18.9 -18.7 

Refueling Time Benefit -8.5 -8.0 -7.7 -6.8 -5.1 -4.9 -3.5 -3.2 

Rebound Fatality Costs, Off-setting 

Benefit 
-41.7 -39.2 -37.0 -31.9 -23.7 -22.1 -14.8 -14.3 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-65.2 -61.3 -57.9 -50.0 -37.0 -34.6 -23.2 -22.4 

Petroleum Market Externality -10.9 -10.3 -9.8 -8.6 -6.4 -6.2 -4.3 -4.1 

CO2 Damage Reduction Benefit -4.3 -4.1 -3.9 -3.4 -2.5 -2.4 -1.7 -1.6 

NOx Damage Reduction Benefit 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.2 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

PM Damage Reduction Benefit 0.3 0.3 0.2 0.1 0.1 0.0 -0.2 -0.1 

SO2 Damage Reduction Benefit -2.4 -2.3 -2.1 -1.8 -1.3 -1.2 -0.8 -0.7 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Total Social Benefits -326.0 -307.0 -290.0 -250.0 -186.0 -175.0 -119.0 -113.0 

  
        

Net Total Benefits 176.0 168.0 155.0 143.0 120.0 95.9 40.8 60.5 
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Table 12-24 - Societal Costs, Benefits and Net Benefits, Passenger Cars and Light Trucks Combined, CO2, 3% Discount Rate 

(Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -260.0 -252.0 -238.0 -212.0 -160.0 -153.0 -99.6 -96.9 

Congestion Costs -61.5 -58.8 -52.7 -43.6 -30.7 -26.7 -15.3 -16.8 

Noise Costs -0.9 -0.8 -0.8 -0.6 -0.4 -0.4 -0.2 -0.2 

Non-Rebound Fatality Costs -46.2 -44.6 -39.2 -32.0 -23.9 -19.2 -9.7 -12.1 

Non-Rebound Non-Fatal Crash Costs -72.3 -69.7 -61.3 -50.0 -37.3 -30.0 -15.1 -18.9 

Rebound Fatality Costs -47.8 -45.3 -41.6 -34.4 -22.7 -21.5 -14.2 -13.3 

Non-Fatal Crash Costs -74.7 -70.8 -65.0 -53.9 -35.6 -33.7 -22.1 -20.8 

Total Societal Costs -563.0 -542.0 -499.0 -426.0 -311.0 -285.0 -176.0 -179.0 

Societal Benefits 
        

Pre-Tax Fuel Savings -144.0 -136.0 -127.0 -107.0 -68.6 -69.1 -48.7 -43.1 

Rebound Fuel Benefit -69.5 -65.7 -60.2 -49.2 -32.4 -30.6 -19.1 -18.5 

Refueling Time Benefit -9.4 -8.9 -8.3 -7.0 -4.7 -4.6 -3.3 -2.9 

Rebound Fatality Costs, Off-setting 

Benefit 
-47.8 -45.3 -41.6 -34.4 -22.7 -21.5 -14.2 -13.3 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-74.7 -70.8 -65.0 -53.9 -35.6 -33.7 -22.1 -20.8 

Petroleum Market Externality -11.9 -11.3 -10.6 -8.9 -5.9 -5.9 -4.2 -3.7 

CO2 Damage Reduction Benefit -4.7 -4.4 -4.2 -3.5 -2.2 -2.3 -1.6 -1.4 

NOx Damage Reduction Benefit 0.9 0.9 0.8 0.7 0.5 0.4 0.2 0.3 

VOC Damage Reduction Benefit 0.2 0.1 0.1 0.1 0.1 0.1 0.0 0.0 

PM Damage Reduction Benefit 0.6 0.6 0.5 0.4 0.4 0.2 0.0 0.1 

SO2 Damage Reduction Benefit -2.5 -2.3 -2.1 -1.7 -0.9 -0.9 -0.6 -0.4 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Total Social Benefits -363.0 -343.0 -318.0 -264.0 -172.0 -168.0 -114.0 -104.0 

  
        

Net Total Benefits 201.0 199.0 181.0 162.0 139.0 117.0 62.6 75.3 
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Table 12-25 - Societal Costs, Benefits and Net Benefits, Passenger Cars and Light Trucks Combined, CAFE, 7% Discount 

Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -192.0 -185.0 -173.0 -160.0 -129.0 -116.0 -71.3 -76.1 

Congestion Costs -29.2 -27.2 -25.5 -21.7 -16.0 -14.5 -8.8 -9.0 

Noise Costs -0.4 -0.4 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -18.4 -16.9 -15.7 -13.1 -9.7 -8.0 -3.7 -4.5 

Non-Rebound Non-Fatal Crash Costs -28.8 -26.4 -24.5 -20.5 -15.2 -12.5 -5.7 -7.0 

Rebound Fatality Costs -25.8 -24.3 -22.9 -19.8 -14.6 -13.9 -9.5 -8.9 

Non-Fatal Crash Costs -40.4 -38.0 -35.9 -31.0 -22.8 -21.7 -14.9 -13.9 

Total Societal Costs -335.0 -318.0 -298.0 -266.0 -207.0 -187.0 -114.0 -119.0 

Societal Benefits 
        

Pre-Tax Fuel Savings -84.3 -79.3 -75.3 -65.5 -48.5 -47.2 -32.8 -30.0 

Rebound Fuel Benefit -37.1 -34.6 -32.4 -27.3 -19.8 -18.4 -11.9 -11.4 

Refueling Time Benefit -5.4 -5.1 -4.9 -4.3 -3.2 -3.2 -2.3 -2.0 

Rebound Fatality Costs, Off-setting 

Benefit 
-25.8 -24.3 -22.9 -19.8 -14.6 -13.9 -9.5 -8.9 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-40.4 -38.0 -35.9 -31.0 -22.8 -21.7 -14.9 -13.9 

Petroleum Market Externality -6.9 -6.5 -6.2 -5.4 -4.0 -3.9 -2.8 -2.5 

CO2 Damage Reduction Benefit -2.7 -2.6 -2.5 -2.1 -1.6 -1.5 -1.1 -1.0 

NOx Damage Reduction Benefit 0.4 0.4 0.4 0.3 0.2 0.2 0.1 0.1 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.1 

SO2 Damage Reduction Benefit -1.6 -1.5 -1.4 -1.2 -0.8 -0.8 -0.5 -0.4 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Total Social Benefits -204.0 -191.0 -181.0 -156.0 -115.0 -110.0 -75.7 -70.2 

  
        

Net Total Benefits 132.0 126.0 117.0 110.0 92.1 76.6 38.3 49.2 
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Table 12-26 - Societal Costs, Benefits and Net Benefits, Passenger Cars and Light Trucks Combined, CO2,  

7% Discount Rate (Billions 2016$) 

  
Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

Societal Costs 
        

Technology Costs -196.0 -190.0 -180.0 -160.0 -121.0 -116.0 -76.8 -73.6 

Congestion Costs -34.5 -32.9 -29.7 -24.6 -17.0 -15.3 -9.2 -9.6 

Noise Costs -0.5 -0.5 -0.4 -0.3 -0.2 -0.2 -0.1 -0.1 

Non-Rebound Fatality Costs -23.8 -22.9 -20.4 -16.6 -12.1 -10.1 -5.5 -6.3 

Non-Rebound Non-Fatal Crash Costs -37.3 -35.8 -31.8 -25.9 -19.0 -15.9 -8.5 -9.9 

Rebound Fatality Costs -29.4 -27.8 -25.7 -21.3 -14.0 -13.4 -9.0 -8.3 

Non-Fatal Crash Costs -46.0 -43.5 -40.1 -33.3 -21.9 -21.0 -14.1 -12.9 

Total Societal Costs -367.0 -353.0 -328.0 -282.0 -205.0 -192.0 -123.0 -121.0 

Societal Benefits 
        

Pre-Tax Fuel Savings -91.5 -86.4 -81.0 -67.7 -43.9 -44.0 -30.9 -27.4 

Rebound Fuel Benefit -42.0 -39.6 -36.5 -29.8 -19.6 -18.7 -11.9 -11.3 

Refueling Time Benefit -6.0 -5.7 -5.3 -4.5 -3.0 -3.0 -2.1 -1.9 

Rebound Fatality Costs, Off-setting 

Benefit 
-29.4 -27.8 -25.7 -21.3 -14.0 -13.4 -9.0 -8.3 

Rebound Non-Fatal Crash Costs, Off-

setting Benefit 
-46.0 -43.5 -40.1 -33.3 -21.9 -21.0 -14.1 -12.9 

Petroleum Market Externality -7.6 -7.2 -6.7 -5.7 -3.7 -3.7 -2.6 -2.4 

CO2 Damage Reduction Benefit -3.0 -2.8 -2.6 -2.2 -1.4 -1.4 -1.0 -0.9 

NOx Damage Reduction Benefit 0.5 0.5 0.4 0.4 0.3 0.2 0.1 0.2 

VOC Damage Reduction Benefit 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 

PM Damage Reduction Benefit 0.1 0.1 0.0 0.0 0.1 0.0 -0.1 0.0 
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Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures 
No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

No 

Change 

No 

Change 

Phaseout 

2022-2026 

No 

Change 

SO2 Damage Reduction Benefit -1.6 -1.5 -1.4 -1.1 -0.6 -0.6 -0.4 -0.3 

Total Social Benefits -226.0 -214.0 -199.0 -165.0 -108.0 -106.0 -72.0 -65.2 

  
        

Net Total Benefits 141.0 139.0 129.0 117.0 97.0 86.8 51.2 55.4 
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Table 12-27 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars Relative to Augural 

Standards, CAFE, 3% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -1620 -1570 -1460 -1380 -1170 -980 -630 -790 

Additional Ownership Costs -380 -370 -350 -330 -280 -240 -150 -190 

Fuel Savings -1120 -1090 -1030 -980 -810 -660 -460 -540 

Mobility Benefit -400 -390 -360 -340 -280 -220 -140 -170 

Refueling Benefit -60 -50 -50 -50 -40 -30 -20 -30 

Total Consumer Costs -2000 -1950 -1810 -1710 -1460 -1220 -780 -980 

Total Consumer Benefits -1580 -1530 -1440 -1370 -1130 -910 -620 -740 

Net Consumer Benefits 430 420 370 330 330 310 160 240 
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Table 12-28 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars Relative to Augural 

Standards, CO2, 3% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2080 -2020 -1840 -1670 -1320 -1110 -660 -770 

Additional Ownership Costs -490 -480 -440 -400 -310 -270 -160 -190 

Fuel Savings -1560 -1510 -1310 -1130 -770 -640 -370 -440 

Mobility Benefit -560 -540 -460 -390 -270 -220 -110 -140 

Refueling Benefit -80 -80 -70 -60 -40 -30 -20 -20 

Total Consumer Costs -2560 -2500 -2280 -2060 -1640 -1380 -820 -960 

Total Consumer Benefits -2200 -2130 -1840 -1580 -1070 -890 -500 -610 

Net Consumer Benefits 360 370 440 490 560 490 320 350 
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Table 12-29 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars Relative to Augural 

Standards, CAFE, 7% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -1620 -1570 -1460 -1380 -1170 -980 -630 -790 

Additional Ownership Costs -350 -340 -310 -300 -260 -210 -140 -170 

Fuel Savings -950 -920 -870 -820 -680 -550 -380 -450 

Mobility Benefit -330 -320 -300 -280 -220 -180 -120 -140 

Refueling Benefit -50 -50 -40 -40 -30 -30 -20 -20 

Total Consumer Costs -1970 -1910 -1780 -1680 -1430 -1200 -770 -960 

Total Consumer Benefits -1320 -1280 -1210 -1140 -940 -760 -510 -610 

Net Consumer Benefits 650 630 570 530 490 440 260 350 
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Table 12-30 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars Relative to Augural 

Standards, CO2, 7% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2080 -2020 -1840 -1670 -1320 -1110 -660 -770 

Additional Ownership Costs -440 -430 -390 -360 -280 -240 -140 -170 

Fuel Savings -1310 -1270 -1100 -950 -650 -540 -310 -370 

Mobility Benefit -460 -440 -380 -320 -220 -180 -90 -120 

Refueling Benefit -70 -60 -60 -50 -30 -30 -20 -20 

Total Consumer Costs -2520 -2450 -2240 -2030 -1610 -1360 -800 -940 

Total Consumer Benefits -1840 -1770 -1530 -1320 -900 -740 -420 -510 

Net Consumer Benefits 360 370 440 490 560 490 320 350 
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Table 12-31 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Light Trucks Relative to Augural 

Standards, CAFE, 3% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2110 -1990 -1850 -1520 -1120 -900 -240 -420 

Additional Ownership Costs -510 -490 -450 -370 -270 -220 -60 -100 

Fuel Savings -2100 -1920 -1770 -1340 -960 -770 -260 -420 

Mobility Benefit -680 -610 -560 -410 -280 -220 -70 -110 

Refueling Benefit -80 -70 -70 -50 -40 -30 -10 -20 

Total Consumer Costs -2630 -2480 -2300 -1900 -1390 -1120 -300 -530 

Total Consumer Benefits -2860 -2610 -2400 -1800 -1280 -1020 -340 -550 

Net Consumer Benefits -230 -130 -110 100 120 110 -40 -20 
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Table 12-32 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Light Trucks Relative to Augural 

Standards, CO2, 3% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2450 -2400 -2160 -1870 -1500 -1170 -460 -730 

Additional Ownership Costs -600 -580 -530 -460 -360 -280 -110 -180 

Fuel Savings -2460 -2370 -2060 -1610 -1170 -920 -360 -570 

Mobility Benefit -780 -750 -640 -490 -350 -270 -90 -160 

Refueling Benefit -100 -100 -80 -70 -50 -40 -20 -20 

Total Consumer Costs -3050 -2980 -2690 -2320 -1860 -1450 -570 -910 

Total Consumer Benefits -3340 -3210 -2790 -2160 -1570 -1230 -460 -750 

Net Consumer Benefits -290 -230 -100 160 290 220 110 150 
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Table 12-33 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Light Trucks Relative to Augural 

Standards, CAFE, 7% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2110 -1990 -1850 -1520 -1120 -900 -240 -420 

Additional Ownership Costs -470 -440 -410 -340 -250 -200 -50 -90 

Fuel Savings -1700 -1550 -1430 -1080 -780 -620 -210 -340 

Mobility Benefit -550 -500 -450 -330 -230 -180 -60 -90 

Refueling Benefit -70 -60 -60 -40 -30 -20 -10 -10 

Total Consumer Costs -2580 -2430 -2260 -1860 -1370 -1100 -300 -520 

Total Consumer Benefits -2310 -2110 -1950 -1450 -1030 -820 -280 -440 

Net Consumer Benefits 260 330 310 410 330 280 20 70 
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Table 12-34 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Light Trucks Relative to Augural 

Standards, CO2, 7% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2450 -2400 -2160 -1870 -1500 -1170 -460 -730 

Additional Ownership Costs -540 -530 -480 -410 -330 -260 -100 -160 

Fuel Savings -2000 -1920 -1670 -1300 -950 -750 -290 -460 

Mobility Benefit -630 -600 -520 -390 -280 -210 -70 -130 

Refueling Benefit -80 -80 -70 -50 -40 -30 -10 -20 

Total Consumer Costs -3000 -2930 -2640 -2280 -1830 -1420 -560 -890 

Total Consumer Benefits -2710 -2610 -2260 -1750 -1270 -990 -380 -610 

Net Consumer Benefits 280 320 380 530 550 430 180 280 
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Table 12-35 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars and Light Trucks, 

Combined, Relative to Augural Standards, CAFE, 3% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -1850 -1770 -1650 -1450 -1150 -950 -450 -620 

Additional Ownership Costs -490 -470 -430 -380 -290 -240 -110 -150 

Fuel Savings -1470 -1370 -1290 -1090 -850 -690 -350 -470 

Mobility Benefit -530 -490 -450 -370 -280 -220 -110 -140 

Refueling Benefit -70 -60 -60 -50 -40 -30 -20 -20 

Total Consumer Costs -2340 -2240 -2080 -1830 -1450 -1190 -560 -770 

Total Consumer Benefits -2060 -1930 -1800 -1510 -1160 -940 -480 -640 

Net Consumer Benefits 280 310 280 310 280 250 80 130 
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Table 12-36 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars and Light Trucks, 

Combined, Relative to Augural Standards, CO2, 3% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2260 -2210 -2000 -1770 -1410 -1140 -570 -750 

Additional Ownership Costs -610 -590 -530 -470 -370 -300 -150 -190 

Fuel Savings -1830 -1770 -1540 -1260 -890 -730 -340 -480 

Mobility Benefit -660 -630 -540 -440 -310 -240 -100 -150 

Refueling Benefit -80 -80 -70 -60 -40 -30 -20 -20 

Total Consumer Costs -2870 -2800 -2540 -2240 -1780 -1440 -710 -950 

Total Consumer Benefits -2580 -2480 -2150 -1760 -1240 -1000 -460 -650 

Net Consumer Benefits 290 320 390 480 540 440 250 290 
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Table 12-37 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars and Light Trucks, 

Combined, Relative to Augural Standards, CAFE, 7% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -1850 -1770 -1650 -1450 -1150 -950 -450 -620 

Additional Ownership Costs -440 -420 -390 -340 -270 -220 -100 -140 

Fuel Savings -1210 -1130 -1060 -900 -700 -570 -290 -390 

Mobility Benefit -430 -400 -370 -300 -230 -180 -90 -120 

Refueling Benefit -50 -50 -50 -40 -30 -30 -10 -20 

Total Consumer Costs -2300 -2200 -2040 -1790 -1420 -1170 -550 -760 

Total Consumer Benefits -1690 -1580 -1480 -1240 -960 -770 -390 -520 

Net Consumer Benefits 600 610 560 550 460 390 160 230 
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Table 12-38 - Consumer Impacts and Net Consumer Benefits Per-Vehicle, MY 2030 Passenger Cars and Light Trucks, 

Combined, Relative to Augural Standards, CO2, 7% Discount Rate 

 

Alternative 

1 2 3 4 5 6 7 8 

Model Years 2021-2026 2021-2026 2021-2026 2021-2026 2022-2026 2021-2026 2021-2026 2022-2026 

Annual Rate of Stringency 

Increase 

0.0%/Year 

PC 

0.0%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

0.5%/Year 

PC 

0.5%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

1.0%/Year 

PC 

2.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

2.0%/Year 

PC 

3.0%/Year 

LT 

AC/Off-Cycle Procedures No Change No Change 
Phaseout 

2022-2026 
No Change No Change No Change 

Phaseout 

2022-2026 
No Change 

Price Increase -2260 -2210 -2000 -1770 -1410 -1140 -570 -750 

Additional Ownership Costs -550 -540 -480 -420 -330 -270 -130 -170 

Fuel Savings -1510 -1460 -1270 -1040 -740 -600 -280 -400 

Mobility Benefit -540 -520 -440 -350 -250 -190 -80 -120 

Refueling Benefit -70 -70 -60 -50 -40 -30 -10 -20 

Total Consumer Costs -2810 -2740 -2490 -2200 -1750 -1410 -700 -930 

Total Consumer Benefits -2120 -2040 -1770 -1440 -1020 -820 -380 -540 

Net Consumer Benefits 690 700 720 750 720 590 320 390 
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12.2 Net Impacts under the Preferred Alternative 

This section reviews impacts under the preferred alternative. Table 12-39 summarizes impacts 

under the preferred alternative as reported by the CAFE model. Under the preferred alternative, 

average vehicle prices would decrease by $1,850 ($2,110 for light trucks and $1,620 for 

passenger cars). The estimated net savings to consumers are negative for purchases of light 

trucks at at three-percent discount rate (-$230 per vehicle) but positive at a seven-percent 

discount rate ($260 per vehicle). The estimated net savings to consumers are positive for 

purchsases of passenger cars ($430 per vehicle at a three-percent discount rate and $650 per 

vehicle at a seven-percent discount rate). Fatalities are estimated to decrease by 6,340 under the 

preferred alternative when excluding rebound miles, and by another 6,340 when accounting for 

rebound miles. Net societal benefits are positive under the preferred alternative ($176 billion at a 

three-percent discount rate, and $132 billion at a seven-percent discount rate). 

Table 12-39 - Preferred Alternative, Summary of Impacts, CAFE Program 

Category 
Light 

Truck 

Passenger 

Car 

Combined 

Fleet 

Required MPG for MY 2026+ 31.3 43.7 37.0 

Achieved MPG for MY 2026+ 33.6 46.7 39.7 

Achieved MPG for MY 2020 31.6 43.9 37.2 

Per Vehicle Price Increase -$2,110 -$1,620 -$1,850 

MY 2030 Lifetime Fuel Savings (per vehicle), Discounted 

at 3% 
-$2,100 -$1,120 -$1,470 

MY 2030 Lifetime Fuel Savings (per vehicle), Discounted 

at 7% 
-$1,700 -$950 -$1,210 

Consumer Per Vehicle Savings, Discounted at 3% -$230 $430 $280 

Consumer Per Vehicle Savings, Discounted at 7% $260 $650 $600 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 3% 
3 5 4 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 7% 
4 7 6 

Total Lifetime Fuel Savings (bGallons) -43 -30 -73 

Total Lifetime CO2 Reductions (million metric tons) -480 -329 -809 

Fatalities (Excluding Rebound Miles) -3,160 -3,190 -6,340 

Fatalities (Including Rebound Miles) -3,280 -3,060 -6,340 

Total Technology Costs ($b), Discounted at 3% -$141 -$111 -$253 

Total Technology Costs ($b), Discounted at 7% -$108 -$84 -$192 

Total Net Societal Benefits ($b), Discounted at 3% $86 $91 $176 

Total Net Societal Benefits ($b), Discounted at 7% $68 $63 $132 
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The estimated impacts under the CO2 Program model are consistent with the estimated impacts 

under the CAFE model, as presented in Table 12-40. The primary differences between the two 

model outputs are higher estimated per vehicle price decreases and a greater reduction in 

fatalities under the CO2 Program model: 

Table 12-40 - Preferred Alternative, Summary of Impacts, CO2 Program 

Category 
Light 

Truck 

Passenger 

Car 

Combined 

Fleet 

Required MPG for MY 2026+ 31.3 43.7 37.0 

Achieved MPG for MY 2026+ 33.2 45.1 38.9 

Achieved MPG for MY 2020 31.2 42.4 36.4 

Per Vehicle Price Increase -$2,450 -$2,080 -$2,260 

MY 2030 Lifetime Fuel Savings (per vehicle), Discounted 

at 3% 
-$2,460 -$1,560 -$1,830 

MY 2030 Lifetime Fuel Savings (per vehicle), Discounted 

at 7% 
-$2,000 -$1,310 -$1,510 

Consumer Per Vehicle Savings, Discounted at 3% -$290 $360 $290 

Consumer Per Vehicle Savings, Discounted at 7% $280 $680 $690 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 3% 
3 4 4 

Payback Period Relative to MY 2016 (Years), Values 

Discounted at 7% 
4 5 5 

Total Lifetime Fuel Savings (bGallons) -41 -38 -79 

Total Lifetime CO2 Reductions (million metric tons) -451 -422 -872 

Fatalities (Excluding Rebound Miles) -4,650 -3,700 -8,350 

Fatalities (Including Rebound Miles) -3,490 -3,800 -7,300 

Total Technology Costs ($b), Discounted at 3% -$137 -$123 -$260 

Total Technology Costs ($b), Discounted at 7% -$103 -$92 -$196 

Total Net Societal Benefits ($b), Discounted at 3% $113 $88 $201 

Total Net Societal Benefits ($b), Discounted at 7% $80 $60 $141 

 

Table 12-41 and   
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Table 12-42 presents estimated impacts for MY 1977-2029 vehicles under the preferred 

alternative. For the CAFE Program, the estimated decrease in costs is partially offset by a 

decrease in benefits, yielding positive net benefits ($176 billion at a three-percent discount rate, 

and $132 billion at a seven-percent discount rate). For the CO2 program, the results also yield 

positive net benefits ($201 billion at a three-percent discount rate, and $141 billion at a seven-

percent discount rate). 

Table 12-41 - Estimated MY 1977-2029 Costs, Benefits, and Net Benefits under the 

Preferred Alternative, CAFE Program (Billions 2016$) 

Preferred Alternative:  0.0%/Year PC 0.0%/Year LT, 2021-2026 

  
  3% 7% 

Annualized 

3% 

Annualized 

7% 

C
o
st

s 

Technology Costs -253.0 -192.0 -9.67 -13.85 

Congestion Costs -51.2 -29.2 -1.96 -2.11 

Noise Costs -0.7 -0.4 -0.03 -0.03 

Non-Rebound Fatality Costs -35.4 -18.4 -1.35 -1.33 

Non-Rebound Non-Fatal Crash Costs -55.3 -28.8 -2.11 -2.08 

Rebound Fatality Costs -41.7 -25.8 -1.59 -1.86 

Non-Fatal Crash Costs -65.2 -40.4 -2.49 -2.91 

Total Societal Costs -502.0 -335.0 -19.19 -24.17 

B
en

ef
it

s 

Pre-Tax Fuel Savings -133.0 -84.3 -5.08 -6.08 

Rebound Fuel Benefit -61.0 -37.1 -2.33 -2.68 

Refueling Time Benefit -8.5 -5.4 -0.32 -0.39 

Rebound Fatality Benefit -41.7 -25.8 -1.59 -1.86 

Rebound Non-Fatal Fatality Benefit -65.2 -40.4 -2.49 -2.91 

Petroleum Market Externality -10.9 -6.9 -0.42 -0.50 

CO2 Damage Reduction Benefit -4.3 -2.7 -0.17 -0.20 

NOx Damage Reduction Benefit 0.8 0.4 0.03 0.03 

VOC Damage Reduction Benefit 0.1 0.1 0.01 0.01 

PM Damage Reduction Benefit 0.3 0.0 0.01 0.00 

SO2 Damage Reduction Benefit -2.4 -1.6 -0.09 -0.12 

Total Social Benefits -326.0 -204.0 -12.46 -14.72 

            

        Net Total Benefits 176.0 132.0 6.73 9.52 
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Table 12-42 - Estimated MY 1977-2029 Costs, Benefits, and Net Benefits under the 

Preferred Alternative, CO2 Program (Billions 2016$) 

Preferred Alternative:  0.0%/Year PC 0.0%/Year LT, 2021-2026 

  
  3% 7% 

Annualized 

3% 

Annualized 

7% 

C
o

st
s 

Technology Costs -260.0 -196.0 -9.94 -14.14 

Congestion Costs -61.5 -34.5 -2.35 -2.49 

Noise Costs -0.9 -0.5 -0.03 -0.04 

Non-Rebound Fatality Costs -46.2 -23.8 -1.77 -1.72 

Non-Rebound Non-Fatal Crash Costs -72.3 -37.3 -2.76 -2.69 

Rebound Fatality Costs -47.8 -29.4 -1.83 -2.12 

Non-Fatal Crash Costs -74.7 -46.0 -2.85 -3.32 

Total Societal Costs -563.0 -367.0 -21.52 -26.48 

B
en

ef
it

s 

Pre-Tax Fuel Savings -144.0 -91.5 -5.50 -6.60 

Rebound Fuel Benefit -69.5 -42.0 -2.66 -3.03 

Refueling Time Benefit -9.4 -6.0 -0.36 -0.43 

Rebound Fatality Benefit -47.8 -29.4 -1.83 -2.12 

Rebound Non-Fatal Fatality Benefit -74.7 -46.0 -2.85 -3.32 

Petroleum Market Externality -11.9 -7.6 -0.45 -0.55 

CO2 Damage Reduction Benefit -4.7 -3.0 -0.18 -0.21 

NOx Damage Reduction Benefit 0.9 0.5 0.03 0.04 

VOC Damage Reduction Benefit 0.2 0.1 0.01 0.01 

PM Damage Reduction Benefit 0.6 0.1 0.02 0.00 

SO2 Damage Reduction Benefit -2.5 -1.6 -0.09 -0.12 

Total Social Benefits -363.0 -226.0 -13.87 -16.30 

            

        Net Total Benefits 201.0 141.0 7.68 10.17 

 

Table 12-43 through Table 12-60 present estimated costs and benefits by model year under the 

preferred alternative as calculated by the CAFE model, also included are equivalent results under 

the CO2 Program.  Table 12-61 through Table 12-78 present estimated consumer impacts and net 

consumer benefits by model under the preferred alternative as calculated by the CAFE model, as 

well as, equivalent results under the CO2 Program. 
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Table 12-43 - Cost and Benefit Estimates, Passenger Cars, Preferred Alternative, CAFE, 3% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.9 -1.9 -2.6 -5.0 -8.5 -10.5 -11.9 -12.2 -12.5 -12.2 -11.6 -11.0 -10.5 -111.3 

Congestion Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3 

Noise Costs -18.6 -1.8 -1.7 -1.6 -1.5 -1.3 -0.7 -0.1 0.5 1.2 1.8 2.2 2.2 2.2 -17.1 

Non-Rebound 

Fatality Costs 
-29.1 -2.8 -2.6 -2.5 -2.3 -2.0 -1.1 -0.2 0.8 1.8 2.8 3.4 3.4 3.5 -26.7 

Non-Rebound Non-

Fatal Crash Costs 
0.6 -0.1 -0.3 -0.5 -0.9 -1.6 -2.0 -2.2 -2.3 -2.3 -2.3 -2.2 -2.1 -2.1 -20.1 

Rebound Fatality 

Costs 
0.9

 
-0.1 -0.5 -0.8 -1.4 -2.5 -3.1 -3.4 -3.6 -3.6 -3.6 -3.4 -3.3 -3.2 -31.5 

Non-Fatal Crash 

Costs 
-58.4

 
-7.1 -8.4 -9.4 -12.8 -18.0 -19.3 -19.3 -17.8 -16.0 -13.6 -11.4 -10.6 -9.8 -231.9 

Total Societal Costs 0.0 -0.9 -1.9 -2.6 -5.0 -8.5 -10.5 -11.9 -12.2 -12.5 -12.2 -11.6 -11.0 -10.5 -111.3 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
19.3 1.5 0.6 -0.1 -1.7 -4.2 -6.1 -7.3 -8.4 -9.2 -9.7 -9.8 -9.7 -9.6 -54.5 

Rebound Fuel 

Benefit
1
 

0.1 -0.1 -0.3 -0.5 -1.0 -1.8 -2.3 -2.5 -2.7 -2.8 -2.8 -2.7 -2.7 -2.7 -24.8 

Refueling Time 

Benefit 
0.1 0.1 0.0 0.0 -0.1 -0.3 -0.4 -0.4 -0.5 -0.5 -0.6 -0.6 -0.5 -0.5 -4.3 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.6 -0.1 -0.3 -0.5 -0.9 -1.6 -2.0 -2.2 -2.3 -2.3 -2.3 -2.2 -2.1 -2.1 -20.1 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.9 -0.1 -0.5 -0.8 -1.4 -2.5 -3.1 -3.4 -3.6 -3.6 -3.6 -3.4 -3.3 -3.2 -31.5 

Petroleum Market 

Externality 
1.6 0.1 0.0 0.0 -0.1 -0.4 -0.5 -0.6 -0.7 -0.8 -0.8 -0.8 -0.8 -0.8 -4.6 

CO2 Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -1.8 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 

VOC Damage 

Reduction Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.1 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.2 -0.1 -0.1 0.5 

SO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.9 

Total Social 

Benefits 
25.7 1.5 -0.4 -1.9 -5.3 -11.0 -14.7 -16.9 -18.7 -19.7 -20.4 -20.2 -19.9 -19.7 -141.5 

  
               

Net Total Benefits 84.1 8.6 8.0 7.5 7.5 7.0 4.6 2.4 -0.9 -3.8 -6.8 -8.9 -9.2 -9.8 90.5 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-44 - Cost and Benefit Estimates, Passenger Cars, Preferred Alternative, CO2, 3% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.8 -2.1 -3.0 -5.6 -8.0 -9.9 -11.8 -12.5 -13.0 -14.3 -14.3 -14.2 -13.7 -123.2 

Congestion Costs -12.6 -1.5 -1.7 -1.8 -2.1 -2.4 -2.2 -1.7 -1.4 -0.9 -0.6 -0.1 0.1 0.5 -28.5 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-Rebound 

Fatality Costs 
-19.4 -2.1 -2.0 -2.0 -1.9 -1.8 -1.1 -0.2 0.4 1.1 1.7 2.3 2.5 3.0 -19.5 

Non-Rebound Non-

Fatal Crash Costs 
-30.3 -3.3 -3.2 -3.0 -3.0 -2.8 -1.7 -0.4 0.6 1.7 2.7 3.6 4.0 4.7 -30.3 

Rebound Fatality 

Costs 
0.6

 
-0.1 -0.4 -0.6 -1.2 -1.7 -2.1 -2.4 -2.6 -2.7 -2.9 -3.0 -2.9 -2.9 -24.9 

Non-Fatal Crash 

Costs 
1.0

 
-0.1 -0.6 -1.0 -1.8 -2.7 -3.3 -3.7 -4.1 -4.3 -4.6 -4.6 -4.6 -4.5 -39.0 

Total Societal Costs -60.9 -8.0 -10.0 -11.5 -15.7 -19.4 -20.3 -20.2 -19.7 -18.1 -17.9 -16.1 -15.1 -12.8 -265.7 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
20.2 1.8 0.6 -0.2 -2.2 -4.2 -6.2 -8.0 -9.5 -10.6 -12.1 -12.9 -13.0 -13.3 -69.6 

Rebound Fuel 

Benefit
1
 

0.1 -0.1 -0.4 -0.7 -1.3 -2.0 -2.5 -2.8 -3.2 -3.4 -3.7 -3.7 -3.7 -3.7 -31.1 

Refueling Time 

Benefit 
0.1 0.1 0.0 0.0 -0.2 -0.3 -0.4 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -5.2 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.6 -0.1 -0.4 -0.6 -1.2 -1.7 -2.1 -2.4 -2.6 -2.7 -2.9 -3.0 -2.9 -2.9 -24.9 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.0 -0.1 -0.6 -1.0 -1.8 -2.7 -3.3 -3.7 -4.1 -4.3 -4.6 -4.6 -4.6 -4.5 -39.0 

Petroleum Market 

Externality 
1.6 0.1 0.0 0.0 -0.2 -0.4 -0.5 -0.7 -0.8 -0.9 -1.0 -1.1 -1.1 -1.1 -5.8 

CO2 Damage 

Reduction Benefit 
0.7 0.1 0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -2.3 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.4 

VOC Damage 

Reduction Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.1 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 0.4 

SO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.1 

Total Social 

Benefits 
26.8 2.1 -0.7 -2.5 -6.9 -11.5 -15.4 -18.6 -21.3 -23.2 -25.8 -26.9 -27.0 -27.2 -178.1 

  
               

Net Total Benefits 87.7 10.1 9.4 9.0 8.8 7.9 4.9 1.6 -1.7 -5.1 -7.9 -10.8 -11.9 -14.5 87.5 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-45 - Cost and Benefit Estimates, Passenger Cars, Preferred Alternative, CAFE, 7% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.9 -1.8 -2.4 -4.5 -7.3 -8.7 -9.5 -9.4 -9.2 -8.7 -7.9 -7.3 -6.7 -84.1 

Congestion Costs -7.6 -0.7 -0.8 -0.8 -0.9 -1.2 -1.1 -0.8 -0.5 -0.2 0.0 0.2 0.3 0.3 -13.8 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 

Non-Rebound 

Fatality Costs 
-11.7 -0.9 -0.8 -0.8 -0.7 -0.6 -0.2 0.2 0.6 0.9 1.2 1.4 1.4 1.3 -8.6 

Non-Rebound Non-

Fatal Crash Costs 
-18.3 -1.5 -1.3 -1.2 -1.0 -0.9 -0.3 0.3 0.9 1.5 1.9 2.2 2.1 2.1 -13.5 

Rebound Fatality 

Costs 
0.4

 
-0.1 -0.3 -0.4 -0.7 -1.1 -1.3 -1.4 -1.4 -1.4 -1.3 -1.2 -1.2 -1.1 -12.5 

Non-Fatal Crash 

Costs 
0.6

 
-0.1 -0.4 -0.6 -1.0 -1.8 -2.1 -2.2 -2.2 -2.2 -2.1 -1.9 -1.8 -1.7 -19.5 

Total Societal Costs -36.7 -4.3 -5.4 -6.1 -8.8 -12.8 -13.6 -13.4 -12.1 -10.6 -8.9 -7.2 -6.5 -5.8 -152.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
12.0 0.6 0.0 -0.5 -1.6 -3.2 -4.3 -5.0 -5.4 -5.7 -5.8 -5.6 -5.3 -5.1 -34.9 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.3 -0.4 -0.7 -1.3 -1.5 -1.6 -1.7 -1.7 -1.6 -1.5 -1.5 -1.4 -15.1 

Refueling Time 

Benefit 
0.1 0.0 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.7 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.4 -0.1 -0.3 -0.4 -0.7 -1.1 -1.3 -1.4 -1.4 -1.4 -1.3 -1.2 -1.2 -1.1 -12.5 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.6 -0.1 -0.4 -0.6 -1.0 -1.8 -2.1 -2.2 -2.2 -2.2 -2.1 -1.9 -1.8 -1.7 -19.5 

Petroleum Market 

Externality 
1.0 0.0 0.0 0.0 -0.1 -0.3 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.4 -0.4 -2.9 

CO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.1 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

VOC Damage 

Reduction Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
0.8 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.2 

SO2 Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.6 

Total Social 

Benefits 
16.0 0.5 -0.9 -1.9 -4.3 -8.1 -10.2 -11.2 -11.9 -12.1 -12.0 -11.5 -10.8 -10.3 -88.7 

  
               

Net Total Benefits 52.7 4.8 4.5 4.2 4.5 4.8 3.4 2.2 0.2 -1.5 -3.2 -4.3 -4.4 -4.5 63.4 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-46 - Cost and Benefit Estimates, Passenger Cars, Preferred Alternative, CO2, 7% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.8 -2.0 -2.8 -5.0 -6.8 -8.2 -9.4 -9.6 -9.6 -10.1 -9.8 -9.3 -8.6 -92.1 

Congestion Costs -7.8 -0.8 -0.9 -1.0 -1.2 -1.4 -1.2 -0.8 -0.7 -0.4 -0.2 0.1 0.2 0.4 -15.7 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 

Non-Rebound 

Fatality Costs 
-12.1 -1.1 -1.0 -0.9 -0.9 -0.8 -0.4 0.2 0.5 0.9 1.3 1.5 1.6 1.8 -9.5 

Non-Rebound Non-

Fatal Crash Costs 
-18.9 -1.7 -1.6 -1.5 -1.4 -1.3 -0.5 0.3 0.8 1.5 2.0 2.4 2.5 2.7 -14.8 

Rebound Fatality 

Costs 
0.4

 
-0.1 -0.3 -0.5 -0.9 -1.2 -1.4 -1.6 -1.7 -1.7 -1.7 -1.7 -1.6 -1.5 -15.3 

Non-Fatal Crash 

Costs 
0.6

 
-0.1 -0.5 -0.8 -1.3 -1.9 -2.3 -2.4 -2.6 -2.6 -2.7 -2.6 -2.5 -2.3 -24.0 

Total Societal Costs -37.9 -4.7 -6.4 -7.5 -10.8 -13.5 -13.9 -13.7 -13.1 -11.8 -11.5 -10.1 -9.2 -7.6 -171.6 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
12.4 0.8 -0.1 -0.7 -2.0 -3.3 -4.5 -5.5 -6.2 -6.6 -7.2 -7.3 -7.1 -7.0 -44.3 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.3 -0.5 -0.9 -1.4 -1.7 -1.8 -2.0 -2.0 -2.1 -2.1 -2.0 -1.9 -18.8 

Refueling Time 

Benefit 
0.1 0.0 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -3.3 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.4 -0.1 -0.3 -0.5 -0.9 -1.2 -1.4 -1.6 -1.7 -1.7 -1.7 -1.7 -1.6 -1.5 -15.3 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.6 -0.1 -0.5 -0.8 -1.3 -1.9 -2.3 -2.4 -2.6 -2.6 -2.7 -2.6 -2.5 -2.3 -24.0 

Petroleum Market 

Externality 
1.0 0.1 0.0 -0.1 -0.2 -0.3 -0.4 -0.5 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -3.7 

CO2 Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.4 
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NOx Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

VOC Damage 

Reduction Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage 

Reduction Benefit 
0.8 0.1 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.1 

SO2 Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.7 

Total Social 

Benefits 
16.5 0.8 -1.3 -2.5 -5.6 -8.6 -10.8 -12.4 -13.7 -14.3 -15.2 -15.2 -14.7 -14.3 -111.2 

  
               

Net Total Benefits 54.4 5.5 5.2 4.9 5.2 4.9 3.1 1.3 -0.6 -2.5 -3.7 -5.2 -5.6 -6.7 60.4 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-47 - Cost and Benefit Estimates, Passenger Cars, Preferred Alternative, CAFE, Undiscounted (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.9 -2.0 -2.8 -5.5 -9.5 -12.2 -14.2 -15.0 -15.8 -15.9 -15.5 -15.3 -15.0 -139.5 

Congestion Costs -17.9 -2.2 -2.3 -2.5 -2.8 -3.4 -3.2 -2.7 -2.2 -1.5 -0.7 -0.2 -0.1 0.0 -41.5 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.6 

Non-Rebound 

Fatality Costs 
-27.4 -3.1 -2.9 -2.9 -2.7 -2.5 -1.7 -0.9 0.1 1.1 2.2 2.9 3.0 3.2 -31.6 

Non-Rebound Non-

Fatal Crash Costs 
-42.8 -4.8 -4.5 -4.5 -4.3 -4.0 -2.7 -1.4 0.2 1.8 3.4 4.5 4.7 5.0 -49.3 

Rebound Fatality 

Costs 
0.9

 
-0.1 -0.4 -0.6 -1.2 -2.2 -2.8 -3.1 -3.3 -3.5 -3.5 -3.5 -3.5 -3.5 -30.3 

Non-Fatal Crash 

Costs 
1.4

 
-0.2 -0.6 -1.0 -1.9 -3.4 -4.3 -4.8 -5.2 -5.4 -5.5 -5.5 -5.5 -5.5 -47.4 

Total Societal Costs -86.1 -11.2 -12.7 -14.2 -18.3 -25.0 -26.8 -27.1 -25.5 -23.3 -20.2 -17.3 -16.6 -15.8 -340.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
28.7 2.7 1.5 0.7 -1.5 -5.1 -7.9 -10.0 -11.9 -13.5 -14.8 -15.4 -15.7 -16.0 -78.1 

Rebound Fuel 

Benefit
1
 

0.1 -0.1 -0.4 -0.7 -1.3 -2.5 -3.2 -3.6 -4.0 -4.2 -4.4 -4.4 -4.5 -4.6 -37.9 

Refueling Time 

Benefit 
0.2 0.1 0.1 0.0 -0.1 -0.3 -0.5 -0.6 -0.7 -0.8 -0.9 -0.9 -0.9 -0.9 -6.1 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.9 -0.1 -0.4 -0.6 -1.2 -2.2 -2.8 -3.1 -3.3 -3.5 -3.5 -3.5 -3.5 -3.5 -30.3 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.4 -0.2 -0.6 -1.0 -1.9 -3.4 -4.3 -4.8 -5.2 -5.4 -5.5 -5.5 -5.5 -5.5 -47.4 

Petroleum Market 

Externality 
2.3 0.2 0.1 0.0 -0.1 -0.4 -0.7 -0.8 -1.0 -1.1 -1.2 -1.3 -1.3 -1.3 -6.6 

CO2 Damage 

Reduction Benefit 
0.9 0.1 0.1 0.0 0.0 -0.2 -0.3 -0.3 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -2.5 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.8 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.7 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

PM Damage 

Reduction Benefit 
1.9 0.2 0.1 0.1 0.1 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 1.1 

SO2 Damage 

Reduction Benefit 
0.6 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -1.2 

Total Social 

Benefits 
38.1 3.1 0.6 -1.3 -6.0 -14.1 -19.7 -23.6 -27.0 -29.4 -31.4 -32.1 -32.4 -33.1 -208.3 

  
               

Net Total Benefits 124.0 14.3 13.4 12.9 12.3 10.9 7.1 3.6 -1.5 -6.2 -11.1 -14.8 -15.8 -17.2 132.0 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-48 - Cost and Benefit Estimates, Passenger Cars, Preferred Alternative, CO2, Undiscounted (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.8 -2.2 -3.2 -6.2 -9.0 -11.4 -14.1 -15.3 -16.5 -18.6 -19.3 -19.6 -19.5 -155.6 

Congestion Costs -18.8 -2.6 -2.8 -3.0 -3.5 -4.0 -3.7 -3.0 -2.7 -2.0 -1.5 -0.8 -0.5 0.3 -48.5 

Noise Costs -0.3 0.0 0.0 0.0 0.0 -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.6 

Non-Rebound 

Fatality Costs 
-28.8 -3.6 -3.5 -3.5 -3.5 -3.4 -2.4 -1.2 -0.3 0.8 1.9 3.0 3.4 4.4 -36.6 

Non-Rebound Non-

Fatal Crash Costs 
-45.0 -5.6 -5.5 -5.5 -5.5 -5.3 -3.8 -1.9 -0.5 1.3 3.0 4.6 5.4 6.9 -57.3 

Rebound Fatality 

Costs 
0.9

 
-0.1 -0.5 -0.8 -1.5 -2.3 -2.9 -3.4 -3.9 -4.1 -4.6 -4.8 -4.8 -4.9 -37.7 

Non-Fatal Crash 

Costs 
1.4

 
-0.1 -0.8 -1.2 -2.4 -3.7 -4.6 -5.3 -6.0 -6.5 -7.2 -7.4 -7.6 -7.6 -58.9 

Total Societal Costs -90.6 -12.8 -15.3 -17.3 -22.6 -27.6 -28.9 -29.0 -28.7 -27.0 -26.9 -24.6 -23.7 -20.4 -395.4 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
30.2 3.3 1.8 0.7 -2.0 -4.9 -7.9 -10.8 -13.4 -15.6 -18.4 -20.2 -21.2 -22.4 -100.7 

Rebound Fuel 

Benefit
1
 

0.1 0.0 -0.5 -0.9 -1.7 -2.7 -3.5 -4.1 -4.7 -5.1 -5.8 -6.0 -6.3 -6.4 -47.7 

Refueling Time 

Benefit 
0.2 0.2 0.1 0.0 -0.1 -0.3 -0.5 -0.7 -0.8 -0.9 -1.1 -1.2 -1.2 -1.3 -7.5 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.9 -0.1 -0.5 -0.8 -1.5 -2.3 -2.9 -3.4 -3.9 -4.1 -4.6 -4.8 -4.8 -4.9 -37.7 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.4 -0.1 -0.8 -1.2 -2.4 -3.7 -4.6 -5.3 -6.0 -6.5 -7.2 -7.4 -7.6 -7.6 -58.9 

Petroleum Market 

Externality 
2.4 0.3 0.1 0.1 -0.2 -0.4 -0.6 -0.9 -1.1 -1.3 -1.5 -1.7 -1.8 -1.9 -8.5 

CO2 Damage 

Reduction Benefit 
1.0 0.1 0.1 0.0 -0.1 -0.2 -0.2 -0.3 -0.4 -0.5 -0.6 -0.7 -0.7 -0.8 -3.3 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.8 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 0.7 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
2.0 0.2 0.2 0.1 0.1 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.3 1.0 

SO2 Damage 

Reduction Benefit 
0.7 0.1 0.0 0.0 0.0 -0.1 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 -0.4 -1.5 

Total Social 

Benefits 
40.2 4.0 0.5 -1.8 -7.9 -14.5 -20.5 -25.8 -30.7 -34.6 -39.7 -42.7 -44.3 -46.0 -263.8 

  
               

Net Total Benefits 131.0 16.8 15.9 15.5 14.7 13.1 8.4 3.2 -2.0 -7.6 -12.8 -18.0 -20.6 -25.6 132.0 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-49 - Cost and Benefit Estimates, Light Trucks, Preferred Alternative, CAFE, 3% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.7 -3.8 -6.4 -8.3 -12.8 -13.4 -13.6 -13.8 -14.1 -14.3 -13.8 -13.4 -12.8 -141.3 

Congestion Costs -5.2 -0.5 -0.6 -0.8 -0.9 -1.2 -1.4 -1.6 -1.8 -2.0 -2.2 -2.5 -2.8 -3.0 -26.5 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-Rebound 

Fatality Costs 
-9.3 -0.7 -0.5 -0.3 -0.2 0.1 0.0 -0.3 -0.4 -0.6 -0.9 -1.3 -1.7 -2.0 -18.3 

Non-Rebound Non-

Fatal Crash Costs 
-14.5 -1.1 -0.8 -0.5 -0.3 0.2 0.0 -0.5 -0.7 -0.9 -1.4 -2.0 -2.7 -3.2 -28.5 

Rebound Fatality 

Costs 
0.3

 
-0.1 -0.5 -0.9 -1.1 -1.9 -2.0 -2.1 -2.1 -2.3 -2.3 -2.2 -2.2 -2.1 -21.5 

Non-Fatal Crash 

Costs 
0.5

 
-0.2 -0.8 -1.4 -1.8 -3.0 -3.1 -3.2 -3.3 -3.5 -3.6 -3.5 -3.4 -3.3 -33.7 

Total Societal Costs -28.3 -3.3 -7.1 -10.3 -12.7 -18.6 -20.0 -21.4 -22.2 -23.5 -24.7 -25.4 -26.3 -26.5 -270.4 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
13.2 0.3 -1.8 -3.4 -4.9 -8.7 -9.1 -9.2 -9.5 -10.0 -9.9 -9.2 -8.5 -7.9 -78.4 

Rebound Fuel 

Benefit
1
 

0.0 -0.2 -0.7 -1.3 -1.7 -3.0 -3.2 -3.4 -3.5 -3.8 -3.9 -3.9 -3.9 -3.8 -36.2 

Refueling Time 

Benefit 
0.1 0.0 -0.1 -0.2 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.4 -0.4 -0.4 -4.2 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.3 -0.1 -0.5 -0.9 -1.1 -1.9 -2.0 -2.1 -2.1 -2.3 -2.3 -2.2 -2.2 -2.1 -21.5 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.5 -0.2 -0.8 -1.4 -1.8 -3.0 -3.1 -3.2 -3.3 -3.5 -3.6 -3.5 -3.4 -3.3 -33.7 

Petroleum Market 

Externality 
1.1 0.0 -0.2 -0.3 -0.4 -0.7 -0.7 -0.7 -0.8 -0.8 -0.8 -0.7 -0.7 -0.6 -6.4 

CO2 Damage 

Reduction Benefit 
0.4 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.6 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 

VOC Damage 

Reduction Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage 

Reduction Benefit 
0.8 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.2 

SO2 Damage 

Reduction Benefit 
0.3 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 -1.6 

Total Social 

Benefits 
17.5 0.0 -4.2 -7.6 -10.5 -18.3 -19.3 -19.6 -20.4 -21.5 -21.6 -20.6 -19.6 -18.7 -184.4 

  
               

Net Total Benefits 45.8 3.3 2.9 2.8 2.1 0.4 0.7 1.8 1.8 2.0 3.0 4.8 6.7 7.8 85.8 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-50 - Cost and Benefit Estimates, Light Trucks, Preferred Alternative, CO2, 3% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.6 -3.4 -5.9 -7.4 -10.7 -11.6 -12.6 -12.8 -12.9 -14.2 -14.5 -15.0 -15.1 -136.7 

Congestion Costs -6.4 -0.7 -0.9 -1.0 -1.1 -1.4 -1.5 -1.9 -2.2 -2.5 -2.8 -3.2 -3.5 -3.9 -33.0 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.5 

Non-Rebound 

Fatality Costs 
-11.2 -1.1 -0.9 -0.7 -0.5 -0.2 -0.2 -0.7 -0.9 -1.3 -1.6 -2.2 -2.5 -3.0 -26.8 

Non-Rebound Non-

Fatal Crash Costs 
-17.5 -1.7 -1.4 -1.1 -0.8 -0.3 -0.3 -1.0 -1.4 -2.0 -2.5 -3.4 -4.0 -4.7 -42.0 

Rebound Fatality 

Costs 
0.4

 
-0.1 -0.5 -0.9 -1.2 -1.9 -2.0 -2.2 -2.3 -2.3 -2.5 -2.5 -2.5 -2.5 -22.9 

Non-Fatal Crash 

Costs 
0.6

 
-0.1 -0.8 -1.4 -1.9 -2.9 -3.2 -3.4 -3.6 -3.6 -3.9 -3.8 -4.0 -3.9 -35.7 

Total Societal Costs -34.1 -4.2 -7.8 -11.0 -12.8 -17.4 -18.8 -21.7 -23.2 -24.7 -27.5 -29.6 -31.6 -33.1 -297.5 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
15.9 1.2 -1.1 -3.0 -4.7 -8.1 -9.1 -9.2 -9.7 -9.4 -10.0 -9.3 -9.2 -8.6 -74.1 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.7 -1.3 -1.8 -3.0 -3.3 -3.5 -3.7 -3.9 -4.2 -4.2 -4.4 -4.5 -38.4 

Refueling Time 

Benefit 
0.1 0.1 -0.1 -0.1 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.4 -0.4 -0.4 -4.2 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.4 -0.1 -0.5 -0.9 -1.2 -1.9 -2.0 -2.2 -2.3 -2.3 -2.5 -2.5 -2.5 -2.5 -22.9 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.6 -0.1 -0.8 -1.4 -1.9 -2.9 -3.2 -3.4 -3.6 -3.6 -3.9 -3.8 -4.0 -3.9 -35.7 

Petroleum Market 

Externality 
1.3 0.1 -0.1 -0.3 -0.4 -0.7 -0.7 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.7 -6.1 

CO2 Damage 

Reduction Benefit 
0.5 0.0 0.0 -0.1 -0.1 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.4 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 

VOC Damage 

Reduction Benefit 
0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.0 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.2 

SO2 Damage 

Reduction Benefit 
0.3 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -1.3 

Total Social 

Benefits 
21.1 1.4 -3.2 -7.1 -10.4 -17.4 -19.4 -20.1 -21.2 -21.1 -22.5 -21.5 -21.8 -21.1 -184.3 

  
               

Net Total Benefits 55.1 5.6 4.6 3.9 2.4 0.0 -0.6 1.6 2.0 3.6 5.1 8.1 9.8 12.0 113.1 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-51 - Cost and Benefit Estimates, Light Trucks, Preferred Alternative, CAFE, 7% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.7 -3.7 -5.9 -7.4 -11.0 -11.0 -10.8 -10.6 -10.4 -10.2 -9.5 -8.8 -8.1 -108.1 

Congestion Costs -3.2 -0.2 -0.4 -0.5 -0.5 -0.8 -0.9 -1.0 -1.1 -1.2 -1.3 -1.4 -1.5 -1.5 -15.4 

Noise Costs 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.2 

Non-Rebound 

Fatality Costs 
-5.7 -0.3 -0.2 -0.1 0.0 0.2 0.0 -0.2 -0.2 -0.3 -0.5 -0.7 -0.9 -1.0 -9.8 

Non-Rebound Non-

Fatal Crash Costs 
-8.9 -0.4 -0.3 -0.1 0.0 0.3 0.1 -0.2 -0.4 -0.5 -0.8 -1.1 -1.4 -1.6 -15.3 

Rebound Fatality 

Costs 
0.2

 
-0.1 -0.4 -0.6 -0.8 -1.3 -1.4 -1.3 -1.3 -1.4 -1.3 -1.3 -1.2 -1.1 -13.3 

Non-Fatal Crash 

Costs 
0.3

 
-0.2 -0.6 -1.0 -1.3 -2.1 -2.1 -2.1 -2.1 -2.1 -2.1 -2.0 -1.9 -1.7 -20.9 

Total Societal Costs -17.2 -2.0 -5.5 -8.3 -10.1 -14.8 -15.3 -15.7 -15.7 -15.9 -16.1 -15.8 -15.6 -15.1 -183.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
8.0 -0.1 -1.6 -2.7 -3.7 -6.1 -6.1 -5.9 -5.9 -5.9 -5.7 -5.1 -4.5 -4.0 -49.4 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.5 -0.9 -1.2 -2.1 -2.1 -2.2 -2.2 -2.2 -2.2 -2.1 -2.1 -2.0 -22.0 

Refueling Time 

Benefit 
0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -2.7 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.2 -0.1 -0.4 -0.6 -0.8 -1.3 -1.4 -1.3 -1.3 -1.4 -1.3 -1.3 -1.2 -1.1 -13.3 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.3 -0.2 -0.6 -1.0 -1.3 -2.1 -2.1 -2.1 -2.1 -2.1 -2.1 -2.0 -1.9 -1.7 -20.9 

Petroleum Market 

Externality 
0.6 0.0 -0.1 -0.2 -0.3 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.4 -0.4 -0.3 -4.0 

CO2 Damage 

Reduction Benefit 
0.3 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -1.6 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

VOC Damage 

Reduction Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage 

Reduction Benefit 
0.5 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 -0.2 

SO2 Damage 

Reduction Benefit 
0.2 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.0 

Total Social 

Benefits 
10.6 -0.5 -3.6 -5.9 -7.8 -12.8 -13.0 -12.7 -12.7 -12.8 -12.4 -11.4 -10.5 -9.6 -115.1 

  
               

Net Total Benefits 27.8 1.5 1.9 2.3 2.3 2.0 2.3 3.0 3.0 3.1 3.7 4.4 5.2 5.5 68.1 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-52 - Cost and Benefit Estimates, Light Trucks, Preferred Alternative, CO2, 7% Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.6 -3.3 -5.5 -6.6 -9.2 -9.6 -10.0 -9.8 -9.5 -10.1 -9.9 -9.9 -9.6 -103.5 

Congestion Costs -3.8 -0.3 -0.5 -0.6 -0.7 -0.9 -0.9 -1.2 -1.3 -1.5 -1.6 -1.8 -1.9 -2.0 -18.8 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3 

Non-Rebound 

Fatality Costs 
-6.8 -0.5 -0.4 -0.2 -0.1 0.0 0.0 -0.3 -0.5 -0.7 -0.9 -1.2 -1.3 -1.5 -14.3 

Non-Rebound Non-

Fatal Crash Costs 
-10.6 -0.8 -0.6 -0.4 -0.2 0.0 0.0 -0.5 -0.8 -1.1 -1.4 -1.8 -2.1 -2.4 -22.5 

Rebound Fatality 

Costs 
0.3

 
0.0 -0.4 -0.7 -0.9 -1.3 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.3 -14.1 

Non-Fatal Crash 

Costs 
0.4

 
-0.1 -0.6 -1.0 -1.3 -2.0 -2.2 -2.2 -2.2 -2.2 -2.3 -2.2 -2.1 -2.0 -22.0 

Total Societal Costs -20.6 -2.3 -5.6 -8.4 -9.8 -13.4 -14.0 -15.6 -16.0 -16.4 -17.7 -18.2 -18.7 -18.8 -195.5 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
9.6 0.5 -1.2 -2.6 -3.6 -5.8 -6.2 -6.0 -6.0 -5.7 -5.8 -5.1 -4.9 -4.4 -47.3 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.5 -1.0 -1.3 -2.0 -2.2 -2.3 -2.3 -2.3 -2.4 -2.3 -2.3 -2.3 -23.2 

Refueling Time 

Benefit 
0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -0.2 -2.7 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.3 0.0 -0.4 -0.7 -0.9 -1.3 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.4 -1.3 -14.1 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.4 -0.1 -0.6 -1.0 -1.3 -2.0 -2.2 -2.2 -2.2 -2.2 -2.3 -2.2 -2.1 -2.0 -22.0 

Petroleum Market 

Externality 
0.8 0.0 -0.1 -0.2 -0.3 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.4 -0.4 -0.4 -3.9 

CO2 Damage 

Reduction Benefit 
0.3 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -1.5 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 

VOC Damage 

Reduction Benefit 
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

PM Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.0 0.0 0.0 0.0 

SO2 Damage 

Reduction Benefit 
0.2 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.9 

Total Social 

Benefits 
12.7 0.5 -3.0 -5.8 -7.8 -12.3 -13.1 -13.1 -13.2 -12.7 -13.0 -12.0 -11.7 -10.9 -115.4 

  
               

Net Total Benefits 33.3 2.7 2.7 2.7 1.9 1.1 0.9 2.5 2.8 3.7 4.7 6.2 7.0 7.9 80.2 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-53 - Cost and Benefit Estimates, Light Trucks, Preferred Alternative, CAFE, Undiscounted (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.7 -4.0 -6.8 -9.1 -14.4 -15.5 -16.2 -17.0 -17.9 -18.7 -18.6 -18.5 -18.2 -175.6 

Congestion Costs -8.0 -0.9 -1.1 -1.3 -1.4 -1.8 -2.1 -2.5 -2.7 -3.1 -3.6 -4.1 -4.7 -5.2 -42.5 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.6 

Non-Rebound 

Fatality Costs 
-14.1 -1.3 -1.1 -0.9 -0.7 -0.1 -0.3 -0.7 -0.8 -1.1 -1.5 -2.2 -3.0 -3.6 -31.3 

Non-Rebound Non-

Fatal Crash Costs 
-22.0 -2.1 -1.7 -1.4 -1.0 -0.2 -0.4 -1.1 -1.3 -1.7 -2.3 -3.5 -4.7 -5.7 -48.9 

Rebound Fatality 

Costs 
0.5

 
-0.2 -0.7 -1.1 -1.5 -2.6 -2.8 -3.0 -3.2 -3.4 -3.6 -3.6 -3.7 -3.7 -32.4 

Non-Fatal Crash 

Costs 
0.8

 
-0.2 -1.0 -1.7 -2.4 -4.0 -4.4 -4.6 -5.0 -5.4 -5.6 -5.7 -5.7 -5.7 -50.7 

Total Societal Costs -42.9 -5.5 -9.5 -13.2 -16.0 -23.2 -25.5 -28.1 -30.0 -32.6 -35.3 -37.7 -40.4 -42.2 -382.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
20.2 1.1 -1.7 -3.9 -6.1 -11.7 -12.7 -13.2 -14.2 -15.3 -15.7 -15.0 -14.2 -13.6 -116.0 

Rebound Fuel 

Benefit
1
 

0.0 -0.2 -0.9 -1.7 -2.3 -4.2 -4.6 -4.9 -5.3 -5.8 -6.2 -6.4 -6.5 -6.7 -55.7 

Refueling Time 

Benefit 
0.1 0.0 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.6 -0.6 -6.2 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.5 -0.2 -0.7 -1.1 -1.5 -2.6 -2.8 -3.0 -3.2 -3.4 -3.6 -3.6 -3.7 -3.7 -32.4 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.8 -0.2 -1.0 -1.7 -2.4 -4.0 -4.4 -4.6 -5.0 -5.4 -5.6 -5.7 -5.7 -5.7 -50.7 

Petroleum Market 

Externality 
1.6 0.1 -0.1 -0.3 -0.5 -0.9 -1.0 -1.1 -1.2 -1.2 -1.3 -1.2 -1.2 -1.1 -9.4 

CO2 Damage 

Reduction Benefit 
0.7 0.0 -0.1 -0.1 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -3.8 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.0 0.0 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 -0.1 0.0 

SO2 Damage 

Reduction Benefit 
0.4 0.0 -0.1 -0.1 -0.1 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2 -2.2 

Total Social 

Benefits 
26.7 0.9 -4.6 -9.2 -13.5 -24.7 -27.0 -28.3 -30.3 -32.9 -34.2 -33.5 -32.8 -32.2 -275.6 

  
               

Net Total Benefits 69.6 6.4 4.9 4.0 2.5 -1.6 -1.5 -0.2 -0.4 -0.3 1.2 4.3 7.6 10.0 106.3 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-54 - Cost and Benefit Estimates, Light Trucks, Preferred Alternative, CO2, Undiscounted (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -0.6 -3.5 -6.3 -8.0 -12.1 -13.4 -15.0 -15.8 -16.3 -18.5 -19.5 -20.8 -21.6 -171.4 

Congestion Costs -9.7 -1.3 -1.5 -1.7 -1.8 -2.2 -2.4 -3.0 -3.4 -4.0 -4.6 -5.3 -6.0 -6.8 -53.6 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.8 

Non-Rebound 

Fatality Costs 
-17.0 -2.0 -1.7 -1.5 -1.2 -0.7 -0.6 -1.3 -1.6 -2.2 -2.7 -3.7 -4.4 -5.3 -46.0 

Non-Rebound Non-

Fatal Crash Costs 
-26.6 -3.1 -2.7 -2.3 -1.9 -1.1 -0.9 -2.0 -2.5 -3.5 -4.3 -5.8 -6.9 -8.3 -71.9 

Rebound Fatality 

Costs 
0.6

 
-0.1 -0.6 -1.1 -1.6 -2.5 -2.9 -3.1 -3.4 -3.5 -3.9 -4.0 -4.2 -4.3 -34.6 

Non-Fatal Crash 

Costs 
1.0

 
-0.1 -1.0 -1.8 -2.5 -4.0 -4.5 -4.9 -5.3 -5.5 -6.1 -6.2 -6.6 -6.7 -54.1 

Total Societal Costs -51.9 -7.1 -11.0 -14.7 -17.0 -22.5 -24.7 -29.2 -32.0 -35.2 -40.2 -44.7 -49.1 -53.1 -432.4 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
24.4 2.5 -0.5 -3.2 -5.6 -10.6 -12.4 -13.1 -14.2 -14.3 -15.7 -15.0 -15.4 -14.8 -107.9 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.9 -1.7 -2.5 -4.1 -4.7 -5.1 -5.6 -6.0 -6.6 -6.9 -7.4 -7.7 -59.3 

Refueling Time 

Benefit 
0.1 0.1 0.0 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -6.1 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.6 -0.1 -0.6 -1.1 -1.6 -2.5 -2.9 -3.1 -3.4 -3.5 -3.9 -4.0 -4.2 -4.3 -34.6 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.0 -0.1 -1.0 -1.8 -2.5 -4.0 -4.5 -4.9 -5.3 -5.5 -6.1 -6.2 -6.6 -6.7 -54.1 

Petroleum Market 

Externality 
2.0 0.2 -0.1 -0.3 -0.5 -0.9 -1.0 -1.1 -1.2 -1.2 -1.3 -1.2 -1.3 -1.2 -8.9 

CO2 Damage 

Reduction Benefit 
0.8 0.1 0.0 -0.1 -0.2 -0.3 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -3.5 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

NOx Damage 

Reduction Benefit 
1.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.9 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.5 0.2 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.1 -0.1 -0.1 -0.1 -0.1 0.6 

SO2 Damage 

Reduction Benefit 
0.5 0.0 0.0 -0.1 -0.1 -0.2 -0.3 -0.2 -0.3 -0.2 -0.3 -0.2 -0.3 -0.2 -1.9 

Total Social 

Benefits 
32.3 3.0 -3.0 -8.4 -13.1 -23.3 -26.9 -28.8 -31.3 -32.1 -35.3 -34.9 -36.5 -36.3 -274.6 

  
               

Net Total Benefits 84.2 10.1 8.0 6.4 3.9 -0.7 -2.2 0.5 0.8 3.0 4.8 9.8 12.6 16.8 157.9 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-55 - Cost and Benefit Estimates, Passenger Cars and Light Trucks Combined, Preferred Alternative, CAFE, 3% 

Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -1.6 -5.7 -9.0 -13.3 -21.3 -23.9 -25.5 -26.0 -26.6 -26.5 -25.4 -24.4 -23.3 -252.6 

Congestion Costs -17.3 -1.9 -2.1 -2.3 -2.6 -3.3 -3.3 -3.2 -2.9 -2.6 -2.4 -2.3 -2.5 -2.7 -51.2 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.7 

Non-Rebound 

Fatality Costs 
-27.9 -2.5 -2.1 -1.9 -1.7 -1.2 -0.7 -0.4 0.1 0.6 0.9 0.9 0.5 0.2 -35.4 

Non-Rebound Non-

Fatal Crash Costs 
-43.6 -3.9 -3.4 -3.0 -2.6 -1.9 -1.2 -0.7 0.2 0.9 1.4 1.4 0.7 0.3 -55.3 

Rebound Fatality 

Costs 
0.9

 
-0.2 -0.8 -1.4 -2.1 -3.5 -4.0 -4.2 -4.4 -4.6 -4.6 -4.4 -4.3 -4.2 -41.7 

Non-Fatal Crash 

Costs 
1.5

 
-0.3 -1.3 -2.1 -3.2 -5.5 -6.2 -6.6 -6.9 -7.1 -7.1 -6.9 -6.8 -6.6 -65.2 

Total Societal Costs -86.7 -10.4 -15.5 -19.7 -25.4 -36.6 -39.3 -40.7 -40.0 -39.4 -38.3 -36.7 -36.9 -36.3 -501.9 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
32.5 1.8 -1.2 -3.5 -6.6 -12.9 -15.2 -16.5 -17.9 -19.1 -19.6 -19.0 -18.2 -17.5 -133.1 

Rebound Fuel 

Benefit
1
 

0.1 -0.2 -1.1 -1.8 -2.7 -4.8 -5.5 -5.9 -6.2 -6.5 -6.7 -6.6 -6.6 -6.5 -61.0 

Refueling Time 

Benefit 
0.2 0.1 -0.1 -0.2 -0.4 -0.7 -0.8 -0.9 -0.9 -1.0 -1.0 -1.0 -0.9 -0.9 -8.5 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.9 -0.2 -0.8 -1.4 -2.1 -3.5 -4.0 -4.2 -4.4 -4.6 -4.6 -4.4 -4.3 -4.2 -41.7 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.5 -0.3 -1.3 -2.1 -3.2 -5.5 -6.2 -6.6 -6.9 -7.1 -7.1 -6.9 -6.8 -6.6 -65.2 

Petroleum Market 

Externality 
2.6 0.1 -0.1 -0.3 -0.5 -1.1 -1.2 -1.3 -1.5 -1.6 -1.6 -1.6 -1.5 -1.4 -10.9 

CO2 Damage 1.1 0.1 0.0 -0.1 -0.2 -0.4 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -4.3 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

NOx Damage 

Reduction Benefit 
1.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.8 

VOC Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
2.1 0.2 0.1 0.0 0.0 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.2 -0.2 -0.2 0.3 

SO2 Damage 

Reduction Benefit 
0.7 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -2.4 

Total Social 

Benefits 
43.2 1.5 -4.6 -9.4 -15.8 -29.2 -34.0 -36.5 -39.1 -41.2 -42.0 -40.8 -39.5 -38.4 -325.8 

  
               

Net Total Benefits 130.0 12.0 10.9 10.3 9.6 7.4 5.3 4.2 0.9 -1.8 -3.7 -4.1 -2.6 -2.0 176.5 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-56 - Cost and Benefit Estimates, Passenger Cars and Light Trucks Combined, Preferred Alternative, CO2, 3% 

Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -1.4 -5.5 -9.0 -13.0 -18.7 -21.4 -24.3 -25.3 -25.9 -28.5 -28.8 -29.2 -28.8 -259.8 

Congestion Costs -19.0 -2.2 -2.6 -2.8 -3.2 -3.8 -3.7 -3.6 -3.6 -3.4 -3.4 -3.3 -3.5 -3.4 -61.5 

Noise Costs -0.3 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 0.0 -0.1 0.0 -0.1 -0.1 -0.9 

Non-Rebound 

Fatality Costs 
-30.6 -3.2 -2.9 -2.6 -2.4 -2.0 -1.3 -0.9 -0.5 -0.2 0.1 0.1 0.0 0.0 -46.3 

Non-Rebound Non-

Fatal Crash Costs 
-47.8 -5.0 -4.5 -4.1 -3.8 -3.1 -2.0 -1.4 -0.8 -0.3 0.2 0.2 0.0 0.1 -72.3 

Rebound Fatality 

Costs 
1.0

 
-0.1 -0.9 -1.5 -2.4 -3.6 -4.2 -4.5 -4.9 -5.1 -5.4 -5.4 -5.5 -5.4 -47.8 

Non-Fatal Crash 

Costs 
1.6

 
-0.2 -1.4 -2.4 -3.7 -5.6 -6.5 -7.1 -7.7 -7.9 -8.5 -8.5 -8.5 -8.4 -74.7 

Total Societal Costs -95.0 -12.2 -17.8 -22.5 -28.5 -36.8 -39.0 -41.9 -42.8 -42.8 -45.5 -45.7 -46.7 -45.9 -563.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
36.1 3.1 -0.5 -3.2 -6.9 -12.3 -15.3 -17.2 -19.1 -20.1 -22.1 -22.1 -22.3 -21.9 -143.8 

Rebound Fuel 

Benefit
1
 

0.1 -0.1 -1.1 -2.0 -3.1 -4.9 -5.8 -6.3 -6.9 -7.2 -7.8 -7.9 -8.1 -8.2 -69.5 

Refueling Time 

Benefit 
0.2 0.1 0.0 -0.2 -0.4 -0.7 -0.8 -0.9 -1.0 -1.1 -1.2 -1.2 -1.2 -1.2 -9.4 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

1.0 -0.1 -0.9 -1.5 -2.4 -3.6 -4.2 -4.5 -4.9 -5.1 -5.4 -5.4 -5.5 -5.4 -47.8 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.6 -0.2 -1.4 -2.4 -3.7 -5.6 -6.5 -7.1 -7.7 -7.9 -8.5 -8.5 -8.5 -8.4 -74.7 

Petroleum Market 

Externality 
2.9 0.2 -0.1 -0.3 -0.6 -1.0 -1.2 -1.4 -1.6 -1.7 -1.8 -1.8 -1.8 -1.8 -11.9 

CO2 Damage 1.2 0.1 0.0 -0.1 -0.2 -0.4 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.7 -4.7 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

NOx Damage 

Reduction Benefit 
1.2 0.1 0.1 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 0.9 

VOC Damage 

Reduction Benefit 
0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 

PM Damage 

Reduction Benefit 
2.3 0.2 0.1 0.1 0.0 -0.1 -0.2 -0.2 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 0.6 

SO2 Damage 

Reduction Benefit 
0.8 0.1 0.0 -0.1 -0.2 -0.3 -0.3 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.3 -2.4 

Total Social 

Benefits 
47.9 3.5 -3.8 -9.6 -17.3 -28.9 -34.8 -38.7 -42.5 -44.3 -48.3 -48.4 -48.9 -48.3 -362.5 

  
               

Net Total Benefits 143.0 15.7 14.0 12.9 11.1 7.9 4.3 3.2 0.4 -1.5 -2.8 -2.7 -2.2 -2.4 200.9 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-57 - Cost and Benefit Estimates, Passenger Cars and Light Trucks Combined, Preferred Alternative, CAFE, 7% 

Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -1.6 -5.5 -8.4 -11.9 -18.3 -19.7 -20.3 -19.9 -19.6 -18.8 -17.3 -16.0 -14.8 -192.1 

Congestion Costs -10.7 -1.0 -1.1 -1.3 -1.5 -2.0 -2.0 -1.8 -1.6 -1.4 -1.2 -1.1 -1.2 -1.3 -29.2 

Noise Costs -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.4 

Non-Rebound 

Fatality Costs 
-17.4 -1.2 -1.0 -0.8 -0.7 -0.4 -0.1 0.0 0.4 0.6 0.8 0.7 0.4 0.3 -18.4 

Non-Rebound Non-

Fatal Crash Costs 
-27.2 -1.9 -1.5 -1.3 -1.0 -0.6 -0.2 0.1 0.5 0.9 1.2 1.1 0.7 0.4 -28.8 

Rebound Fatality 

Costs 
0.6

 
-0.2 -0.7 -1.0 -1.5 -2.5 -2.7 -2.8 -2.8 -2.8 -2.7 -2.5 -2.3 -2.2 -25.8 

Non-Fatal Crash 

Costs 
0.9

 
-0.3 -1.0 -1.6 -2.3 -3.8 -4.2 -4.3 -4.3 -4.3 -4.2 -3.9 -3.6 -3.4 -40.4 

Total Societal Costs -53.9 -6.2 -10.9 -14.4 -18.9 -27.6 -28.9 -29.1 -27.8 -26.6 -25.0 -23.0 -22.1 -20.9 -335.3 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
20.0 0.5 -1.7 -3.2 -5.3 -9.3 -10.5 -10.9 -11.3 -11.6 -11.4 -10.7 -9.8 -9.1 -84.3 

Rebound Fuel 

Benefit
1
 

0.0 -0.2 -0.8 -1.3 -1.9 -3.3 -3.7 -3.8 -3.8 -3.9 -3.8 -3.7 -3.5 -3.4 -37.1 

Refueling Time 

Benefit 
0.1 0.0 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.5 -0.5 -5.4 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.6 -0.2 -0.7 -1.0 -1.5 -2.5 -2.7 -2.8 -2.8 -2.8 -2.7 -2.5 -2.3 -2.2 -25.8 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

0.9 -0.3 -1.0 -1.6 -2.3 -3.8 -4.2 -4.3 -4.3 -4.3 -4.2 -3.9 -3.6 -3.4 -40.4 

Petroleum Market 

Externality 
1.6 0.0 -0.1 -0.3 -0.4 -0.8 -0.8 -0.9 -0.9 -1.0 -0.9 -0.9 -0.8 -0.7 -6.9 

CO2 Damage 0.7 0.0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.3 -0.3 -2.7 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

NOx Damage 

Reduction Benefit 
0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.3 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 0.0 

SO2 Damage 

Reduction Benefit 
0.4 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.6 

Total Social 

Benefits 
26.6 0.1 -4.5 -7.9 -12.1 -20.8 -23.2 -23.9 -24.6 -24.9 -24.5 -22.9 -21.3 -19.9 -203.8 

  
               

Net Total Benefits 80.5 6.3 6.4 6.5 6.8 6.8 5.7 5.2 3.2 1.6 0.5 0.2 0.8 1.0 131.5 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-58 - Cost and Benefit Estimates, Passenger Cars and Light Trucks Combined, Preferred Alternative, CO2, 7% 

Discount Rate (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -1.4 -5.3 -8.3 -11.6 -16.1 -17.7 -19.4 -19.4 -19.1 -20.2 -19.7 -19.2 -18.2 -195.7 

Congestion Costs -11.6 -1.2 -1.4 -1.6 -1.9 -2.3 -2.1 -2.0 -2.0 -1.8 -1.8 -1.7 -1.7 -1.6 -34.5 

Noise Costs -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.5 

Non-Rebound 

Fatality Costs 
-18.9 -1.6 -1.4 -1.2 -1.1 -0.8 -0.3 -0.1 0.1 0.2 0.4 0.4 0.2 0.2 -23.9 

Non-Rebound Non-

Fatal Crash Costs 
-29.5 -2.5 -2.2 -1.9 -1.7 -1.3 -0.5 -0.2 0.1 0.4 0.6 0.6 0.4 0.4 -37.3 

Rebound Fatality 

Costs 
0.6

 
-0.1 -0.7 -1.1 -1.7 -2.5 -2.8 -3.0 -3.1 -3.1 -3.2 -3.0 -3.0 -2.8 -29.4 

Non-Fatal Crash 

Costs 
1.0

 
-0.2 -1.1 -1.8 -2.7 -3.9 -4.4 -4.6 -4.8 -4.8 -4.9 -4.8 -4.6 -4.4 -46.0 

Total Societal Costs -58.5 -7.0 -12.1 -15.9 -20.6 -26.8 -28.0 -29.3 -29.1 -28.2 -29.1 -28.3 -27.8 -26.4 -367.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
22.0 1.3 -1.3 -3.2 -5.7 -9.1 -10.7 -11.5 -12.2 -12.3 -12.9 -12.5 -12.1 -11.4 -91.6 

Rebound Fuel 

Benefit
1
 

0.0 -0.1 -0.9 -1.5 -2.2 -3.4 -3.9 -4.1 -4.3 -4.3 -4.5 -4.4 -4.3 -4.2 -42.0 

Refueling Time 

Benefit 
0.1 0.1 -0.1 -0.2 -0.3 -0.5 -0.6 -0.6 -0.7 -0.7 -0.7 -0.7 -0.6 -0.6 -6.0 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

0.6 -0.1 -0.7 -1.1 -1.7 -2.5 -2.8 -3.0 -3.1 -3.1 -3.2 -3.0 -3.0 -2.8 -29.4 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

1.0 -0.2 -1.1 -1.8 -2.7 -3.9 -4.4 -4.6 -4.8 -4.8 -4.9 -4.8 -4.6 -4.4 -46.0 

Petroleum Market 

Externality 
1.8 0.1 -0.1 -0.3 -0.5 -0.7 -0.9 -0.9 -1.0 -1.0 -1.1 -1.0 -1.0 -1.0 -7.6 

CO2 Damage 0.7 0.0 0.0 -0.1 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -3.0 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

NOx Damage 

Reduction Benefit 
0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 

VOC Damage 

Reduction Benefit 
0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 

PM Damage 

Reduction Benefit 
1.4 0.1 0.0 0.0 -0.1 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.1 0.1 

SO2 Damage 

Reduction Benefit 
0.5 0.0 0.0 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -1.6 

Total Social 

Benefits 
29.2 1.3 -4.2 -8.3 -13.4 -20.8 -23.9 -25.5 -26.9 -26.9 -28.2 -27.2 -26.4 -25.1 -226.3 

  
               

Net Total Benefits 87.7 8.2 7.8 7.6 7.1 6.0 4.0 3.8 2.3 1.2 1.0 1.1 1.4 1.2 140.5 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-59 - Cost and Benefit Estimates, Passenger Cars and Light Trucks Combined, Preferred Alternative, CAFE, 

Undiscounted (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -1.6 -5.9 -9.6 -14.6 -24.0 -27.7 -30.5 -32.0 -33.7 -34.6 -34.1 -33.8 -33.2 -315.3 

Congestion Costs -25.9 -3.2 -3.4 -3.8 -4.2 -5.2 -5.3 -5.2 -4.9 -4.6 -4.3 -4.3 -4.8 -5.2 -84.1 

Noise Costs -0.4 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.2 

Non-Rebound 

Fatality Costs 
-41.5 -4.4 -4.0 -3.7 -3.4 -2.7 -2.0 -1.6 -0.7 0.1 0.7 0.7 0.0 -0.4 -62.9 

Non-Rebound Non-

Fatal Crash Costs 
-64.9 -6.9 -6.2 -5.8 -5.3 -4.1 -3.1 -2.4 -1.1 0.1 1.1 1.1 0.0 -0.7 -98.3 

Rebound Fatality 

Costs 
1.4

 
-0.3 -1.1 -1.7 -2.7 -4.7 -5.6 -6.1 -6.5 -6.9 -7.1 -7.1 -7.2 -7.2 -62.7 

Non-Fatal Crash 

Costs 
2.2

 
-0.4 -1.7 -2.7 -4.2 -7.4 -8.7 -9.5 -10.2 -10.8 -11.2 -11.1 -11.2 -11.3 -98.2 

Total Societal Costs -129.0 -16.7 -22.3 -27.4 -34.4 -48.1 -52.3 -55.2 -55.5 -55.9 -55.6 -55.0 -57.0 -58.0 -722.4 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
48.8 3.8 -0.1 -3.2 -7.6 -16.7 -20.6 -23.2 -26.1 -28.8 -30.5 -30.4 -29.9 -29.6 -194.2 

Rebound Fuel 

Benefit
1
 

0.1 -0.3 -1.4 -2.4 -3.6 -6.6 -7.8 -8.6 -9.3 -10.1 -10.6 -10.8 -11.0 -11.3 -93.6 

Refueling Time 

Benefit 
0.3 0.2 0.0 -0.2 -0.4 -0.9 -1.1 -1.2 -1.4 -1.5 -1.6 -1.6 -1.5 -1.5 -12.3 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

1.4 -0.3 -1.1 -1.7 -2.7 -4.7 -5.6 -6.1 -6.5 -6.9 -7.1 -7.1 -7.2 -7.2 -62.7 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

2.2 -0.4 -1.7 -2.7 -4.2 -7.4 -8.7 -9.5 -10.2 -10.8 -11.2 -11.1 -11.2 -11.3 -98.2 

Petroleum Market 

Externality 
4.0 0.3 0.0 -0.3 -0.6 -1.4 -1.7 -1.9 -2.1 -2.4 -2.5 -2.5 -2.5 -2.4 -16.0 

CO2 Damage 1.6 0.1 0.0 -0.1 -0.2 -0.5 -0.7 -0.7 -0.8 -0.9 -1.0 -1.0 -1.0 -1.0 -6.4 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

NOx Damage 

Reduction Benefit 
1.7 0.1 0.1 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 1.3 

VOC Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 0.2 

PM Damage 

Reduction Benefit 
3.2 0.3 0.2 0.1 0.0 -0.2 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 -0.3 1.1 

SO2 Damage 

Reduction Benefit 
1.1 0.1 0.0 -0.1 -0.2 -0.4 -0.4 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -3.4 

Total Social 

Benefits 
64.8 4.0 -4.0 -10.5 -19.5 -38.8 -46.7 -51.8 -57.3 -62.4 -65.6 -65.5 -65.3 -65.3 -483.9 

  
               

Net Total Benefits 194.0 20.7 18.3 16.9 14.9 9.3 5.6 3.4 -1.8 -6.5 -10.0 -10.6 -8.3 -7.3 238.7 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-60 - Cost and Benefit Estimates, Passenger Cars and Light Trucks Combined, Preferred Alternative, CO2, 

Undiscounted (Billions 2016$)  

Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Societal Costs 
               

Technology Costs 0.0 -1.4 -5.7 -9.5 -14.2 -21.0 -24.9 -29.1 -31.1 -32.8 -37.2 -38.8 -40.4 -41.0 -327.1 

Congestion Costs -28.6 -3.9 -4.3 -4.7 -5.3 -6.1 -6.0 -6.0 -6.1 -6.0 -6.1 -6.1 -6.5 -6.5 -102.2 

Noise Costs -0.4 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 -1.5 

Non-Rebound 

Fatality Costs 
-45.8 -5.6 -5.3 -5.0 -4.7 -4.1 -3.0 -2.5 -1.9 -1.4 -0.8 -0.8 -1.0 -0.9 -82.7 

Non-Rebound Non-

Fatal Crash Costs 
-71.6 -8.7 -8.2 -7.8 -7.4 -6.4 -4.7 -3.9 -3.0 -2.2 -1.3 -1.2 -1.5 -1.4 -129.2 

Rebound Fatality 

Costs 
1.5

 
-0.1 -1.1 -1.9 -3.1 -4.9 -5.8 -6.5 -7.2 -7.7 -8.5 -8.7 -9.1 -9.2 -72.2 

Non-Fatal Crash 

Costs 
2.4

 
-0.2 -1.7 -3.0 -4.9 -7.6 -9.1 -10.2 -11.3 -12.0 -13.2 -13.6 -14.1 -14.3 -112.8 

Total Societal Costs -143.0 -20.0 -26.3 -32.0 -39.6 -50.1 -53.6 -58.2 -60.7 -62.1 -67.1 -69.3 -72.7 -73.4 -828.1 

Societal Benefits 
               

Pre-Tax Fuel 

Savings 
54.6 5.7 1.3 -2.4 -7.6 -15.5 -20.3 -23.9 -27.5 -29.9 -34.1 -35.2 -36.5 -37.1 -208.4 

Rebound Fuel 

Benefit
1
 

0.2 -0.1 -1.4 -2.6 -4.2 -6.8 -8.2 -9.2 -10.3 -11.1 -12.4 -12.9 -13.7 -14.1 -106.9 

Refueling Time 

Benefit 
0.3 0.3 0.0 -0.1 -0.4 -0.8 -1.1 -1.3 -1.5 -1.6 -1.8 -1.9 -1.9 -1.9 -13.6 

Rebound Fatality 

Costs, Off-setting 

Benefit
2
 

1.5 -0.1 -1.1 -1.9 -3.1 -4.9 -5.8 -6.5 -7.2 -7.7 -8.5 -8.7 -9.1 -9.2 -72.2 

Rebound Non-Fatal 

Crash Costs, Off-

setting Benefit
2
 

2.4 -0.2 -1.7 -3.0 -4.9 -7.6 -9.1 -10.2 -11.3 -12.0 -13.2 -13.6 -14.1 -14.3 -112.8 

Petroleum Market 

Externality 
4.4 0.5 0.1 -0.2 -0.6 -1.3 -1.7 -2.0 -2.3 -2.5 -2.8 -2.9 -3.0 -3.1 -17.3 

CO2 Damage 1.8 0.2 0.0 -0.1 -0.2 -0.5 -0.6 -0.8 -0.9 -1.0 -1.1 -1.2 -1.2 -1.3 -6.8 
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Passenger Cars and 

Light Trucks 

MY 

1977-

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

TOTAL 

Reduction Benefit 

NOx Damage 

Reduction Benefit 
1.8 0.2 0.1 0.1 0.1 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 -0.1 1.6 

VOC Damage 

Reduction Benefit 
0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 -0.1 -0.1 -0.1 -0.1 0.3 

PM Damage 

Reduction Benefit 
3.6 0.4 0.3 0.2 0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.4 -0.4 -0.4 -0.4 1.6 

SO2 Damage 

Reduction Benefit 
1.2 0.1 0.0 -0.1 -0.2 -0.3 -0.4 -0.4 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -3.4 

Total Social 

Benefits 
72.5 7.0 -2.4 -10.2 -21.0 -37.8 -47.3 -54.6 -62.0 -66.7 -75.1 -77.6 -80.8 -82.2 -538.3 

  
               

Net Total Benefits 215.0 26.9 23.9 21.9 18.6 12.4 6.2 3.6 -1.2 -4.6 -8.0 -8.3 -8.0 -8.8 289.7 

1 
This value includes both the value of the fuel spent to drive rebound miles, and the consumer surplus representing the additional amount consumers would have, 

but did not spend to drive the additional miles. 
2 
It is assumed that consumers that drive rebound miles fully internalize fatal and non-fatal crash costs. The miles are driven because they receive an equal and 

offsetting benefit from driving the miles. These cells report the magnitude of the offsetting benefits. 
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Table 12-61 - Consumer Impacts and Net Consumer Benefits, Passenger Cars, Preferred Alternative, CAFE, 3% Discount 

Rate (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -100 -210 -290 -580 -990 -1290 -1520 -1630 -1730 -1750 -1710 -1690 -1660 -1620 

Additional 

Ownership 

Costs 

0 -20 -50 -70 -140 -240 -310 -370 -390 -420 -420 -410 -400 -390 -380 

Fuel Savings 240 180 70 -20 -230 -580 -790 -920 -1030 -1090 -1120 -1110 -1120 -1120 -1120 

Mobility 

Benefit 
20 0 -30 -50 -110 -210 -280 -310 -350 -360 -380 -380 -390 -400 -400 

Refueling 

Benefit 
40 40 30 30 10 -10 -20 -30 -40 -50 -50 -50 -50 -60 -60 

Total 

Consumer 

Costs 

0 -120 -260 -360 -720 -1240 -1600 -1890 -2020 -2150 -2160 -2120 -2090 -2050 -2000 

Total 

Consumer 

Benefits 

290 210 70 -50 -320 -790 -1080 -1260 -1410 -1500 -1550 -1550 -1560 -1580 -1580 

Net Consumer 

Benefits 
290 340 320 320 400 440 520 630 610 650 610 570 530 470 430 
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Table 12-62 - Consumer Impacts and Net Consumer Benefits, Passenger Cars, Preferred Alternative, CO2, 3% Discount Rate 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -90 -240 -340 -640 -930 -1190 -1480 -1630 -1750 -1990 -2070 -2120 -2120 -2080 

Additional 

Ownership Costs 
0 -20 -60 -80 -160 -230 -290 -360 -390 -420 -480 -490 -500 -500 -490 

Fuel Savings 270 220 70 -40 -300 -580 -790 -970 -1150 -1260 -1430 -1510 -1550 -1570 -1560 

Mobility Benefit 20 10 -30 -60 -140 -230 -300 -350 -400 -440 -500 -520 -540 -550 -560 

Refueling Benefit 50 50 40 40 20 10 -10 -20 -40 -50 -60 -70 -70 -80 -80 

Total Consumer 

Costs 
0 -110 -290 -420 -800 -1150 -1480 -1840 -2020 -2170 -2470 -2570 -2620 -2620 -2560 

Total Consumer 

Benefits 
340 280 80 -60 -410 -800 -1100 -1340 -1590 -1740 -1980 -2090 -2160 -2200 -2200 

Net Consumer 

Benefits 
340 400 370 360 390 360 390 500 430 430 480 470 460 420 360 

  



 

1507 

 

Table 12-63 - Consumer Impacts and Net Consumer Benefits, Passenger Cars, Preferred Alternative, CAFE, 7% Discount 

Rate (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -100 -210 -290 -580 -990 -1290 -1520 -1630 -1730 -1750 -1710 -1690 -1660 -1620 

Additional 

Ownership Costs 
0 -20 -50 -60 -130 -220 -280 -330 -360 -380 -380 -370 -360 -360 -350 

Fuel Savings 120 80 -10 -70 -240 -520 -680 -790 -880 -920 -950 -940 -940 -950 -950 

Mobility Benefit 10 0 -20 -40 -80 -170 -220 -250 -280 -300 -310 -310 -310 -320 -330 

Refueling Benefit 30 30 20 20 10 -10 -20 -30 -30 -40 -40 -50 -50 -50 -50 

Total Consumer 

Costs 
0 -120 -250 -350 -710 -1210 -1570 -1860 -1990 -2110 -2130 -2080 -2050 -2010 -1970 

Total Consumer 

Benefits 
160 100 -10 -100 -320 -690 -920 -1070 -1190 -1260 -1300 -1300 -1310 -1320 -1320 

Net Consumer 

Benefits 
160 220 240 260 390 520 650 790 800 850 830 790 750 690 650 
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Table 12-64 - Consumer Impacts and Net Consumer Benefits, Passenger Cars, Preferred Alternative, CO2, 7% Discount Rate 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -90 -240 -340 -640 -930 -1190 -1480 -1630 -1750 -1990 -2070 -2120 -2120 -2080 

Additional Ownership 

Costs 
0 -20 -50 -80 -140 -200 -260 -320 -350 -380 -430 -450 -460 -450 -440 

Fuel Savings 140 100 -20 -100 -310 -530 -700 -840 -980 -1070 -1210 -1270 -1310 -1320 -1310 

Mobility Benefit 20 0 -30 -50 -110 -180 -240 -280 -330 -360 -400 -420 -440 -450 -460 

Refueling Benefit 40 40 30 30 20 0 -10 -20 -30 -40 -50 -60 -60 -60 -70 

Total Consumer Costs 0 -110 -290 -420 -790 -1130 -1460 -1810 -1980 -2130 -2420 -2520 -2570 -2570 -2520 

Total Consumer 

Benefits 
190 150 -10 -120 -400 -710 -950 -1150 -1340 -1470 -1660 -1750 -1800 -1830 -1840 

Net Consumer 

Benefits 
190 260 270 290 380 420 510 660 640 670 760 770 770 740 680 
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Table 12-65 - Consumer Impacts and Net Consumer Benefits, Passenger Cars, Preferred Alternative, Undiscounted (Billions 

2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -100 -210 -290 -580 -990 -1290 -1520 -1630 -1730 -1750 -1710 -1690 -1660 -1620 

Additional 

Ownership Costs 
0 -30 -60 -80 -150 -270 -340 -400 -430 -460 -460 -450 -440 -430 -420 

Fuel Savings 400 330 180 70 -190 -620 -880 -1040 -1180 -1250 -1290 -1280 -1280 -1290 -1280 

Mobility Benefit 20 0 -30 -60 -130 -260 -340 -380 -420 -440 -460 -460 -470 -480 -490 

Refueling Benefit 50 50 40 40 20 0 -20 -30 -40 -50 -60 -60 -60 -60 -60 

Total Consumer 

Costs 
0 -120 -260 -370 -730 -1260 -1630 -1930 -2060 -2190 -2200 -2160 -2130 -2090 -2040 

Total Consumer 

Benefits 
480 380 190 50 -300 -880 -1230 -1450 -1640 -1740 -1810 -1800 -1820 -1840 -1840 

Net Consumer 

Benefits 
480 500 450 420 440 380 400 470 420 450 400 360 310 250 210 
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Table 12-66 - Consumer Impacts and Net Consumer Benefits, Passenger Cars, Preferred Alternative, CO2, Undiscounted 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -90 -240 -340 -640 -930 -1190 -1480 -1630 -1750 -1990 -2070 -2120 -2120 -2080 

Additional 

Ownership Costs 
0 -20 -60 -90 -170 -250 -320 -390 -430 -460 -520 -540 -550 -550 -540 

Fuel Savings 460 400 210 80 -250 -590 -860 -1080 -1300 -1430 -1650 -1740 -1800 -1820 -1810 

Mobility Benefit 30 10 -40 -80 -170 -280 -360 -430 -490 -540 -600 -630 -650 -670 -680 

Refueling Benefit 70 70 60 50 30 10 0 -20 -40 -50 -70 -80 -80 -90 -90 

Total Consumer 

Costs 
0 -120 -300 -430 -820 -1170 -1510 -1880 -2060 -2220 -2510 -2610 -2670 -2660 -2610 

Total Consumer 

Benefits 
560 490 230 50 -380 -860 -1230 -1530 -1830 -2020 -2310 -2450 -2530 -2570 -2580 

Net Consumer 

Benefits 
560 600 530 490 430 320 280 350 230 200 200 170 140 90 40 
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Table 12-67 - Consumer Impacts and Net Consumer Benefits, Light Trucks, Preferred Alternative, CAFE, 3% Discount Rate 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -90 -490 -830 -1110 -1770 -1900 -1980 -2090 -2220 -2280 -2240 -2210 -2160 -2110 

Additional 

Ownership Costs 
0 -20 -120 -200 -270 -430 -460 -480 -510 -540 -560 -550 -540 -530 -510 

Fuel Savings 160 40 -270 -520 -760 -1370 -1530 -1640 -1780 -1950 -2070 -2070 -2080 -2090 -2100 

Mobility Benefit -10 -30 -100 -170 -230 -410 -450 -480 -520 -580 -610 -630 -650 -660 -680 

Refueling Benefit -20 -30 -40 -50 -60 -80 -90 -90 -90 -90 -100 -90 -90 -80 -80 

Total Consumer 

Costs 
0 -120 -610 -1040 -1380 -2200 -2360 -2470 -2600 -2760 -2840 -2790 -2750 -2690 -2630 

Total Consumer 

Benefits 
120 -20 -410 -740 -1060 -1860 -2060 -2210 -2390 -2620 -2770 -2780 -2820 -2840 -2860 

Net Consumer 

Benefits 
120 100 190 290 330 330 300 260 210 130 60 10 -70 -150 -230 
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Table 12-68 - Consumer Impacts and Net Consumer Benefits, Light Trucks, Preferred Alternative, CO2, 3% Discount Rate 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -80 -440 -780 -990 -1490 -1650 -1820 -1900 -1960 -2220 -2300 -2440 -2500 -2450 

Additional 

Ownership Costs 
0 -20 -110 -190 -240 -360 -400 -440 -460 -480 -540 -560 -590 -610 -600 

Fuel Savings 230 180 -170 -460 -730 -1290 -1510 -1690 -1870 -1980 -2220 -2260 -2400 -2460 -2460 

Mobility Benefit -20 -30 -100 -180 -250 -400 -460 -500 -550 -590 -660 -680 -730 -760 -780 

Refueling Benefit -30 -30 -50 -60 -70 -90 -100 -100 -100 -100 -110 -110 -110 -100 -100 

Total Consumer 

Costs 
0 -90 -550 -970 -1230 -1850 -2050 -2270 -2370 -2440 -2760 -2870 -3030 -3110 -3050 

Total Consumer 

Benefits 
180 110 -320 -700 -1050 -1780 -2070 -2290 -2530 -2680 -2990 -3050 -3240 -3330 -3340 

Net Consumer 

Benefits 
180 210 230 270 180 70 -20 -30 -160 -240 -230 -180 -210 -220 -290 
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Table 12-69 - Consumer Impacts and Net Consumer Benefits, Light Trucks, Preferred Alternative, CAFE, 7% Discount Rate 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -90 -490 -830 -1110 -1770 -1900 -1980 -2090 -2220 -2280 -2240 -2210 -2160 -2110 

Additional 

Ownership Costs 
0 -20 -110 -180 -250 -390 -420 -440 -460 -490 -500 -500 -490 -480 -470 

Fuel Savings 70 -20 -260 -460 -650 -1120 -1250 -1330 -1440 -1580 -1670 -1670 -1690 -1690 -1700 

Mobility Benefit -10 -30 -80 -140 -190 -330 -360 -390 -420 -470 -490 -510 -520 -540 -550 

Refueling Benefit -20 -20 -40 -40 -50 -70 -70 -70 -70 -80 -80 -80 -70 -70 -70 

Total Consumer 

Costs 
0 -120 -600 -1020 -1360 -2160 -2320 -2420 -2560 -2700 -2780 -2740 -2700 -2640 -2580 

Total Consumer 

Benefits 
40 -70 -370 -630 -880 -1520 -1680 -1790 -1940 -2120 -2240 -2250 -2280 -2300 -2310 

Net Consumer 

Benefits 
40 50 220 380 480 640 640 630 620 580 540 490 420 340 260 
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Table 12-70 - Consumer Impacts and Net Consumer Benefits, Light Trucks, Preferred Alternative, CO2, 7% Discount Rate 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -80 -440 -780 -990 -1490 -1650 -1820 -1900 -1960 -2220 -2300 -2440 -2500 -2450 

Additional Ownership 

Costs 
0 -20 -100 -170 -220 -330 -360 -400 -420 -430 -490 -510 -540 -550 -540 

Fuel Savings 110 70 -200 -430 -640 -1070 -1250 -1380 -1530 -1620 -1810 -1840 -1950 -2000 -2000 

Mobility Benefit -20 -30 -80 -140 -200 -320 -370 -410 -450 -480 -530 -550 -590 -620 -630 

Refueling Benefit -30 -30 -40 -50 -60 -70 -80 -80 -90 -90 -90 -90 -90 -90 -80 

Total Consumer Costs 0 -90 -540 -960 -1210 -1810 -2010 -2220 -2320 -2390 -2710 -2810 -2970 -3050 -3000 

Total Consumer 

Benefits 
60 10 -320 -620 -890 -1470 -1700 -1870 -2060 -2180 -2430 -2470 -2630 -2700 -2710 

Net Consumer 

Benefits 
60 110 220 330 320 350 310 350 260 220 280 340 350 350 280 
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Table 12-71 - Consumer Impacts and Net Consumer Benefits, Light Trucks, Preferred Alternative, Undiscounted (Billions 

2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -90 -490 -830 -1110 -1770 -1900 -1980 -2090 -2220 -2280 -2240 -2210 -2160 -2110 

Additional 

Ownership Costs 
0 -30 -130 -220 -300 -470 -510 -530 -560 -590 -610 -600 -590 -580 -560 

Fuel Savings 300 150 -250 -570 -870 -1640 -1840 -1970 -2150 -2360 -2500 -2500 -2530 -2540 -2540 

Mobility Benefit -20 -40 -130 -220 -290 -500 -550 -590 -640 -700 -750 -760 -790 -810 -820 

Refueling Benefit -20 -30 -50 -60 -70 -100 -100 -100 -110 -110 -120 -110 -110 -100 -100 

Total Consumer 

Costs 
0 -120 -620 -1060 -1410 -2240 -2410 -2510 -2650 -2810 -2890 -2840 -2800 -2740 -2680 

Total Consumer 

Benefits 
260 80 -430 -840 -1230 -2240 -2490 -2670 -2890 -3180 -3360 -3380 -3420 -3440 -3460 

Net Consumer 

Benefits 
260 200 190 220 180 0 -80 -150 -240 -370 -470 -530 -620 -700 -790 
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Table 12-72 - Consumer Impacts and Net Consumer Benefits, Light Trucks, Preferred Alternative, CO2, Undiscounted 

(Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -80 -440 -780 -990 -1490 -1650 -1820 -1900 -1960 -2220 -2300 -2440 -2500 -2450 

Additional 

Ownership Costs 
0 -20 -120 -210 -260 -400 -440 -490 -510 -520 -590 -620 -650 -670 -660 

Fuel Savings 420 360 -90 -460 -800 -1500 -1790 -2010 -2240 -2380 -2680 -2720 -2900 -2970 -2970 

Mobility Benefit -20 -40 -130 -230 -310 -490 -560 -620 -670 -720 -800 -830 -890 -930 -950 

Refueling Benefit -30 -40 -50 -70 -80 -100 -110 -120 -120 -120 -130 -130 -130 -120 -120 

Total Consumer 

Costs 
0 -100 -560 -990 -1250 -1880 -2090 -2310 -2410 -2480 -2810 -2920 -3090 -3170 -3110 

Total Consumer 

Benefits 
360 280 -270 -760 -1190 -2100 -2460 -2740 -3040 -3220 -3610 -3680 -3920 -4030 -4040 

Net Consumer 

Benefits 
360 380 280 240 70 -220 -380 -430 -630 -730 -790 -750 -830 -860 -930 
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Table 12-73 - Consumer Impacts and Net Consumer Benefits, Passenger Cars and Light Trucks Combined, Preferred 

Alternative, CAFE, 3% Discount Rate (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -100 -340 -540 -820 -1350 -1570 -1740 -1850 -1960 -2000 -1960 -1930 -1900 -1850 

Additional 

Ownership Costs 
0 -20 -80 -130 -200 -330 -390 -430 -460 -490 -510 -510 -500 -500 -490 

Fuel Savings 200 120 -90 -250 -480 -940 -1120 -1230 -1340 -1440 -1490 -1480 -1480 -1480 -1470 

Mobility Benefit 10 -10 -60 -110 -160 -300 -350 -390 -420 -460 -490 -490 -510 -520 -530 

Refueling Benefit 10 10 0 -10 -20 -40 -50 -50 -60 -70 -70 -70 -70 -70 -70 

Total Consumer 

Costs 
0 -120 -420 -670 -1020 -1680 -1960 -2170 -2310 -2450 -2500 -2470 -2440 -2390 -2340 

Total Consumer 

Benefits 
220 110 -150 -360 -660 -1280 -1520 -1670 -1830 -1970 -2050 -2040 -2050 -2060 -2060 

Net Consumer 

Benefits 
220 230 270 310 370 400 430 490 480 490 460 430 390 330 280 

  



 

1518 

 

Table 12-74 - Consumer Impacts and Net Consumer Benefits, Passenger Cars and Light Trucks Combined, Preferred 

Alternative, CO2, 3% Discount Rate (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -80 -330 -540 -800 -1180 -1400 -1640 -1760 -1850 -2100 -2190 -2270 -2300 -2260 

Additional 

Ownership Costs 
0 -20 -80 -130 -200 -290 -350 -410 -440 -470 -540 -570 -600 -610 -610 

Fuel Savings 250 200 -40 -230 -500 -900 -1110 -1270 -1440 -1530 -1720 -1750 -1830 -1850 -1830 

Mobility Benefit 10 0 -60 -120 -190 -310 -370 -420 -470 -510 -570 -590 -630 -650 -660 

Refueling Benefit 20 10 0 0 -20 -40 -50 -60 -60 -70 -80 -80 -80 -90 -80 

Total Consumer 

Costs 
0 -110 -410 -680 -1000 -1470 -1750 -2050 -2200 -2330 -2640 -2750 -2870 -2910 -2870 

Total Consumer 

Benefits 
270 210 -100 -350 -700 -1240 -1530 -1750 -1980 -2110 -2360 -2430 -2540 -2590 -2580 

Net Consumer 

Benefits 
270 320 310 320 300 230 220 300 230 220 280 330 320 330 290 
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Table 12-75 - Consumer Impacts and Net Consumer Benefits, Passenger Cars and Light Trucks Combined, Preferred 

Alternative, CAFE, 7% Discount Rate (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -100 -340 -540 -820 -1350 -1570 -1740 -1850 -1960 -2000 -1960 -1930 -1900 -1850 

Additional 

Ownership Costs 
0 -20 -70 -120 -180 -300 -350 -390 -420 -450 -460 -460 -460 -450 -440 

Fuel Savings 100 30 -120 -250 -430 -800 -930 -1020 -1110 -1190 -1230 -1220 -1220 -1220 -1210 

Mobility Benefit 0 -10 -50 -80 -130 -240 -290 -310 -340 -370 -390 -400 -410 -420 -430 

Refueling Benefit 10 0 0 -10 -20 -30 -40 -50 -50 -60 -60 -60 -60 -60 -50 

Total Consumer 

Costs 
0 -120 -410 -660 -1000 -1650 -1920 -2130 -2260 -2400 -2460 -2420 -2390 -2350 -2300 

Total Consumer 

Benefits 
110 30 -170 -340 -570 -1070 -1260 -1380 -1500 -1610 -1680 -1670 -1680 -1690 -1690 

Net Consumer 

Benefits 
110 150 240 320 430 580 660 750 760 790 780 750 710 650 600 
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Table 12-76 - Consumer Impacts and Net Consumer Benefits, Passenger Cars and Light Trucks Combined, Preferred 

Alternative, CO2, 7% Discount Rate (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -80 -330 -540 -800 -1180 -1400 -1640 -1760 -1850 -2100 -2190 -2270 -2300 -2260 

Additional Ownership 

Costs 
0 -20 -70 -120 -180 -260 -310 -370 -400 -430 -490 -520 -540 -550 -550 

Fuel Savings 120 90 -100 -250 -460 -780 -940 -1070 -1200 -1270 -1420 -1450 -1510 -1530 -1510 

Mobility Benefit 0 0 -50 -90 -150 -250 -300 -340 -380 -410 -460 -480 -510 -530 -540 

Refueling Benefit 10 10 0 -10 -20 -30 -40 -50 -50 -60 -70 -70 -70 -70 -70 

Total Consumer Costs 0 -100 -400 -660 -980 -1440 -1710 -2010 -2160 -2280 -2590 -2700 -2810 -2860 -2810 

Total Consumer 

Benefits 
140 90 -150 -350 -620 -1060 -1280 -1460 -1640 -1740 -1950 -2000 -2090 -2130 -2120 

Net Consumer 

Benefits 
140 190 250 310 360 390 430 560 520 540 640 700 720 730 690 
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Table 12-77 - Consumer Impacts and Net Consumer Benefits, Passenger Cars and Light Trucks Combined, Preferred 

Alternative, Undiscounted (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -100 -340 -540 -820 -1350 -1570 -1740 -1850 -1960 -2000 -1960 -1930 -1900 -1850 

Additional 

Ownership Costs 
0 -30 -90 -140 -220 -360 -420 -470 -510 -540 -560 -560 -550 -550 -540 

Fuel Savings 360 250 -20 -220 -500 -1090 -1310 -1440 -1580 -1700 -1770 -1750 -1750 -1750 -1740 

Mobility Benefit 10 -10 -70 -130 -200 -370 -430 -480 -520 -560 -590 -600 -610 -630 -640 

Refueling Benefit 20 10 0 0 -20 -40 -60 -60 -70 -80 -80 -80 -80 -80 -80 

Total Consumer 

Costs 
0 -120 -430 -690 -1040 -1710 -1990 -2210 -2350 -2500 -2550 -2520 -2490 -2440 -2390 

Total Consumer 

Benefits 
390 250 -90 -360 -720 -1500 -1790 -1980 -2170 -2340 -2440 -2430 -2450 -2460 -2450 

Net Consumer 

Benefits 
390 370 340 330 320 210 200 230 180 160 110 90 40 -20 -60 
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Table 12-78 - Consumer Impacts and Net Consumer Benefits, Passenger Cars and Light Trucks Combined, Preferred 

Alternative, CO2, Undiscounted (Billions 2016$)  

  
MY 

2016 

MY 

2017 

MY 

2018 

MY 

2019 

MY 

2020 

MY 

2021 

MY 

2022 

MY 

2023 

MY 

2024 

MY 

2025 

MY 

2026 

MY 

2027 

MY 

2028 

MY 

2029 

MY 

2030 

Price Increase 0 -80 -330 -540 -800 -1180 -1400 -1640 -1760 -1850 -2100 -2190 -2270 -2300 -2260 

Additional 

Ownership Costs 
0 -20 -90 -150 -210 -320 -380 -450 -490 -520 -590 -620 -650 -670 -660 

Fuel Savings 440 380 70 -170 -500 -1010 -1270 -1470 -1680 -1790 -2020 -2070 -2170 -2190 -2170 

Mobility Benefit 10 0 -80 -140 -230 -380 -460 -510 -580 -620 -690 -720 -760 -790 -800 

Refueling Benefit 30 20 10 0 -20 -40 -50 -60 -80 -80 -90 -100 -100 -100 -100 

Total Consumer 

Costs 
0 -110 -420 -690 -1020 -1500 -1780 -2090 -2240 -2370 -2690 -2810 -2930 -2970 -2930 

Total Consumer 

Benefits 
480 400 10 -310 -750 -1430 -1780 -2050 -2330 -2490 -2810 -2890 -3030 -3080 -3070 

Net Consumer 

Benefits 
480 510 420 380 270 70 0 40 -90 -120 -110 -80 -100 -110 -140 
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12.3 Sales and Employment Impacts 

Higher vehicle prices resulting from CAFE technologies will reduce new vehicle sales, which 

will in turn affect employment associated with those sales.  Conversely, production of new 

technologies used to improve fuel economy will create new demand for production.   Chapter 7 

of this PRIA provides a comprehensive explanation of the process used to measure the impact of 

higher vehicle prices on sales of new vehicles.   

The results of these estimates are shown below in Table 12-79, which lists the average vehicle 

price change each year for the preferred alternative that is associated with the sales impacts, and 

the employment impacts associated with these sales impacts. While values for employment 

impacts are reported as thousands of labor-years, changes in labor utilization would not 

necessarily involve the same number of changes in actual jobs, as auto industry employers may 

use a range of strategies (e.g., shift changes, overtime) beyond simply adding or eliminating 

jobs.   

Chapter 7.6 of this PRIA discusses procedures used to estimate employment impacts. Note that 

employment impacts represent a net effect of labor years associated with changes in new vehicle 

sales and changes in labor years required to produce new technologies that improve fuel 

economy in order to achieve required standards.  This estimate assumes that jobs that would have 

been created to achieve more-stringent standards would remain in the United States and would 

not be outsourced as a result of increased costs. Overall, relative to the baseline augural 

standards, the proposal would produce small increases in sales and small net decreases in labor 

requirements for MYs 2017-2030. 
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Table 12-79 - Technology Costs, Average Prices, Sales, and Labor Utilization  

under Baseline and Proposed CAFE Standards 

  
Costs ($b) for Tech. 

(beyond MY 2016) 
Average Vehicle Prices ($) Annual Sales (million units) 

Labor 

(1000s of Labor-Years) 

  Standards Change Standards Change* Standards Change Standards Change 

MY 

B
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%
 

2017 4 2 (2) -41% 32,322 32,226 (96) 0% 16.83 16.83 - 0.0% 1,169 1,166 (3) 0% 

2018 11 5 (6) -53% 32,795 32,458 (337) -1% 17.19 17.19 - 0.0% 1,208 1,198 (10) -1% 

2019 16 7 (10) -58% 33,067 32,527 (540) -2% 17.48 17.48 - 0.0% 1,237 1,220 (17) -1% 

2020 25 10 (15) -60% 33,531 32,691 (839) -3% 17.66 17.66 - 0.0% 1,263 1,236 (27) -2% 

2021 36 11 (24) -68% 34,138 32,767 (1,370) -4% 17.75 17.75 - 0.0% 1,293 1,244 (48) -4% 

2022 40 12 (28) -70% 34,382 32,776 (1,606) -5% 17.76 17.79 0.03 0.2% 1,301 1,248 (53) -4% 

2023 43 12 (31) -72% 34,575 32,785 (1,790) -5% 17.74 17.80 0.06 0.3% 1,306 1,249 (57) -4% 

2024 44 12 (32) -73% 34,693 32,780 (1,913) -6% 17.73 17.83 0.11 0.6% 1,306 1,251 (55) -4% 

2025 46 12 (34) -74% 34,809 32,765 (2,044) -6% 17.71 17.87 0.16 0.9% 1,309 1,253 (56) -4% 

2026 48 13 (35) -73% 34,886 32,782 (2,104) -6% 17.70 17.90 0.20 1.1% 1,312 1,257 (56) -4% 

2027 47 13 (34) -73% 34,880 32,784 (2,096) -6% 17.74 17.94 0.20 1.2% 1,315 1,260 (55) -4% 

2028 47 13 (34) -73% 34,866 32,785 (2,081) -6% 17.81 17.97 0.16 0.9% 1,320 1,261 (58) -4% 

2029 46 13 (34) -72% 34,829 32,774 (2,055) -6% 17.87 18.01 0.14 0.8% 1,323 1,264 (59) -4% 

2030 46 13 (33) -72% 34,778 32,756 (2,021) -6% 17.92 18.03 0.11 0.6% 1,325 1,265 (60) -5% 

*The change in MSRP may not match the change in technology costs reported in other tables. The change in MSRP noted here 

will include shifts in the average value of a vehicle, before technology application, due to the dynamic fleet share model (more 

light trucks are projected under the augural standards than the proposed standards, and light trucks are on average more 

expensive than passenger cars), in addition to the price changes from differential technology application and civil penalties, 

reported elsewhere. 
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12.4 Cumulative Impacts 

Section 1(b) of Executive Order 13563, Improving Regulatory Planning and Review, requires the 

consideration, to the extent practicable, of “the costs of cumulative regulations.” To adhere to 

this requirement, costs of all NHTSA light vehicle safety final rules (i.e., Federal Motor Vehicle 

Safety Standards) with an expected full compliance date of MY 2016 or later were examined. In 

addition, proposed rules, which have been published in the Federal Register for light vehicles, are 

also identified, and preliminary cost estimates are provided. Furthermore, cost estimates from the 

proposed MY 2021-2026 fuel economy rule were analyzed.  The baseline for cost estimates for 

this proposed rule is the 2016 baseline to estimate costs associated with the proposed rule for MY 

2021-MY 2026 vehicles.  

The costs being considered include manufacturing cost per vehicle for safety standards that often 

increase weight, possible other operational costs, and costs for meeting fuel economy 

requirements.  Manufacturing cost estimates are not discounted because they occur at the time the 

vehicle is purchased; therefore, no discounting is necessary. For calculating costs related to 

meeting fuel economy standards, costs equal per-vehicle technology costs plus costs of fines. 

The CAFE-related consumer costs provided in this analysis are those resulting from the current 

CAFE model results for costs manufacturers would incur to achieve the MY 2021-2026 CAFE 

standards. The costs estimated in this analysis are based on an assumption that the 2020 standards 

would have been extended to apply to MYs 2021-2026 if the agency had not proposed higher 

standards.
897

 For fuel economy, the cost is based on updated estimates of costs of technologies in 

MY 2016. All costs from previous years are adjusted to 2016 dollars using the implicit price 

deflator for gross domestic product (GDP). For safety standards, the cost per affected vehicle 

includes the estimated cost from the range of costs and countermeasures that any vehicle might 

incur. The cost per average vehicle considers voluntary compliance with the rule.  In other 

words, vehicles that already complied with the rule at the time of estimating the average cost for 

vehicles needing to meet the rule were not considered.  

Results of this analysis show that compared to the MY 2016 baseline, safety standards that are 

already final rules and have been proposed (including this proposed rule) are estimated to add 

costs to the average passenger car and light truck.  For fuel economy, when compared to MY 

2020, this proposed rule is also estimated to add costs to these vehicles, as shown in Table 12-80 

through Table 12-82. Based on the final safety rules and the proposed fuel economy rule,
898

 the 

average passenger car will increase in price by $282-$331 and the average light truck will 

increase in price by $296-$340 in MY 2026 (with respect to MY 2016 for the safety standards 

and MY 2020 for this proposed fuel rule). Table 12-83 through Table 12-89 provide a 

                                                 
897

 The consumer costs associated with the preferred alternative are much lower than the costs associated with the 

augural standards. For example, the average cost of buying a passenger car would be $90 with the proposed rule in 

MY 2026, whereas the cost would be $1,118 with the augural standards.   
898

 The preferred alternative, Alternative 1, was used in the discussion. 
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breakdown of those costs by model year, by vehicle type, and equipment costs for safety and fuel 

economy rules. 

Table 12-80 - Summary of Estimated Average Vehicle Increases in Total Consumer Cost for 

Safety Rules and Proposed Fuel Rule (in 2016 Dollars) 

Vehicle Standards Total  

(in 2016 $) 

Safety 

(with respect to MY 2016 vehicles) 

Fuel Economy  

(with respect to MY 2020 

vehicles)
899

  

Passenger Car $1,623M - $2,037M $816M $2,439M - $2,853M 

Light Truck $1,205M - $1,547M $1,293M $2,498M - $2,840M 

 

Table 12-81 - Costs of Passenger Car and Light Truck Safety Final Rulemakings that Take 

Effect in MY 2016 or Later (with a GVWR of 10,000 lbs. or less, in 2016 Dollars
900

) 

 

Final 

Effective 

Model Year 

Cost Per 

Affected Vehicle 

Average Cost Per 

Vehicle 

Total Industry Cost 

FMVSS No. 141, Minimum Sound 

Requirements for Hybrid and Electric 

Vehicle 

2020 $74-$77
901

 $0.43-$4.62
902

 $40M
903

 

FMVSS No. 111, Rear Visibility 2016 $137-$156
904

 $20-$62
905

 $596M - $680M
906

 

 

  

                                                 
899

 These costs are incremental costs expected in 2025 with respect to the cost in 2020. For 2021, the passenger car 

incremental cost was estimated to be $440M.  Likewise, costs are $602M in 2022, $759M in 2023, and $800M in 

2024.  For LTVs, costs are $879M, $1,074M, $1,149M, $1,224M and $1,221M in 2021, 2022, 2023, 2024, and 

2025, respectively.    
900

 BLS Consumer Price Index (CPI) was used to adjust from economics of original FRIA or Final Rule publication 

to current economics. 
901

 LTV - $74.04 and PC - $76.51, FMVSS 141 FRIA. 
902

 FMVSS 141 FRIA. 
903

 PC - $36,987,530 + LTV - $3,437,620 = $40M; FMVSS 141 FRIA. 
904

 Low Estimate - $136.55/vehicle, High Estimate $155.58/vehicle.  Source - FMVSS 111 FRIA. 
905

 LTV, Low Estimate $20.21; LTV, High Estimate $23.03; PC, Low Estimate $54.35; PC, High Estimate $61.92 

Source - FMVSS 111 FRIA. 
906

 LTV 130 Dash = $161,672,706; PC 130 Dash = $434,768,493; LTV 180 Mirror = $184,212,092; PC 180 Mirror 

= $495,381,167, Source FMVSS 111 FRIA. 
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Table 12-82 - Costs of Passenger Car and Light Truck Safety Proposed Rulemakings that 

Take Effect in MY 2016 or Later (with a GVWR of 10,000 lbs. or less, in 2016 Dollars) 

Proposed Average Cost Per 

Vehicle* 

Total Cost (in M’s) 

FMVSS No. 150, Vehicle-To-Vehicle Communication 

Technology for Light Vehicles, Proposed Rule
907

 

 

 

 

 

 

$135.38 - $176.89 $2,192 - $2,864 

* The costs are based on Year 1.  See the V2V PRIA for additional discussion. 

 

Table 12-83 - Fuel Economy Costs of Passenger Cars Incremental by Model Year  

with Respect to 2016, in 2016 Dollars* 

Effective Model 

Year 

Incremental 

Consumer Cost for 

CAFE Requirements 

Total Consumer Cost 

for CAFE 

Requirements 

($ millions) 

2016 $0 $0 

2017 $41 $359 

2018 $98 $872 

2019 $128 $1,168 

2020 $168 $1,557 

2021 $215 $1,997 

2022 $232 $2,159 

2023 $250 $2,316 

2024 $255 $2,357 

2025 $255 $2,359 

2026 $257 $2,374 

*The numbers were rounded to the nearest integer. 

  

                                                 
907

 Preliminary Regulatory Impact Analysis, FMVSS No. 150 Vehicle-to-Vehicle Communication Technology for 

Light Vehicles https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/v2v_pria_12-12-16_clean-2.pdf. 

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/v2v_pria_12-12-16_clean-2.pdf
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Table 12-84 - Fuel Economy Costs of Light Trucks Incremental by Model Year 

with Respect to 2016, in 2016 Dollars  
 

Effective Model 

Year 

Incremental 

Consumer Cost for 

CAFE Requirements 

Total Consumer Cost 

for CAFE 

Requirements 

($ millions) 

2016 $0 $0 

2017 $49 $389 

2018 $128 $1,047 

2019 $207 $1,706 

2020 $259 $2,142 

2021 $362 $3,021 

2022 $384 $3,215 

2023 $391 $3,291 

2024 $399 $3,366 

2025 $398 $3,363 

2026 $406 3,435 

Table 12-85 - Fuel Economy Costs of Passenger Cars and Light Trucks Incremental by 

Model Year (in 2016 Dollars, with Respect to MY 2016)  
 

Effective Model Year Passenger Cars Light Trucks Total Consumer Cost for CAFE 

Requirements 

($ millions) 

2016 $0 $0 $0 

2017 $359 $389 $748 

2018 $872 $1,047 $1,919 

2019 $1,168 $1,706 $2,875 

2020 $1,557 $2,142 $3,699 

2021 $1,997 $3,021 $5,018 

2022 $2,159 $3,215 $5,375 

2023 $2,316 $3,291 $5,607 

2024 $2,357 $3,366 $5,723 

2025 $2,359 $3,363 $5,722 

2026 $2,374 $3,435 $5,808 
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Table 12-86 - Fuel Economy Costs of Passenger Cars Incremental by Model Year 

with Respect to MY 2020, in 2016 Dollars 

MY Incremental Consumer Cost for 

CAFE Requirements 

Total Consumer Cost for CAFE 

Requirements, in millions 

2021 $47 $440  

2022 $65  $602 

2023 $82 $759  

2024 $87  $800  

2025 $88  $802  

2026 $90 $816 

Table 12-87 - Fuel Economy Costs of Light Trucks Incremental by Model Year with 

Respect to MY 2020, in 2016 Dollars 

MY Incremental Consumer Cost for 

CAFE Requirements 

Total Consumer Cost for CAFE 

Requirements, in millions 

2021 $104 $879  

2022 $125 $1,074  

2023 $133  $1,149 

2024 $140  $1,224 

2025 $140  $1,221 

2026 $148 $1,293 

Table 12-88 - Safety and Fuel Economy Costs of Passenger Cars Incremental by Model 

Year with Respect to MY 2020 (in 2016 Dollars) 

MY Incremental Consumer Cost for CAFE 

Requirements 

Total Consumer Cost for CAFE Requirements, 

in millions 

Low High Low High 

2021 $241  $290  $2,063  $2,477  

2022 $259  $308  $2,225  $2,639  

2023 $276  $325  $2,382  $2,796  

2024 $282  $331  $2,423  $2,837  

2025 $282  $331  $2,425  $2,839  

2026 $284 $333 $2,439 $2,853 

Table 12-89 - Safety and Fuel Economy Costs of Light Trucks Incremental by Model Year 

with Respect to MY 2020 (in 2016 Dollars) 

MY Incremental Consumer Cost for CAFE 

Requirements 

Total Consumer Cost for CAFE Requirements, 

in millions 

Low High Low High 

2021 $260  $304  $2,084  $2,426  

2022 $281  $325  $2,279  $2,621  

2023 $289  $333  $2,354  $2,696  

2024 $296  $341  $2,429  $2,771  

2025 $296  $340  $2,426  $2,768  

2026 $304 $348 $2,498 $2,840 
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Table 12-90 through Table 12-92 show cumulative safety and fuel economy costs on a per 

vehicle basis and total costs for the industry (multiplying average costs per vehicle by projected 

sales).   

Table 12-90 - Cumulative Cost Effects of Recent Passenger Vehicle Rules and Proposals 

with Respect to MY 2020 Passenger Cars (2016 Dollars) 

MY Average Cost per Vehicle, Cumulative Safety 

and Fuel Economy Costs 

Total Cost (in $M's) 

Low High Low High 

2021 $241 $290 $2,063 $2,477 

2022 $259 $308 $2,225 $2,639 

2023 $276 $325 $2,382 $2,796 

2024 $282 $331 $2,423 $2,837 

2025 $282 $331 $2,425 $2,839 

2026 $284 $333 $2,439 $2,853 

Table 12-91 - Cumulative Cost Effects of Recent Passenger Vehicle Rules and Proposals 

with Respect to MY 2020 Light Trucks (2016 Dollars) 

MY Average Cost per Vehicle, Cumulative Safety 

and Fuel Economy Costs 

Total Cost (in $M's) 

Low High Low High 

2021 $260 $304 $2,084 $2,426 

2022 $281 $325 $2,279 $2,621 

2023 $289 $333 $2,354 $2,696 

2024 $296 $341 $2,429 $2,771 

2025 $296 $340 $2,426 $2,768 

2026 $304 $348 $2,498 $2,840 

Table 12-92 - Cumulative Cost Effects of Recent Passenger Vehicle Rules and Proposals 

with Respect to MY 2020 Passenger Cars and Light Trucks Combined (2016 Dollars) 

MY Average Cost per Vehicle, Cumulative Safety 

and Fuel Economy Costs 

Total Cost (in $M's) 

Low High Low High 

2021 $501  $594  $4,147  $4,903  

2022 $540  $633  $4,504  $5,260  

2023 $565  $658  $4,736  $5,492  

2024 $578  $671  $4,852  $5,608  

2025 $578  $671  $4,851  $5,607  

2026 $588 $681 $4,937 $5,693 
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13 Sensitivity Analysis 

As discussed at the beginning of this section, results presented today reflect the best judgments 

regarding many different factors.  Based on analyses in past rulemakings, the agencies recognize 

that some analytical inputs are especially uncertain, some are likely to exert considerable 

influence over specific types of estimated impacts, and some are likely to do so for the bulk of 

the analysis.  Alternative values were used to explore a range of potential inputs and the 

sensitivity of estimated impacts to changes in model inputs.  Results of this sensitivity analysis 

are summarized below, and detailed model inputs and outputs are available on NHTSA’s web 

site.
908

  Regulatory alternatives are identical across all cases, except that one case includes an 

increase in civil penalty rate starting in MY 2019; NHTSA may consider changing the civil 

penalty rate in a separate regulatory action, and depending on the timing of any such action, the 

final rule to follow today’s proposal could reflect the change.
909

  The following table lists the 

cases included in the sensitivity analysis.  The final rule could adopt any combination - or none - 

of these alternatives as reference case inputs, and the agencies invite comment on all of them. 

Table 13-1 - Cases Included in Sensitivity Analysis 

Sensitivity Case Description 

Reference Case Reference case 

Consumer Benefit at 50% 

Assume 50% loss in consumer surplus   equivalent to 

the assumption that consumers will only value the 

calculated benefits they receive at 50 percent of the 

analysis estimates 

Consumer Benefit at 75% 75% loss in consumer surplus 

Fleet Share and Sales Response Disabled 
New vehicle sales will remain at levels specified for MY 

2016 in the market data input file 

Disable Scrappage Price Effect 

Keeps average new vehicle prices at MY 2016 levels 

within the scrappage model throughout the model 

simulation; this disables the effect of slower scrappage 

when new vehicle prices increase across more stringent 

scenarios. 

Scrappage and Fleet Share Disabled 
Disables both the scrappage price effect and the fleet 

share and sales response. 

High Oil Price High fuel price estimates 

High Oil Price with 60 Month Payback High fuel price estimates and a 60-mo. payback period 

Low Oil Price Low fuel price estimates 

Low Oil Price with 12 Month Payback Low fuel price estimates and a 12-mo. payback period 

                                                 
908

 The CAFE model and all inputs and outputs supporting today’s proposal are available at 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system. [web link to be 

updated] 
909

 83 Fed. Reg. 13904 (Apr. 2, 2018). 

https://www.nhtsa.gov/corporate-average-fuel-economy/compliance-and-effects-modeling-system
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Sensitivity Case Description 

High GDP High GDP growth rate 

High GDP with High Oil Price High GDP growth rate and high fuel price estimates 

High GDP with Low Oil Price High GDP growth rate and low fuel price estimates 

Low GDP Low GDP growth rate 

Low GDP with High Oil Price Low GDP growth rate and high fuel price estimates 

Low GDP with Low Oil Price Low GDP growth rate and low fuel price estimates 

On Road Gap 0.10 
On-road gap (difference between rated fuel economy and 

observed fuel economy) is set to 0.1. 

On Road Gap 0.30 On-road gap is set to 0.3 

12 Month Payback Period 

12-month payback period (i.e., voluntary application of 

technologies paying back within first year of vehicle 

ownership) 

24 Month Payback Period 24-month payback period 

36 Month Payback Period 36-month payback period 

Rebound Effect at 10% 
Rebound effect, the increase miles traveled as the cost of 

travel decreases, is set to 10% 

Rebound Effect at 30% Rebound effect set to 30% 

Long Fleet Redesign Cadence 

Redesign cadence (schedule of major technology 

upgrades for vehicles, engines, etc.) is extended to 1.2 

times that of the reference case (rounded to nearest MY) 

Short Fleet Redesign Cadence 
Redesign cadence shortened to a 0.8 times that of the 

reference case (rounded to nearest MY) 

Safety Coefficient at 5th Percentile 
Lower bounds of confidence interval of safety 

coefficients 

Safety Coefficient at 95th Percentile 
Upper bounds of confidence interval of safety 

coefficients 

Fatalities Flat Earlier 
Improvements in successive MY vehicles stabilize 5 

years earlier than central case 

Fatalities Flat Later 
Improvements in successive MY vehicles stabilize 5 

years later than central case 

High Social Cost of Carbon High social cost of carbon 

Low Social Cost of Carbon Low social cost of carbon 

High HEV Battery Costs HEV battery costs 1/3 more than in reference case 

Low HEV Battery Costs HEV battery costs 1/3 less than in reference case 
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Sensitivity Case Description 

Exclude Strong Hybrids Strong hybrids are excluded from the analysis 

Include HCR2 Engines 
HCR2 (advanced high compression ratio engine) is 

included in the analysis 

Fines at $14 in 2019 CAFE compliance fines are set to $14 beginning in 2019 

Technology Cost Markup 1.10 
Technology retail price equivalent (RPE) of 1.10 (i.e., 

10% markup of direct costs) 

Technology Cost Markup 1.19 
Technology retail price equivalent (RPE) of 1.19 (i.e., 

19% markup of direct costs) 

Technology Cost Markup 1.24 
Technology retail price equivalent (RPE) of 1.24 (i.e., 

24% markup of direct costs) 

Technology Cost Markup 1.37 
Technology retail price equivalent (RPE) of 1.37 (i.e., 

37% markup of direct costs) 

Technology Cost Markup 1.75 
Technology retail price equivalent (RPE) of 1.75 (i.e., 

75% markup of direct costs) 

Technology Cost Markup 2.00 
Technology retail price equivalent (RPE) of 2.00 (i.e., 

100% markup of direct costs) 

AEO2018 Fuel Prices Use AEO2018 reference fuel prices. 

Utility Value Loss in HEVs 
Include valuation of loss of utility of HEV, PHEV and 

EV. 

Perfect Trading of CO2 Credit Trading 
Entire fleet treated as being produced by a single 

manufacturer. 
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Sensitivity Case Description 

Nonzero Valuation of CH4 and N2O 
CH4 and N2O valued at $209 and $2491 per ton, 

respectively.
910

 

  

                                                 
910

 These values, which are averages for the period spanned by the analysis, were estimated by applying the 100-year 

Global Warming Potentials (GWPs) for methane (CH4) and nitrous oxide (N2O) to the central estimates of the Social 

Cost of Carbon for each future year. GWP values are reported in United Nations Intergovernmental Panel on 

Climate Change, Fourth Assessment Report: Climate Change 2007, Working Group I: The Physical Science Basis, 

Section 2.10.2  (https://www.ipcc.ch/publications_and_data/ar4/wg1/en/ch2s2-10-2.html). These GWP values are 25 

for methane and 298 for nitrous oxide. An alternative approach would be to develop direct estimates of the climate 

damage costs for these GHGs derived using the same process that was used to estimate the SCC, described 

previously in Section 8.11.2 and the Appendix to Chapter 8 of this document. For comparison, using the alternative 

approach results in estmates which average $256 per (metric) ton for CH4 and $2,820 for N2O over the analysis 

period, or about 22% and 13% higher than the values used in this sensitivity case. A detailed description of the 

methods used to construct these alternative values is available in the docket for this rule. The agency will consider 

using this alternative approach in its analysis supporting the final rule.  

https://www.ipcc.ch/publications_and_data/ar4/wg1/en/ch2s2-10-2.html
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The remaining tables in the section summarize various estimated impacts as estimated for all of 

the cases included in the sensitivity analysis. 

Table 13-2 - Average Required and Achieved CAFE Levels, Vehicle Sales, and 

Employment Hours under Proposed CAFE Standards (MY 2029 Combined Fleet) 

Sensitivity Case 

Average 

Required 

CAFE 

Standard 

(mpg) 

Average 

Achieved 

CAFE 

Level 

(mpg) 

Vehicle 

Sales 

(x1,000) 

Employment 

Hours (x1,000) 

Reference Case 37.0 39.7 18,006 2,527,497 

Consumer Benefit at 50% 37.0 39.7 18,006 2,527,497 

Consumer Benefit at 75% 37.0 39.7 18,006 2,527,497 

Fleet Share and Sales Response Disabled 36.9 39.5 16,578 2,339,120 

Scrappage Price Effect Disabled 37.0 39.7 18,006 2,527,497 

Scrappage and Fleet Share Disabled 36.9 39.5 16,578 2,339,120 

High Oil Price 38.3 43.2 18,003 2,486,835 

High Oil Price with 60 Month Payback 38.2 48.4 17,960 2,550,397 

Low Oil Price 36.0 37.7 18,006 2,565,428 

Low Oil Price with 12 Month Payback 36.0 37.6 18,000 2,568,164 

High GDP 37.0 39.7 18,092 2,539,507 

Low GDP 38.3 43.2 18,089 2,498,657 

High GDP with High Oil Price 36.0 37.7 18,092 2,577,619 

High  GDP with Low Oil Price 37.0 39.7 17,457 2,450,393 

Low GDP with High Oil Price 38.3 43.2 17,454 2,410,837 

Low  GDP with Low Oil Price 36.0 37.7 17,457 2,487,169 

On Road Gap 0.10 37.0 39.5 18,004 2,527,780 

On Road Gap 0.30 37.0 39.9 18,005 2,529,090 

12 Month Payback Period 37.0 38.8 18,004 2,523,931 

24 Month Payback Period 37.0 39.3 18,006 2,525,462 

36 Month Payback Period 37.0 40.0 18,005 2,529,575 

Rebound Effect at 10% 37.0 39.7 18,006 2,527,497 

Rebound Effect at 30% 37.0 39.7 18,006 2,527,497 

Long Fleet Redesign Cadence 37.0 39.9 18,000 2,533,310 

Short Fleet Redesign Cadence 37.0 39.8 18,003 2,537,370 

Safety Coefficient at 5th Percentile 37.0 39.7 18,006 2,527,497 

Safety Coefficient at 95th Percentile 37.0 39.7 18,006 2,527,497 

Fatalities Flat Earlier 37.0 39.7 18,006 2,527,497 

Fatalities Flat Later 37.0 39.7 18,006 2,527,497 

High Social Cost of Carbon 37.0 39.7 18,006 2,527,497 

Low Social Cost of Carbon 37.0 39.7 18,006 2,527,497 

High HEV Battery Costs 37.0 39.7 18,006 2,527,497 

Low HEV Battery Costs 37.0 39.7 18,006 2,527,634 

Exclude Strong Hybrids 37.0 39.8 18,006 2,527,741 

Include HCR2 Engines 37.0 41.1 18,012 2,523,575 

Fines at $14 in 2019 37.0 39.8 18,007 2,528,506 

Technology Cost Markup 1.10 37.0 40.5 18,012 2,530,142 

Technology Cost Markup 1.19 37.0 40.2 18,011 2,528,548 
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Technology Cost Markup 1.24 37.0 40.3 18,009 2,529,575 

Technology Cost Markup 1.37 37.0 39.8 18,010 2,526,972 

Technology Cost Markup 1.75 37.0 39.4 18,001 2,527,326 

Technology Cost Markup 2.00 37.0 39.2 17,995 2,528,328 

AEO2018 Fuel Prices 37.2 39.8 18,007 2,520,290 

Utility Value Loss in HEVs 37.0 39.7 18,006 2,527,497 

Nonzero Valuation of CH4 and N2O 37.0 39.7 18,006 2,527,497 
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Table 13-3 - Average Required and Achieved CO2 Levels, Vehicle Sales, and Employment 

Hours under Proposed CO2 Standards (MY 2029 Combined Fleet) 

Sensitivity Case 

Average 

Required 

CO2 

Standard 

(g/mile) 

Average 

Achieved 

CO2 

Rating 

(g/mile) 

Vehicle 

Sales 

(x1,000) 

Employment 

Hours 

(x1,000) 

Reference Case 240.1 229.6 18,016 2,519,524 

Consumer Benefit at 50% 240.1 229.6 18,016 2,519,524 

Consumer Benefit at 75% 240.1 229.6 18,016 2,519,524 

Fleet Share and Sales Response Disabled 241.3 230.7 16,578 2,331,605 

Scrappage Price Effect Disabled 240.1 229.6 18,016 2,519,524 

Scrappage and Fleet Share Disabled 241.3 230.7 16,578 2,331,605 

High Oil Price 231.8 207.3 18,006 2,485,426 

High Oil Price with 60 Month Payback 232.7 186.6 17,965 2,547,313 

Low Oil Price 246.2 242.8 18,019 2,554,288 

Low Oil Price with 12 Month Payback 246.1 243.9 18,018 2,554,045 

High GDP 240.1 230.1 18,102 2,530,790 

Low GDP 231.8 207.3 18,092 2,497,237 

High GDP with High Oil Price 246.2 242.8 18,105 2,566,418 

High  GDP with Low Oil Price 240.1 230.1 17,468 2,442,039 

Low GDP with High Oil Price 231.8 207.3 17,457 2,409,607 

Low  GDP with Low Oil Price 246.2 242.4 17,469 2,476,916 

On Road Gap 0.10 240.1 230.6 18,015 2,518,279 

On Road Gap 0.30 240.2 227.7 18,014 2,520,876 

12 Month Payback Period 239.8 237.2 18,019 2,511,392 

24 Month Payback Period 240.0 232.5 18,018 2,515,942 

36 Month Payback Period 240.2 226.2 18,012 2,523,599 

Rebound Effect at 10% 240.1 229.6 18,016 2,519,524 

Rebound Effect at 30% 240.1 229.6 18,016 2,519,524 

Long Fleet Redesign Cadence 240.0 227.6 18,012 2,525,628 

Short Fleet Redesign Cadence 240.3 227.8 18,014 2,524,315 

Safety Coefficient at 5th Percentile 240.1 229.6 18,016 2,519,524 

Safety Coefficient at 95th Percentile 240.1 229.6 18,016 2,519,524 

Fatalities Flat Earlier 240.1 229.6 18,016 2,519,524 

Fatalities Flat Later 240.1 229.6 18,016 2,519,524 

High Social Cost of Carbon 240.1 229.6 18,016 2,519,524 

Low Social Cost of Carbon 240.1 229.6 18,016 2,519,524 

High HEV Battery Costs 240.1 229.6 18,016 2,519,524 

Low HEV Battery Costs 240.0 230.0 18,017 2,517,939 

Exclude Strong Hybrids 240.1 229.1 18,016 2,519,640 

Include HCR2 Engines 240.1 220.0 18,016 2,516,858 

Technology Cost Markup 1.10 240.2 222.1 18,017 2,523,878 

Technology Cost Markup 1.19 240.2 224.6 18,018 2,521,079 

Technology Cost Markup 1.24 240.1 226.6 18,019 2,518,399 

Technology Cost Markup 1.37 240.1 228.5 18,018 2,519,133 

Technology Cost Markup 1.75 240.0 230.9 18,015 2,519,214 

Technology Cost Markup 2.00 239.9 233.3 18,012 2,516,794 
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AEO2018 Fuel Prices 239.1 228.7 18,017 2,512,451 

Utility Value Loss in HEVs 240.1 229.6 18,016 2,519,524 

Perfect Trading of CO2 Credits 239.8 233.1 18,023 2,511,294 

Nonzero Valuation of CH4 and N2O 240.1 229.6 18,016 2,519,524 
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Table 13-4 - Average MY 2029 New Vehicle Prices under Baseline and Proposed CAFE and CO2 Standards ($) 

 
CAFE Program GHG Program 

Sensitivity Case 

Initial Average 

Vehicle MSRP 

Model Year 2016 

Average 

Vehicle 

MSRP Model 

Year 2029 

Average Vehicle 

MSRP Model Year 

2029, No-Action 

Alternative 

Average 

Vehicle MSRP 

Model Year 

2016 

Average Vehicle 

MSRP Model 

Year 2029 

Average Vehicle 

MSRP Model Year 

2029, No-Action 

Alternative 

Reference Case 32,048 32,774 34,813 32,048 32,550 35,031 

Consumer Benefit at 50% 32,048 32,774 34,813 32,048 32,550 35,031 

Consumer Benefit at 75% 32,048 32,774 34,813 32,048 32,550 35,031 

Fleet Share and Sales Response 

Disabled 
32,048 32,904 34,788 32,048 32,700 34,942 

Scrappage Price Effect Disabled 32,048 32,774 34,813 32,048 32,550 35,031 

Scrappage and Fleet Share 

Disabled 
32,048 32,904 34,788 32,048 32,700 34,942 

High Oil Price 32,048 32,133 33,709 32,048 32,069 33,811 

High Oil Price with 60 Month 

Payback 
32,048 33,234 33,833 32,048 33,147 33,681 

Low Oil Price 32,048 33,357 35,634 32,048 33,083 35,909 

Low Oil Price with 12 Month 

Payback 
32,048 33,393 35,645 32,048 33,078 35,933 

High GDP 32,048 32,774 34,813 32,048 32,541 35,038 

Low GDP 32,048 32,133 33,709 32,048 32,069 33,812 

High GDP with High Oil Price 32,048 33,357 35,634 32,048 33,084 35,910 

High  GDP with Low Oil Price 32,048 32,774 34,813 32,048 32,542 35,032 

Low GDP with High Oil Price 32,048 32,131 33,711 32,048 32,069 33,811 

Low  GDP with Low Oil Price 32,048 33,357 35,634 32,048 33,091 35,912 

On Road Gap 0.10 32,048 32,774 34,816 32,048 32,531 35,075 

On Road Gap 0.30 32,048 32,804 34,772 32,048 32,592 35,004 

12 Month Payback Period 32,048 32,720 34,833 32,048 32,421 35,161 

24 Month Payback Period 32,048 32,745 34,823 32,048 32,496 35,078 

36 Month Payback Period 32,048 32,811 34,767 32,048 32,636 34,996 

Rebound Effect at 10% 32,048 32,774 34,813 32,048 32,550 35,031 

Rebound Effect at 30% 32,048 32,774 34,813 32,048 32,550 35,031 

Long Fleet Redesign Cadence 32,048 32,848 34,755 32,048 32,651 34,905 

Short Fleet Redesign Cadence 32,048 32,854 34,850 32,048 32,658 35,021 
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CAFE Program GHG Program 

Sensitivity Case 

Initial Average 

Vehicle MSRP 

Model Year 2016 

Average 

Vehicle 

MSRP Model 

Year 2029 

Average Vehicle 

MSRP Model Year 

2029, No-Action 

Alternative 

Average 

Vehicle MSRP 

Model Year 

2016 

Average Vehicle 

MSRP Model 

Year 2029 

Average Vehicle 

MSRP Model Year 

2029, No-Action 

Alternative 

Safety Coefficient at 5th Percentile 32,048 32,774 34,813 32,048 32,550 35,031 

Safety Coefficient at 95th 

Percentile 
32,048 32,774 34,813 32,048 32,550 35,031 

Fatalities Flat Earlier 32,048 32,774 34,813 32,048 32,550 35,031 

Fatalities Flat Later 32,048 32,774 34,813 32,048 32,550 35,031 

High Social Cost of Carbon 32,048 32,774 34,813 32,048 32,550 35,031 

Low Social Cost of Carbon 32,048 32,774 34,813 32,048 32,550 35,031 

High HEV Battery Costs 32,048 32,774 34,813 32,048 32,550 35,031 

Low HEV Battery Costs 32,048 32,770 34,625 32,048 32,527 34,778 

Exclude Strong Hybrids 32,048 32,775 34,606 32,048 32,555 34,821 

Include HCR2 Engines 32,048 32,686 34,136 32,048 32,527 34,177 

Fines at $14 in 2019 32,048 32,787 34,825 n/a n/a n/a 

Technology Cost Markup 1.10 32,048 32,654 34,084 32,048 32,525 34,205 

Technology Cost Markup 1.19 32,048 32,676 34,240 32,048 32,511 34,375 

Technology Cost Markup 1.24 32,048 32,712 34,328 32,048 32,483 34,471 

Technology Cost Markup 1.37 32,048 32,716 34,570 32,048 32,520 34,771 

Technology Cost Markup 1.75 32,048 32,864 35,253 32,048 32,595 35,560 

Technology Cost Markup 2.00 32,048 32,954 35,640 32,048 32,616 36,067 

AEO2018 Fuel Prices 32,048 32,663 34,691 32,048 32,450 34,885 

Utility Value Loss in HEVs 32,048 32,774 34,813 32,048 32,550 35,031 

Perfect Trading of CO2 Credits n/a n/a n/a 32,048 32,395  34,861 

Nonzero Valuation of CH4 and 

N2O 
32,048 32,774 34,813 32,048 32,550 35,031 
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Table 13-5 - Cumulative Changes in Fleet Size, Travel (VMT), Fatalities, Fuel Consumption and CO2 Emissions through MY 

2029 under Proposed CAFE Standards 

    

VMT, Fatalities and Fuel 

Consumption with Rebound 

VMT, Fatalities and Fuel 

Consumption without Rebound 

Sensitivity Case 
Fleet Size 

(millions)  

Share LT, 

CY 2040 

(%) 

CO2 

(mmt) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

Reference Case -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Consumer Benefit at 50% -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Consumer Benefit at 75% -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Fleet Share and Sales Response 

Disabled 
-202 46.3 718 -1,550 -13,370 64.9 -830 -7,440 88 

Scrappage Price Effect Disabled -44 45.7 986 -920 -7,820 89.1 -140 -1,490 114 

Scrappage and Fleet Share 

Disabled 
-59 46.6 894 -1,010 -8,560 80.8 -280 -2,640 104 

High Oil Price -174 33.8 138 -1,510 -13,140 12.7 -680 -6,590 51 

High Oil Price with 60 Month 

Payback 
-51 35.4 65 -490 -4,300 6.2 -270 -2,720 23 

Low Oil Price -185 53.6 1,297 -1,250 -10,920 117.1 -630 -5,770 126 

Low Oil Price with 12 Month 

Payback 
-181 53.4 1,293 -1,240 -10,810 116.7 -610 -5,650 126 

High GDP -191 45.4 803 -1,460 -12,660 72.6 -690 -6,350 97 

Low GDP -174 33.8 136 -1,510 -13,100 12.5 -680 -6,580 51 

High GDP with High Oil Price -185 53.7 1,288 -1,250 -10,910 116.3 -630 -5,780 126 

High  GDP with Low Oil Price -186 45.3 787 -1,430 -12,340 71.2 -670 -6,180 95 

Low GDP with High Oil Price -170 33.9 135 -1,470 -12,800 12.4 -670 -6,400 50 

Low  GDP with Low Oil Price -180 53.5 1,260 -1,220 -10,670 113.8 -610 -5,650 123 

On Road Gap 0.10 -192 45.4 747 -1,500 -12,980 67.6 -700 -6,440 90 

On Road Gap 0.30 -181 45.5 889 -1,390 -12,000 80.4 -650 -5,950 108 

12 Month Payback Period -210 44.9 901 -1,670 -14,470 81.4 -780 -7,270 109 

24 Month Payback Period -202 45.3 854 -1,570 -13,600 77.2 -750 -6,860 103 

36 Month Payback Period -179 45.5 762 -1,370 -11,840 69.0 -640 -5,900 92 

Rebound Effect at 10% -190 45.4 945 -1,080 -9,510 85.4 -690 -6,340 98 

Rebound Effect at 30% -190 45.4 673 -1,860 -15,850 60.8 -690 -6,340 98 
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VMT, Fatalities and Fuel 

Consumption with Rebound 

VMT, Fatalities and Fuel 

Consumption without Rebound 

Sensitivity Case 
Fleet Size 

(millions)  

Share LT, 

CY 2040 

(%) 

CO2 

(mmt) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

Long Fleet Redesign Cadence -175 45.1 827 -1,390 -12,280 75.1 -630 -6,080 98 

Short Fleet Redesign Cadence -182 45.4 631 -1,330 -11,730 56.9 -680 -6,390 77 

Safety Coefficient at 5th 

Percentile 
-190 45.4 809 -1,470 -10,830 73.1 -690 -4,630 98 

Safety Coefficient at 95th 

Percentile 
-190 45.4 809 -1,470 -14,520 73.1 -690 -8,050 98 

Fatalities Flat Earlier -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Fatalities Flat Later -190 45.4 809 -1,470 -12,680 73.1 -1,470 -12,680 73 

High Social Cost of Carbon -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Low Social Cost of Carbon -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

High HEV Battery Costs -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Low HEV Battery Costs -180 45.4 835 -1,450 -12,520 75.5 -670 -6,090 100 

Exclude Strong Hybrids -184 45.4 751 -1,420 -12,210 68.7 -690 -6,300 90 

Include HCR2 Engines -140 45.4 623 -1,140 -9,900 56.3 -530 -4,940 74 

Fines at $14 in 2019 -194 45.5 766 -1,460 -12,580 69.2 -710 -6,470 93 

Technology Cost Markup 1.10 -142 45.7 695 -1,190 -10,310 62.9 -540 -4,950 84 

Technology Cost Markup 1.19 -152 45.6 723 -1,250 -10,810 65.4 -570 -5,220 87 

Technology Cost Markup 1.24 -154 45.6 715 -1,250 -10,770 64.7 -570 -5,240 86 

Technology Cost Markup 1.37 -175 45.5 802 -1,400 -12,110 72.5 -640 -5,910 97 

Technology Cost Markup 1.75 -214 45.2 837 -1,580 -13,650 75.7 -760 -7,000 101 

Technology Cost Markup 2.00 -236 45.1 850 -1,660 -14,420 76.8 -820 -7,600 103 

AEO2018 Fuel Prices -196 44.2 768 -1,530 -13,180 69.5 -720 -6,620 96 

Utility Value Loss in HEVs -190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 

Nonzero Valuation of CH4 and 

N2O 
-190 45.4 809 -1,470 -12,680 73.1 -690 -6,340 98 
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Table 13-6 - Cumulative Changes in Fleet Size, Travel (VMT), Fatalities, Fuel Consumption and CO2 Emissions through MY 

2029 under Proposed CO2 Standards 

    

VMT, Fatalities and Fuel 

Consumption with Rebound 

VMT, Fatalities and Fuel 

Consumption without Rebound 

Sensitivity Case 
Fleet Size 

(millions)  

Share LT, 

CY 2040 

(%) 

CO2 

(mmt) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

Reference Case -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Consumer Benefit at 50% -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Consumer Benefit at 75% -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Fleet Share and Sales Response 

Disabled -240 46.3 777 -1,820 -15,920 70.2 -990 -9,170 96.0 

Scrappage Price Effect 

Disabled -61 45.4 1,083 -1,130 -9,830 97.8 -230 -2,550 126.0 

Scrappage and Fleet Share 

Disabled -75 46.6 980 -1,190 -10,360 88.5 -360 -3,620 115.0 

High Oil Price -191 33.8 81 -1,560 -13,470 7.6 -770 -7,290 46.0 

High Oil Price with 60 Month 

Payback -47 35.4 39 -410 -3,570 3.8 -180 -1,750 14.0 

Low Oil Price -229 53.4 1,423 -1,540 -13,530 128.4 -810 -7,550 140.0 

Low Oil Price with 12 Month 

Payback -234 53.3 1,473 -1,580 -13,890 133.0 -830 -7,720 145.0 

High GDP -235 45.2 868 -1,790 -15,640 78.5 -890 -8,360 107.0 

Low GDP -190 33.8 80 -1,550 -13,470 7.5 -770 -7,290 45.0 

High GDP with High Oil Price -229 53.4 1,413 -1,540 -13,510 127.5 -810 -7,560 139.0 

High  GDP with Low Oil Price -228 45.1 852 -1,740 -15,210 77.0 -870 -8,100 105.0 

Low GDP with High Oil Price -186 33.8 79 -1,510 -13,100 7.4 -750 -7,080 44.0 

Low  GDP with Low Oil Price -223 53.3 1,379 -1,500 -13,180 124.5 -800 -7,380 136.0 

On Road Gap 0.10 -238 45.1 807 -1,840 -16,110 72.9 -900 -8,510 99.0 

On Road Gap 0.30 -222 45.3 940 -1,680 -14,700 85.0 -840 -7,820 116.0 

12 Month Payback Period -275 44.7 1,021 -2,130 -18,680 92.2 -1,060 -9,960 126.0 

24 Month Payback Period -244 45.0 918 -1,880 -16,550 82.9 -930 -8,800 113.0 

36 Month Payback Period -214 45.3 777 -1,600 -14,000 70.2 -800 -7,490 96.0 

Rebound Effect at 10% -232 45.2 1,033 -1,330 -11,910 93.3 -880 -8,260 108.0 
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VMT, Fatalities and Fuel 

Consumption with Rebound 

VMT, Fatalities and Fuel 

Consumption without Rebound 

Sensitivity Case 
Fleet Size 

(millions)  

Share LT, 

CY 2040 

(%) 

CO2 

(mmt) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

VMT 

(billion 

Miles) 

Fatalities 

Fuel Cons. 

(billion 

gallons) 

Rebound Effect at 30% -232 45.2 718 -2,230 -19,210 64.9 -880 -8,260 108.0 

Long Fleet Redesign Cadence -222 45.1 854 -1,700 -14,860 77.3 -840 -7,820 104.0 

Short Fleet Redesign Cadence -221 45.3 768 -1,630 -14,350 69.4 -830 -7,790 95.0 

Safety Coefficient at 5th 

Percentile -232 45.2 876 -1,780 -12,620 79.1 -880 -5,480 108.0 

Safety Coefficient at 95th 

Percentile -232 45.2 876 -1,780 -18,480 79.1 -880 -11,030 108.0 

Fatalities Flat Earlier -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Fatalities Flat Later -232 45.2 876 -1,780 -15,560 79.1 -1,780 -15,560 79.0 

High Social Cost of Carbon -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Low Social Cost of Carbon -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

High HEV Battery Costs -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Low HEV Battery Costs -216 45.1 901 -1,730 -15,170 81.4 -830 -7,800 110.0 

Exclude Strong Hybrids -220 45.2 865 -1,730 -15,120 78.6 -850 -7,940 106.0 

Include HCR2 Engines -160 45.3 614 -1,270 -11,160 55.5 -630 -5,980 74.0 

Technology Cost Markup 1.10 -166 45.4 657 -1,330 -11,600 59.5 -650 -6,110 82.0 

Technology Cost Markup 1.19 -182 45.3 737 -1,460 -12,700 66.6 -710 -6,580 91.0 

Technology Cost Markup 1.24 -191 45.2 767 -1,530 -13,330 69.3 -750 -6,930 95.0 

Technology Cost Markup 1.37 -211 45.3 848 -1,660 -14,550 76.6 -810 -7,560 104.0 

Technology Cost Markup 1.75 -264 45.0 880 -1,910 -16,770 79.5 -980 -9,190 109.0 

Technology Cost Markup 2.00 -300 44.8 906 -2,070 -18,230 81.9 -1,090 -10,240 113.0 

AEO2018 Fuel Prices -235 44.0 816 -1,810 -15,870 73.8 -900 -8,460 104.0 

Utility Value Loss in HEVs -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 

Perfect Trading of CO2 Credit 

Trading -242 44.9 848 -1,860 -16,460 76.3 -950 -9,060 106.0 

Nonzero Valuation of CH4 and 

N2O -232 45.2 876 -1,780 -15,560 79.1 -880 -8,260 108.0 
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Table 13-7 - Change in Total Regulatory Costs during MYs 2017-2029 under Proposed 

CAFE and CO2 Standards 

  CAFE Standards CO2 Standards 

Sensitivity Case 

Total 

Regulatory 

Costs ($b) 

Percent 

Change from 

Reference 

Case 

Total 

Regulatory 

Costs ($b) 

Percent 

Change 

from 

Reference 

Case 

Reference Case -319.1 n/a -325.7 n/a 

Consumer Benefit at 50% -319.1 0.0 -325.7 0.0 

Consumer Benefit at 75% -319.1 0.0 -325.7 0.0 

Fleet Share and Sales Response Disabled -299.5 -6.2 -299.4 -8.1 

Disable Scrappage Price Effect -319.1 0.0 -325.7 0.0 

Disable Scrappage Price Effect and Fleet 

Share and Sales Response 
-299.5 -6.2 -299.4 -8.1 

High Oil Price -244.4 -23.4 -219.1 -32.7 

High Oil Price with 60 Month Payback -88.3 -72.3 -65.7 -79.8 

Low Oil Price -354.5 11.1 -371.5 14.1 

Low Oil Price with 12 Month Payback -353.1 10.6 -388.1 19.2 

High GDP -319.4 0.1 -327.2 0.5 

High GDP with High Oil Price -244.5 -23.4 -220.0 -32.5 

High GDP with Low Oil Price -354.8 11.2 -371.9 14.2 

Low GDP -307.9 -3.5 -314.8 -3.3 

Low GDP with High Oil Price -236.1 -26.0 -211.5 -35.1 

Low GDP with Low Oil Price -342.0 7.2 -358.0 9.9 

On Road Gap 0.10 -321.4 0.7 -332.1 2.0 

On Road Gap 0.30 -311.7 -2.3 -311.0 -4.5 

12 Month Payback Period -328.7 3.0 -356.7 9.5 

24 Month Payback Period -325.4 2.0 -335.8 3.1 

36 Month Payback Period -309.4 -3.1 -301.7 -7.4 

Rebound Effect at 10% -319.1 0.0 -325.7 0.0 

Rebound Effect at 30% -319.1 0.0 -325.7 0.0 

Long Fleet Redesign Cadence -306.7 -3.9 -321.6 -1.2 

Short Fleet Redesign Cadence -259.6 -18.7 -310.2 -4.7 

Safety Coefficient at 5th Percentile -319.1 0.0 -325.7 0.0 

Safety Coefficient at 95th Percentile -319.1 0.0 -325.7 0.0 

Fatalities Flat Earlier -319.1 0.0 -325.7 0.0 

Fatalities Flat Later -319.1 0.0 -325.7 0.0 

High Social Cost of Carbon -319.1 0.0 -325.7 0.0 

Low Social Cost of Carbon -319.1 0.0 -325.7 0.0 

High HEV Battery Costs -319.1 0.0 -325.7 0.0 

Low HEV Battery Costs -283.5 -11.2 -297.3 -8.7 

Exclude Strong Hybrids -280.7 -12.1 -295.7 -9.2 

Include HCR2 Engines -209.0 -34.5 -191.4 -41.2 

Fines at $14 in 2019 -310.7 -2.6 n/a n/a 

Technology Cost Markup 1.10 -219.3 -31.3 -209.3 -35.7 

Technology Cost Markup 1.19 -241.2 -24.4 -234.2 -28.1 

Technology Cost Markup 1.24 -250.1 -21.6 -248.8 -23.6 
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Technology Cost Markup 1.37 -288.3 -9.7 -290.1 -10.9 

Technology Cost Markup 1.75 -377.8 18.4 -391.7 20.3 

Technology Cost Markup 2.00 -429.0 34.4 -454.3 39.5 

AEO2018 Fuel Prices -318.1 -0.3 -317.0 -2.7 

Utility Value Loss in HEVs -319.1 0.0 -325.7 0.0 

Perfect Trading of CO2 Credits n/a n/a -284.5 -12.7 

Nonzero Valuation of CH4 and N2O -319.1 0.0 -325.7 0.0 
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Table 13-8 - Incremental Costs and Benefits – Cumulative over Useful Life of MYs 2017-

2029 under Proposed CAFE Standards, 3% Discount Rate 

Sensitivity Case 
Social 

Costs 

Total 

Costs 

Private 

Benefits 

Total 

Benefits 

Net 

Benefits 

Reference Case -51.9 -502.1 -176.4 -325.8 176.3 

Consumer Benefit at 50% -51.9 -502.1 -176.4 -259.3 242.8 

Consumer Benefit at 75% -51.9 -502.1 -176.4 -292.5 209.5 

Fleet Share and Sales Response Disabled -56.4 -503.2 -164.5 -296.8 206.4 

Scrappage Price Effect Disabled -33.5 -416.7 -176.9 -357.5 59.2 

Scrappage and Fleet Share Disabled -38.1 -418.1 -165.0 -328.7 89.4 

High Oil Price -54.8 -456.3 -274.1 -325.3 131.0 

High Oil Price with 60 Month Payback -17.9 -155.7 -80.4 -105.8 49.9 

Low Oil Price -43.2 -490.9 -121.0 -270.4 220.5 

Low Oil Price with 12 Month Payback -42.9 -487.7 -121.1 -269.9 217.8 

High GDP -51.9 -502.1 -175.8 -324.3 177.7 

Low GDP -54.7 -455.9 -273.0 -323.6 132.3 

High GDP with High Oil Price -43.2 -491.0 -120.6 -269.3 221.7 

High  GDP with Low Oil Price -50.4 -486.0 -171.3 -316.4 169.6 

Low GDP with High Oil Price -53.3 -442.2 -266.8 -316.9 125.2 

Low  GDP with Low Oil Price -42.2 -476.0 -117.5 -262.5 213.5 

On Road Gap 0.10 -53.4 -510.8 -174.5 -311.8 199.0 

On Road Gap 0.30 -49.2 -483.1 -178.3 -343.1 140.0 

12 Month Payback Period -58.9 -544.9 -199.9 -366.1 178.7 

24 Month Payback Period -55.6 -525.5 -187.6 -345.4 180.1 

36 Month Payback Period -48.4 -477.4 -165.7 -306.4 171.1 

Rebound Effect at 10% -37.0 -433.7 -93.5 -268.7 165.0 

Rebound Effect at 30% -66.9 -570.5 -259.2 -382.8 187.7 

Long Fleet Redesign Cadence -49.5 -487.0 -172.2 -323.7 163.3 

Short Fleet Redesign Cadence -45.4 -422.9 -145.5 -261.9 161.0 

Safety Coefficient at 5th Percentile -51.9 -471.9 -174.2 -323.6 148.3 

Safety Coefficient at 95th Percentile -51.9 -532.2 -178.5 -327.9 204.3 

Fatalities Flat Earlier -51.9 -502.1 -176.4 -325.8 176.3 

Fatalities Flat Later -51.9 -502.1 -69.5 -218.9 283.1 

High Social Cost of Carbon -51.9 -502.1 -176.4 -327.5 174.5 

Low Social Cost of Carbon -51.9 -502.1 -176.4 -322.2 179.9 

High HEV Battery Costs -51.9 -502.1 -176.4 -325.8 176.3 

Low HEV Battery Costs -51.5 -471.2 -178.9 -333.0 138.3 

Exclude Strong Hybrids -49.7 -460.0 -164.0 -299.1 160.9 

Include HCR2 Engines -40.2 -357.7 -135.3 -250.1 107.6 

Fines at $14 in 2019 -51.1 -485.5 -169.9 -311.4 174.2 

Technology Cost Markup 1.10 -42.1 -375.8 -149.0 -276.7 99.1 

Technology Cost Markup 1.19 -44.2 -403.2 -155.1 -288.0 115.2 

Technology Cost Markup 1.24 -44.0 -409.0 -153.4 -284.9 124.1 

Technology Cost Markup 1.37 -49.6 -466.7 -172.3 -319.9 146.8 

Technology Cost Markup 1.75 -55.7 -567.1 -185.1 -339.7 227.3 

Technology Cost Markup 2.00 -58.3 -621.5 -190.3 -347.8 273.7 

AEO2018 Fuel Prices -54.1 -511.5 -187.8 -339.3 172.2 

Utility Value Loss in HEVs -51.9 -547.9 -176.4 -325.8 222.2 
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Nonzero Valuation of CH4 and N2O -51.9 -502.1 -176.4 -326.0 176.1 
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Table 13-9 - Incremental Costs and Benefits – Cumulative over Useful Life of MYs 2017-

2029 under Proposed CO2 Standards, 3% Discount Rate 

Sensitivity Case 
Social 

Costs 

Total 

Costs 

Private 

Benefits 

Total 

Benefits 

Net 

Benefits 

Reference Case -62.1 -560.8 -201.7 -363.6 197.2 

Consumer Benefit at 50% -62.1 -560.8 -201.7 -291.4 269.4 

Consumer Benefit at 75% -62.1 -560.8 -201.7 -327.5 233.3 

Fleet Share and Sales Response Disabled -65.5 -550.6 -186.1 -329.3 221.3 

Scrappage Price Effect Disabled -40.6 -461.9 -202.1 -399.9 62.0 

Scrappage and Fleet Share Disabled -44.5 -453.8 -186.5 -365.1 88.7 

High Oil Price -55.5 -439.3 -259.6 -293.0 146.3 

High Oil Price with 60 Month Payback -14.9 -122.5 -73.3 -89.5 33.0 

Low Oil Price -52.0 -550.7 -138.9 -302.7 248.0 

Low Oil Price with 12 Month Payback -53.5 -572.0 -143.7 -313.5 258.5 

High GDP -62.4 -563.6 -201.6 -362.4 201.2 

Low GDP -55.5 -440.4 -259.7 -292.9 147.5 

High GDP with High Oil Price -52.0 -550.7 -138.5 -301.3 249.4 

High  GDP with Low Oil Price -60.5 -544.5 -196.2 -353.4 191.1 

Low GDP with High Oil Price -53.8 -425.2 -252.2 -284.8 140.4 

Low  GDP with Low Oil Price -50.6 -533.1 -134.6 -292.9 240.2 

On Road Gap 0.10 -64.2 -576.6 -200.7 -349.3 227.3 

On Road Gap 0.30 -58.8 -532.6 -201.4 -376.5 156.1 

12 Month Payback Period -74.4 -646.0 -240.9 -430.1 215.9 

24 Month Payback Period -65.6 -587.1 -213.2 -382.8 204.4 

36 Month Payback Period -55.9 -510.5 -180.5 -324.7 185.9 

Rebound Effect at 10% -44.8 -482.2 -106.8 -298.5 183.7 

Rebound Effect at 30% -79.4 -639.3 -296.6 -428.6 210.7 

Long Fleet Redesign Cadence -59.5 -545.2 -193.8 -351.8 193.4 

Short Fleet Redesign Cadence -56.1 -518.5 -179.4 -320.7 197.8 

Safety Coefficient at 5th Percentile -62.1 -512.8 -199.2 -361.0 151.7 

Safety Coefficient at 95th Percentile -62.1 -608.6 -204.2 -366.1 242.5 

Fatalities Flat Earlier -62.1 -560.8 -201.7 -363.6 197.2 

Fatalities Flat Later -62.1 -560.8 -79.2 -241.0 319.7 

High Social Cost of Carbon -62.1 -560.8 -201.7 -365.5 195.3 

Low Social Cost of Carbon -62.1 -560.8 -201.7 -359.7 201.1 

High HEV Battery Costs -62.1 -560.8 -201.7 -363.6 197.2 

Low HEV Battery Costs -60.7 -532.5 -203.6 -369.7 162.8 

Exclude Strong Hybrids -60.4 -529.0 -197.9 -355.5 173.5 

Include HCR2 Engines -43.9 -365.9 -140.2 -253.4 112.5 

Technology Cost Markup 1.10 -45.9 -390.5 -151.6 -272.4 118.1 

Technology Cost Markup 1.19 -50.9 -432.9 -169.2 -305.2 127.7 

Technology Cost Markup 1.24 -53.3 -456.6 -176.9 -318.3 138.3 

Technology Cost Markup 1.37 -58.2 -513.6 -192.9 -349.2 164.3 

Technology Cost Markup 1.75 -66.2 -633.6 -208.9 -371.9 261.7 

Technology Cost Markup 2.00 -71.6 -708.9 -220.2 -388.7 320.2 

AEO2018 Fuel Prices -63.5 -561.0 -211.0 -372.7 188.2 

Utility Value Loss in HEVs -62.1 -593.3 -201.7 -363.6 229.8 

Perfect Trading of CO2 Credit Trading -64.2 -542.3 -205.0 -363.4 178.9 
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Nonzero Valuation of CH4 and N2O -62.1 -560.8 -201.7 -363.8 197.0 
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14 Flexibilities 

The CAFE and CO2 emissions standards are both fleet-average standards, but for both programs, 

determining compliance begins, conceptually, by testing vehicles on dynamometers in a 

laboratory over pre-defined test cycles under controlled conditions.
911

  A machine is connected to 

the vehicle’s tailpipe while it performs the test cycle, which collects and analyzes the resulting 

exhaust gases; a vehicle that has no tailpipe emissions has its performance measured differently, 

as discussed below.  CO2 quantities, as one of the exhaust gases, can be evaluated directly for 

vehicles that produce CO2 emissions directly.  Fuel economy is determined from the amount of 

CO2 emissions, because the two are directly mathematically related.
912

  Manufacturers generally 

perform their own testing, and EPA confirms and validates those results by testing some number 

of vehicles at the National Vehicle and Fuel Emissions Laboratory (NVFEL) in Ann Arbor, 

Michigan.  The results of this testing form the basis for determining a manufacturer’s compliance 

in a given model year: each vehicle model’s performance on the test cycles is calculated; that 

performance is multiplied by the number of vehicles of that model that were produced; that 

number, in turn, is averaged with the performance and production volumes of the rest of the 

vehicles in the manufacturer’s fleet to calculate the fleet’s overall performance.  That 

performance is then compared against the manufacturer’s unique compliance obligation, which is 

the harmonic average of the fuel economy and CO2 targets for the footprints of the vehicles in 

the manufacturer’s fleet, also harmonically averaged and production-weighted.  Using fuel 

economy targets to illustrate the concept, the following figure shows two vehicle models 

produced in a model year for which passenger cars are subject to a fuel economy target function 

that extends from about 30 mpg for the largest cars to about 41 mpg for the smallest cars: 

                                                 
911

 For readers unfamiliar with this process, it is not unlike running a car on a treadmill following a program – or 

more specifically, two programs.  49 U.S.C. § 32904(c) states that EPA must “use the same procedures for 

passenger automobiles [that EPA] used for model year 1975 (weighted 55 percent urban cycle and 45 percent 

highway cycle), or procedures that give comparable results.”  Thus, the “programs” are the “urban cycle,” or Federal 

Test Procedure (abbreviated as “FTP”) and the “highway cycle,” or Highway Fuel Economy Test (abbreviated as 

“HFET”), and they have not changed substantively since 1975.  Each cycle is a designated speed trace (of vehicle 

speed versus time) that all certified vehicles must follow during testing – the FTP is meant to roughly simulate stop 

and go city driving, and the HFET is meant to roughly simulate steady flowing highway driving at about 50 mph. 
912

 Technically, for the CAFE program, carbon-based tailpipe emissions (including CO2, CH4 and CO) are measured 

and fuel economy is calculated using a carbon balance equation.  EPA uses carbon-based emissions (CO2, CH4 and 

CO, the same as for CAFE) to calculate tailpipe CO2 equivalent for the tailpipe portion of its standards. 
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Figure 14-1 - Illustration of Vehicle Models vs. Fuel Economy Targets 

 

If these are the only two vehicles the manufacturer produces, the manufacturer’s required CAFE 

level is determined by calculating the sales-weighted harmonic average of the targets applicable 

at the hatchback and sedan footprints (about 41 mpg for the hatchback and about 33 mpg for the 

sedan), and the manufacturer’s achieved CAFE level is determined by calculating the sales-

weighted harmonic average of the hatchback and sedan fuel economy levels (48 mpg for the 

hatchback and 25 mpg for the sedan).  Depending on the relative mix of hatchbacks and sedans 

the manufacturer produces, the manufacturer produce a fleet for which the required and achieved 

levels are equal, or produce a fleet that either earns (if required CAFE is less than achieved 

CAFE) or applies (if required CAFE is greater than achieved CAFE) CAFE credits.  Although 

the arithmetic is different for CO2 standards (which do not involve harmonic averaging), the 

concept is the same. 

There are thus two parts to the foundation of compliance with CAFE and CO2 emissions 

standards:  first, how well any given vehicle model performs relative to its target, and second, 

how many of each vehicle model a manufacturer sells.  While no given model need precisely 



 

1553 

 

meet its target (and virtually no model exactly meets its target in the real world), if a 

manufacturer finds itself producing and selling large numbers of vehicles that fall well short of 

their targets, it will have to find a way of offsetting that shortfall, either by increasing production 

of vehicles that exceed their targets, or by taking advantage of compliance flexibilities.  Given 

that manufacturers typically need to sell vehicles that consumers want to buy, their options for 

pursuing the former approach can often be limited. 

The CAFE and CO2 programs both offer a number of compliance flexibilities, discussed in more 

detail below.  Some flexibilities are provided for by statute, and some have been implemented 

voluntarily by the agencies through regulations.  Compliance flexibilities for the CAFE and CO2 

programs have a great deal of theoretical attractiveness: if properly constructed, they can help to 

reduce overall regulatory costs while maintaining or improving programmatic benefits.  If poorly 

constructed, they may create significant potential for market distortion (for instance, when 

manufacturers, in response to an incentive to deploy a particular type of technology, produce 

vehicles for which there is no natural market, such vehicles must be discounted below their cost 

in order to sell).
913

  Use of compliance flexibilities without sufficient transparency may 

complicate the  ability to understand manufacturers’ paths to compliance. Overly-complicated 

flexibility programs result in greater expenditure of both private sector and government resources 

to track, account for, and manage.  Moreover, targeting flexibilities toward specific technologies 

necessarily distorts the market, risking over-investment in inefficient directions and – unless the 

agencies can read the future with perfect accuracy – outmoded or cul-de-sac technologies.  By 

these means, the program creates an environment in which entities are encouraged to invest in 

such government-favored technologies and, unless those technologies are independently 

supported by market forces, encourage rent seeking in order to protect, preserve, and enhance 

profits that are parasitic on the distortions created by government mandate.  Unfortunately, this 

has been the experience with some of these CAFE and CO2 flexibility programs.  Further, to the 

extent that there is a market demand for vehicles with lower CO2 emissions and higher fuel 

economy, compliance flexibilities may create competitive disadvantages for some manufacturers 

if they become overly reliant on flexibilities rather than simply improving their vehicles to meet 

that market demand.     

In this document, comment is sought on a number of such identified flexibilities.  Advocates for 

the increased general availability of flexibilities often attempt to justify the selection of an 

apparently higher stringency option at a lower cost, despite not actually improving fuel economy 

                                                 
913

 Manufacturers are currently required by the state of California to produce certain percentages of their fleets with 

certain types of technologies, partly in order to help California meet self-imposed GHG reduction goals.  While 

many manufacturers publicly discuss their commitment to these technologies, consumer interest in them thus far 

remains low despite often-large financial incentives from both manufacturers and the federal and state governments 

in the form of tax credits.  It is questionable whether continuing to provide significant compliance incentives for 

technologies that consumers appear not to want is an efficient means to achieve either compliance or national goals 

(see, e.g., Congress’ phase-out of the AMFA dual-fueled vehicle incentive in EISA, 49 U.S.C. § 32906). 



 

1554 

 

or reducing real-world CO2 emissions compared to a lower stringency option with fewer 

flexibilities. Advocates for particular flexibilities often happen to coincide with manufacturers’ 

existing product plans, to the disadvantage of other manufacturers who might be pursuing other 

paths.  The beneficiaries of such flexibilities are often apparent from the nature of the request. 

Such approaches also result in rewarding automakers who invest in government-favored 

technological pathways, rather than being technology neutral and achieving less apparently 

stringent and more transparent standards. These market distortions also lead to an inefficient 

investment of resources and ultimately threaten to stymie economic growth as well as the 

innovation they are intended to spur.   

If standards are set at levels that are genuinely appropriate/maximum feasible, then the need for 

extensive compliance flexibilities should be low, if not absent.  Comment is sought on whether 

and how each agency’s existing flexibilities might be amended, revised, or deleted to avoid these 

potential negative effects.  Specifically, comment is sought on the appropriate level of 

compliance flexibility, including credit trading, in a program that is correctly designed to be both 

appropriate and feasible.  It is believed that well-designed standards do not require many 

compliance flexibilities and the agencies seek comment on allowing all incentive-based 

adjustments to expire except those that are mandated by statute, among other possible 

simplifications to reduce market distortion, improve program transparency and accountability, 

and improve overall performance of the compliance programs. 
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Table 14-1 - Credit mechanisms for overcompliance with standards 

 NHTSA EPA 

 Authority Current 

Program 

NPRM Authority Current 

Program 

NPRM 

Earning 49 U.S.C. 

32903(a) 

Yes, 

denominated 

in tenths of a 

mpg 

No change CAA 

202(a) 

Yes, 

denominated 

in g/mi 

No change 

"Carry-

forward" 

49 U.S.C. 

32903(a)(2) 

5 MYs into 

the future 

No change CAA 

202(a) 

5 MYs into 

the future 

(except MYs 

2010-2015 = 

credits may 

be carried 

forward 

through MY 

2021) 

seeking 

comment 

on 

extending 

carry-

forward 

beyond 5 

years or 

indefinitely 

"Carry-back" 

(AKA "deficit 

carry-

forward") 

49 U.S.C. 

32903(a)(1) 

3 MYs into 

the past 

No change CAA 

202(a) 

3 MYs into 

the past 

No change 

Transfer 49 U.S.C. 

32903(g) 

Up to 2 mpg 

per fleet; 

transferred 

credits may 

not be used 

to meet min 

DPC 

standard 

No change; 

seeking 

comment on 

Alliance/Global 

request to 

reconsider prior 

interpretation 

CAA 

202(a) 

Unlimited No change 

Trading 49 U.S.C. 

32903(f) 

Unlimited 

quantity; 

traded 

credits may 

not be used 

to meet min 

DPC 

standard 

No change; 

seeking 

comment on 

eliminating  

CAA 

202(a) 

Unlimited No change 
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Table 14-2 - Incentives that address gaps in compliance test procedures 

 NHTSA EPA 

 Authority Current 

Program 

NPRM Authority Current 

Program 

NPRM 

A/C 

efficiency 

 Allows mfrs 

to earn "fuel 

consumption 

improvement 

values" 

(FCIVs) 

equivalent to 

EPA credits 

starting in 

MY 2017 

No change; 

seeking 

comment on 

eliminating; 

seeking 

comment on 

Alliance/Global 

request to allow 

retroactive 

starting in MY 

2012 (propose 

to deny) 

CAA 

202(a) 

"Credits" for 

A/C 

efficiency 

improvements 

up to caps of 

5.0 g/mi for 

cars and 7.2 

g/mi for 

trucks 

Seeking 

comment on 

combining 

A/C efficiency 

and thermal 

technologies 

menu items; 

adding 

combined caps 

of 8 g/mi for 

cars and 11.5 

g/mi for trucks 

(currently 

capped under 

the off-cycle 

menu at 10 

g/mi)  

Off-cycle  Allows mfrs 

to earn "fuel 

consumption 

improvement 

values" 

(FCIVs) 

equivalent to 

EPA credits 

starting in 

MY 2017 

No change; 

seeking 

comment on 

eliminating; 

seeking 

comment on 

Alliance/Global 

request to allow 

retroactive 

starting in MY 

2012 (propose 

to deny) 

CAA 

202(a) 

"Menu" of 

pre-approved 

credits (~10), 

up to cap of 

10 g/mi for 

MY 2014 and 

beyond; other 

pathways 

require EPA 

approval 

through either 

5-cycle 

testing or 

through 

public notice 

and comment 

Seeking 

comment on 

expanding to 

include: 2 new 

techs for menu 

(high 

efficiency 

alternators and 

advanced A/C 

compressors), 

increasing cap 

to 15 g/mi, 

'streamlining' 

approval 

process, 

adding other 

techs to menu, 

updating menu 

values, 

allowing 

suppliers to 

seek approval 

(rather than 

just OEMs) 
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Table 14-3 - Incentives that encourage application of technologies 

 NHTSA EPA 

Pickup 

trucks 

 Allows mfrs 

to earn 

FCIVs 

equivalent 

to EPA 

credits 

starting in 

MY 2017 

No change; 

seeking 

comment on 

extending 

availability 

of incentive 

past current 

expiration 

date 

CAA 

202(a) 

10 g/mi for 

full-size 

pickups with 

mild hybrids 

OR 

overperforming 

target by 15% 

(MYs 2017-

2021); 20 g/mi 

for full-size 

pickups with 

strong hybrids 

OR 

overperforming 

target by 20% 

(MYs 2017-

2025) 

Seeking comment on 

extending/expanding 

incentives to all light 

trucks and to 

passenger cars 
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Table 14-4 - Incentives that encourage alternative fuel vehicles 

 NHTSA EPA 

Dedicated 

alternative fuel 

vehicle 

49 U.S.C. 

32905(a) 

and (c ) 

Fuel economy 

calculated 

assuming 

gallon of 

liquid/gaseous 

alt fuel = 0.15 

gallons of 

gasoline; for 

Evs, 

petroleum 

equivalency 

factor 

No 

change 

CAA 

202(a) 

Multiplier 

incentives for 

EVs, FCVs, 

NGVs (each 

vehicle counts 

as 2.0 

vehicles); each 

EV = 0 g/mi 

upstream 

emissions 

through MY 

2021 (then 

phases out 

based on per-

mfr production 

cap of 200k 

vehicles)  

Seeking comment on 

extending/expanding 

multipliers and on 

additional incentives 

for NGVs; seeking 

comment on 

extending 0 g/mi 

factor for upstream 

emissions 

Dual-fueled 

vehicles 

49 U.S.C. 

32905(b), 

(d), and 

(e); 

32906(a) 

Alt fuel 

operation FE 

calc as above 

through MY 

2019.  MY 

2020, will 

begin using 

the SAE 

"Utilify 

Factor" for 

actual 

potential use. 

Will continue 

0.15 incentive 

factor. 

no 

change 

CAA 

202(a) 

Multiplier 

incentives for 

PHEVs (each 

vehicle counts 

as 1.5 

vehicles ); 

electric 

operation = 0 

g/mi through 

MY 2021 (then 

phases out 

based on per-

mfr production 

cap of 200k 

vehicles)  

Seeking comment on 

extending/expanding 

multipliers and on 

additional incentives 

for NGVs; seeking 

comment on 

extending 0 g/mi 

Connected/ 

Automated 

Vehicles 

   CAA 

202(a) 

Mfrs can 

petition for off-

cycle credits 

Seeking comment on 

providing new 

incentives 

High octane 

fuel blends 

   CAA 

202(a) 

 Seeking comment on 

if and how EPA 

could support the 

production and use 

of higher octane 

gasoline consistent 

with Title II of the 

CAA 

 

It is further noted that compliance is a measure of how a manufacturer’s fleet performance 

compares to its individual compliance obligation, and is generally not a measure of how the 
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manufacturer’s fleet performance compares to other manufacturers’ fleets or to some industry-

wide number.
914

  This is because the standards are attribute-based, per Congress (in the case of 

CAFE, at least), rather than a single “flat” mpg or g/mi number which each manufacturer’s fleet 

must meet.  This means that a manufacturer can produce, for example, much larger-footprint 

vehicles than it was expected to produce when the standards (i.e., the curves) were set, and still 

be in compliance because its fleet performance is better than its compliance obligation given the 

footprints of the vehicles it ended up producing.  This also means that a manufacturer can 

produce plenty of small-footprint vehicles and still fall short of its compliance obligation, if 

enough of its vehicles fall below their targets and the manufacturer has no other way of making 

up the shortfall.  Whether the vehicles a manufacturer produces are large or small therefore has 

no impact on compliance – compliance depends, instead, on the performance of a manufacturer’s 

vehicles relative to their targets, averaged across the fleet as a whole. 

The following sections discuss NHTSA’s compliance and enforcement program, EPA’s 

compliance and enforcement program, and seek comment on a variety of options with respect to 

the compliance flexibilities currently available under each program.  More broadly, the agencies 

are taking the opportunity with this rulemaking to seek comment and suggestions relating to the 

current flexibilities allowed under the existing CAFE and tailpipe CO2 programs (including 

eliminating or expanding existing flexibilities).  The agencies also seek comment on several 

outstanding petitions relating to existing or newly-proposed flexibilities, and the current credit 

trading system. 

14.1 NHTSA Compliance and Enforcement 

NHTSA’s CAFE enforcement program is largely dictated by statute. As discussed earlier in this 

notice, each vehicle manufacturer is subject to separate CAFE standards for passenger cars and 

light trucks, and for the passenger car standards, a manufacturer’s domestically-manufactured 

and imported passenger car fleets are required to comply separately.
915

  Additionally, 

domestically-manufactured passenger cars are subject to the statutory minimum standard.
916

 

EPA calculates the fuel economy level of each fleet produced by each manufacturer, and 

transmits that information to NHTSA;
917

 that calculation includes adjustments to the fuel 

economy of individual vehicles depending on whether they have certain incentivized 

                                                 
914

 The exception is the CAFE program’s minimum standard for domestically-manufactured passenger cars, see 

Section III and V above and 49 U.S.C. § 32902. 
915

 49 U.S.C. § 32904(b). 
916

 49 U.S.C. § 32902(b)(4). 
917

 49 U.S.C. § 32904(c)-(e). EPCA granted EPA authority to establish fuel economy testing and calculation 

procedures; EPA uses a two-year early certification process to qualify manufacturers to start selling vehicles, 

coordinates manufacturer testing throughout the model year, and validates manufacturer-submitted final test results 

after the close of the model year. 
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technologies.
918

  Manufacturers also report early product projections to NHTSA per EPCA’s 

reporting requirements, and NHTSA relies upon both this manufacturer data and EPA-validated 

data to conduct its own enforcement of the CAFE program. NHTSA also periodically releases 

public reports through its CAFE Public Information Center (PIC) to share recent CAFE program 

data.
919

 

NHTSA then determines the manufacturer’s compliance with each applicable standard and 

notifies manufacturers if any of their fleets have fallen short. Manufacturers have the option of 

paying civil penalties on any shortfall, or can submit credit plans to NHTSA. Credits can either 

be earned or purchased, and can be used either in the year they were earned or in several years 

prior and following, subject to various statutory constraints.  

EPCA and EISA specify several flexibilities that are available to help manufacturers comply 

with CAFE standards. Some flexibilities are defined by statute – for example, while Congress 

required that NHTSA allow manufacturers to transfer credits earned for over-compliance from 

their car fleet to their truck fleet and vice versa, Congress also limited the amount by which 

manufacturers could increase their CAFE levels using those transfers.
920

  NHTSA believes 

Congress balanced the energy-saving purposes of the statute against the benefits of certain 

flexibilities and incentives and intentionally placed some limits on certain statutory flexibilities 

and incentives. NHTSA has done its best in crafting the credit transfer and trading regulations 

authorized by EISA to ensure that total fuel savings are preserved when manufacturers exercise 

their statutorily-provided compliance flexibilities. 

NHTSA and EPA have previously developed other compliance flexibilities for the CAFE 

program under EPA’s EPCA authority to calculate manufacturer’s fuel economy levels. As 

finalized in the 2012 final rule for MYs 2017 and beyond, EPA provides manufacturers “credits” 

under EPA’s program and fuel economy “adjustments” or “improvement values” under 

NHTSA’s program for: (1) technologies that cannot be measured on the two-cycle test 

procedure, i.e., “off-cycle” technologies; and (2) air conditioning (A/C) efficiency improvements 

that also improve fuel economy that cannot be measured on the two-cycle test procedure. 

Additionally, the programs give manufacturers compliance incentives for utilizing “game 

changing” technologies on pickup trucks, such as pickup truck hybridization.    

The following sections outline how NHTSA determines whether manufacturers are in 

compliance with the CAFE standards for each model year, and how manufacturers may use 

compliance flexibilities to comply, or address non-compliance by paying civil penalties. As 

mentioned above, some compliance flexibilities are prescribed by statute and some are 
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 For example, alternative fueled vehicles get special calculations under EPCA (49 U.S.C. §§ 32905-32906), and 

fuel economy levels can also be adjusted to reflect air conditioning efficiency and “off-cycle” improvements, as 

discussed below. 
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920
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implemented through EPA’s EPCA authority to measure fuel economy, such as fuel 

consumption improvement values for air conditioning efficiency and off-cycle technologies. This 

proposal includes language updating and clarifying existing regulatory text in this area. 

Comment is sought on these changes, as well as on the general efficacy of these flexibilities and 

their role in the fuel economy and GHG programs.  

Moreover, the following sections explain how manufacturers submit data and information to the 

agency – NHTSA is proposing to implement a new standardized template for manufacturers to 

use to submit CAFE data to the agency, as well as standardized templates for reporting credit 

transactions. Additionally, NHTSA is proposing to add requirements that specify the precision of 

the fuel savings adjustment factor in 49 CFR 536.4. These new proposals are intended to 

streamline reporting and data collection from manufacturers, in addition to helping the agency 

use the best available data to inform CAFE program decision making.  

Finally, NHTSA provides an overview of CAFE compliance data for MYs 2011 through 2018 to 

demonstrate how manufacturers have responded to the progressively increasing CAFE standards 

for those years.  NHTSA believes that providing this data is important because it gives the public 

a better understanding of current compliance trends and the potential impacts that CAFE 

compliance in those model years may have on the future model years addressed by this 

rulemaking. 

This is, of course, only an overview description of CAFE compliance.  NHTSA also granted a 

petition for rulemaking in 2016 requesting a number of changes to compliance-related topics.
921

  

The responses to those requests are discussed below.  In general, there is a tentatively decision to 

deny most of the Alliance and Global’s requests, as discussed in the sections that follow.  

Comment is sought on these tentative decisions, including what impact granting any of these 

individual requests could have on effective stringency and compliance pathways.   

14.1.1 Light Duty CAFE 

14.1.1.1 How does NHTSA Determine Compliance 

14.1.1.1.1 Manufacturers Submit Data to NHTSA and EPA Facilities CAFE Testing 

 

EPCA, as amended by EISA, requires a manufacturer to submit reports to the Secretary of 

Transportation explaining whether the manufacturer will comply with an applicable CAFE 

standard for the model year for which the report is made; the actions a manufacturer has taken or 

intends to take to comply with the standard; and other information the Secretary requires by 
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regulation.
922

  A manufacturer must submit a report containing the above information during the 

30-day period before the beginning of each model year, and during the 30-day period beginning 

the 180th day of the model year.
923

  When a manufacturer decides it is unlikely to comply with 

its CAFE standard, the manufacturer must report additional actions it intends to take to comply 

and include a statement about whether those actions are sufficient to ensure compliance.
924

  

To implement these reporting requirements, NHTSA issued 49 CFR Part 537, “Automotive Fuel 

Economy Reports,” which specifies three types of CAFE reports that manufacturers must submit 

to comply. Manufacturers must first submit a pre-model year (PMY) report containing a 

manufacturer’s projected compliance information for that upcoming model year. The PMY 

report must be submitted before December 31st of the calendar year prior to the corresponding 

model year. Manufacturers must then submit a mid-model year (MMY) report containing 

updated information from manufacturers based upon actual and projected information known 

midway through the model year. The MMY report must be submitted by July 31st of the given 

model year.  Finally, manufacturers must submit a supplementary report anytime the 

manufacturer needs to correct previously submitted information.  

Manufacturers submit both non-confidential and confidential versions of CAFE reports to 

NHTSA. Confidential reports differ in that they include estimated production sales information 

that is withheld from public disclosure to protect each manufacturer’s competitive sales 

strategies. 

Manufacturer reports include information on light-duty automobiles and medium-duty passenger 

vehicles for each model year, and describe projected and actual fuel economy standards, fuel 

economy performance values, production volumes, information on vehicle design features (e.g., 

engine displacement and transmission class), and other vehicle attribute characteristics (e.g., 

track width, wheelbase, and other off-road features for light trucks). Beginning with MY 2017, 

manufacturers may also provide projected information on any air-conditioning (A/C) systems 

with improved efficiency, off-cycle technologies (e.g., stop-start systems), and any 

hybrid/electric full-size pickup truck technologies used each model year to calculate the average 

fuel economy specified in 40 CFR 600.510-12(c). Manufacturers identify the makes and model 

types
925

equipped with each technology, which compliance category those vehicles belong to, and 

the associated fuel economy adjustment value for each technology. In some cases, NHTSA may 

require manufacturers to provide supplemental information to justify or explain the benefits of 

these technologies.  NHTSA requires manufacturers to provide detailed information on the 

model types using these technologies to gain fuel economy benefits.  These details are necessary 
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to facilitate NHTSA’s technical analyses and to ensure the agency can perform random 

enforcement audits when necessary.    

NHTSA uses PMY, MMY, and supplemental reports to help the agency and manufacturers 

anticipate potential compliance issues as early as possible, and help manufacturers plan 

compliance strategies. NHTSA also uses the reports for auditing purposes, which helps 

manufacturers correct errors prior to the end of the model year and accordingly, submit accurate 

final reports to EPA. Additionally, NHTSA issues public reports twice a year that provide a 

summary of manufacturers’ final and projected fleet fuel economy performances values. 

Throughout the model year, NHTSA also conducts vehicle testing as part of its footprint 

validation program, to confirm the accuracy of track width and wheelbase measurements 

submitted in manufacturer’s reports.
926

  This helps the agency better understand how 

manufacturers may adjust vehicle characteristics to change a vehicle’s footprint measurement, 

and thus its fuel economy target.  

NHTSA ultimately determines a manufacturer’s compliance based on CAFE data EPA receives 

in final model year reports. EPA verifies the information, accounting for NHTSA and EPA 

testing, and forwards the information to NHTSA. A manufacturer’s final model year report must 

be submitted to EPA no later than 90 days after December 31st of the model year.  

14.1.1.1.2 Proposed Changes to CAFE Reporting Requirements 

 

NHTSA is proposing changes to CAFE reporting requirements with the intent to streamline 

reporting and data collection from manufacturers, in addition to helping the agency use the best 

available data to inform CAFE program decision-making.  The agency requests comments on the 

following reporting requirements.  

14.1.1.1.2.1 Standardized CAFE Report Template 

 

In a 2015 rulemaking, NHTSA proposed to amend 49 CFR Part 537 to require a new data format 

for light-duty vehicle CAFE reports.
927

  NHTSA introduced a new standardized template for 

collecting manufacturer’s CAFE information under 49 CFR 537.7(b) and (c) in order to ensure 

the accuracy and completeness of data collected and to better align with the final data provided 

to EPA. NHTSA explained that for MYs 2013-2015, most manufacturer reports NHTSA 
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received did not conform to all of the requirements specified in 49 CFR Part 537. For example, 

NHTSA identified several instances where manufacturers’ CAFE reports included “yes” or “no” 

values in response to requests for a vehicle’s numerical ground clearance values.  

Some manufacturers contend that the changes in reporting requirements may be one source of 

confusion. NHTSA is aware that manufacturers seem to be confused about what footprint data is 

required because of the modification to the base tire definition
928

 in the 2012 final rule for MYs 

2017 and beyond. Specifically, these manufacturers fail to understand the required reporting 

information for model types based upon footprint values. Beginning in MY 2013, manufacturers 

were to provide attribute-based target standards in consideration of the change in the base tire 

definition for each unique model type and footprint combination of the manufacturer’s 

automobiles. NHTSA has found cases where manufacturers did not aggregate their model types 

by each unique footprint combination. Likewise, NHTSA found other errors in manufacturers’ 

vehicle information submissions. A review of the MY 2015 PMY reports showed that several 

manufacturers provided the required information incorrectly. 

Problems with inaccurate or missing data have become an even greater issue for manufacturers 

planning to use the new procedures for A/C efficiency and off-cycle technologies, and incentives 

for advanced full-sized pickup trucks.
929

  Manufacturers seeking to take advantage of the new 

procedures and incentives must provide information on the model types equipped with the 

technologies. However, NHTSA has identified and contacted several manufacturers that have 

failed to submit the required information in their 2017 and 2018 PMY reports.  

Therefore, as part of this rulemaking, NHTSA is proposing to adopt a standardized template for 

reporting all required data for PMY, MMY, and supplemental CAFE reports. The template will 

be available through the CAFE Public Information Center (PIC) website. NHTSA is also 

proposing to make the PMY and MMY reports exactly the same; many manufacturers already 

submit PMY reports and then update the MMY reports with the same type of information. 

NHTSA believes that this approach will further simplify reporting for manufacturers. Further, 

NHTSA is expanding its CAFE reporting requirements for manufacturers to provide additional 

vehicle descriptors, common EPA carline codes, and more information on emerging 

technologies. Additional data columns will be included in the reporting template for 

manufacturers to identify these emerging technologies. 

NHTSA believes adopting a standardized template will ensure manufacturers provide the agency 

with all the necessary data in a simpler, compliant format. The template would organize the 

required data in a standardized and consistent manner, adopt formats for values consistent with 

those provided to EPA, and calculate manufacturer’s target standards.  This will also help 

NHTSA code CAFE electronic data for use in the agency’s electronic database system. Overall, 
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these changes are anticipated to drastically reduce manufacturer and government burden for 

reporting under both EPCA/EISA and the Paperwork Reduction Act.
930

 

NHTSA seeks comment on the use of a standardized reporting template, or on any possible 

changes to the proposed standardized template, which is located in NHTSA’s docket for review. 

Information on fuel consumption improvement technologies (i.e., off-cycle) in the template will 

be collected at the vehicle model type level.  NHTSA plans to revise the template as part of the 

Paperwork Reduction Act process. 

14.1.1.1.2.2 Standardized Credit Trade Documents 

 

A credit trade is defined in 49 CFR 536.3 as the receipt by NHTSA of an instruction from a 

credit holder to place its credits in the account of another credit holder. Traded credits are moved 

from one credit holder to the recipient credit holder within the same compliance category for 

which the credits were originally earned. If a credit has been traded to another credit holder and 

is subsequently traded back to the originating manufacturer, it will be deemed not to have been 

traded for compliance purposes.  NHTSA does not administer trade negotiations between 

manufacturers and when a trade document is received the agreement must be issued jointly by 

the current credit holder and the receiving party.  NHTSA does not settle contractual or payment 

issues between trading manufacturers.  

NHTSA created its CAFE database to maintain credit accounts for manufacturers and to track all 

credit transactions.  Credit accounts consist of a balance of credits in each compliance category 

and vintage held by the holder.  While maintaining accurate credit records is essential, it has 

become a challenging task for the agency given the recent increase in credit transactions. 

Manufacturers have requested NHTSA approve trade or transfer requests not only in response to 

end-of-model year shortfalls, but also during the model year when purchasing credits to bank for 

future model years.  

To reduce the burden on all parties, encourage compliance, and facilitate quicker NHTSA credit 

transaction approval, the agency is proposing to add a required template to standardize the 

information parties submit to NHTSA in reporting a credit transaction.  Presently, manufacturers 

are inconsistent in submitting the information required by 49 CFR 536.8, creating difficulty for 

NHTSA in processing transactions.  The template NHTSA is proposing is a simple spreadsheet 

that trading parties fill out.  When completed, parties will be able to click a button on the 

spreadsheet to generate a transaction letter for the parties to sign and submit to NHTSA, along 
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with the spreadsheet.  Using this template simplifies the credit transaction process, and ensures 

that trading parties are following the requirements for a credit transaction in 49 CFR 536.8(a).
931

   

Additionally, the template includes an acknowledgement of the fraud/error provisions in 49 CFR 

536.8(f), and the finality provisions of 49 CFR 536.8(g).  NHTSA seeks comment on this 

approach, as well as on any changes to the template that may be necessary to better facilitate 

manufacturer credit transaction requests. The agency’s proposed template is located in NHTSA’s 

docket for review.  The finalized template would be available on the CAFE PIC site for 

manufacturers to use. 

14.1.1.1.2.3  Credit Transaction Information  

 

Though entities are permitted to trade CAFE credits, there is limited public information available 

on credit transactions.
932

  As discussed earlier, NHTSA maintains an online CAFE database with 

manufacturer and fleetwide compliance information that includes year-by-year accounting of 

credit balances for each manufacturer.  While NHTSA maintains this database, the agency’s 

regulations currently state that it does not publish information on individual transactions,
933

 and 

historically, NHTSA has not required trading entities to submit information regarding the 

compensation (whether financial, or in terms of other credits) manufacturers receive in exchange 

for credits.
934

  Thus, NHTSA’s public database offers sparse information to those looking to 

determine the value of a credit.   

The lack of information regarding credit transactions means entities wishing to trade credits have 

little, if any, information to determine the value of the credits they seek to buy or sell.  It is 

widely assumed that the civil penalty for noncompliance with CAFE standards largely 

determines the value of a credit, because it is logical to assume that manufacturers would not 

purchase credits if it cost less to pay noncompliance penalties instead, but it is unknown how 

other factors affect the value.  For example, a credit nearing the end of its five-model-year 

lifespan would theoretically be worth less than a credit with its full five-model-year lifespan 

remaining.  In the latter case, the credit holder would value the credit more, as it can be used for 

a longer period of time.   

In the interest of facilitating a transparent, efficient credit trading market, NHTSA is considering 

modifying its regulations to require trading parties to submit the amount of compensation 
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exchanged for credits, in addition to the parties trading and the number of credits traded in a 

transaction.  NHTSA is considering amending its regulations to permit the agency to publish 

information on these specific transactions.  NHTSA seeks comment on requiring these 

disclosures when trades occur. 

14.1.1.1.2.4 Precision of the CAFE Credit Adjustment Factor 

 

EPCA, as amended by EISA, required the Secretary of Transportation to establish an adjustment 

factor to ensure total oil savings are preserved when manufacturers trade credits.
935

  The 

adjustment factor applies to credits traded between manufacturers and to credits transferred 

across a manufacturer’s compliance fleets.  

In establishing the adjustment factor, NHTSA did not specify the exact precision of the output of 

the equation in 49 CFR 536.4(b). NHTSA’s standard practice has been round to the nearest four 

decimal places (e.g., 0.0001) for the adjustment factor. However, in the absence of a regulatory 

requirement, many manufacturers have contacted NHTSA for guidance, and NHTSA has had to 

correct several credit transaction requests. In some instances, manufacturers have had to revise 

signed credit trade documents, and submit additional trade agreements to properly address credit 

shortages.  

NHTSA is proposing to add requirements to 49 CFR 536.4 specifying the precision of the 

adjustment factor by rounding to four decimal places (e.g., 0.0001). NHTSA has also included 

equations for the adjustment factor in its proposed credit transaction report template, mentioned 

above, with the same level of precision. NHTSA seeks comment on this approach. 

14.1.1.1.3 NHTSA Then Analyzes EPA-Certified CAFE Values for Compliance 

 

After manufacturers complete certification testing and submit their final compliance values to 

EPA, EPA verifies the data and issues final CAFE reports to manufacturers and NHTSA. 

NHTSA then identifies the manufacturers’ compliance categories (i.e., domestic passenger car, 

imported passenger car, and light truck fleets) that do not meet the applicable CAFE standards. 

NHTSA uses EPA-verified data to compare fleet average standards with actual fleet performance 

values in each compliance category. Each vehicle a manufacturer produces has a fuel economy 

target based on its footprint (footprint curves are discussed above in Section II.C), and each 

compliance category has a CAFE standard measured in miles per gallon (mpg).  If a vehicle 

exceeds its target, it is a “credit generator,” if it falls short of its target, it is a “credit loser.” 

Averaging these vehicles across a compliance category, accounting for volume, equals a fleet 

average.  A manufacturer complies with NHTSA’s fuel economy standard if its fleet average 
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performance is greater than or equal to its required standard, or if it is able to use available 

compliance flexibilities, described below in Section X.B.1.e., to resolve any shortfall.  

If the average fuel economy level of the vehicles in a compliance category falls below the 

applicable fuel economy standard, NHTSA provides written notification to the manufacturer that 

it has not met that standard. The manufacturer is required to confirm the shortfall and must either 

submit a plan indicating how it will allocate existing credits, or if it does not have sufficient 

credits available in that fleet, how it will earn, transfer and/or acquire credits, or pay the 

appropriate civil penalty. The manufacturer must submit a credit allocation plan or payment 

within 60 days of receiving agency notification.  

NHTSA approves a credit allocation plan unless it finds the proposed credits are unavailable or 

that it is unlikely that the plan will result in the manufacturer earning sufficient credits to offset 

the projected shortfall. If a plan is approved, NHTSA revises the manufacturer’s credit account 

accordingly. If a plan is rejected, NHTSA notifies the manufacturer and requests a revised plan 

or payment of the appropriate penalty. Similarly, if the manufacturer is delinquent in submitting 

a response within 60 days, NHTSA takes action to immediately collect a civil penalty. If 

NHTSA receives and approves a manufacturer’s plan to carryback future earned credits within 

the following three years in order to comply with current regulatory obligations, NHTSA will 

defer levying fines for non-compliance until the date(s) when the manufacturer’s approved plan 

indicates that the credits will be earned or acquired to achieve compliance. If the manufacturer 

fails to acquire or earn sufficient credits by the plan dates, NHTSA will initiate non-compliance 

proceedings.
936

 

In the event that a manufacturer does not comply with a CAFE standard even after the 

consideration of credits, EPCA provides that the manufacturer is liable for a civil penalty.
937

  

Presently, this penalty rate is set at $5.50 for each tenth of a mpg that a manufacturer’s average 

fuel economy falls short of the standard for a given model year multiplied by the total volume of 

those vehicles in the affected compliance category manufactured for that model year.
938

  All 

penalties are paid to the U.S. Treasury and not to NHTSA itself. 

14.1.1.1.4 Civil Penalties for Non-Compliance 
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A manufacturer is liable to the Federal government for a civil penalty if it does not comply with 

its applicable average fuel economy standard, after considering credits available to the 

manufacturer.
939

 

As previously mentioned, the potential civil penalty rate is currently $5.50 for each tenth of a 

mpg that a manufacturer’s average fuel economy falls short of the average fuel economy 

standard for a model year, multiplied by the total volume of those vehicles in the compliance 

category. 

𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝐶𝑖𝑣𝑖𝑙 𝑃𝑒𝑛𝑎𝑙𝑡𝑦

= $5.50 × (𝐴𝑣𝑔. 𝐹𝐸 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 − 𝐴𝑣𝑔. 𝐹𝐸 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑)  × 10 

×  𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 

Since the inception of the CAFE program, NHTSA has collected a total of $890,427,578 in 

CAFE civil penalty payments. Generally, import manufacturers have paid significantly more in 

civil penalties than domestic manufacturers, with the majority of payments made by import 

manufacturers for passenger cars and not light trucks. Import passenger car manufacturers paid a 

total of $890,057,188 in CAFE fines while domestic manufacturers paid a total of $370,390.  

Prior to the CAFE credit trade and transfer program, several manufacturers opted to pay civil 

penalties instead of complying with CAFE standards. Since NHTSA introduced trading and 

transferring, manufacturers have largely traded or transferred credits in lieu of paying civil 

penalties. NHTSA assumes that buying and selling credits is a more cost-effective strategy for 

manufacturers than paying civil penalties, in part because it seems logical that the price of a 

credit is directly related to the civil penalty rate and decreases as a credit life diminishes.
940

  Prior 

to trading and transferring, on average, manufacturers paid $29,075,899 in civil penalty 

payments annually (a total of $814,125,176 from model years 1982 to 2010). Since trading and 

transferring, manufacturers now pay an annual average of $15,260,480 each model year. The 

agency notes that five manufacturers have paid civil penalties since 2011 totaling $76,302,402, 

and no civil penalty payments were made in 2015. However, over the next several years, as 

stringency increases, manufacturers are expected to have challenges with CAFE standard 

compliance. 

 

14.1.1.1.5 What compliance flexibilities and incentives are currently available under the 

CAFE program and how do manufacturers use them? 
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14.1.1.1.5.1 Emergency and low engorcement vehicles 

 

Under EPCA, manufacturers are allowed to exclude emergency vehicles from their CAFE 

fleet
941

 and all manufacturers that produce emergency vehicles have historically done so. 

NHTSA is not proposing any changes to this exclusion. 

14.1.1.1.5.2 Small Volume Manufacturers 

 

Per 49 U.S.C. 32902(d), NHTSA established requirements for exempted small volume 

manufacturers in 49 CFR part 525, “Exemptions from Average Fuel Economy Standards.”  The 

small volume manufacturer exemption is available for any manufacturer whose projected or 

actual combined sales (whether in the United States or not) are fewer than 10,000 passenger 

automobiles in the model year two years before the model year for which the manufacturer seeks 

to comply. The manufacturer must submit a petition with information stating that the applicable 

CAFE standard is more stringent than the maximum feasible average fuel economy level that the 

manufacturer can achieve. NHTSA must then issue by Federal Register notice an alternative 

average fuel economy standard for the passenger automobiles manufactured by the exempted 

manufacturer. The alternative standard is the maximum feasible average fuel economy level for 

the manufacturers to which the alternative standard applies.  NHTSA is not proposing any 

changes to the small volume manufacturer provision or alternative standards regulations in this 

rulemaking.  

14.2 What compliance flexibilities and incentives are currently available under the 

CAFE program and how manufacturers use them?  

There are several compliance flexibilities that manufacturers can use to achieve compliance with 

CAFE standards beyond applying fuel economy-improving technologies. Some compliance 

flexibilities are statutorily mandated by Congress through EPCA and EISA, specifically program 

credits, including the ability to carry-forward, carry-back, trade and transfer credits, and special 

fuel economy calculations for dual- and alternative-fueled vehicles (discussed in turn, below). 

However, 49 U.S.C. 32902(h) expressly prohibits NHTSA from considering the availability of 

statutorily-established credits (either for building dual- or alternative-fueled vehicles or from 

accumulated transfers or traders) in determining the level of the standards. Thus, NHTSA may 

not raise CAFE standards because manufacturers have enough of those credits to meet higher 

standards. This is an important difference from EPA’s authority under the CAA, which does not 

contain such a restriction, and which flexibility EPA has assumed in the past in determining 

appropriate levels of stringency for its program. 
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NHTSA also promulgated compliance flexibilities in response to EPA’s exercise of discretion 

under its EPCA authority to calculate fuel economy levels for individual vehicles and for fleets. 

These compliance flexibilities, which were first introduced in the 2012 rule for MYs 2017 and 

beyond, include air conditioning efficiency improvement and “off cycle” adjustments, and 

incentives for advanced technologies in full size pick-up trucks, including incentives for mild 

and strong hybrid electric full-size pickup trucks and performance-based incentives in full-size 

pickup trucks.  As explained above, the NPRM seeks comment on all of these adjustments and 

incentives. 

14.2.1 Program Credits and Credit Trading  

Generating, trading, transfer, and applying CAFE credits is fundamentally governed by statutory 

mandates defined by Congress. As discussed above in Section X.B.1., program credits are 

generated when a vehicle manufacturer’s fleet over-complies with its determined standard for a 

given model year, meaning its vehicle fleet achieved a higher corporate average fuel economy 

value than the amount required by the CAFE program for that model year. Conversely, if the 

fleet average CAFE level does not meet the standard, the fleet would incur debits (also referred 

to as a shortfall). A manufacturer whose fleet generates credits in a given model year has several 

options for using those credits, including credit carry-back, credit carry-forward, credit transfers, 

and credit trading. 

Credit “carry-back” means that manufacturers are able to use credits to offset a deficit that had 

accrued in a prior model year, while credit “carry-forward” means that manufacturers can bank 

credits and use them towards compliance in future model years. EPCA, as amended by EISA, 

requires NHTSA to allow manufacturers to carry back credits for up to three model years, and to 

carry forward credits for up to five model years.
942

  EPA also follows these same limitations 

under its GHG program.
943

 

Credit “transfer” means the ability of manufacturers to move credits from their passenger car 

fleet to their light truck fleet, or vice versa. As part of the EISA amendments to EPCA, NHTSA 

was required to establish by regulation a CAFE credit transferring program, now codified at 49 

CFR part 536, to allow a manufacturer to transfer credits between its car and truck fleets to 

achieve compliance with the standards. For example, credits earned by overcompliance with a 

manufacturer’s car fleet average standard could be used to offset debits incurred because of that 

manufacturer’s not meeting the truck fleet average standard in a given year. However, EISA 

imposed a cap on the amount by which a manufacturer could raise its CAFE standards through 

transferred credits: 1 mpg for MYs 2011-2013; 1.5 mpg for MYs 2014-2017; and 2 mpg for 

                                                 
942

 49 U.S.C. 32903(a). 
943

 As part of its 2017-2025 GHG program final rulemaking, EPA did allow a one-time CO2 carry-forward beyond 5 

years, such that any credits generated from MYs 2010 through 2016 will be able to be used to comply with light 

duty vehicle GHG standards at any time through MY 2021. 
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MYs 2018 and beyond.
944

  These statutory limits will continue to apply to the determination of 

compliance with the CAFE standards. EISA also prohibits the use of transferred credits to meet 

the minimum domestic passenger car fleet CAFE standard.
945

   

In their 2016 petition for rulemaking, the Alliance of Automobile Manufacturers and Global 

Automakers (Alliance/Global or Petitioners) asked NHTSA to amend the definition of “transfer” 

as it pertains to compliance flexibilities.
946

  In particular, Alliance/Global requested that NHTSA 

add text to the definition of “transfer” stating that the statutory transfer cap in 49 U.S.C. 

32903(g)(3) applies when the credits are transferred. Alliance/Global assert that adding this text 

to the definition is consistent with NHTSA’s prior position on this issue.   

In the 2012-2016 final rule, NHTSA stated:  

NHTSA interprets EISA not to prohibit the banking of transferred credits for use in later 

model years. Thus, NHTSA believes that the language of EISA may be read to allow 

manufacturers to transfer credits from one fleet that has an excess number of credits, 

within the limits specified, to another fleet that may also have excess credits instead of 

transferring only to a fleet that has a credit shortfall. This would mean that a 

manufacturer could transfer a certain number of credits each year and bank them, and 

then the credits could be carried forward or back ‘without limit’ later if and when a 

shortfall ever occurred in that same fleet.
947

 

Following that final rule, NHTSA clarified via interpretation that the transfer cap from EISA 

does not limit how many credits may be transferred in a given model year; but it does limit the 

application of transferred credits to a compliance category in a model year.
948

  “Thus, 

manufacturers may transfer as many credits into a compliance category as they wish, but 

transferred credits may not increase a manufacturer’s CAFE level beyond the statutory limits.”
949

 

NHTSA believes the transfer caps in 49 U.S.C. 32903(g)(3) are still properly read to limit the 

application of credits in excess of those values. NHTSA understands that the language in the 

2012-2016 final rule could be read to suggest that the transfer cap applies at the time credits are 

transferred.  However, NHTSA believes its subsequent interpretation—that the transfer cap 

applies at the time the credits are used—is a more appropriate, plain language reading of the 

                                                 
944

 49 U.S.C. 32903(g)(3). 
945

 49 U.S.C. 32903(g)(4). 
946

 Auto Alliance and Global Automakers Petition for rulemaking on Corporate Average Fuel Economy (June 20, 

2016) at 13.  
947

 75 FR 25666 (May 7, 2010).  
948

 See, letter from O. Kevin Vincent, Chief Counsel, NHTSA to Tom Stricker, Toyota (July 5, 2011).  Available 

online at https://isearch.nhtsa.gov/files/10-004142%20--

%20Toyota%20CAFE%20credit%20transfer%20banking%20--

%205%20Jul%2011%20final%20for%20signature.htm (last accessed April 18, 2018).   
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statute.  While manufacturers have approached NHTSA with various interpretations that would 

allow them to circumvent the EISA transfer cap, NHTSA believes it is improper to ignore a 

transfer cap Congress clearly articulated.  Therefore, NHTSA proposes to deny 

Alliance/Global’s petition to revise the definition of “transfer” in 49 CFR 536.3.  

Credit “trading” means the ability of manufacturers to sell credits to, or purchase credits from, 

one another. EISA allowed NHTSA to establish by regulation a CAFE credit trading program, 

also now codified at 49 CFR Part 536, to allow credits to be traded between vehicle 

manufacturers. EISA also prohibits manufacturers from using traded credits to meet the 

minimum domestic passenger car CAFE standard.
950

   

Under 49 CFR Part 536, credit holders (including, but not limited to manufacturers) have credit 

accounts with NHTSA where they can, as outlined above, hold credits, use them to achieve 

compliance with CAFE standards, transfer credits between compliance categories, or trade them. 

A credit may also be cancelled before its expiration date, if the credit holder so chooses. Traded 

and transferred credits are subject to an “adjustment factor” to ensure total oil savings are 

preserved, as required by EISA. EISA also prohibits credits earned before MY 2011 from being 

traded or transferred.   

As discussed above, NHTSA is concerned with the potential for compliance flexibilities to have 

market-distorting unintended consequences.  Given that the credit trading program is optional 

under EISA, we seek comment on whether the credit trading provisions in 49 CFR part 536 

should cease to apply beginning in MY 2022. 

14.2.1.1 Fuel Savings Adjustment Factor  

Under NHTSA’s credit trading regulations, a fuel savings adjustment factor is applied when 

trading occurs between manufacturers, but not when a manufacturer carries credits forward or 

carries back credits within their own fleet. The Alliance/Global requested that NHTSA require 

manufacturers to apply the fuel savings adjustment factor when credits are carried forward or 

carried back within the same fleet, including for existing, unused credits.  

Per EISA, total oil savings must be preserved in NHTSA’s credit trading program.
951

  The 

provisions for credit transferring within a manufacturer’s fleet
952

 do not include the same 

requirement, however, NHTSA prescribed a fuel savings adjustment factor that applies to both 
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 49 U.S.C. 32903(f)(2). 
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 49 U.S.C. 32903(f)(1).  
952

 49 U.S.C. 32903(g). 
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credit trades between manufacturers and credit transfers between a manufacturer’s compliance 

fleets.
953

  

When NHTSA initially considered the preservation of oil savings, the agency explained how one 

credit is not necessarily equal to another. For example, the fuel savings lost if the average fuel 

economy of a manufacturer falls one-tenth of an mpg below the level of a relatively low standard 

are greater than the average fuel savings gained by raising the average fuel economy of a 

manufacturer one-tenth of a mpg above the level of a relatively high CAFE standard.
954

  The 

effect of applying the adjustment factor is to increase the value of credits earned for exceeding a 

relatively low CAFE standard for credits that are intended to be applied to a compliance category 

with a relatively high CAFE standard, and to decrease the value of credits earned for exceeding a 

relatively high CAFE standard for credits that are intended to be applied to a compliance 

category with a relatively low CAFE standard. 

Alliance/Global stated that while carry forward and carry back credits have been used for many 

years, the CAFE standards did not change during the Congressional CAFE freeze, meaning 

credits earned during those years were associated with the same amount of fuel savings from 

year to year.
955

  Alliance/Global suggest that because there is no longer a Congressional CAFE 

freeze, NHTSA should apply the adjustment factor when moving credits within a manufacturer’s 

fleet.  

NHTSA has tentatively decided to deny Alliance/Global’s request to apply the fuel savings 

adjustment factor to credits that are carried forward or carried back within the same fleet, to the 

extent that the request would impact credits carried forward or backward retroactively within 

manufacturer’s compliance fleets (i.e., credits that were generated prior to MY 2021, when this 

rule takes effect). NHTSA has tentatively determined that applying the adjustment factor to 

credits earned in model years past would be inequitable. Manufacturers planned compliance 

strategies based, at least in part, on how credits could be carried forward and backward, 

including the lack of an adjustment factor when credits are carried forward or backward within 

the same fleet. Thus, retroactively stating that manufacturers must apply the adjustment factor in 

this situation could disadvantage certain manufacturers, and result in windfalls for other 

manufacturers.   

                                                 
953

 See 49 CFR 536.5. See also 74 FR 14430 (Per NHTSA’s final rule for MY 2011 Average Fuel Economy 

Standards for Passenger Cars and Light Trucks, “There is no other clear expression of congressional intent in the 

text of the statute suggesting that NHTSA would have authority to adjust transferred credits, even in the interest of 
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954

 74 FR 14432. 
955

 Auto Alliance and Global Automakers Petition for rulemaking on Corporate Average Fuel Economy (June 20, 

2016) at 10.  
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However, the NPRM seeks comment on whether the agency should apply the fuel savings 

adjustment factor to credits that are carried forward or carried back within the same fleet 

beginning with MY 2021. 

14.2.1.2 VMT Estimates for Fuel Savings Adjustment Factor 

NHTSA uses a vehicle miles traveled (VMT) estimate as part of its fuel savings adjustment 

equation to ensure that when traded or transferred credits are used, fuel economy credits are 

adjusted to ensure fuel oil savings is preserved.
956

  For model years 2017-2025, NHTSA 

finalized VMT values of 195,264 miles for passenger car credits, and 225,865 miles for light 

truck credits.
957

  These VMT estimates harmonized with those used in EPA’s GHG program. For 

model years 2011-2016, NHTSA estimated different VMTs by model year.  

Alliance/Global requested that NHTSA apply fixed VMT estimates to the fuel savings 

adjustment factor for MYs 2011-2016, similar to how NHTSA handles MYs 2017-2021. 

NHTSA rejected a similar request from the Alliance in the 2017 and later rulemaking, citing lack 

of scope, and expressing concern about the potential loss of fuel savings.
958

 

Alliance/Global argue that data from MYs 2011-2016 demonstrate that no fuel savings would 

have been lost, as NHTSA had originally been concerned about. Alliance/Global assert that by 

not revising the MY 2012-2016 VMT estimates, credits earned during that timeframe were 

undervalued. Therefore, Alliance/Global argue that NHTSA should retroactively revise its VMT 

estimates to “reflect better the real world fuel economy results.”
959

 

Such retroactive adjustments could unfairly penalize manufacturers for decisions they made 

based on the regulations as they existed at the time. As Alliance/Global acknowledge, adjusting 

vehicle miles travelled estimates would disproportionately affect manufacturers that have a credit 

deficit and were part of EPA’s temporary lead-time allowance alternative standards (TLAAS), 

which sunsets for model years 2021 and later.  Given some manufacturers would be 

disproportionately harmed were we to accept Alliance/Global’s suggestion, NHTSA has 

tentatively decided to deny Alliance/Global’s request to retroactively change the agency’s VMT 

schedules for model years 2011-2016. Alliance/Global’s suggestion that a TLAAS manufacturer 

would be allowed to elect either approach does not change the fact that manufacturers in the 

TLAAS program made production decisions based on the regulations as understood at the time.  

14.2.2 Special Fuel Economy Calculations for Dual and Alternative Fueled Vehicles 
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As discussed at length in prior rulemakings, EPCA, as amended by EISA, encouraged 

manufacturers to build alternative-fueled and dual- (or flexible-) fueled vehicles by providing 

special fuel economy calculations for “dedicated” (that is, 100%) alternative fueled vehicles and 

“dual-fueled” (that is, capable of running on either the alternative fuel or gasoline/diesel) 

vehicles. 

Dedicated alternative fuel automobiles include electric, fuel cell, and compressed natural gas 

vehicles, among others. NHTSA’s provisions for dedicated alternative fuel vehicles in 49 U.S.C. 

32905(a) state that the fuel economy of any dedicated automobile manufactured after 1992 shall 

be measured based on the fuel content of the alternative fuel used to operate the automobile. A 

gallon of liquid alternative fuel used to operate a dedicated automobile is deemed to contain .15 

gallon of fuel. Under EPCA, for dedicated alternative fuel vehicles, there are no limits or phase-

out for this special fuel economy calculation, unlike for duel-fueled vehicles, as discussed below.  

EPCA’s statutory incentive for dual-fueled vehicles at 49 U.S.C. 32906 and the measurement 

methodology for dual-fueled vehicles at 49 U.S.C. 32905(b) and (d) expire in MY 2019, and 

therefore NHTSA had to examine the future of these provisions in the 2017 and later CAFE 

rulemaking.
960

  The analysis concluded that it would be inappropriate to measure duel-fueled 

vehicles’ fuel economy like that of conventional gasoline vehicles with no recognition of their 

alternative fuel capability, which would be contrary to the intent of EPCA/EISA. Accordingly, 

the agencies proposed that for MY 2020 and later vehicles, the general provisions authorizing 

EPA to establish testing and calculation procedures would provide discretion to set the CAFE 

calculation procedures for those vehicles.
961

  The methodology for EPA’s approach is outlined in 

the 2012 final rule for MYs 2017 and beyond at 77 FR 63128. The NPRM seeks comment on the 

current approach. 

14.2.3 Incentives for Advanced Technologies in Full Size Pickup Trucks 

In the 2012 final rule for MYs 2017 and beyond, EPA finalized criteria that would provide an 

adjustment to the fuel economy of a manufacturer’s full size pickup trucks if the manufacturer 

employed certain defined hybrid technologies for a significant quantity of those trucks.
962

  

Additionally, EPA finalized an adjustment to the fuel economy of a manufacturer’s full sized 

pickup truck if it achieved a fuel economy performance level significantly above the CAFE 

target for its footprint.
963

 This performance-based incentive recognized that not all manufacturers 

may have wished to pursue hybridization, and aimed to reward manufacturers for applying fuel-

saving technologies above and beyond what they might otherwise have done. EPA provided the 

                                                 
960
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incentive for its GHG program under its CAA authority, and for the CAFE program under its 

EPCA authority, similar to the A/C efficiency and off-cycle adjustment values described below. 

EPA established limits on the vehicles eligible to qualify for these credits; a truck must meet 

minimum criteria for bed size and towing or payload capacity, and there are minimum sales 

thresholds (in terms of a percentage of a manufacturer’s full-size pickup truck fleet) that a 

manufacturer must satisfy in order to qualify for the incentives. Additionally, the incentives 

phase out at different rates through 2025 – the mild hybrid incentive phases out in MY 2021, the 

strong hybrid incentive phases out in 2025, the 15% performance incentive (10 g/mi) credit 

phases out in MY 2021, and the 20% performance incentive (20 g/mi) credit is available for a 

maximum of five years between MYs 2017-2025, provided the vehicle’s CO2 emissions level 

does not increase.
964

  

At the time of developing this proposal, no manufacturer has claimed these full-size pickup truck 

credits. Some vehicle manufacturers have announced potential collaborations, research projects, 

or possible future introduction these technologies for this segment.
965

  Additionally, similar to 

the incentive for hybridized pickup trucks, the agency is not aware of any vehicle manufacturers 

currently benefiting from the performance-based incentive. The NPRM seeks comment on 

whether to extend either the incentive for hybrid full size pickup trucks or the performance-based 

incentive past the dates that EPA specified in the 2012 final rule for MYs 2017 and beyond. 

14.2.4 Air Conditioning Efficiency and Off-Cycle Adjustment Values 

A/C efficiency and off-cycle fuel consumption improvement values (FCIVs) are compliance 

flexibilities made available under NHTSA’s CAFE program through EPA’s EPCA authority to 

calculate fuel economy levels for individual vehicles and for fleets. NHTSA modified its 

regulations in the 2012 final rule for MYs 2017 and beyond to reflect the fact that certain 

flexibilities, including A/C efficiency improving technologies and off-cycle technology fuel 

consumption improvement values (FCIVs), may be used as part of the determination of a 

manufacturers’ CAFE level.
966
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 77 FR 62651-2 (October 15, 2012).  
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 At the time of this proposal, there is awareness of some vehicle models that may qualify in future years should 
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A/C is a virtually standard automotive accessory, with more than 95% of new cars and light 

trucks sold in the United States equipped with mobile air conditioning systems. A/C use places 

load on an engine, which results in additional fuel consumption; the high penetration rate of A/C 

systems throughout the light duty vehicle fleet means that they can significantly impact the total 

energy consumed, as well as GHG emissions resulting from refrigerant leakage.
967

  A number of 

methods related to the A/C system components and their controls can be used to improve A/C 

system efficiencies.
968

  

“Off-cycle” technologies are those that reduce vehicle fuel consumption and CO2 emissions, but 

for which the fuel consumption reduction benefits are not recognized under the 2-cycle test 

procedure used to determine compliance with the fleet average standards. The CAFE city and 

highway test cycles, also commonly referred to together as the 2-cycle laboratory compliance 

tests (or 2-cycle tests), were developed in the early 1970s when few vehicles were equipped with 

A/C systems. The city test simulates city driving in the Los Angeles area at that time. The 

highway test simulates driving on secondary roads (not expressways). The cycles are effective in 

measuring improvements in most fuel economy improving technologies; however, they are 

unable to measure or underrepresent some fuel economy improving technologies because of 

limitations in the test cycles. 

For example, air conditioning is turned off during 2-cycle testing. Any air conditioning system 

efficiency improvements that reduce load on the engine and improve fuel economy cannot be 

measured on the tests. Additionally, the city cycle includes less time at idle than today’s real 

world driving, and the highway cycle is relatively low speed (average speed of 48 mph and peak 

speed of 60 mph). Other off-cycle technologies that improve fuel economy at idle, such as stop 

start, and those that improve fuel economy to the greatest extent at expressway speeds, such as 

active grille shutters which improve aerodynamics, receive less than their real-world benefits in 

the 2-cycle compliance tests.  

Since EPA established its GHG program for light duty vehicles, NHTSA and EPA sought to 

harmonize their respective standards, despite separate statutory authorities limiting what the 

agencies could and could not consider.  For example, for MYs 2012-2016, NHTSA was unable 
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 Notably, however, manufacturers cannot claim CAFE-related benefits for reducing A/C leakage or switching to 

an A/C refrigerant with a lower global warming potential, because while these improvements reduce GHGs 
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to consider improvements manufacturers made to passenger car A/C efficiency in calculating 

compliance.
969

  At that time, NHTSA stated that the agency’s statutory authority did not allow 

NHTSA to provide test procedure flexibilities that would account for A/C system and off-cycle 

fuel economy improvements.
970

  Thus, NHTSA calculated its standards in a way that allowed 

manufacturers to comply with the CAFE standards using 2-cycle procedures alone.  

Of the two agencies, EPA was the first to establish an off-cycle technology program.  For MYs 

2012-2016, EPA allowed manufacturers to request off-cycle credits for “new and innovative 

technologies that achieve GHG reductions that are not reflected on current test procedures…”
971

  

In the subsequent 2017 and beyond rulemaking, off-cycle technology was no longer required to 

be new and innovative, but rather only required to demonstrate improvements not reflected on 

test procedures.  

At that time (starting with MY 2017), NHTSA considered off-cycle technologies and A/C 

efficiency improvements when assessing compliance with the CAFE program. Accounting for 

off-cycle technologies and A/C efficiency improvements in the CAFE program allowed 

manufacturers to design vehicles with improved fuel economy, even if the improvements would 

not show up on the two-cycle compliance test. In adding off-cycle and A/C efficiency 

improvements to NHTSA’s program, the agency was able to harmonize with EPA, which began 

accounting for these features in earlier GHG regulations.  

14.2.4.1 Distinguishing “Credits” from Air Conditioning Efficiency and Off-Cycle Benefits 

It is important to note some important differences between consideration given to A/C efficiency 

improvement and off-cycle technologies, and other flexibilities in the CAFE program. NHTSA 

accounts for A/C efficiency and off-cycle improvements through EPA test procedural changes 

that determine fuel consumption improvement values. While regarded by some as “credits” either 

as shorthand, or because there are many terms that overlap between NHTSA’s CAFE program 

and EPA’s GHG program, NHTSA’s CAFE program does not give manufacturers credits for 

implementing more efficient A/C systems, or introducing off-cycle technologies.
972

  That is, 

there is no bankable, tradable or transferrable credit earned by a manufacturer for implementing 

more efficient A/C systems or installing an off-cycle technology. In fact, the only credits 

provided for in NHTSA’s CAFE program are those earned by overcompliance with a standard.
973

  

What NHTSA does for off-cycle technologies and A/C efficiency improvements is adjust 

individual vehicle compliance values based on the fuel consumption improvement values of 
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these technologies. As a result, a manufacturer’s vehicle as a whole may exceed its fuel economy 

target, and be regarded as a credit-generating vehicle.  

Illustrative of this confusion, in the 2016 Alliance/Global petition, the Petitioners asked NHTSA 

to avoid imposing unnecessary restrictions on the use of credits. Alliance/Global referenced 

language from an EPA report that stated compliance is assessed by measuring the tailpipe 

emissions of a manufacturer’s vehicles, and then reducing vehicle compliance values depending 

on A/C efficiency improvements and off-cycle technologies.
974

  This language is consistent with 

NHTSA’s statement in the 2017 and later final rule, in which explained how the agencies 

coordinate and apply off-cycle and A/C adjustments. “There will be separate improvement 

values for each type of credit, calculated separately for cars and for trucks. These improvement 

values are subtracted from the manufacturer’s two-cycle-based fleet fuel consumption value to 

yield a final new fleet fuel consumption value, which would be inverted to determine a final fleet 

fuel CAFE value.”
975

   

Alliance/Global say because of this process, “technology credits earned in the current model year 

must be immediately applied toward any deficits in the current model year. This approach forces 

manufacturers to use their credits in a sub-optimal way, and can result in stranded credits.”
976

  As 

explained in this section, NHTSA does not issue credits to manufacturers for improving A/C 

efficiency, nor does it issue credits for implementing off-cycle technologies. EPA does adjust 

fuel economy compliance values on a vehicle level for those vehicles that implement A/C 

efficiency improvements and off-cycle technologies.  

NHTSA therefore proposes to deny Alliance/Global’s request because what the petitioners
977

 

refer to as “technology credits” are actually fuel economy adjustment values applied to the fuel 

economy measurement of individual vehicles. Thus, these adjustments are not actually “credits,” 

per the definition of a “credit” in EPCA/EISA and are not subject to the “carry forward” and 

“carry back” provisions in 49 U.S.C. 32903.   

To alleviate confusion, and to ensure consistency in nomenclature, the NPRM is proposing to 

update language in its regulations to reflect that the use of the term “credits” to refer to A/C 

efficiency and off-cycle technology adjustments – should actually be termed fuel consumption 

improvement values (FCIVs). 

                                                 
974

 See, Global/Alliance petition at P. 15.  
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14.2.4.2 Petition Requests on A/C Efficiency and Off-Cycle Program Administration  

As discussed above, NHTSA and EPA jointly administer the off-cycle program.  The 2016 

Alliance/Global petition requested that NHTSA and EPA make various adjustments to the off-

cycle program; specifically, the petitioners requested that the agencies should: 

 re-affirm that technologies meeting the stated definitions are entitled to the off-cycle 

credit at the values stated in the regulation; 

 re-acknowledge that technologies shown to generate more emissions reductions than the 

pre-approved amount are entitled to additional credit; 

 confirm that technologies not in the null vehicle set but which are demonstrated to 

provide emissions reductions benefits constitute off-cycle credits; and 

 modify the off-cycle program to account for unanticipated delays in the approval process 

by providing that applications based on the 5-cycle methodology are to be deemed 

approved if not acted upon by the agencies within a specified timeframe (for instance 90 

days), subject to any subsequent review of accuracy and good faith. 

 

With respect to Alliance/Global’s request regarding off-cycle technologies that demonstrate 

emissions reductions greater than what is allowable from the menu, today’s preferred alternative 

retains this capability. As was the case for model years 2017-2021, a manufacturer is still eligible 

for a fuel consumption improvement value other than the default value provided for in the menu, 

provided the manufacturer demonstrates the fuel economy improvement.
978

  This would include 

the two-tiered process for demonstrating the CO2 reductions and fuel economy improvement.
979

 

[Text forthcoming] 

Alliance/Global’s requests to streamline aspects of the A/C efficiency and off-cycle programs in 

response to the issues outlined above have been considered.  Among other things, the 

Alliance/Global requested providing for a default acceptance of petitions for off-cycle credits, 

provided that all required information has been provided, to accelerate the processing of off-

cycle credit requests.  While there is agreement that any continuation of the A/C efficiency and 

off-cycle program should incorporate programmatic improvements, there are significant 

concerns with the concept of accepting petition requests that do not address program issues like 

uncertainty in quantifying program benefits, or general program administration.  The NPRM 

requests comment on these issues. 

Additionally, for a discussion of the considerations of inclusion of the off-cycle program in 

future CAFE and GHG standards, see Chapter 14. 

                                                 
978

  77 FR 62837 (October 15, 2012).  
979

  40 CFR 86.1869-12.  



 

1582 

 

14.2.4.3 Petition Requests on Including Air-Conditioning Efficiency Improvements in the 

CAFE Calculations for MYs 2010-2016 

For model years 2012 through 2016, NHTSA was unable
980

 to consider improvements 

manufacturers made to passenger car A/C efficiency in calculating CAFE compliance.
 981

  

However, EPA did consider passenger car improvements to A/C efficiency for this timeframe. 

To allow manufacturers to build one fleet that complied with both EPA and NHTSA standards, 

NHTSA adjusted its standards to account for the differences borne out of A/C efficiency 

improvements. Specifically, the agencies converted EPA’s g/mi standards to NHTSA mpg 

(CAFE) standards. Then, EPA then estimated the average amount of improvement manufacturers 

were expected to earn via improved A/C efficiency. From there, NHTSA took EPA’s converted 

mpg standard and subtracted the average improvement attributable to improvement in A/C 

efficiency. NHTSA set its standard at this level to allow manufacturers to comply with both 

standards with similar levels of technology.
982

 

In the Alliance/Global petition for rulemaking, the Petitioners requested that NHTSA and EPA 

revisit the average efficiency benefit calculated by EPA applicable to model years 2012 through 

2016. The Alliance/Global argued that A/C efficiency improvements were not properly 

acknowledged in the CAFE program, and that manufacturers that exceeded the A/C efficiency 

improvements estimated by the agencies. The Petitioners request that EPA amend its regulations 

such that manufacturers would be entitled to additional A/C efficiency improvement benefits 

retroactively.  

NHTSA has tentatively decided to retain the structure of the existing A/C efficiency program, 

and not extend it to model years 2010 through 2016. Likewise, EPA has tentatively decided not 

to modify its regulations to change the way A/C efficiency improvements are accounted for. The 

agencies believe this is appropriate as manufacturers decided what fuel economy-improving 

technologies to apply to vehicles based on the standards as finalized in 2010.
983

   This included 

deciding whether to apply traditional tailpipe technologies, or A/C efficiency improvements, or 

both. Granting A/C efficiency adjustments to manufacturers retroactively could result in 

arbitrarily varying levels of adjustments granted to manufacturers, similar to the Alliance/Global 

request regarding retroactive off-cycle adjustments. Thus, the agencies tentatively believe the 

existing A/C efficiency improvement structure for model years 2010 through 2016 should remain 

unchanged. 

                                                 
980

 At that time, NHTSA stated “[m]odernizing the passenger car test procedures, or even providing similar credits, 

would not be possible under EPCA as currently written.”  75 FR 25557 (May 7, 2010). 
981

 74 FR 49700 (September 28, 2009).  
982

 Id.  
983

 In the MY 2017 and beyond rulemaking, NHTSA reaffirmed its position it would not extend A/C efficiency 

improvement benefits to earlier model years. 77 FR 62720 (October 15, 2012). 
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14.2.4.4 Petition Requests on Including Off-Cycle Improvements in the CAFE Calculations 

for MYs 2010-2016 

As described above, NHTSA first allowed manufacturers to generate off-cycle technology fuel 

consumption improvement values equivalent to CO2 off-cycle credits in MY 2017.
984

  In 

finalizing the rule covering MYs 2017 and beyond, NHTSA declined to retroactively extend its 

off-cycle program to apply to model years 2012 through 2016,
985

 explaining “NHTSA did not 

take [off-cycle credits] into account when adopting the CAFE standards for those model years. 

As such, extending the credit program to the CAFE program for those model years would not be 

appropriate.”
986

 

The Alliance/Global petition for rulemaking asked NHTSA to reconsider calculating fuel 

economy for model years 2010 through 2016 to include off-cycle adjustments allowed under 

EPA’s program during that period. The Petitioners argued that NHTSA incorrectly stated the 

agency had taken off-cycle adjustments into consideration when setting standards for model 

years 2017 through 2025, but not for model years 2010-2016.  The Alliance/Global also argued 

that because neither NHTSA nor EPA considered off-cycle adjustments in formulating the 

stringency of the 2012-2016 standards, NHTSA should retroactively grant manufacturers off-

cycle adjustments for those model years as EPA did. Doing so, they say, would maintain 

consistency between the agencies’ programs.  

Pursuant to the Alliance/Global request, NHTSA has reconsidered the idea of granting 

retroactive credits for model years 2010 through 2016. For the reasons that follow, NHTSA has 

tentatively decided that manufacturers should not be granted retroactive off-cycle adjustments 

for model years 2010 through 2016.  

Of the two agencies, EPA was the first to establish an off-cycle technology program. For model 

years 2012 through 2016, EPA allowed manufacturers to request off-cycle credits for “new and 

innovative technologies that achieve GHG reductions that are not reflected on current test 

procedures…”
987

  In the subsequent 2017 and beyond rulemaking, NHTSA joined EPA and 

included an off-cycle program for CAFE compliance.    

The Alliance/Global petition cites a statement in the 2012-2016 final rule as affirmation that 

NHTSA took off-cycle adjustments into account in formulating the 2012-2016 stringencies, and 

therefore should allow manufacturers earn off-cycle benefits in model years that have already 

passed. In particular, Alliance/Global point to a general statement where NHTSA, while 

                                                 
984

 77 FR 62840 (October 15, 2012). 
985

 See id.; EPA decided to extend provisions from its MY 2017 and beyond off-cycle program to the 2012-2016 

model years.   
986

 Id.  
987

 75 Fed. Reg. 25341, 25344 (May 7, 2010).  EPA had also provided an option for manufacturers to claim “early” 

off-cycle credits in the 2009-2011 time frame. 



 

1584 

 

discussing consideration of the effect of other motor vehicle standards of the Government on fuel 

economy, stated that that rulemaking resulted in consistent standards across the program.
988

  The 

Alliance/Global petition appears to take this statement as a blanket assertion that NHTSA’s 

consideration of all “relevant technologies” included off-cycle technologies. To the contrary, as 

quoted above, NHTSA explicitly stated it had not considered these off-cycle technologies.
989

  

The fact that NHTSA had not taken off-cycle adjustments into consideration in setting its 2012-

2016 standards makes granting this request inappropriate. Doing so would result in a question as 

to whether the 2012-2016 standards were maximum feasible under 49 U.S.C. 32902(b)(2)(B). If 

NHTSA had not considered industry’s ability to earn off-cycle adjustments—an incentive that 

allows manufacturers to utilize technologies other than those that were being modeled as part of 

NHTSA’s analysis—the agency could have concluded more stringent standards were maximum 

feasible. Additionally, granting off-cycle adjustments to manufacturers retroactively raises 

questions of equity. NHTSA issued its 2012-2016 standards without an off-cycle program, and 

manufacturers had no reason to suspect that NHTSA would allow the use off-cycle technologies 

to meet fuel economy standards. Therefore, manufacturers made fuel economy compliance 

decisions with the expectation that they would have to meet fuel economy standards using on-

cycle technologies. Generating off-cycle adjustments retroactively would arbitrarily reward (and 

potentially disadvantage other) manufacturers for compliance decisions they made without the 

knowledge such technologies would be eligible for NHTSA’s off-cycle program. Thus, NHTSA 

has tentatively decided to deny Alliance/Global’s request for retroactive off-cycle adjustments.   

It is worth noting that in the model years 2017 and later rulemaking, NHTSA and EPA did 

include off-cycle technologies in establishing the stringency of the standards. As Alliance/Global 

note, NHTSA and EPA limited their consideration to start-stop and active aerodynamic features, 

because of limited technical information on these technologies. At that time, the agencies stated 

they “have virtually no data on the cost, development time necessary, manufacturability, etc [sic] 

of these technologies. The agencies thus cannot project that some of these technologies are 

feasible within the 2017-2025 timeframe.”
990

 

14.3 Light-Duty CAFE Complaince Data for MYs 2011-2018 

This proposal examines how manufacturers could respond to potential future CAFE and CO2 

standards. For the reader’s reference, this section provides a brief overview of how 

manufacturers have responded to the progressively increasing CAFE standards for MYs 2011 - 

2018. NHTSA uses data from CAFE reports submitted by manufacturers to EPA or directly to 

                                                 
988

 Id. 
989

 Likewise, EPA stated it had not considered off-cycle technologies in finalizing the 2012-2016 rule. “Because 

these technologies are not nearly so well developed and understood, EPA is not prepared to consider them in 

assessing the stringency of the CO2 standards.”  Id. at 25438. 
990

 Draft Joint Technical Support Document: Rulemaking for 2017-2025 Light-Duty Vehicle Greenhouse Gas 

Emission Standards and Corporate Average Fuel Economy Standards (November 2011). P. 5-57. 
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NHTSA to evaluate compliance with the CAFE program. The data for model years 2011 through 

2016 include manufacturers’ final compliance data that has been verified by EPA.
991

  The data 

for model years 2017 and 2018 include the most recent estimated projections from 

manufacturers’ pre- and mid-model year (PMY and MMY) reports required by 49 CFR Part 537.  

Because the PMY and MMY data do not reflect final vehicle production levels, the final CAFE 

values may be different than the manufacturers’ PMY and MMY estimates.  Model year 2011 

was selected as the start of the data because it represents the first compliance model year where 

manufacturers are permitted to trade and transfer credits.  The overview of the data for model 

years 2011 to 2018 is important because it gives the public an understanding of current 

compliance trends and the potential impacts that these years may have on the future model years 

addressed by this rulemaking. 

Figure 14-3 through Figure 14-5 provide a graphical overview of fuel economy performance and 

standards for model years 2011 to 2018. There are separate graphs for the total overall industry 

fleet and  each of the three compliance categories, domestic and import passenger cars and light 

trucks.  Fuel economy performance is compared against the overall industry fuel economy 

standards for each model year.  Fuel economy performance values include any increases from 

dual-fueled vehicles and for vehicles equipped with fuel consumption improving 

technologies.
992,993

  Compliance reflects the actual fuel economy performance of the fleet, and 

does not include the application of prior model year or future model year credits for 

overcompliance. 

                                                 
991

 Volkswagen’s model year 2016 final EPA verified compliance data is excluded due to ongoing enforcement 

activites by EPA and NHTSA for Volkswagen desiel vehicles. 
992

 Congress established the Alternative Motor Fuels Act (AMFA) which allows manufacturers to increase their fleet 

fuel economy performance values by producing dual fueled vehicles.  Incentives are allowed for building advanced 

technology vehicles such as hybrids and electric vehicles, compressed natural gas vehicles and building vehicles 

able to run on dual fuels such as E85 and gasoline.  For model years 1993 through 2014, the maximum increase in 

CAFE performance for a manufacturer attributable to dual fueled vehicles is 1.2 miles per gallon for each model 

year and thereafter decreases by 0.2 miles per gallon each model year until ending in 2019 (see 49 U.S.C. 32906). 
993

 Under EPA’s authoirity, NHTSA established provisions starting in model year 2017 allowing manufacturers to 

increase fuel economy performance using the fuel consumption benefits gained by technolongies not accounted for 

during normal 2-cycle EPA compliance testing (i.e, called off-cycle technologies for technologies such as stop-start 

systems) as well as for AC systems with improved efficiencies and for hybrid or electric full size pickup trucks.   
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Figure 14-2 Total Fleet Compliance Overview for MYs 2011 to 2018 

 

 

Figure 14-3 Domestic Passenger Car Compliance Overview for MYs 2011 to 2018 
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Figure 14-4 Import Passenger Car Compliance Overview for MYs 2011 to 2018 

 

 

Figure 14-5– Light Truck Compliance Overview for MYs 2011 to 2018 

 

As shown in the figures, manufacturers fuel economy performance for the totat fleet (the 

combination of all vehicles produced for sale during the model year) and for each compliance 

fleet are better than CAFE standards through MY 2015.  On average, the total fleet exceeds 

CAFE standards by approximately 0.9 mpg for MYs 2011 to 2015.  Comparatively, domestic 
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and import passenger cars exceeded standards on average by 2.1 mpg and 2.3 mpg, respectively.  

On aveage, light truck manufacturers fell short of standards by 0.3 mpg on average over MYs 

2011-2015.   

For MYs 2016-2018 the overall industry is or is estimated to fall short of CAFE standards for the 

overall fleet, and for light trucks and for import passenger cars fleets individually.  For MYs 

2016-2018, the total fleet has an average shortfall of 0.5 mpg. The largest individual shortfalls 

are 1.4 mpg for the light truck fleet in MY 2016 and 2.8 mpg for the import passenger car fleet in 

MY 2018. Domestic passenger car fleets are expected to continue to exceed CAFE standards. 

NHTSA expects that on an overall industry basis, manufacturers will apply carry forward and 

traded CAFE credits to cover the MY 2016-2018 noncompliances.   

Figure 14-6 provides a historical overview of the industry’s use of CAFE compliance flexibilities 

for addressing shortfalls.  Model year 2015 is the latest model year for which CAFE compliance 

is complete.  Historically, manufacturers have generally resolved credit shortfalls first by 

carrying forward any earned credits and then applying traded credits.  In model years 2014 and 

2015, the amount of credit shortfalls are almost the same as the amount of carryforward and 

traded credits.  Manufacturers occastionally carryback credits or opt to transfer earned credits 

between their fleets to resolve compliance shortfalls.  Trading credits from another manufacturer 

and transferring them across fleets occurs far more frequently.  Also, credit trading has taken the 

place of civil penalty payments for resolving compliance shortfalls. Only a handful of 

manufacturers have had to make civil penalty payments since the implementation of the credit 

trading program.
994

   

                                                 
994

 Only five manufacturers have paid CAFE civil penalties since credit trading began in 2011.  Predominately, 

Jaguar Land Rover has paid the largest amount of civil penalties, followed by Volvo.  See Summary of CAFE Civil 

Penalties Collected, CAFE Public Information Center, https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Fines_LIVE.html. 
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Figure 14-6– Industry Use of Compliance Flexibilites 

 

14.4 EPA Compliance and Enforcement 

EPA is requesting comment on a variety of “enhanced flexibilities” whereby EPA would make 

adjustments to current incentives and credits provisions and potentially add new flexibility 

opportunities to broaden the pathways manufacturers would have to meet standards.  Such an 

approach would support the increased application of technologies that the automotive industry is 

developing and deploying that could potentially lead to further long-term emissions reductions 

and allow manufacturers to comply with standards while reducing costs.  This could, for 

instance, be used to justify the selection of an apparently higher stringency option at a lower 

cost, despite not actually reducing real-world CO2 emissions compared to a lower stringency 

option with fewer flexibilities. Such approaches would also result in rewarding automakers who 

invest in certain technological pathways, rather than being technology neutral and achieving less 

apparently stringent and more transparent standards.  

  

Automakers and other stakeholders have expressed support for this type of approach.  For 

example, Ford recently stated “[w]e support increasing clean car standards through 2025 and are 

not asking for a rollback. We want one set of standards nationally, along with additional 
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flexibility to help us provide more affordable options for our customers.”
995

  Honda also recently 

stated their support for an approach that would retain the existing standards while extending the 

advanced technology multipliers for electrified vehicles, eliminate automakers' responsibility for 

the impact of upstream emissions from the electric grid, and accommodate more off-cycle 

technologies.
996

  

EPA has received input from automakers and other stakeholders, including suppliers and 

alternative fuels industries, supporting a variety of program flexibilities.
997

  EPA requests 

comments on the following and other flexibility concepts, including the scope of the flexibilities 

and the range of model years over which such provisions would be appropriate.   

The concepts include but are not limited to: 

Advanced Technology Incentives: The current EPA GHG program provides incentives for 

electric vehicles, fuel cell vehicles, plug-in hybrid vehicles, and natural gas vehicles.  Currently, 

manufacturers are able to use a 0 g/mile emissions factor for all electric powered vehicles rather 

than having to account for the GHG emissions associated with upstream electricity generation up 

to a per-manufacturer cumulative production cap for MYs 2022-2025.  The program also 

includes multiplier incentives that allow manufacturers to count advanced technology vehicles as 

more than one vehicle in the compliance calculations.  The current multipliers begin with MY 

2017 and end after MY 2021.
998

  Stakeholders have suggested that these incentives should be 

expanded to further support the production of advanced technologies by allowing manufacturers 

to continue to use the 0 g/mile emissions factor for electric powered vehicles rather than having 

to account for upstream electricity generation emissions and by extending and potentially 

increasing the multiplier incentives. EPA is considering a range of incentives to further 

encourage advanced technology vehicles.  Examples of possible incentives and an estimate of 

their impact on the stringency of the standards is provided below.  Global Automakers recently 

recommended a multiplier of 3.5 for EVs and fuel cell vehicles which falls within the range of 

the examples provided below.
999

  EPA requests comments on extending or increasing advanced 

technology incentives including the use of 0 g/mile emissions factor for electric powered 

vehicles and multiplier incentives, including multipliers in the range of 2 - 4.5.  

                                                 
995

 “A Measure of Progress” By Bill Ford, Executive Chairman, Ford Motor Company, and Jim Hackett, President 

and CEO, Ford Motor Company, March 27, 2018, https://medium.com/cityoftomorrow/a-measure-of-progress-

bc34ad2b0ed. 
996

 Honda Release “Our Perspective – Vehicle Greenhouse Gas and Fuel Economy Standards,” April 20, 2018, 

http://news.honda.com/newsandviews/pov.aspx?id=10275-en. 
997

 Memorandum to docket EPA-HQ-OAR-2018-0283 regarding meetings with the Alliance of Automobile 

Manufacturers on April 16, 2018 and Global Automakers on April 17, 2018. 
998

 The current multipliers are for EV/FCVs: 2017–2019—2.0, 2020—1.75, 2021—1.5; for PHEVs and dedicated 

and dual fuel CNG vehicles: 2017–2019—1.6, 2020—1.45, 2021—1.3. 
999

 Memorandum to docket EPA-HQ-OAR-2018-0283 regarding meetings with the Alliance of Automobile 

Manufacturers on April 16, 2018 and Global Automakers on April 17, 2018. 
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Hybrid Incentives: The current program includes incentives for automakers to use strong and 

mild hybrids (or technologies that provide similar emissions benefits) in full size pick-up truck 

vehicles, provided the manufacturer meets specified production thresholds. Currently, the strong 

hybrid per vehicle credit is 20 g/mile, available through MY 2025, and the technology must be 

used on at least 10% of a company’s full-size pickups to receive the credit for the model year. 

The program also includes a credit for mild hybrids of 10 g/mi during MYs 2017–2021. To be 

eligible a manufacturer would have to show that the mild hybrid technology is utilized in a 

specified portion of its truck fleet beginning with at least 20% of a company’s full-size pickup 

production in MY 2017 and ramping up to at least 80% in MY 2021.  

EPA received input from automakers that these incentives should be extended and available to 

all light-duty trucks (e.g., cross-over vehicles, minivans, sport utility vehicles, smaller-sized 

pick-ups) and not only full size pick-up trucks.  Automakers also recommended that the 

program’s production thresholds should be removed because they discourage the application of 

technology, since manufacturers cannot be confident of achieving the sales thresholds.  Some 

stakeholders have also suggested an additional credit for strong and mild hybrid passenger cars.  

EPA seeks comment on whether these incentives should be expanded along the lines suggested 

by stakeholders.  For example, Global Automakers recommends a 20 g/mile credit for strong 

hybrid light trucks and a 10 g/mile credit for strong hybrid passenger cars.  These incentives 

could lead to additional product offerings of strong hybrids, and technologies that offer similar 

emissions reductions, which could enable manufacturers to achieve additional long-term GHG 

emissions reductions.   

Off-cycle Emission Credits: Starting with MY 2008, EPA started employing a ‘‘five-cycle’’ 

test methodology to measure fuel economy for the fuel economy label.
1000

  However, for GHG 

and CAFE compliance, EPA continues to use the established ‘‘two-cycle’’ (city and highway test 

cycles, also known as the FTP and HFET) test methodology. As learned through development of 

the ‘‘five-cycle’’ methodology and prior rulemakings, there are technologies that provide real-

world GHG emissions and fuel consumption improvements, but those improvements are not 

fully reflected on the ‘‘two-cycle’’ test.  EPA established the off-cycle credit program to provide 

an incentive for technologies that achieve CO2 reductions but normally would not be chosen as a 

GHG control strategy, as their GHG benefits are not measured on the specified 2-cycle test. 

Automakers as well as auto suppliers have recommended several changes to the current off-cycle 

credits program to help it achieve that goal.
1001

  Automakers and suppliers have suggested 

changes including:  

                                                 
1000

 

 https://www.epa.gov/vehicle-and-fuel-emissions-testing/dynamometer-drive-schedules. 
1001

 “Petition for Direct Final Rule with Regard to Various Aspects of the Corporate Average Fuel Economy 

Program and the Greenhouse Gas Program,” Auto Alliance and Global Automakers, June 20, 2016. 
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 Streamlining the program in ways that would give auto manufacturers more certainty and 

make it easier for manufacturers to earn credits; 

 Expanding the current pre-defined off-cycle credit menu to include additional 

technologies and increasing credit levels where appropriate; 

 Eliminating or increasing the credit cap on the pre- defined list of off-cycle technologies 

and revising the thermal technology credit cap; and 

 A role for suppliers to seek approval of their technologies. 

Under EPA’s existing regulations, there are three pathways by which a manufacturer may accrue 

off-cycle technology credits.  The first is a predetermined list or “menu” of credit values for 

specific off-cycle technologies that may be used beginning for model year 2014.
1002

  This 

pathway allows manufacturers to use conservative credit values established by EPA for a wide 

range of off-cycle technologies, with minimal data submittal or testing requirements.  In cases 

where additional laboratory testing can demonstrate emission benefits, a second pathway allows 

manufacturers to use 5-cycle testing to demonstrate and justify off-cycle CO2 credits.
1003

  The 

additional emission tests allow emission benefits to be demonstrated over some elements of real-

world driving not captured by the GHG compliance tests, including high speeds, rapid 

accelerations, and cold temperatures.  Under this pathway, manufacturers submit test data to 

EPA and EPA decides whether to approve the off-cycle credits without soliciting public 

comment on the data.  The third and last pathway allows manufacturers to seek EPA approval, 

through a notice and comment process, to use an alternative methodology other than the menu of 

5-cycle methodology for determining the off-cycle technology CO2 credits.
1004

   

EPA requests comments on changes to the off-cycle process that would streamline the program.  

Currently, under the third pathway, manufacturers submit an application that includes their 

methodology to be used to determine the off-cycle credit value and data that then undergoes a 

public review and comment process prior to an EPA decision regarding the application.  Each 

manufacturer separately submits an application to EPA that must go through a public review and 

comment process even if the manufacturer uses a methodology previously approved by EPA.  

For example, under the current program, multiple manufacturers have submitted applications for 

high efficiency alternators and advanced air conditioning compressors using very similar 

methodologies and producing similar levels of credits.     

EPA requests comment on revising the regulations to allow all auto manufacturers to make use 

of a methodology once it has been approved by EPA without the subsequent applications from 

other manufacturers undergoing the public review process.  This would reduce redundancy 

                                                 
1002

 See 40 CFR 86.1869-12(b).  
1003

 See 40 CFR 86.1869-12(c). 
1004

 See 40 CFR 86.1869-12(d). 
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present in the current program.  Manufacturers would need to provide EPA with at least the same 

level of data and detail for the technology and methodology as the firm that went through the 

public comment process.   

EPA also requests comment on revising the regulations to allow EPA to in effect add 

technologies to the pre-approved credit menu without going through a subsequent rulemaking.  

For example, if one or more manufacturers submit applications with sufficient supporting data 

for the same or similar technology, the data from that application(s) could potentially be used by 

EPA as the basis for adding technologies to the menu.  EPA is requesting comment on revising 

the regulations to allow EPA to establish through a decision document a credit value, or scalable 

value as appropriate, and technology definitions or other criteria to be used for determining 

whether a technology qualifies for the new menu credit.  This streamlined process of adding a 

technology to the menu would involve an opportunity for public review but not a formal 

rulemaking to revise the regulations, allowing EPA to add technologies to the menu in a timely 

manner, where EPA believes that sufficient data exists to estimate an appropriate credit level for 

that technology across the fleet.  In this process, EPA could issue a decision document, after 

considering public comments, making the new menu credits available to all manufacturers 

(effectively adding the technology to the menu without changing the regulations each time).  By 

adding technologies to the menu, EPA would eliminate the need for manufacturers to 

subsequently submit individual applications for the technologies after the first application was 

approved. 

In addition, EPA requests comments on modifying the menu through this current rulemaking to 

add technologies.  As noted above, EPA has received data from multiple manufacturers on high 

efficiency alternators and advanced air conditioning compressors that could serve as the basis for 

new menu credits for these technologies.
1005

  EPA requests comments on adding these 

technologies to the menu including comments on credit level and appropriate definitions.
1006

  

EPA also requests comments on other off-cycle technologies that EPA could consider adding to 

the menu including supporting data that could serve as the basis for the credit.   

In 2014, EPA approved additional credits for Mercedes-Benz
1007

 stop-start system through the 

off-cycle credit process based on data submitted by Mercedes on fleet idle time and its system’s 

real-world effectiveness (i.e., how much of the time the system turns off the engine when the 

vehicle is stopped).  Multiple auto manufacturers have requested that EPA revise the table menu 

value for stop-start technology based solely on one input value EPA considered, idle time, in the 

                                                 
1005

 https://www.epa.gov/vehicle-and-engine-certification/compliance-information-light-duty-greenhouse-gas-ghg-

standards 
1006

 See EPA Memorandum to Docket EPA-HQ-OAR-2018-0283 “Potential Off-cycle Menu Credit Levels and 

Definitions for High Efficiency Alternators and Advanced Air Conditioning Compressors.” 
1007

 “EPA Decision Document: Mercedes-Benz Off-cycle Credits for MY 2 2012-2016,” EPA-420-R-14-025, 

September 2014. 
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context of the Mercedes stop-start system, but no firms have provided additional data on any of 

the other factors which go into the consideration of a conservative value for stop-start systems.  

Systems vary significantly in hardware, design, and calibration, leading to wide variations in 

how much of the idle time the engine is actually turned off.  EPA has learned that some stop-start 

systems may be less effective in the real world than the agency estimated in its 2012 rulemaking 

analysis, for example, due to systems having a disable switch available to the driver, or stop-start 

systems be disabled under certain temperature conditions or auxiliary loads, which would offset 

the benefits of the higher idle time estimates.  EPA requests additional data from the OEMs, 

suppliers, and other stakeholders regarding a comprehensive update to the stop-start off-cycle 

credit table value.   

The menu currently includes a fleetwide cap on credits of 10 g/mile
1008

 to address the uncertainty 

surrounding the data and analysis used as the basis of the menu credits.  Some stakeholders have 

expressed concern that the current cap may constrain manufacturers ability in the future to fully 

utilize the menu especially if the menu is expanded to include additional technologies, as 

described above.  For example, Global Automakers suggested that the cap be raised from 10 

g/mi to 15 g/mi.  EPA requests comments on increasing the current cap, for example from the 

current 10 g/mile to 15 g/mile to accommodate increased use of the menu.  EPA also requests 

comment on a concept that would replace the current menu cap with an individual manufacturer 

cap that scales with the manufacturer’s average fleetwide target levels.  The cap would be based 

on a percentage of the manufacturer’s fleetwide 2-cycle emissions performance, for example at 

5-10% of CO2 a manufacturer’s emissions fleet wide target.  With a cap of 5%, for a 

manufacturer with a 2-cycle fleetwide average CO2 level of 200 g/mile, for example, the cap 

would be 10 g/mile. EPA believes this may be a reasonable and more technically correct 

approach for the caps, recognizing that in many cases the emissions benefits of off-cycle 

technologies correlate with the CO2 levels of the vehicles, providing more or less emissions 

reductions depending on the CO2 levels of the vehicles in the fleet.  For example, applying stop-

start to vehicles with higher vehicle idle CO2 levels provide more emissions reductions than 

when applied to vehicles with lower idle emissions.  This approach also would help account for 

the uncertainty associated with the menu credits and help ensure that off-cycle menu credits do 

not become an overwhelming portion of the manufacturers overall emissions reduction strategy.   

The current GHG rule contains a CO2 credit program for improvements to the efficiency of the 

air conditioning system on light-duty vehicles (see §86.1868-12).  The total of A/C efficiency 

credits is calculated by summing the individual credit values for each efficiency improving 

technology used on a vehicle as specified in the air conditioning credit menu.  The total credit 

sum for each vehicle is capped at 5.0 grams/mile for cars and 7.2 grams/mile for trucks.  

Additionally, the off-cycle credit program (see §86.1869-12) contains credit earning 

opportunities for technologies that reduce the thermal loads on the vehicle from environmental 
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conditions (solar loads, parked interior ambient air temperature).  These menu-based thermal 

control credits have separate cap limits under the off-cycle program of 3.0 grams/mile for cars 

and 4.3 grams/mile for trucks.  The AC efficiency technologies and the thermal control 

technologies directly interact with each other because improved thermal control results in 

reduced air conditioning loads of the more efficient air conditioning technologies.  Because of 

this interaction, an approach that would remove the thermal control credit program from the off-

cycle credit program and combine them with the AC efficiency program would seem appropriate 

to quantify the combined impact.  Additionally, a cap that reflects this combination of these two 

related programs may also be appropriate.  For example, if combined, the credit cap for thermal 

controls and air conditioning efficiency could be the combined value of the current individual 

program caps of 8.0 grams/mile for cars and 11.5 grams/mile for trucks. This combined A/C 

efficiency and thermal controls cap would also apply to any additional thermal control or air 

conditioning efficiency technology credit generated through other off-cycle credit pathways.  

Also, by removing the thermal credits from the off-cycle menu, they would no longer be counted 

against the menu cap discussed above, representing a way to provide more room under the menu 

cap for other off-cycle technologies.  Comment is sought on this approach and the 

appropriateness of the described per vehicle cap limits above.   

As mentioned above, EPA has heard from many suppliers and their trade associations an interest 

in allowing suppliers to have a role in seeking off-cycle credits for their technologies. EPA 

requests comment on providing a pathway for suppliers, along with at least one auto OEM 

partner, to submit off-cycle applications for EPA approval.  Auto manufacturers would remain 

entirely responsible for the full useful life emissions performance of the off-cycle technology as 

is currently the case, including, for example, existing responsibilities for defect reporting and the 

prohibition on defeat devices.  Under such an approach, an application submitted by a supplier 

and vehicle manufacturer would establish a credit and/or methodology for demonstrating credits 

that all auto manufacturers could then use in their subsequent applications.  This process could 

include full-vehicle simulation modeling that is compatible with EPA’s ALPHA simulation tool.  

EPA requests comment on requiring that the supplier be partnered in a substantive way with one 

or more auto manufacturers to ensure that there is a practical interest in the technology prior to 

investing resources in the approval process.  The supplier application would be subject to public 

review and comment prior to an EPA decision.  However, once approved, the subsequent auto 

manufacturer applications requesting credits based on the supplier methodology would not be 

subject to public review.  EPA also requests comments on a concept where supplier (with at least 

one auto manufacturer partner) demonstrated credits would be available provisionally for a 

limited period of time, allowing manufacturers to implement the technology and collect data on 

their vehicles in order to support a continuation of credits for the technology in the longer term.  

Also, the provisional credits could be included under the menu credit cap since they would be 

based on a general analysis of the technology rather than manufacturer-specific data.  EPA 

requests comments on all aspects of this approach.    
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Incentives for Connected or Autonomous Vehicles:  Connected and autonomous vehicles have 

the potential to significantly impact vehicle emissions in the future, with their aggregate impact 

being either positive or negative, depending on a large number of vehicle-specific and system-

wide factors. Currently, connected or autonomous vehicles would be eligible for credits under 

the off-cycle program if a manufacturer provides data sufficient to demonstrate the real-world 

emissions benefits of such technology. However, demonstrating the incremental real-world 

benefits of these emerging technologies will be challenging. Stakeholders have suggested that 

EPA should consider an incentive for these technologies, without requiring individual 

manufacturers to demonstrate real world emissions benefits of the technologies. EPA believes 

that any near-term incentive program should include some demonstration that the technologies 

will be both truly new and have some connection to overall environmental benefits.  EPA 

requests comment on such incentives as a way to facilitate increased use of these technologies, 

including some level of assurance that they will lead to future additional emissions reductions.  

Among the possible approaches, the most basic credits could be awarded to manufacturers that 

produce vehicles with connected or automated technologies.  For connected vehicles, a set 

amount of credit could be provided for each vehicle capable of Vehicle to Vehicle (V2V) or 

Vehicle to Infrastructure (V2I) communications. One possible example is to provide a set 

amount of credit, using the off-cycle menu, for any vehicle that can communicate basic safety 

messages (as outlined in SAE J2735) to other vehicles. The credits provided would be an 

incentive to enable future transportation system efficiencies, as these technologies on an 

individual vehicle are unlikely to impact emissions in any meaningful way.  However, if these 

technologies are dispersed widely across the fleet they could, under some circumstances, lead to 

future emission reductions, and an incentive available to manufacturers now could help facilitate 

that transformation.   

The rationale for providing credits for vehicle automation is similar to that for connected 

vehicles.  EPA could provide a set credit for vehicles that achieve some specific threshold of 

automation, perhaps based on the industry standard SAE definitions (SAE J3016). Individual 

autonomous vehicles might achieve some emissions reductions, but the impact may increase as 

larger numbers of autonomous vehicles are on the road and can coordinate and provide system 

efficiencies. Providing credits for autonomous vehicles, again through a set credit, would provide 

manufacturers a clear incentive to bring these technologies to market. It would be important for 

any such program to incentivize only those approaches that could reasonably be expected to 

provide additional contributions to overall emission reductions, taking system effects into 

account. As above, EPA believes that any near-term incentive program should include some 

demonstration that the technologies are truly new and have some connection to environmental 

benefits overall.  

A number of stakeholders have also requested that EPA consider credits for automated and 

connected vehicles that are placed in ridesharing or other high mileage applications, where any 

potential environmental benefits could be multiplied due to the high utilization of these vehicles. 
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That is, credits could take into account that the per-mile emission reduction benefits would 

accrue across a larger number of miles for shared-use vehicles. There are likely many possible 

approaches that could accomplish this objective. As one example, a manufacturer who owns or 

partners with a shared-use mobility entity could receive credit for ensuring that their autonomous 

vehicles are used throughout the life of the vehicle in shared-use fleets rather than as personally 

owned vehicles. Such credits would be based off of the assumption that total vehicle miles 

travelled would be higher and, therefore, generate more emission reduction benefits, under the 

former case.  Credits could be based off of the CO2 emissions reduction of the autonomous fleet, 

taking into account the higher VMT of the shared-use fleet, relative to the average. 

As suggested by this partial list of examples, a variety of approaches would be possible to 

incentivize the use of these technologies. EPA seeks comment on these and related approaches to 

incentivize autonomous and connected vehicle technologies where they would have the most 

beneficial effect on future emissions. 

Credit Carry-forward: Currently, CO2 credits may be carried forward, or banked, for 5 years, 

with the exception that MY 2010-2015 credits may be carried forward and used through MY 

2021.  Automakers have suggested a variety of ways in which GHG credit life could be extended 

under the Clean Air Act, including the ability for automakers to carry-forward MY 2010 and 

later banked credits out to MY 2025, extending the life of credits beyond 5 years, or even 

unlimited credit life where credits would not expire.  EPA believes longer credit life would 

provide manufacturers with additional flexibility to further integrate banked credits into their 

product plans, potentially reducing costs.  EPA requests comments on extending credit carry-

forward beyond the current five years, including unlimited credit life. 

Natural Gas Vehicle Credits: Vehicles that are able to run on compressed natural gas (CNG) 

currently are eligible for an advanced technology multiplier credit for MYs 2017-2021.  Dual-

fueled natural gas vehicles, which can run either on natural gas or on gasoline, are also eligible 

for an advanced technology multiplier credit if the vehicles meet minimum CNG range 

requirements.  EPA received input from several industry stakeholders who supported expanding 

these incentives to further incentivize vehicles capable of operating on natural gas, including 

treating incentives for natural gas vehicles on par with those for electric vehicles and other 

advanced technologies, and adjusting or removing the minimum range requirements for dual-

fueled CNG vehicles. EPA requests comments on these potential additional incentives for natural 

gas fueled vehicles.  

High Octane Blends: EPA received input from renewable fuel industry stakeholders and from 

the automotive industry supporting high octane blends as a way to enable GHG reducing 

technologies such as higher compression ratio engines. Stakeholders suggested that mid-level 

(e.g., E30) high octane ethanol blends should be considered and that EPA should consider 

requiring that mid-level blends be made available at service stations. Higher octane gasoline 

could provide manufacturers with more flexibility to meet more stringent standards by enabling 
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opportunities for use of lower CO2 emitting technologies (e.g., higher compression ratio engines, 

improved turbocharging, optimized engine combustion).  EPA requests comment on if and how 

EPA could support the production and use of higher octane gasoline consistent with Title II of 

the Clean Air Act. 

To illustrate how additional flexibilities would translate to a reduction in the stringency of the 

standards, EPA analyzed several examples as described below.
1009

  The example flexibilities 

EPA selected for this analysis are 1) removing the requirement to account for upstream 

emissions associated with electricity use (i.e., extending the 0 g/mile emissions factor), 2) a 

range of higher multipliers for electric vehicles, and 3) additional credits for hybrids sold in the 

light-truck fleet.  EPA estimated what each additional flexibility could contribute to estimate an 

equivalent percent per year CO2 standard reduction it would represent on a fleetwide basis.  The 

examples and results are provided in the table below for several example technology sales 

penetration values (3 and 6 percent for battery electric vehicles, 10 and 20 percent for mild 

hybrid light-trucks, 5 and 10 percent for strong hybrid light-trucks).  These examples were 

chosen to provide a sense of the relationship between the additional flexibility and program 

stringency.  For each example scenario, EPA made a number of assumptions regarding the fleet 

penetration of the technology, car/truck mix, and others, which are documented in the docket.  

Additional flexibilities could be structured to provide a level of overall stringency equivalent to 

the full range of the Alternatives EPA is requesting comment on in this proposal, from the 

proposed standards through more stringent alternatives described above in this section, including 

the “No Action” alternative. 

                                                 
1009

 Cite docket memo. 
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Table 14-5 - Effect of Different Example Flexibilities in Reducing Program Stringency 

Compared to the Current EPA Standards (which average 4.7% per year stringency 

increase from MY 2020-2025) 

 

 

Description of Flexibility 

Equivalent fleetwide percent per 

year reduction in stringency 

provided by the flexibility 

0 g/mile emissions factor for electricity 

@ 3 percent new electric vehicle sales  0.2% 

@ 6 percent BEV new vehicle sales  0.4% 

Multiplier of 2x for electric vehicles  

@ 3 percent BEV new vehicle sales  0.5% 

@ 6 percent BEV new vehicle sales  0.9% 

Multiplier of 4.5x for electric vehicles  

@ 3 percent BEV new vehicle sales  1.6% 

@ 6 percent BEV new vehicle sales  3.2% 

For all light trucks, 10 g/mile credit for mild hybrid and 20 g/mile for 

strong hybrid  
 

@ 10 percent mild & 5 percent strong hybrid penetration 0.1% 

@ 20 percent mild & 10 percent strong hybrid penetration  0.2% 

  

Combined effect of above flexibilities* 0.7% to 3.8% 

(*) Note: Low end of combined effects includes 0 g/mi, 3 percent BEVs, 2x BEV multiplier, 10 percent mild hybrid 

light-truck penetration, and 5 percent strong hybrid light-truck penetration.  High end of combined effects range 

includes 0 g/mi, 6 percent BEVs, 4.5x BEV multiplier, 20 percent mild hybrid light-truck penetration, and 10 

percent strong hybrid light-truck penetration.   

 

Table 14-6 shows three examples of scenarios for how enhanced flexibilities could impact 

overall program stringency.  Example A reduces the stringency of the EPA CO2 standard from 

4.7% per year to 4.0% per year.   Example C, which includes the maximum incentive flexibilities 

shown in Table 14-5, significantly reduces the EPA CO2 program stringency from 4.7% per year 

to 0.8% per year.  Increasing the BEV multipliers or hybrid credits beyond those listed in Table 

XX by EPA would have the effect of further reducing the stringency of the standards.  EPA 

requests comment on the potential use of enhanced program flexibilities as an alternative 

approach to establishing the appropriate CO2 standards for MY 2021-2025.   

EPA solicits comment on the individual options for flexibilities, and on the potential for 

combining them as described in these example scenarios.  For example, EPA solicits comments 

on how to take these flexibilities into account in considering the level of the standards and 

whether, for a given level of overall stringency, the factors discussed in Section V above, 

regarding EPA Justification for the Proposed GHG Standards, would support a relatively less 

stringent standard with fewer flexibilities or a relatively more stringent standard with more 

flexibilities.  EPA also solicits comment on whether any flexibilities or combinations of 

flexibilities in particular are more or less consistent with the Administrator’s rationale for 

proposing Alternative 1. 
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Table 14-6 - Effect of Different Example Flexibilities in Reducing Program Stringency 

Compared to the Current EPA Standards (which average 4.7% per year stringency 

increase from MY 2020-2025) 

 

 

Example Enhanced Flexibility Scenarios 

Average Year-over-Year 

Reduction in CO2 for  

MYs 2020-2025 

No Action Alternative (the existing EPA standards) 4.7% per year 

Example Enhanced Flexibility A:   

 

  EPA extends the 0 g/mi factor and a multiplier of 2x for BEVs, and BEV 

sales achieve a level of 3% of new vehicle sales. 

 

 

4.0% per year 

Example Enhanced Flexibility B:   

 

  EPA extends the 0 g/mi factor and a multiplier of 4.5x for BEVs, and 

BEV sales achieve a level of 3% of new vehicle sales. 

 

 

2.8% per year 

Example Enhanced Flexibility C:   

 

  EPA extends the 0 g/mi factor and a multiplier of 4.5x for BEVs, and 

BEV sales achieve a level of 6% of new vehicle sales, mild hybrid light-

trucks receive a 10g/mi credit and achieve 20% new sales, strong hybrid 

light-trucks receive a 20g/mi credit and achieve a 10% new sales level. 

 

 

 

 

0.8% per year 

Alternative 1 (EPA proposal) 0 % per year 

 

14.5 Should NHTSA and EPA Continue to Account for Air Conditioning Efficiency 

and Off-Cycle Improvements? 

As stated in the 2012 NPRM and final rules for MYs 2017 and beyond, the purpose of the off-

cycle improvement incentive is to encourage the introduction and market penetration of off-cycle 

technologies that achieve real-world benefits.
1010

  In the 2012 NPRM, NHTSA stated,  

because we and EPA do not believe that we can yet reasonably predict an average 

amount by which manufacturers will take advantage of [the off-cycle FCIV] opportunity, 

it did not seem reasonable for the proposed standards to include it in our stringency 

determination at this time. We expect to re-evaluate whether and how to include off-cycle 

credits in determining maximum feasible standards as the off-cycle technologies and how 

manufacturers may be expected to employ them become better defined in the future.
1011

   

By the 2012 final rule, NHTSA and EPA had determined that it was appropriate, under EPA’s 

EPCA authority for testing and calculation procedures, for the agencies to provide a fuel 

economy adjustment factor for off-cycle technologies.
1012

  NHTSA assessed some amount of off-

                                                 
1010

 77 FR 63134 (October 15, 2012). 
1011

 76 FR 75226 (December 1, 2011). 
1012

 77 FR 62628, 62649-50 (October 15, 2012). 
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cycle credits in the determination of the maximum feasible standards for the MYs covered by 

that rulemaking.
1013

 

The agencies included a protracted discussion of the history and technological underpinnings of 

the A/C efficiency and off-cycle FCIV measurement procedures in the Draft TAR,
1014

 however it 

is also appropriate to now revisit the basic question of, and accordingly seek comment on, how 

A/C efficiency and off-cycle credits and FCIVs fit in setting maximum feasible CAFE standards 

under EPCA/EISA, and GHG standards consistent with EPA’s authority under the CAA. It 

would be prudent to revisit factors that EPA identified in their first 2009 NPRM to establish 

GHG emissions standards,
1015

 such as how it can be ensured that any off-cycle credits (and 

associated FCIVs) applied for using manufacturer proposed and agency approved test procedures 

are verifiable, reflect real-world reductions, are based on repeatable test procedures, and are 

developed through a transparent process along with appropriate opportunities for public 

comment. TheNPRM also seeks to determine whether the program is still serving its originally 

intended purpose. 

14.5.1 Why did the analysis consider alternatives that phased out the A/C efficiency and 

off-cycle programs? 

As part of this rulemaking, the analysis considered alternatives that phase out the A/C efficiency 

and off-cycle compliance flexibilities to reassess the benefits and costs of including these 

flexibilities in the programs. The A/C efficiency and off-cycle programs have been the subject of 

discussion and debate since the MYs 2017 and beyond final rule.  The Alliance of Automobile 

Manufacturers and Global Automakers petitioned the agencies to streamline aspects of both 

agencies’ A/C efficiency and off-cycle programs as part of a 2016 request to more broadly 

harmonize the CAFE and GHG programs (further discussion of the Alliance/Global petition is 

located above).  On the other hand, other stakeholders have questioned the purpose and efficacy 

of the off-cycle credit program, specifically, whether the technology benefits are being 

accurately captured, and whether the programs are unrealistically inflating manufacturers’ 

compliance values. There are two factors that may be important to consider at this time, (1) 

manufacturer’s increasing use of A/C efficiency and off-cycle technologies to achieve 

compliance in light of the program’s increasing complexity; and (2) the questions of whether the 

A/C efficiency and off-cycle benefits are accurately being accounted for.  In response to 

comments that the programs in their current form were actually impeding innovative technology 

growth, in particular from manufacturers, the analysis considered the concept that instead of 

continuing to grow the A/C efficiency and off-cycle flexibilities that the agencies assess two 

alternatives that would set standards without the availability of A/C efficiency and off-cycle 

credits for compliance.   

                                                 
1013

 77 FR 62727, 63018 (October 15, 2012). 
1014

 See Draft TAR at 5-207 et seq. 
1015

 See 74 FR 49482 (September 28, 2009).  
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14.5.1.1 Manufacturer’s increasing reliance on the A/C efficiency and off-cycle programs 

to achieve compliance 

Since the 2012 final rule for MYs 2017 and beyond and the Draft TAR, manufacturers have 

increasingly utilized A/C efficiency and off-cycle technology to achieve either credits under the 

GHG program, or fuel consumption improvement values (FCIVs) under the CAFE program. A/C 

efficiency and off-cycle technology use ranges among manufacturers, from some manufacturers 

claiming zero grams/mile (or the equivalent under the CAFE program), to some manufacturers 

claiming 7 grams/mile in MY 2016.
1016

  Accordingly, with some manufacturers’ potentially 

reaching the credit cap (10 grams/mile) during the timeframe contemplated by this rulemaking, if 

not before, the analysis presents for discussion considerations relating to manufacturers’ 

increasing reliance on the A/C efficiency and off-cycle programs for compliance, and the  

administration of the programs. 

The issues were not raised sua sponte; rather, manufacturers’ comments on the A/C efficiency 

and off-cycle programs have been increasing recently in volume. Specifically, manufacturers 

asserted in their 2016 comments to the Draft TAR that “[s]ignificant volumes of off-cycle credits 

will be essential for the industry in order to comply with the GHG and CAFE standards through 

2025.”
1017

  Similarly, in its request to more fully incorporate estimated costs for A/C efficiency 

and off-cycle technologies in their analysis, ICCT noted that “companies are clearly prioritizing 

[off-cycle] technologies over more advanced test-cycle efficiency technologies.”
1018

 

Concurrent with the Alliance/Global’s petition requesting action on various aspects of the A/C 

efficiency and off-cycle programs, other stakeholders raised issues about the programs that could 

be discussed at this time.  For example, ACEEE commented on the Draft TAR that “an off-cycle 

technology that is common in current vehicles and is not reflected in the stringency of the 

standards has no place in the off-cycle credit program. The purpose of the program is to 

incentivize adoption of fuel saving technology, not to provide loopholes for manufacturers to 

achieve the standards on paper.”
1019

 

Compare these comments with EPA’s 2017 Light-Duty Automotive Technology, Carbon Dioxide 

Emissions, and Fuel Economy Trends: 1975 Through 2017 report (hereinafter 2017 EPA Trends 

                                                 
1016

 Greenhouse Gas (GHG) Emission Standards for Light-Duty Vehicles: Manufacturer Performance Report, 

available at https://www.epa.gov/regulations-emissions-vehicles-and-engines/greenhouse-gas-ghg-emission-

standards-light-duty-vehicles. 
1017

 Alliance TAR comments at 162, Docket NHTSA-2016-0068-0095. It is important to note the Alliance submitted 

this statement in context of the CAFE and GHG levels set in the 2012 final rule for MYs 2017 and beyond. 

Specifically, the Alliance asserted “[t]he Agencies included off-cycle credits from only two technologies in their 

analyses for setting the stringency of the standards (engine stop start and active aerodynamic features). However, 

because the fuel consumption benefits of many other technologies were overestimated in the Agencies’ analyses, 

and the standards were therefore set at very challenging levels, off-cycle technologies and the associated GHG and 

fuel economy benefits are viewed by the industry as a critical area that must become a major source of credits.” 
1018

 ICCT TAR Comments at 10, Docket EPA-HQ-OAR-2015-0827-4017.  
1019

 ACEEE TAR Comments at 14, Docket NHTSA-2016-0068-0078.  
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report), which estimated that A/C efficiency and off-cycle credits could, at most, “reduce 

adjusted MY 2016 CO2 tailpipe emission values by about 7 g/mi, which would translate to an 

adjusted fuel economy increase of approximately 0.5 mpg.”
1020

  A/C and off-cycle flexibilities 

allow manufacturers to optionally apply a wide array of technologies to improve fuel economy.  

While the adoption of any particular technologies are not required or incentivized , the industry 

is in fact expanding its use of more cost-effective A/C efficiency and off-cycle technologies 

rather than other technology pathways.  The NPRM accordingly seeks comment on how large of 

a role A/C efficiency and off-cycle technology should play in manufacturer compliance. Is an 

adjusted fuel economy increase of approximately 0.5 mpg noteworthy? 

Next, when manufacturers are increasingly reliant on A/C efficiency and off-cycle technology to 

achieve compliance, administration of the flexibility becomes more significant. The Alliance 

commented that the industry “needs the off-cycle credit program to function effectively to fulfill 

the significant role that will be needed for generating large quantities of credits from [off-cycle] 

emission reduction.”
1021

  Moreover, the Alliance pointed out that “[l]imited Agency resources 

have delayed the processing of [petitions for off-cycle credits], and the delay impedes 

manufacturers’ ability to plan for compliance or make investment decisions.”
1022

  More 

specifically, the Alliance commented that:  

 

[c]ase-by-case approvals for off-cycle credit applications is excessively burdensome due 

to slow agency response and unnecessary testing. The procedures for granting off-cycle 

GHG credits are not being implemented per the provisions of the regulation and are not 

functioning to the level necessary for industry for long-term compliance. Without timely 

processing, EPA works against its stated intent of ‘provid[ing] an incentive for CO2 and 

fuel consumption reducing off-cycle technologies that would otherwise not be developed 

because they do not offer a significant 2-cycle benefit.’
1023

   

 

Notably, the implementation of the off-cycle credit provisions has been described as 

“underperforming.”
1024

 

The Alliance’s “primarily regulatory need” as of the 2016 Draft TAR was “a renewed focus on 

removing all obstacles that are having the unintended result of slowing investment and 

                                                 
1020

 U.S. EPA, Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 1975 

Through 2017 at 141 (January 2018), EPA-420-R-18-001, available at 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf.  
1021

 Alliance TAR Comments at 166, Docket NHTSA-2016-0068-0095. 
1022

 Alliance TAR Comments at 167, Docket NHTSA-2016-0068-0095. 
1023

 Alliance Comments to Docket EPA-HQ-OA-2017-0190. 
1024

 Alliance TAR Comments at 166, Docket NHTSA-2016-0068-0095. 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf
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implementation of [credit] technologies.”
1025

  The Alliance stated generally that “[w]ith the pre-

approved credit list properly administered, the off-cycle program can be expected to grow toward 

the credit caps that were established in the regulation, and these credit caps will become binding 

constraints for many or most automobile manufacturers. At that point, the credit caps will be 

counterproductive since they will impede greater implementation of the beneficial off-cycle 

technologies.”
1026

  Similarly in regards to the agencies’ refusal to grant off-cycle credits for 

technologies like driver assistance systems, the Alliance stated that “[t]he unintended 

consequence of this is that automakers may not be able to continue to pursue technologies that do 

not provide certainty in supporting vehicle compliance.”
1027

 

These comments highlight the challenges to the agencies to assure improvement values from 

A/C efficiency and off-cycle technologies reflect verifiable, real-world fuel economy 

improvements, are attributable to specific vehicle models, are based on repeatable test 

procedures, and are developed through a transparent process with appropriate opportunities for 

public comment.  The agencies believe this process and these considerations are important to 

assure the integrity and fairness of the A/C and off-cycle procedures. The agencies note that the 

menu and 5-cycle test methodologies are predefined and are not subject to the in-depth review 

that proposed new test procedures are subject to. The agencies seek comment on whether and 

how menu-based A/C and off-cycle credits should be implemented. 

14.5.1.2 Potential for benefits to be double counted 

Next, the agencies would like to mention the potential for technology benefits to be over-

counted, but note that aspects of this issue are being addressed in this rulemaking. As stated in 

the 2012 final rule for MYs 2017 and beyond, fuel saving technologies integral to basic vehicle 

design (e.g., camless engines, variable compression ratio engines, micro air/hydraulic launch 

assist devices, advanced transmissions) should not be eligible for off-cycle credits.  Specifically, 

“[b]eing integral, there is no need to provide an incentive for their use, and (more important), 

these technologies would be incorporated regardless. Granting credits would be a windfall.”
1028

  

Assumedly, because these technologies are integral to basic vehicle design, their benefit would 

be appropriately captured on the 2-cycle tests and 5-cycle tests.  Similarly, ICCT commented 

that, “[i]n theory, off-cycle credits are a good idea, as they encourage real-world fuel 

consumption reduction for technologies that are not fully included on the official test cycles. 

However, real-world benefits only accrue if double-counting is avoided and the amount of the 

real-world fuel consumption reduction is accurately measured.”
1029
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 Alliance TAR Comments at xiv, Docket NHTSA-2016-0068-0095. 
1026

 Alliance TAR Comments at 164, Docket NHTSA-2016-0068-0095. 
1027

 Alliance TAR Comments at 126, Docket NHTSA-2016-0068-0095. 
1028

 77 FR 62732 (October 15, 2012).  
1029
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Broadly, the agencies agree with the concept that capturing real world driving behavior is 

essential to accurately measure the true benefits of A/C efficiency and off-cycle technologies. 

One example where this holds true is in particular component testing as measured with the 

federal standardized testing procedure.  For example, the federal test procedures provide specific 

guidance on how a vehicle should be installed on the dynamometer, if the vehicle’s windows 

should be open or closed, and the vehicle’s tire pressure.  On the other hand, the regulations 

provide no specific guidance on how other components should be tested so the agencies and 

manufacturers can most accurately quantify benefits. 

For example, to more accurately capture the benefit of a high efficiency alternator on the 2-cycle 

or 5-cycle test, the vehicle would need to run more systems that draw power from the alternator, 

like the infotainment system or temperature controlled seats.  The agencies do not have guidance 

for these additional components in the tests as they are currently performed, due to the 

complexity of systems available in the light duty vehicle market.  Essentially, the agencies are 

unsure of how to define in regulations what component systems need to be on or off during 

testing to accurately capture the benefit of component synergies.  Developing guidance on 

specific systems would also likely require a significant amount of time and resources.  The 

agencies seek comment on specific technologies that may be receiving more benefit based on the 

current test procedures, or more generally, any other issues related to integrated component 

testing. 

The agencies note however, that the optional 5-cycle test procedure for determining A/C and off-

cycle improvement values over-counts benefits.  The 5-cycle test procedure weighs the 2-cycle 

tests used for compliance with 3 additional test cycles to better represent real-world factors 

impacting fuel economy and GHG emissions, including higher speeds and more aggressive 

driving, colder temperature operation, and the use of air conditioning.  However, the current 

regulations erroneously do not require that the 2-cycle benefit be subtracted from the 5-cycle 

benefit, resulting in a credit calculation that is artificially too high and not reflecting actual real-

world emission reductions that were intended.  Since the 5-cycle test procedures include the 2-

cycle tests used for compliance, the agencies believe the 2-cycle benefit should be subtracted 

from the 5-cycle benefit to avoid over-counting of benefits.  Manufacturers interested in 

generating credits under the 5-cycle pathway identified this issue to the agencies, and have asked 

EPA to clarify the regulations.  This issue is discussed in Section 14.5.1.1, above, and the 

agencies seek comment on how to implement this correction. 

14.5.2 Why did the agencies propose the phase-out as modeled (e.g., year over year 

reductions in available FCIVs) for certain alternatives? 

The CAFE model was used to assess the economic, technical, and environmental impacts of 

alternatives that kept the A/C efficiency and off-cycle programs as is, and alternatives that 

phased those programs out.  As described fully in Section II.B, the CAFE model is a software 

simulation that begins with a recently produced fleet of vehicles and applies cost effective 
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technologies to each manufacturers’ fleet year-by-year, taking into consideration vehicle refresh 

and redesign schedules and common parts among vehicles. The CAFE model outputs technology 

pathways that manufacturers could use to comply with the proposed policy alternatives.  

For this NPRM, the modeling analysis uses the off-cycle credits submitted by each manufacturer 

for MY 2017 compliance, and carries these forward to future years with a few exceptions.  

Several technologies described in Section 5.4.1 are associated with off-cycle credits. In 

particular, stop-start systems, integrated starter generators, and full hybrids are assumed to 

generate off-cycle credits when applied to improve fuel economy. Similarly, higher levels of 

aerodynamic improvements are assumed to require active grille shutters on the vehicle, which 

also qualify for off-cycle credits.  The analysis assumes that any off-cycle credits that are 

associated with actions outside of technologies discussed in Section 6.4.1 (either chosen from the 

pre-approved menu or petitioned for separately) remain at levels identified by manufacturers in 

MY 2017.  Any additional off-cycle credits that accrue as the result of explicit technology 

application are calculated dynamically in each year, for each alternative.  This method allows the 

agencies to capture benefits and costs from A/C efficiency and off-cycle technologies as 

compared to an alternative where those technologies are not used for compliance purposes. 

In considering potential future actions regarding the A/C efficiency and off-cycle flexibilities, it 

was recognized that removing the programs immediately would present a considerable challenge 

for manufacturers.  Based on compliance and mid-model year data for MY 2017, the first model 

year that NHTSA accepted FCIVs for CAFE compliance, manufacturers have reported A/C 

efficiency and off-cycle FCIVs at noteworthy levels.  EPA’s MY 2016 Performance Report 

reported wide penetration of FCIVs from menu technologies, and noted some technologies 

widely employed by OEMs included active grill shutters, glass or glazing and stop-start systems.  

Additional details of individual manufacturers’ MY 2016 performance and individual A/C and 

off-cycle technology penetration can be found on EPA’s website.
1030

  Accordingly, a phase-out 

was identified as a reasonable option for manufacturers to come into compliance with GHG or 

fuel economy standards without using A/C efficiency and off-cycle improvements for 

compliance. 

Throughout the joint CAFE and GHG programs, the agencies propose to phase out flexibility 

and incentive programs rather than ending those programs abruptly, such as with the alternative 

fuel vehicle program (as mandated by EISA),
1031

 and the credit program for advanced 

technologies in pickup trucks.
1032

  Accordingly, an incremental decrease in the maximum A/C 

efficiency and off-cycle FCIVs a manufacturer can receive starting in MY 2022 and ending in 

MY 2026 was modeled. Table 14-7 below shows the incremental cap total starting in MY 2021 

and reducing by the recommend value until MY 2026.  

                                                 
1030

 ‘Manufacturer Performance Report for the 2016 Model Year,’ EPA-420-R-18-002 (January 2018). 
1031

 49 U.S.C. 32906. 
1032

 For further discussion of the advanced technology pickup truck program, see Section X.B.1.e.4, above.  
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Table 14-7 - Proposed A/C Efficiency and Off-Cycle Cap Reduction in Certain Alternatives 

Passenger Car 

MY 2020 2021 2022 2023 2024 2025 2026 

AC Efficiency 

Cap (g/mile) 

5 6 5 4 3 2 0 

Off-Cycle 

Cap (g/mile) 

10 10 8 6 4 2 0 

Light Truck 

MY 2020 2021 2022 2023 2024 2025 2026 

AC Efficiency 

Cap (g/mile) 

7.2 6 5 4 3 2 0 

Off-Cycle 

Cap (g/mile) 

10 10 8 6 4 2 0 

 

The MY 2016 fleet final compliance data to identify the starting point for the FCIV phase-out 

was reviewed.
1033

  For A/C efficiency technologies, 6 grams/mile was used as the starting point, 

which was the highest FCIV a single manufacturer had received in MY 2016.  For off-cycle 

technologies, the maximum allowable cap of 10 gram/mile set in the 2012 final rule for MYs 

2017 and beyond was used.  Although no manufacturer had reached the 10 gram/mile cap as of 

MY 2016, there is a belief that it is still feasible for some manufacturers to reach the cap in MYs 

prior to 2021. Comment is invited on this methodology.What do the modeled alternatives show? 

A lower
1034

 and higher
1035

 stringency alternative with and without the A/C efficiency and off-

cycle flexibilities were modeled to see the impact on regulatory costs, average vehicle prices, 

societal costs and benefits, average achieved fuel economy, and fuel consumption, among other 

attributes.  The alternatives and associated impacts presented below are compared to a baseline 

where EPA’s GHG emissions standards for MYs 2022-2025 remain in effect and NHTSA’s 

augural CAFE standards would be in place (for further discussion of the interpretation of what 

baseline is appropriate, see PRIA Chapter 3).  

The modeling results indicated no significant change in the fleet average achieved fuel economy, 

which is expected because the model only applies technologies to a manufacturers’ fleet until the 

standard is met.  However, the change in regulatory costs, average vehicle prices, societal costs 

and societal net benefits is noteworthy.  Without A/C efficiency and off-cycle technologies 

available, the CAFE model applied more costly technologies to the fleet.  This trend was less 

                                                 
1033

 “Manufacturer Performance Report for the 2016 Model Year” Greenhouse Gas Emission Standards for Light-

Duty Vehicles,” https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf.  
1034

 Existing standards through MY 2020, then 0.5%/year increases for both passenger cars and light trucks, for MYs 

2021-2026. 
1035

 Existing standards through MY 2020, then 2%/year increases for passenger cars and 3%/year increases for light 

trucks, for MYs 2021-2026. 

https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGIA.pdf
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noticeable with the low stringency alternative, however the advanced technology required to 

meet the high stringency alternative without A/C efficiency or off-cycle technology was more 

expensive.  Similarly, although the CAFE model only applied technology to the fleet until the 

fleet met the standards, alternatives that did not employ A/C efficiency and off-cycle 

technologies saved more fuel and reduced GHG emissions more than alternatives that did 

employ the A/C efficiency and off-cycle technologies, and in significantly higher amounts for 

the higher stringency alternative.  On average, the modeling shows that phasing out the A/C 

efficiency and off-cycle programs decreases fuel consumption over the “no change” scenario, but 

confirms that manufacturers will have to apply costlier technology to meet the standards.  

The slight difference in fleet performance under the different alternatives confirms how the 

CAFE model considers the universe of applicable technologies, and dynamically identifies the 

most cost-effective combination of technologies for each manufacturer’s vehicle fleet based on 

the assumptions about each technology’s effectiveness, cost, and interaction with all other 

technologies. For further discussion of the technology pathways employed in the CAFE model, 

please refer to PRIA Chapter 6.4. 
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15 Regulatory Flexibility Act and Unfunded Mandates Reform Act Analysis 

15.1 Regulatory Flexibility Act 

The Regulatory Flexibility Act (RFA) of 1980 (5 U.S.C §601 et seq.) requires agencies to 

evaluate potential effects of their proposed and final rules on small businesses, small 

organizations, and small government jurisdictions.  

In particular, the RFA requires that agencies provide:  

1. A description of reasons why action by the agency is being considered;  

2. A succinct statement of the objectives of, and legal basis for, the proposed rule;  

3. A description of and, where feasible, an estimate of the number of small entities to which 

the proposed rule will apply;  

4. A description of the projected reporting, recording keeping, and other compliance 

requirements of a proposed rule, including an estimate of the classes of small entities, 

which will be subject to the requirement and the type of professional skills necessary for 

preparation of the report or record;  

5. An identification, to the extent practicable, of all relevant federal rules, which may 

duplicate, overlap, or conflict with the proposed rule;  

6. A description of any significant alternatives of the proposed rule, which accomplish 

stated objectives of applicable statutes and minimize any significant economic effect of 

the proposed rule on small entities.  

Based on consideration of the following, the agencies certify that this proposal would not have a 

significant economic impact on a substantial number of small entities.   

1.  Description of the reason why action by the agency is being considered  

NHTSA and EPA are issuing this proposed rule to adjust vehicle fuel economy standards. 

2.  Objectives of, and legal basis for, the proposed rule  

The Energy Policy and Conservation Act (EPCA), as modified by the Energy Independence and 

Security Act, mandates the setting of average fuel economy standards that are maximum 

feasible.  The fuel economy standards must be set separately for passenger vehicles (cars) and 

non-passenger vehicles (light trucks).  The average fuel economy of the combined fleet of 

passenger cars and light trucks sold by manufacturers in the U.S. in model year 2020 equals or 

exceeds 35 miles per gallon.  EPA is setting CO2 emissions standards for passenger cars and 

light trucks under section 202 (a) of the Clean Air Act (CAA) ((42 U.S.C. 7521 (a)), and under 

its authority to measure passenger car and passenger car fleet fuel economy pursuant to EPCA.    

3.  Description and estimate of the number of small entities to which the proposed rule will apply  



 

1610 

 

For purposes of assessing the impacts of this proposal on small entities, small entity is defined 

as: (1) a small business as defined by the Small Business Administration’s (SBA) regulations at 

13 CFR 121.201; (2) a small governmental jurisdiction that is a government of a city, county, 

town, school district or special district with a population of less than 50,000; and (3) a small 

organization that is any not-for profit enterprise which is independently owned and operated and 

is not dominant in its field.  NHTSA and EPA are unaware of any small government entities or 

small organizations to which the requirements in this proposal would apply.   

Small businesses are defined based on the North American Industry Classification System 

(NAICS) code. One of the criteria for determining size is the number of employees in the firm. 

For establishments primarily engaged in manufacturing or assembling automobiles, as well as 

light duty trucks, the firm must have less than 1,500 employees to be classified as a small 

business.
1036

  This proposed rule would affect motor vehicle manufacturers. There are 14 small 

manufacturers of passenger cars and SUVs of electric, hybrid, and internal combustion engines.  

NHTSA believes the rulemaking would not have a significant economic effect on small vehicle 

manufacturers because under 49 CFR Part 525, passenger automobile manufacturers making less 

than 10,000 vehicles per year can petition NHTSA to have alternative standards set for those 

manufacturers. Those manufacturers currently not meeting required levels for their footprint can 

petition the agency for relief.  If the standard is changed, it has no meaningful effect on these 

manufacturers because they still must go through the same process and petition for relief. Other 

small manufacturers (e.g. Faraday Future and Karma Automotive) producing electric vehicles 

would likely meet or exceed required standards.  

Currently, there are 14 small passenger motor vehicle manufacturers in the United States.  Table 

15-1 provides information about the 14 small domestic manufacturers in model year 2017. All 

are small manufacturers, having significantly fewer than 1,000 employees.  Many of these small 

manufacturers produce high performance luxury sports cars, which are produced in low volume 

with high price tags.  A few of the manufacturers have plans to produce electric vehicles in large 

numbers; however, they have yet to start official production of such a vehicle. 

EPA believes this rulemaking would not have a significant economic impact on a substantial 

number of small entities under the Regulatory Flexibility Act, as amended by the Small Business 

Regulatory Enforcement Fairness Act.  EPA is exempting from the CO2 standards any 

manufacturer, domestic or foreign, meeting SBA’s size definitions of small business as described 

in 13 CFR 121.201.  EPA adopted the same type of exemption for small businesses in the 2017 

and later rulemaking.  EPA estimates that small entities comprise less than 0.1% of total annual 

vehicle sales and exempting them will have a negligible impact on the CO2 emissions reductions 

                                                 
1036

 Classified in NAICS under Subsector 336 – Transportation Equipment Manufacturing for Automobile 

Manufacturing (336111), Light Truck (336112), and Heavy Duty Truck Manufacturing (336120). 

https://www.sba.gov/document/support--table-size-standards.  

https://www.sba.gov/document/support--table-size-standards
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from the standards. Because EPA is exempting small businesses from the CO2 standards, we are 

certifying that the rule will not have a significant economic impact on a substantial number of 

small entities. Therefore, EPA has not conducted a Regulatory Flexibility Analysis or a SBREFA 

SBAR Panel for the rule.  

EPA regulations allow small businesses to voluntarily waive their small business exemption and 

optionally certify to the CO2 standards. This allows small entity manufacturers to earn CO2 

credits under the CO2 program, if their actual fleetwide CO2 performance is better than their 

fleetwide CO2 target standard.  However, the exemption waiver is optional for small entities and 

thus we believe that manufacturers opt into the CO2 program if it is economically advantageous 

for them to do so, for example in order to generate and sell CO2 credits. Therefore, EPA believes 

this voluntary option does not affect EPA’s determination that the standards will impose no 

significant adverse impact on small entities. 

Table 15-1 - Small Domestic Vehicle Manufacturers  

Manufacturers Founded Employees
1037

 
Estimated Annual 

Production
1038

 
Sale Price per Unit 

Karma Automotive 2014 625 900 $130,000 

BXR Motors 2008 < 10 < 100 
$155,000 to 

$185,000 

Falcon Motorsports 2009 5 < 100 
$300,000 to 

$400,000 

Lucra Cars 2005 8 < 100 $100,000 

Lyons Motor Car 2012 < 10 < 100 $1,400,000 

Rezvani Motors 2014 6 < 100 $95,000 to $270,000 

Rossion Automotive 2007 6 < 100 $90,000 

Saleen 1984 51 < 100 $100,000 

Shelby American 1962 61 < 100 $60,000 to $250,000 

Panoz 1988 20 < 100 
$155,000 to 

$175,000 

Faraday Future 2014 790 0 
$200,000 to 

$300,000 

Lucid Motor Car 2007 269 0 $60,000 

Rivian Automotive 2009 208 0 N/A 

SF Motors 2016 204 0 N/A 

  4. A description of the projected reporting, record keeping and other compliance requirements of 

a proposed rule including an estimate of the classes of small entities which will be subject to the 

requirement and the type of professional skills necessary for preparation of the report or record.  

                                                 
1037

 Number of employees as of March 2018, source: Linkedin.com. 
1038

 Rough estimate for mode year 2017.   
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The projected reporting, recordkeeping, and other compliance requirements of this proposed rule 

are consistent with the requirements stated in past rulemakings.  The burden on manufacturers 

that manufacture fewer than 10,000 vehicles remains the same as the existing standards.  To 

comply with alternative standards, manufacturers that meet this production threshold are required 

to submit a petition suggesting and justifying an alternative standard.  NHTSA estimates this 89 

hours of work per fleet per manufacturer.  NHTSA expects that the petition would be completed 

mainly by engineering staff, and would be reviewed by managers and attorneys.  The 

information collection burden on small businesses is also discussed in Section XI of the NPRM 

and the Paperwork Reduction Act supporting statements in the docket for this rulemaking.   

 

5. An identification, to the extent practicable, of all relevant Federal rules which may duplicate, 

overlap, or conflict with the proposed rule  

 

EPA and NHTSA are proposing joint rules that complement each other. We know of no other 

Federal rules that duplicate, overlap, or conflict with the proposed rules.    

 

6. A description of any significant alternatives to the proposal which accomplish the stated 

objectives of applicable statutes and which minimize any significant economic impact of the 

proposed rule on small entities.  

 

The agencies have analyzed 9 different alternative fuel economy stringencies.  However, there 

are no other alternatives that can achieve the stated objectives without installing fuel economy 

technologies into the vehicle that could significantly minimize the impact on small entities. 

15.2 Unfunded Mandates Reform Act 

Section 202 of the Unfunded Mandates Reform Act of 1995 (UMRA) requires Federal agencies 

to prepare a written assessment of costs, benefits, and other effects of a proposed or final rule 

that includes a Federal mandate likely to result in the expenditure by state, local, or tribal 

governments, in the aggregate, or by the private sector, of more than $100 million in any one 

year (adjusted for inflation with base year of 1995).  Adjusting this amount by the gross domestic 

product price deflator for 2016 results in $148 million (111.416/75.324 = 1.48).
1039

  Before 

promulgating a rule for which a written statement is needed, section 205 of UMRA generally 

requires NHTSA and EPA to identify and consider a reasonable number of regulatory 

alternatives and to adopt the least costly, most cost-effective, or least burdensome alternative that 

achieves objectives of the rule.  The provisions of section 205 do not apply when they are 

inconsistent with applicable laws.  Moreover, section 205 allows NHTSA and EPA to adopt an 

                                                 
1039

 Bureau of Economic Analysis, National Income and Product Accounts (NIPA), Table 1.1.9 Implicit Price 

Deflators for Gross Domestic Product. https://bea.gov/iTable/index_nipa.cfm.  

https://bea.gov/iTable/index_nipa.cfm
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alternative other than the least costly, most cost-effective, or least burdensome alternative if the 

agency publishes with the proposed rule an explanation why that alternative was not adopted. 

This proposed rule will not result in the expenditure by state, local, or tribal governments, in the 

aggregate, of more than $148 million annually, but it will result in the expenditure of that 

magnitude by vehicle manufacturers and/or their suppliers.  NHTSA and EPA considered a 

variety of alternative average fuel economy standards in the proposed rule, as well as flexibilities 

for manufacturers to comply with the proposed rule.  NHTSA is statutorily required to set 

standards at the maximum feasible level achievable by manufacturers based on its consideration 

and balancing of relevant factors and has tentatively concluded that the proposed fuel economy 

standards are the maximum feasible standards for the passenger car and light truck fleets for 

MYs 2021-2026 in light of statutory considerations.  

 



The Safer Affordable Fuel-Efficient Vehicles Rule for Model Years 2021-2026 Passenger Cars and Light 
Trucks 

 

Available at: 

https://www.regulations.gov/document?D=NHTSA-2018-0067-2151 
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Re: Joint Comments of Health, Environmental, and Conservation Groups on 
EPA’s Proposed Rule: The Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for 
Model Years 2021–2026 Passenger Cars and Light Trucks, 83 Fed. Reg. 42,986 (Aug. 
24, 2018) 

 
 
 
The Environmental Defense Fund and Union of Concerned Scientists (“Organizations”) hereby 
submit these joint comments in opposition to the Administrator’s proposal to roll back existing 
light-duty vehicle greenhouse gas emissions standards. See 83 Fed. Reg. 42,986 (Aug. 24, 
2018) (“Rollback” or “Proposal”). These comments discuss certain of the Organizations’ 
objections to the analysis and application of the rebound effect in the Proposal. Some of the 
Organizations are also filing separate comment letters to provide more detail and to address 
additional issues.  
 
As described in detail in our comments (attached as Appendix A), the agencies’ analysis and 
application of the rebound effect is fatally flawed.  The agencies fail to acknowledge or defend 
their changes in position.  Specifically, they mischaracterize their own analysis of the appropriate 
rebound rate in their 2010 and 2012 final rules, and completely fail to mention the analyses in the 
2016 Draft TAR and EPA’s 2016 Final TSD.  The agencies also utilize unweighted, average 
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values of the studies they consider, contrary to prior acknowledgement that such a methodology 
is unreasonable and inadequate.   
 
Moreover, the agencies do not acknowledge that they previously considered 13 of the 16 studies 
listed in PRIA Table 8-8 and concluded that those studies supported the agencies’ previously 
adopted value for the rebound effect of 10%.  The remaining three studies are all based on 
international data, which the agencies have previously acknowledged is of questionable 
relevance to the U.S. context.   
 
To arrive at their conclusion that the rebound effect should be revised, the agencies contort 
findings of key studies to suggest that the rebound effect is not declining over time, and rely on 
studies utilizing international data, data from the National Household Travel Survey, and data 
relating to gasoline demand elasticities rather than Vehicle-Miles-Travelled (VMT) elasticities – 
all of which the agencies have previously acknowledged are of limited reliability or wholly 
inapplicable to the rulemaking context.  The agencies also omit discussion of a broad range of 
recent studies, all of which demonstrate that the agencies’ proposal to adopt a 20% value is 
unreasonable, and which demonstrate that the agencies’ prior estimate of 10% must be retained 
or revised downwards.   
 
Additionally, the agencies ignore the various reasons that the estimates returned by the rebound 
effect literature are likely too high.  They ignore the broad findings suggesting that the fuel 
economy rebound effect is smaller than the fuel price rebound effect.  They ignore that recent 
studies confirm that the rebound effect has decreased, and will continue to decrease.  They 
ignore that this decrease is due to both increases in income and decreases in driving costs – the 
latter of which would be caused by existing greenhouse gas emissions and augural fuel economy 
standards themselves.  They ignore that the rebound effect is asymmetrical, and the consumer 
response is smaller for declines in the cost of driving (as is caused by increases in fuel economy) 
than it is for increases.  And they ignore their own projections of increased congestion due to the 
augural standards, which the literature finds causes the rebound effect to be smaller.   
 
The agencies’ rebound analysis is also inconsistent with other portions of the agencies’ proposed 
rule.  The agencies fail to acknowledge the inconsistency between their assumption in the 
rebound analysis that an increase in the cost of driving will always cause consumers to drive less, 
and their assumption in the Dynamic Fleet Share Model that when consumers shift from cars 
(which cost less to drive) to trucks (which cost more to drive) their driving will increase.  They 
also erroneously calculate the rebound VMT off of the resulting increase, thereby artificially 
magnifying the rebound effect in the augural/existing standards scenario.  
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Finally, although the agencies correctly acknowledge that any safety impacts from the rebound 
effect are the result of consumers’ choice to drive more, and thus cannot be attributed to the rule, 
the agencies nevertheless invoke rebound fatalities as a central justification for their proposal to 
rollback the augural/existing standards.  Safety impacts attributable to rebound are not properly 
considered as part of the agencies’ analysis, the agencies cannot rely on them as a rationale for 
rolling back the standards. 
 
 
 
 
Sincerely, 
 

Peter Zalzal 
Chet France – Consultant to EDF 
Environmental Defense Fund 
 
Dave Cooke 
Senior Vehicles Analyst 
Union of Concerned Scientists 
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I. Use of a rebound effect greater than 10% is arbitrary and capricious  
 

a. The agencies fail to adequately acknowledge or defend their change in 
position 

 
The agencies do not adequately acknowledge or describe their prior positions on the 

value of the rebound effect, much less provide a reasoned or justified explanation for why they 
have now chosen to depart from their historical stances.   

 
The agencies acknowledge that they estimated the rebound effect to be 10% in their 2010 

Final Rule for CAFE and GHG standards for MYs 2012-2016,1 and that the agencies also 
adopted the 10% value their analysis for MYs 2017-2025.2  However, the agencies’ description 
of how the 10% value was adopted in 2010 is erroneous.  First, NHTSA portrays the decision to 
use 10% in the MY 2012-2016 rulemaking as though NHTSA had fallen off a precipice from 
20% to 10% based on a single study (Small and Van Dender (2007)3).4  However, in fact, even 
NHTSA had revised its estimate of the rebound effect downward before the joint MY2012-2016 
rulemaking.  In 2008 NHTSA, used a value of 15% in its Notice of Proposed Rulemaking for 
MYs 2011-2015 CAFE standards5 and finalized that value in its final MY 2011 CAFE standards6 
(a fact the agencies do not even mention in this analysis).7  And in those two analyses, far from 
relying on a single study, NHTSA considered 22 studies conducted from 1983 through 2005, 
containing 66 separate estimates of the rebound effect.8  Among the agency’s observations were 
that: (1) the average of the estimates derived from analysis of U.S. annual time-series data were 
in line with the proposed value; (2) according greater importance to the updated estimates from 
studies allowing the rebound effect to vary (including but not limited to Small and Van Dender 
(2005)9 – a different, earlier paper than the one the agencies state was “singled out” in the 2010 

                                                
1 See 83 Fed. Reg. 42,986, 43,100 (Aug. 24, 2018); see also Light-Duty Vehicle Greenhouse Gas 
Emission Standards and Corporate Average Fuel Economy Standards; Final Rule, 75 Fed. Reg. 25324, 
25490 (May 7, 2010) (finalizing 10% value). 
2 2018 PRIA, July 2018 – (Updated August 23, 2018) at 982. 
3 Kenneth A. Small and Kurt Van Dender (2007), “Fuel Efficiency and Motor Vehicle Travel: The 
Declining Rebound Effect,” Energy Journal, Vol. 28, No. 1, pp. 25-51.  Full citations to all studies cited 
herein are also available in the References section at the end of this comment. 
4 See 83 Fed. Reg. at 43,100; see also 2018 PRIA at 993 (suggesting that “the previous 10% estimate was 
based almost exclusively on the finding of the 2007 study by Small and Van Dender”). 
5 Average Fuel Economy Standards, Passenger Cars and Light Trucks; Model Years 2011-2015, Notice 
of Proposed Rulemaking, 73 Fed. Reg. 24352, 24408 (May 2, 2008). 
6 Average Fuel Economy Standards Passenger Cars and Light Trucks Model Year 2011, Final Rule, 74 
Fed. Reg. 14196, 14327 (March 30, 2009).  
7 See id.  
8 73 Fed. Reg. at 24408; 74 Fed. Reg. at 14323. 
9 Kenneth Small and Kurt Van Dender (2005), The Effect of Improved Fuel Economy on Vehicle Miles 
Traveled: Estimating the Rebound Effect Using U.S. State Data, 1966-2001, University of California 
Energy Institute's (UCEI). 
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rulemaking) supported the proposed value; (3) and “recalculating the 29 original estimates of 
variable rebound effects to reflect current (2006) values for retail fuel prices, average fuel 
economy, personal income, and household vehicle ownership reduces their median estimate” 
returned values in line with the proposed value of 15%.10  Indeed, contrary to NHTSA’s 
suggestion that the adoption of a value below 20% relied entirely on the work of Small and Van 
Dender,11 in the 2009 Final Rule, the agency considered comments noting that the 2005 Small 
and Van Dender paper had found certain rebound values of less than 5% and had projected that 
the value would continue to decline into the future,12 yet, noting that Small and Van Dender’s 
research was still new at that time, NHTSA affirmatively declined to place outsize weight on that 
one paper.13   Instead, NHTSA considered the full literature to date, and concluded that 15% was 
the most appropriate value.  The agencies cannot now plausibly argue that the only thing 
supporting revision of the historically-used 20% figure in the 2009 and 2010 rulemakings was 
the 2007 study by Small and Van Dender.   
 
 Relatedly, the NPRM’s description of the 2010 Final Rule initially adopting the 10% 
value is erroneous.  Again, as described above, the NPRM asserts that the 2010 decision was 
based entirely on Small and Van Dender (2007).14  However, the 2010 final rule expressly 
refused to fully adopt the findings of Small and Van Dender, which the agency acknowledged 
could warrant a rebound effect “in the range of 5% or lower.”15  Instead, the agency gave 
consideration to “the larger body of historical studies” and selected a value of 10%.16  Moreover, 
the agencies expressly described that “the 10 percent value was not derived from a single point 
estimate from a particular study, but instead represents a reasonable compromise between the 
historical estimates and the projected future estimates.”17  Among the studies considered and 
discussed was Greene (2007) which confirmed the central findings of Small and Van Dender 
(2007) (namely, that the rebound effect has declined over time), and which separately found that 
fuel economy changes did not “have a statistically significant impact on VMT.”18  Also among 
the studies were “several new estimates of [the rebound effect’s] magnitude” developed by 
NHTSA itself.19  NHTSA described that “[t]hese estimates were developed by estimating and 
testing several econometric models of the relationship between vehicle miles traveled and factors 
that influence it, including household income, fuel prices, vehicle fuel efficiency, road supply, 

                                                
10 73 FR at 24,408. 
11 See 83 Fed. Reg. at 43,100 (suggesting that in the agencies’ 2010 analysis, “a then recently published 
analysis by Small & Van Dender (2007), which reported that the rebound effect appeared to be declining 
over time in response to increasing income of drivers, was singled out.”). 
12 74 Fed. Reg. at 14,326. 
13 Id. at 14,327. 
14 83 Fed. Reg. at 43,100; see also 2018 PRIA, July 2018 – (Updated August 23, 2018) at 981-82. 
15 75 Fed. Reg. at 25,517. 
16 Id. 
17 2010 Final Joint TSD, EPA-420-R-10-901 (April 2010) at 4-22. 
18 Id. at 4-19. 
19 Id. at 4-20. 
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the number of vehicles in use, vehicle prices, and other factors.”20  And NHTSA’s work returned 
estimates of the rebound effect in the 3 to 16% range.21  Yet in the NPRM the agencies fail to 
even mention the Greene or NHTSA studies.22  And, although the PRIA does contain a single 
sentence mentioning Greene’s study, it acknowledges only his finding confirming the existence 
of an income effect, and fails entirely to note that Greene also found that there was no 
statistically significant impact on VMT from fuel economy changes.23   
  

Even more significantly, the agencies entirely fail to acknowledge or discuss their 
analysis of the appropriate estimate of the rebound effect presented in the 2016 Draft TAR, 
wherein they reaffirmed a 10% value.24  As discussed in more detail where relevant below, that 
discussion: (a) considered fully thirteen (13) of the sixteen (16) papers that the agencies now 
describe as “new” and purport to rely on in the NPRM (as shown in Table 1 below); (b) 
considered all of the studies discussed in the NPRM that use U.S. data; (c) correctly described 
the findings of the papers it considered, contrary to the demonstrably erroneous portrayal of 
those papers in the NPRM; (d) discussed a number of papers that the agencies inexplicably do 
not even mention in the NPRM; and (e) qualitatively analyzed the applicability of those papers to 
the CAFE and GHG rulemaking contexts (noting, for example, that studies based on European 
data are likely of limited relevance; and distinguishing among studies based on the source and 
quality of data used by those studies).25  Similarly, the agencies do not acknowledge that EPA 
finalized and further expanded its TAR rebound analysis in its 2016 Final TSD supporting its 
2017 Final Determination, in part by adding consideration of one additional study that was not 
considered in the TAR (and which study is again omitted in the NPRM).26    
 

Moreover, even after the agencies re-analyzed and re-confirmed the 10% value in the 
TAR (based, in part, on consideration of the majority of the studies which the agencies again 
discuss in the NPRM), the agencies again finalized the use of a 10% light-duty rebound effect in 
adopting standards for heavy-duty pickups and vans in 2016.27  Therefore, although the NPRM 
                                                
20 Id. 
21 Id. at 4-21, 4-22. 
22 See 83 Fed. Reg. at 43,100. 
23 See 2018 PRIA at 981-82. 
24 The failure to acknowledge the analysis in the TAR is all the more egregious given that the agencies 
appear to have copied-and-pasted discussion of numerous studies from the TAR to the NPRM.  As 
discussed below, the discussions of 5 of the studies in the NPRM are identical to the discussions in the 
TAR.  The others appear to have had varying degrees of editing. 
25 See Draft TAR at 10-9 to 10-20.    
26 See 2016 Final TSD, EPA-420-R-16-021 (November 2016) at 3-8 to 3-20. 
27 Greenhouse Gas Emissions and Fuel Efficiency Standards for Medium- and Heavy-Duty Engines and 
Vehicles — Phase 2, Proposed Rule, 80 Fed. Reg. 40,138, 40,453 (July 13, 2015) (“Since [HD pickups 
and trucks] are . . . more similar in use to large light-duty vehicles, we have chosen the light-duty rebound 
effect of 10 percent . . .”); Greenhouse Gas Emissions and Fuel Efficiency Standards for Medium- and 
Heavy-Duty Engines and Vehicles — Phase 2, Final Rule, 80 Fed. Reg. at 73,872, 73,478 (Oct. 25, 2016) 
(finalizing use of 10%);  
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and PRIA are nominally correct in describing that the studies they discuss comprise “estimates of 
the rebound effect reported in research that has become available since the agencies original 
survey” supporting the selection of 10% in 2010, the agencies portrayal disingenuously 
insinuates that the agencies have not subsequently considered the impact of those studies.  That 
is, the agencies omit the fact that the vast majority of the studies it now purports are “new” (and, 
as described below, all of the studies that are relevant) were in fact rigorously considered in 
previous analyses in which the agencies found those studies support the continued to use of 10%.   

 
 We also note that in EPA’s 2018 Revised Final Determination, EPA did not substantively 
acknowledge or discuss, much less update, the Draft TAR’s or 2016 TSD’s rebound analyses.  
Instead, EPA simply asserted that “[e]conomic inputs such as . . . the rebound effect . . . should . 
. . be updated to be consistent with the literature and empirical evidence,”28 and that “EPA 
believes it is important to fully consider the effects of a rebound effect to project an accurate 
assessment of the projected fuel savings, and EPA intends to do so in its new rulemaking.”29  

 
But, as shown below, EPA has not updated its analysis in the NPRM to be “consistent 

with the literature and empirical evidence.”  Instead, the agencies have omitted key literature and 
empirical evidence that they previously considered, misconstrued both the pre- and post-2008 
literature that they have opted to discuss in the NPRM, and removed any semblance of an 
attempt to differentiate between the relevance and quality of various studies (e.g., by refusing to 
give appropriately lower weight to international studies, by acknowledging that most studies 
address fuel price rebound and not fuel economy rebound, by distinguishing studies based on the 
source and quality of data they analyzed, etc.).  As shown below, a thorough and reasoned 
review of the literature cannot support the agencies’ decision to abandon its prior analyses 
indicating a value of 10%.  Such a thorough and reasoned review is, of course, a necessary part 
of the agencies’ legal obligation to accurately and comprehensively acknowledge and grapple 
with the existing factual record in order to justify a change of position, as well as showing a 
rational connection between record facts and decisions.  Fox, 556 U.S. at 515; State Farm, 463 
U.S. at 43.  The agencies’ analysis has no basis in the available research nor in the real world, 
and the agencies must continue to use the 10% value as was rigorously supported in the 2010 
Rule, the 2012 Rule, the Draft TAR, and the 2016 TSD.     
  

                                                
28 83 Fed. Reg. at 16078 (Apr. 13, 2018). 
29 Id. at 16085.   
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Table 1.  “New” studies from 2018 PRIA Table 8-8 which 
were considered in the draft TAR and 2016 TSD, and the 
agencies’ list of associated long-run rebound estimates 
Study Estimate of 

Long-Run 
Effect  

Considered in 
Draft TAR and 
2016 TSD?30 

Barla et al. (2009) 20% Yes 
Bento (2009) 21-38% Yes 
Wadud (2009) 1-25% Yes 
West & Pickrell (2011) 9-34% Yes 
Ajanovic & Haas (2012) 44%  
Su (2012) 11-19% Yes 
Greene (2012)31 8-12% Yes 
Linn (2013) 20-40%    Yes32 
Frondel & Vance (2013) 46-70% Yes 
Liu (2014) 39-40% Yes 
Gillingham (2014) 22-23% Yes 
Weber & Farsi (2014) 19-81%  
Hymel & Small (2015) 18% Yes 
West et al. (2015) 0% Yes 
DeBorger (2016) 8-10% Yes 
Stapleton (2016, 2017) 14-30%  
TOTAL considered in TAR  13 
TOTAL new  3 
TOTAL new based on US 
data33 

 0 

                                                
30 Note that although the agencies state that full citations to the studies considered are available in the 
PRIA, 83 Fed. Reg. at 43099 n. 288, the PRIA does not, in fact, contain the full citations. This deficiency 
increases the burden of confirming which studies the agencies are actually referring to, and renders it 
more difficult for the public to understand the justification for the proposal and to comment on it.  The 
agencies should release a list of the full citations to each study.    
31 Although Greene (2012) is listed in the 2018 PRIA Table 8-8, it is not otherwise discussed in the 
NPRM or the PRIA.  Green (2009), however, is afforded a single sentence.  See 2018 PRIA at 981-82. 
32 The TAR considered a working paper by Linn, which was Linn, J., 2013, “The Rebound Effect of 
Passenger Vehicles,” RFF Discussion Paper, No. 13-19 [EPA-HQ-OAR-2010-0799-0761].  The NPRM 
continues to cite Linn (2013), and appears to have copied and pasted much of its discussion from the 
TAR.  However, that working paper has since been revised, updated, and published.  Therefore, it appears 
the agencies considered the outdated version of the paper.  The updated, published version that should be 
considered is Linn, J. (2016) The Rebound Effect for Passenger Vehicles, The Energy Journal, 37(2): 
257-288.  
33 Ajanovic & Haas (2012) used data from the E.U. from 1970-2007; Weber and Farsi (2014) used data 
from Switzerland in 2010; and Stapleton (2016) and (2017) used data from Great Britain from 1970-2012.   
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 In addition to the studies shown in the table above, the PRIA discusses Hymel et al. 
(2010), but omits that study from Table 8-8.34  Hymel et al. (2010) was also discussed in the 
Draft TAR. 
 

b. The agencies’ presentation of unweighted, average values from pre-2008 
studies is misleading, inadequate, and contrary to historical agency 
practice  

 
In the NPRM and PRIA, the agencies suggest that pre-2008 studies of the rebound effect 

“displayed a strong central tendency” insofar as “the average values of all estimates, those that 
were published, and authors’ preferred estimates from published studies were 22-23%, and the 
median estimates in each category were close to these values, indicated nearly symmetric 
distributions.”35  The agencies then suggest that, in 2010, they “singled out” Small and Van 
Dender (2007)’s finding that the rebound effect appeared to be declining over time, and chose a 
10% value on that basis alone.36  
  
 As described above, the agencies’ description of the support underlying the 2010 decision 
is erroneous.  Additionally, however, the 2018 PRIA wholly omits any effort to engage with the 
substantive findings of the pre-2008 studies, or to analyze how those findings interact with or 
influence the weight to be afforded to the post-2008 studies, instead purporting simply that an 
unweighted average of those studies supports their proposed revision to the value of the rebound 
effect.  But even in the interagency review process, EPA observed that utilizing unweighted 
averages is unreasonable and misleading.  The agency described, “[g]iven the broad range of 
values, EPA believes it is important to critically evaluate which studies are most likely to be 
reflective of the rebound effect of future GHG/fuel economy standards.  In other words, we can’t 
just take the “average” rebound estimates from literature.”37  EPA itself has thus admitted that 
the NPRM’s approach is unreasonable. 
 
 Moreover, the deficiency in the agencies’ analysis is made apparent by comparison to the 
Draft TAR, where the agencies’ analysis belies any notion that simply citing an unweighted 
average value of historical rebound rates is adequate.  In the TAR, the agencies noted that the 
“studies that include more recent information (e.g., data within the last decade) may provide 
more reliable estimates” of the rebound effect,38 and that affording equal weight to all “historical 
estimates of the rebound effect may overstate the effect of a gradual decrease in the cost of 

                                                
34 PRIA at 989-90 (discussing Hymel et. al. 2010); id. at 983 (omitting Hymel e. al. from Table 8-8). 
35 2018 PRIA at 981. 
36 Id. 
37 Docket Entry: E.O. 12866 Review Materials for The Safer Affordable Fuel-Efficient (SAFE) Vehicles 
Rule for Model Years 2021-2026 Passenger Cars and Light Trucks NPRM, Docket ID EPA-HQ-OAR-
2018-0283-0453 (hereinafter “EO12866 Review Materials”) at PDF page 120. 
38 Draft TAR at 10-10. 
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driving due to the standards.”39  But the agencies nevertheless presented results from individual 
historical studies and discussed their relative weights, rather than presenting merely average and 
median values.40  And the agencies grouped these individual studies into categories according to 
whether they utilized Aggregate Time-Series Data on vehicle travel throughout the U.S., U.S. 
State Level Data, or U.S. Survey Data,41 and noted that the “values based on overall aggregate 
rebound effects” are “more applicable to quantifying the impact of” CAFE and GHG standards.42  
The agencies then provided an in-depth discussion of the individual studies, noting that some 
studies were less relevant than others.  The agencies observed, for example, that some studies 
“actually quantify the price elasticity of gasoline demand . . . or the elasticity of VMT with 
respect to the price of gasoline . . . , rather than the elasticity of VMT with respect to fuel 
efficiency or the fuel cost per mile of driving.”43  And the agencies observed the nuances of the 
various findings, observing (for example) that one study could not identify a consistent effect for 
SUVs,44 one study found that fuel economy did not have a statistically significant impact and 
therefore “rejected the hypothesis of equal elasticities for gasoline prices and fuel efficiency,”45 
and that some studies found asymmetric responses – that is, that consumers are more responsive 
to an increase in prices than to a decrease in prices.46 
 
 Finally, rather than focusing solely on the average or median value of the historical 
studies (as the agencies do in the NPRM and PRIA), in the TAR the agencies noted that the 
range of estimates “for the historical, aggregate rebound effect in most research” was between 10 
to 30 percent,47 and weighed this range against the projections of future estimates shown in more 
recent literature to conclude that a value at the low end of the range was appropriate.48   
 
 As to the historical, pre-2008 studies, the agencies cannot now simply waive their hands, 
render their previous, nuanced and rigorous analysis inapplicable without explanation, and 
choose instead to appeal only to uncritical, non-discriminating historical averages to suggest 
departing from their previous conclusion is justified.   
                                                
39 Id. at 10-20.  The term “historical estimates” is used by the agencies, and in this comment, to refer to 
any estimate obtained through use of real-world data from years past, rather estimates projected for future 
years. 
40 Id. at 10-10 to 10-15. 
41 Id. at 10-10 to 10-11. 
42 Id. at 10-20; EPA reiterated its position on this point in the interagency review process, stating that 
“[w]ithin the existing literature, aggregate, time series studies of the U.S. provide the most reliable 
estimates of the rebound effect for use in LDV rulemakings.”  EO12866 Review Materials, File: 
Email_5_-_Email_from_William_Charmley _to_Chandana_Achanta_ -_June_18, =_2018 at PDF page 
122. 
43 Id. at 10-11. 
44 Id. at 10-13. 
45 Id. at 10-14. 
46 Id. at 10-14 to 10-15. 
47 Id. at 10-20. 
48 Id. at 10-20. 
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c. The agencies’ discussions of the purportedly “new” studies cited in the 

NPRM and PRIA are erroneous and cannot support revising the rebound 
rate to 20% 

 
 The agencies’ discussion of new, post-2008 studies is likewise deficient and misleading.  
As shown above, in the Draft TAR the agencies considered 13 of the 16 studies shown in Table 
8-8 of the PRIA.  However, although in the Draft TAR the agencies correctly concluded that 
these studies supported a rebound effect value of 10%, now the agencies (without 
acknowledgement or justification) change their reading of those studies, and misconstrue, 
contort, or simply omit key findings (as well as entire studies) to arrive at their conclusion that a 
20% value is compelled.  The agencies are wrong and their treatment of the underlying research 
is unreasonable.   
 

First, we note that the agencies’ discussions of 5 specific studies are identical to their 
discussion of those studies in the Draft TAR.49  That is, the agencies appear to have simply 
copied and pasted the discussion of those studies from the Draft TAR into the PRIA.  The 
discussions of the remaining overlapping studies have been revised to varying degrees.50  And, as 
described above, the agencies have simply omitted discussion of other studies that were included 
in the Draft TAR and 2016 TSD. 
  

i. The agencies depart from their own prior (accurate) discussions of 
studies demonstrating that the rebound effect is declining, and instead 
misread and distort the findings of those studies 

 
Perhaps most problematically, the agencies now suggest in the PRIA that the finding of 

Small and Van Dender (2007) that the rebound effect is declining over time has been 
undermined by later findings, including those of Hymel, Small and Van Dender (2010) and 
Hymel and Small (2015).  This suggestion is directly contrary to the studies themselves, and to 
the agencies’ previous (accurate) assessment of them.   

 
In both the Draft TAR and the 2012 Final Rule, the agencies observed that Hymel, Small 

and Van Dender (2010) confirmed “that the rebound effect was declining over time,” finding that 
the long-run rebound effect from 1966 to 2004 was 24 percent, while for 2004 it was 13 

                                                
49 These studies are: Bento et al. (2009); Wadud et al. (2009); West & Pickrell (2011); Su (2012); and Liu 
et al. (2014). 
50 These studies are: Barla (2009); Hymel, Small, and Van Dender (2010); Hymel and Small (2015); Linn 
(2013); Greene (2012); Frondel et al. (2012); Gillingham (2014); West et. al. (2015); De Borger et. al 
(2016).   
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percent.51  The Draft TAR also observed that in Hymel and Small (2015) found that, 
“[c]onsistent with previous results, the VMT rebound effect declines with increasing income and 
urbanization, and it increases with increasing fuel cost.”52   And the agencies noted that the most 
significant factor impacting variation in the rebound effect “is income, whose effect is large 
enough to greatly reduce the projected rebound effect for time periods of interest to current 
policy decisions.”53  Nevertheless, the agencies noted that Hymel and Small (2015) also found 
that, considering average income, fuel cost, and urbanization in the U.S. during 2000-2009, the 
rebound effect for those years had increased somewhat, up to 17.8%.54  But both agencies 
correctly noted that: (1) Hymel and Small (2015) hypothesized that this increase was due to 
media coverage of fuel prices, price volatility, and asymmetric responses to price changes;55  (2) 
while the first two of these factors “are important to understand the rebound effect based on fuel 
prices, they may not be as relevant to the rebound effect due to fuel efficiency;”56 (3) these two 
factors (media coverage and volatility) together accounted for more than half of the increase in 
long-run rebound, rendering that impact less relevant in the CAFE and GHG standards context;57 
and (4) the overall impact of the factors causing the increase “are small enough in magnitude that 
they do not fully offset the downward trend in VMT response elasticities due to higher incomes 
and other factors.”58  Thus, the agencies concluded, “even assuming that the variables retain their 
2003–2009 values into the indefinite future, they would not prevent a further diminishing of the 
magnitude of the rebound effect if incomes continue to grow at anything like historic rates.”59 

 
In the NPRM and PRIA, the agencies abandon their previous assessments of both Hymel, 

Small and Van Dender (2010) and Hymel and Small (2015), omitting any discussion of key 
findings and ignoring their prior nuanced analysis, and skewing the paper without support or 
justification to suggest that it defeats, rather than supports, the notion that the rebound effect is 
declining over time.   

 

                                                
51 Draft TAR at 10-14; 77 Fed. Reg. at 62,924, 62,995; accord Hymel, Small and Van Dender (2010) at 
23, 35. 
52 Id. at 10-17. 
53 Id. 
54 Id.  
55 Id. Indeed, Hymel and Small (2010) observed that the data (“suggests that the rise in the magnitude of 
the elasticity of VMT during the 2000s was due more to volatility than to the higher level of fuel price”).  
Thus, even if using the 18% value returned by Hymel and Small (2010) were not fundamentally flawed as 
described below, weighting that value equally in the agencies’ analysis would nevertheless be inconsistent 
with the agencies' assertions elsewhere that fuel prices in the future will not be volatile.  See 83 Fed. Reg. 
at 43,214 & n.444 (suggesting that, while oil prices may increase in the future, they will not subject to 
“sudden and large” shifts). 
56 Id. 
57 Id. 
58 Id. 
59 Id.; See also Hymel and Small (2015) at 103. 
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Although the PRIA does contain one sentence acknowledging that the two papers 
demonstrate that “the fuel economy rebound effect declined over time in response to increasing 
personal income and urbanization,”60 the agencies’ only discussion of that finding is an attempt 
to minimize it by asserting without support that the finding the studies were not “able to detect 
whether [the] apparent decline in response to rising income levels over time truly reflects its 
changing effect on drivers’ response [sic] improving fuel economy – the rebound effect itself – 
or simply capture the effect of rising income on their sensitivity to fuel prices.”61  This assertion 
demonstrates the absurdity of the agencies’ analysis generally, as virtually all of the studies 
discussed in the PIRA estimate only consumers’ responses to fuel prices.  Thus, to the extent the 
agencies propose to minimize the importance of these two papers’ findings as relevant only to 
fuel price changes and not to fuel economy changes, that proposal undermines the agencies’ 
consideration of nearly every other study they discuss.  And, as discussed in more detail below, 
those studies that do consider fuel economy directly almost universally found that the fuel 
economy effect is lower than the fuel price effect, and Hymel and Small (2015) in particular 
found that the fuel economy effect was “statistically indistinguishable from zero.”62  Correctly 
understood, Hymel et al. (2010) and Hymel and Small (2015) show that consumers’ response to 
fuel prices is declining over time, and that their response to fuel economy is even lower than that 
their response to fuel prices - and might in fact be zero.   

 
Regardless, notwithstanding their (erroneous) assertion that the research is not relevant 

because it regards fuel price rebound and not fuel economy rebound, the agencies focus the 
remainder of their discussion of Hymel, Small and Van Dender (2010) and Hymel and Small 
(2015) on those studies’ express findings regarding fuel price (and fuel cost) rebound.  In 
particular, the agencies note that the studies found that the rebound effect “rose during periods 
when fuel price increased.”63  And even this description of the studies’ finding is misleading, 
insofar as it connotes mere correlation between historical fuel costs and rebound rates.  In 
contrast, the Draft TAR described causation, observing that studies found that the rebound rate 
“increases with increasing fuel cost,” which finding was “consistent with previous results.”64  
That the relationship is causal suggests that the rebound rate also decreases with decreasing fuel 
costs, as would be caused by more stringent fuel economy standards.  See Draft TAR at 10-12 
(acknowledging that fuel costs “depend in part on each vehicle’s fuel economy”).  This implies 
that as fuel economy standards become more stringent, the rebound effect will become less 
pronounced.  But the agencies do not discuss this implication at all.   

 

                                                
60 2018 PRIA at 989.   
61 Id. (emphasis in original). 
62 See Comment filed by Kenneth A. Small at 2. 
63 Id. 
64 Draft TAR at 10-17. 
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Further, the PRIA’s focus on the fuel price findings stands in stark contrast to the Draft 
TAR’s correct observation that Hymel and Small (2015) found that price volatility and media 
coverage thereof caused the rebound effect to increase, and that those two factors were of limited 
relevance in the fuel economy rulemaking context.65  The PRIA omits any similar analysis.  
Instead, the PRIA retains only the observation from the Draft TAR that “half of the apparent 
increase in the rebound effect for recent years could be attributed to greater volatility in fuel 
prices and more media coverage of sudden price changes,” and omits the Draft TAR’s discussion 
of the importance or relevance of this fact.66  That is, the PRIA fails entirely to acknowledge or 
discuss the Draft TAR’s conclusions that (a) while these two factors may be relevant “to 
understand the rebound effect based upon fuel prices, they may not be as relevant to the rebound 
effect due to fuel economy,” and the agencies are only concerned with the latter in the CAFE and 
GHG standards context; and (b) even if these factors were relevant, the overall impact of the 
factors driving the increase in the rebound effect through 2009 were not significant enough to 
“fully offset the downward trend in VMT response elasticities due to higher incomes and other 
factors” and therefore even if those factors were to continue into the future, they “would not 
prevent a further diminishing of the magnitude of the rebound effect.”67  
 

Having deleted all analysis necessary to understand the relevance, applicability, and 
importance of the results of Hymel, Small and Van Dender (2010) and Hymel and Small (2015), 
the agencies then rely solely on the raw magnitude of the increased estimates returned by those 
studies.  But the agencies cannot simply ignore their own previous analysis demonstrating that 
these figures, in context, do not undermine the agencies’ prior determination that the appropriate 
estimate of the rebound effect is 10%.    

 
Further, the agencies depict those estimates incorrectly.  The agencies proclaim that the 

two studies “each revised Small & Van Dender’s original estimate of any 11% rebound effect for 
1997-2011 upward when they included more recent experience – to 13% for the period 2001-
2004, and subsequently to 18% for 2000-2009.”68  But even the studies’ author repudiates the 
agencies’ characterization of the latter estimate.  As Kenneth Small describes, this latter estimate 
is the “‘base model’, which is the starting point for the models which are the main object of the 
paper.”69 The “two more realistic models . . . yield estimates of 4.0% and 4.2%, respectively.”70   
 

And even these 4.0% and 4.2% values may be high.  Hymel and Small (2015) noted that 
the data could support the conclusion that fuel economy rebound was lower than fuel price 
rebound, but the authors sought to ensure that they were “conservative both in the sense of 
                                                
65 Id. 
66 2018 PRIA at 990. 
67 Compare id. with Draft TAR at 10-17. 
68 2018 PRIA at 989-90; 993. 
69 Comment of Kenneth Small, NHTSA-2018-0067-7789, at 1. 
70 Id.; see also Hymel and Small (2015) at 103 (Table 8).   
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adhering to standard theory and of ensuring that [they] do not underestimate the rebound effect 
on this account,” and so they “maintain[ed] the hypothesis of equality” between fuel price 
rebound and fuel economy rebound” in calculating and presenting their results.71 
 

Adding insult to injury, the agencies take one more misleading step and include only their 
erroneous 18% figure from Hymel and Small (2015) in their summary table, omitting the 4% and 
4.2% estimates from what Small describes as the “more realistic models” as well as the 13% 
estimate from Hymel, Small and Van Dender (2010) entirely.72  The agencies cannot support the 
choice of 20% by merely hiding those estimates which do not support that figure. 

  
Finally, the agencies make one more revision which hides the fact that these two studies 

actually undermine their decision to adopt a 20% rebound effect.  In the Draft TAR, the agencies 
observed that Hymel and Small (2015) showed “strong evidence of asymmetry in responsiveness 
to price increases and decreases” and “suggest that a rebound adjustment to fuel price rises takes 
place quickly; the rebound response elasticity is large in the year of, and the first year following, 
a price rise, then diminishes to a smaller value.  The rebound response to price decreases occurs 
more slowly.”73  In the PRIA, the agencies revise their prior discussion to instead state that the 
studies “suggest that households curtail their vehicle use within the first year following an 
increase in fuel prices and driving costs, while the increase in driving that occurs in response to 
declining fuel prices – and by implication, to improvements in fuel economy – occurs more 
slowly.”74  This revision is again significant.  In the PRIA, the agencies have erased their prior 
acknowledgement that the response to fuel prices “diminishes to a smaller value” over time, 
which further suggests that the consumer response measured in 2009 was a high point of the 
rebound rate rather than the start of an upward trend.75  In other words, the agencies removed yet 
another correct observation which, if included, counters the agencies’ attempt to minimize the 
studies’ central finding that the rebound rate is declining over time.  
 
 In addition to misconstruing and misrepresenting the Hymel, Small and Van Dender 
(2010), and Hymel and Small (2015) studies, the agencies eliminate almost entirely their prior 
discussions of other studies confirming that the rebound effect is declining over time.  In 
particular, the Draft TAR contained extensive discussion of Greene (2012).76  In that discussion, 
the agencies observed that Greene’s findings support the conclusions that (1) the rebound effect 
“is by now on the order of 10 percent;” (2) the rebound effect could decline over time; (3) 
although fuel prices “had a statistically significant impact on VMT, . . . fuel efficiency did not,” 

                                                
71 Hymel and Small (2015) at 97.   
72 Id. at 983; see also 83 Fed. Reg at 43101 (Table II-44).   
73 Draft TAR at 10-17.   
74 2018 PRIA at 990. 
75 See also Comment of Kenneth Small, NHTSA-2018-0067-7789, at 1 (describing the finding that “the 
response to fuel-price rises is greater in magnitude than the response to fuel-price declines”). 
76 See Draft TAR at 10-14. 



 

17 
 

suggesting the relevant rebound effect for policymaking purposes “could be zero;” and (4) the 
rebound effect for changes in price per mile were “approximately 12 percent in 2008, . . . drops 
to 10 percent in 2020 and to nine percent in 2030.”77  In contrast, in the NPRM the agencies do 
not reference Greene (2012) at all - other than a single unexplained reference to the study in 
Table 8-8, which lists the study as finding a rebound rate of 8-12%.78  And even that presentation 
is contrary to EPA’s prior observations (both in the TAR and in the interagency review process 
for this rulemaking) that the study in fact found that the rebound effect “is by now on the order 
of 10%.”79 
 

It should be noted that, although neither the NPRM nor the PRIA discusses Greene 
(2012), it affords one sentence for Greene (2009), describing that in 2010, “[t]he agencies also 
took particular note of recent EPA-funded research by Greene (2009), which replicated the 
finding that the rebound effect appeared to be declining over time as U.S. income levels 
increased using time-series data for the U.S., and projected that it could decline to 10% by the 
year 2020 with continued income growth.”80  But the agencies do not further analyze or apply 
this finding, which contradicts their analysis and conclusions.  Again, the agencies have 
eliminated virtually their entire analysis of the relevance, applicability, and importance of the 
results of these two studies that contradict their own proposed outcome - they simply delete the 
discussion almost entirely, and present the results of the 2012 study in a manner inconsistent 
with their prior analyses.   

  
ii. The agencies erroneously rely on studies based on international data, 

which the agencies have previously acknowledged are of limited 
relevance to the U.S. rulemaking context 

 
In previous analyses, including the Draft TAR and 2016 TSD, the agencies have correctly 

acknowledged that “[i]t is not clear whether studies of LDV VMT rebound estimates for 
countries different from the U.S. would provide estimates that are appropriate to the U.S. 
context.”81  As the agencies observed, “[f]or example, European countries have higher fuel prices 
and more transit options, both factors which would possibly produce a VMT rebound effect that 
is higher than in the U.S.”82  EPA even acknowledged as much in the interagency review 

                                                
77 Id. 
78 2018 PRIA at 987. 
79 Id.; Docket Entry: E.O. 12866 Review Materials, File: EPA_comments_on_the_NPRM_sent 
_to_OMB,_June_ 29,_2018 at 172; Greene (2012) at 27. 
80 2018 PRIA at 981-82.  We note, again, that the agencies have not provided full citations to these 
studies.  In the PRIA, the agencies cite to Greene (2009), while in the Draft TAR the agencies analyzed 
Greene, David, 2012. “Rebound 2007: Analysis of U.S. light-duty vehicle travel statistics,” Energy 
Policy, vol. 41, pp. 14-28.  The agencies must clarify which study the PRIA and NPRM refer to. 
81 See Draft TAR at 10-19; 2016 TSD at 3-19. 
82 Draft TAR at 10-19; 2016 TSD at 3-19. 
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process, describing that “[e]ven well executed international studies do not provide reliable 
estimates of the U.S. rebound effect, as the U.S. has different travel patterns from other countries 
due to a variety of factors.”83  

 
As a result, the agencies have historically centered their analysis on the plethora of 

studies available using U.S. data, and afforded little or no weight to international studies.  In 
particular, in the Draft TAR the agencies expressly noted that De Borger (2016) (which studied 
Denmark), Barla (2009) (which studied Canada), and Frondel and Vance (2012) (which studied 
Germany) were of limited value in the U.S. context.84,85 

 
However, in the PRIA the agencies do not qualify their consideration of international 

studies at all.  Instead, they expand their consideration of De Borger (2016) without 
qualification, and use that study as a centerpiece of their unjustified effort to discredit key 
findings that the rebound effect declines over time, suggesting that those findings are limited to 
fuel price effects rather than fuel economy effects, as described above.86  But, just as with the 
agencies’ attempt to discount Small and Van Dender (2010) and Hymel and Small (2015) 
described above, the agencies again simply highlight their own inconsistencies - nearly all of the 
papers they discuss study the fuel price effect, and not the fuel economy effect, yet the agencies 
only highlight this fact as a reason to discount a finding if that finding weighs against their 
desired conclusion. Moreover, even De Borger describes its use of Danish data as an “obvious 
limitation” on its applicability, describing that Denmark “has relatively high car taxes and (partly 
as a consequence) a low share of car-owners, and it is not obvious that the results can be 
transposed to other countries.”87  And finally, contrary to the agencies’ portrayal, De Borger in 
fact found that “fuel price sensitivity of the demand for kilometers is declining with household 
income.”88  Thus, the agencies not only ignore the authors’ own assertion that this study is 
inapplicable, the agencies get the central findings wrong. 

 

                                                
83 EO12866 Review Materials, File: Email_5_-_Email_from_William_Charmley_to_Chandana_ 
Achanta_ -_June_18, =_2018 at PDF page 122. 
84 Draft TAR at 10-16, 10-19, 10-20. 
85 The 2018 PRIA references Frondel and Vance (2012), while the Draft TAR discussed Frondel, M., and 
Vance, C., 2013. Re-Identifying the Rebound: What about Asymmetry? Energy Journal 34 (4):43-54.  
Again, without full citations in the PRIA, it is difficult to determine whether the agencies are in fact 
referring to the same study in both documents. 
86 See 2018 PRIA at 993 (arguing that “DeBorger et al. (2016) separated the effects of variation in 
household income on the sensitivity of vehicle use to fuel prices and fuel economy, and found that the 
decline in the rebound effect with rising income reported in Small & Van Dender (2007) and subsequent 
research resulted entirely from a reduction in drivers’ sensitivity to fuel prices as their incomes rose”).  
87 De Borger (2016) at 15. 
88 Id. 
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The agencies also dramatically expand their discussion of Barla (2009) from a single 
sentence89 to two full paragraphs.90  And the agencies revise the discussion of Frondel and Vance 
(2012) from a brief mention with a significant caveat (e.g, that the utility of European studies is 
limited)91 to two full paragraphs.92 

 
Moreover, only three studies in the NPRM and PRIA were not included in the TAR and 

2016 TSD, and all three are international studies – at least two of which pre-date the TAR.  
Anajovic and Haas (2012) studied six European nations,93 Weber and Farsi (2014) studied 
Switzerland,94 and Stapleton (2016, 2017) studied Great Britain.95 

 
The agencies must remove these studies from consideration – including them infects the 

analysis with undue upward bias for the very reason the agencies gave them limited or no weight 
in prior analyses:  the studies reflect higher fuel prices and a wider range of transportation 
alternatives and so are not directly applicable to domestic conditions.  Indeed, the three highest 
outlier estimates of the rebound effect are derived from Weber & Farsi (2014) (estimating 19-
81%); Frondel & Vance (2013) (46-70%); and Ajanovic & Haas (2012) (44%) and demonstrates 
the undue bias they insert into the analysis.  The agencies cannot bias their sample upward by 
considering studies that the agencies themselves have observed have little or no relevance in the 
U.S. context.96  

 
Moreover, removing these studies reveals that the only relevant studies considered in the 

NPRM and the PRIA were also considered in the Draft TAR and 2016 TSD, wherein the 
agencies concluded that they supported a rebound effect value of 10%.  The agencies’ current 
analysis is not a reconsideration based on new information, it is a wholesale revision of its prior 
analysis based not on reason but on whim.   
  

                                                
89 Draft TAR at 10-19. 
90 2018 PRIA at 984-85. 
91 Draft TAR at 10-16. 
92 2018 PRIA at 987. 
93 Id. at 986. 
94 Id. at 988. 
95 Id. at 991-92. 
96 Further highlighting the agencies’ error – there are numerous other studies available using international 
data which the agencies have not mentioned or considered.  See, e.g., Chitinis, et. al, (2014) “Who 
rebounds most? Estimating direct and indirect rebound effects for different UK socioeconomic groups.”  
Ecological Economics 106 (2014). 12–32.  Thus, not only have the agencies failed to justify their change 
in position regarding the relevance of international studies, they have failed to justify their decision to 
consider only some international studies to the exclusion of others.  The agencies must re-adopt their 
previous stance that international studies have limited or no relevance for projecting U.S. policy 
outcomes. 
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iii. The agencies erroneously rely on a study of gasoline demand elasticity, 
which the agencies have previously acknowledge is “not appropriate for 
measuring the VMT rebound effect” 

 
The agencies also cite and discuss Wadud (2009).  That study estimated the elasticity of 

gasoline demand, not the elasticity of VMT.  See Wadud (2009) at 2740.  The agencies have 
previously acknowledged that “[e]stimates of the elasticity of demand for gasoline, while a 
useful point of comparison, are not appropriate for measuring the VMT rebound effect because 
they reflect consumer selection of vehicle fuel efficiency in addition to VMT.”  77 Fed. Reg. at 
62,924.  The agencies do not so much as acknowledge their prior position, much less explain 
why they have departed from it.  Moreover, Wadud (2009)’s data was from 1984 to 2003.  
Wadud (2009) at 2743.  As established elsewhere in this comment, the agencies cannot plausibly 
rely on data from 17 to 36 years prior to first model year subject to this rulemaking, and data 
from that period cannot render incorrect the agencies’ 2012 analysis regarding the projected 
future value of the rebound effect.  Thus, the agencies cannot rely on Wadud to support revising 
the rebound effect above 10%. 

 
iv. The agencies erroneously portray as “new” studies that were considered 

in the 2012 rulemaking, and studies that provide only outdated 
historical estimates of the rebound effect 

 
In addition to the fact that all of the relevant studies now considered by the agencies were 

also considered in the Draft TAR, several of the studies were also considered in the original 2012 
final rule.  There, the agencies observed that Bento et. al. (2009) “estimated that the rebound 
effect averaged 34 percent for all households, but varied widely among those owning different 
types and ages of automobiles, and among households with varying demographic 
characteristics.”97  The agencies’ discussions in the Draft TAR and the PRIA are identical, and 
similarly observe that Bento returned a “composite estimate of 34%,” but with results varying by 
household composition.98  The agencies also discussed West and Pickrell (2011) and Su (2012) 
in the 2012 rule.99  

 
More important than the agencies’ substantive discussion of these studies is the agencies’ 

portrayal of them as “new” since the agencies’ original analysis.100  As described above, none of 
these studies are “new” insofar as the agencies considered them in the 2012 final rule (and, as 
with all of the other studies in the NPRM, in the Draft TAR).   

                                                
97 See 77 Fed. Reg. at 62995. 
98 2018 PRIA at 984; Draft TAR at 10-12. 
99 See 77 Fed. Reg. at 62995. 
100 2018 PRIA at 994 (referring to table 8-8, which includes Bento, as containing research conducted 
since the agencies’ original analysis).   
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Further, although the agencies purport that their proposed revision of the rebound effect 

value is due in part to consideration of studies “conducted since the agencies’ original 2008 
review of evidence,”101 the agencies’ prior analyses centered on findings that the rebound effect 
was declining, and thus would be smaller in the future than at the time of the rulemaking. See 
2010 Joint TSD at 4-22 (“The 10 percent estimate meets this condition, since it lies below the 
15-30 percent range of estimates for the historical rebound effect reported in most previous 
research, and at the upper end of the 5-10 percent range of estimates for the future rebound 
effect.”); id. at 4-20 (observing that the rebound effect “is declining in magnitude,” and 
NHTSA’s “forecast values of the rebound effect . . . suggest that this decline is likely to continue 
through 2030.”).102 

 
Given that the agencies’ prior analyses centered on projections of the rebound effect after 

the rules were adopted means the relevant consideration for the current NPRM is not whether 
individual studies were published after those rulemakings, but whether those new studies utilized 
data newer than that utilized in the studies already considered, and thus could confirm or deny 
the validity of the agencies’ previous projections regarding future rebound rates.   

 
Yet some of the studies the agencies now suggest are “new” in fact provide estimates 

only for the historical rebound effect.  For example, Bento (2009)’s dataset was from 2001 – 
fully 11 years before the 2012 rule, and 20 years before model year 2021 – the first year that is 
relevant to the NPRM’s analysis.103  Given the various studies that have confirmed that the 
rebound effect is declining over time, affording equal weight to Bento (2009)’s outlier value in 
the analysis regarding whether the agency’s 2012 projection of future rebound was justified is 
unreasonable. 

 
Simply, the agencies cannot plausibly suggest that Bento (2009) represents “new” 

information.  In 2012, the agencies considered Bento’s analysis alongside the other studies based 
on data from similar time periods, and concluded that, when weighing those historical estimates 
alongside projections of future evidence, the data supported a rebound effect of 10% moving 
forward.104  That Bento was included within that prior analysis belies the agencies’ suggestion 
that Bento militates against the conclusions of that analysis.   

 

                                                
101 2018 PRIA at 993. 
102 See also Draft TAR at 10-20 (“[H]istorical estimates of the rebound effect may overstate the effect of a 
gradual decrease in the cost of driving due to the standards. As a consequence, a value on the low end of 
the historical estimates is likely to provide a more reliable estimate of its magnitude during the period 
spanned by the analysis of the impacts of the MYs 2022–2025 standards.”) 
103 See 77 Fed. Reg. at 62995. 
104 Id. 
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Moreover, that the PRIA discusses Bento (2009)’s outlier value separately, but buries the 
remaining studies published prior to the 2012 rule in a table presenting only (misleading) average 
values (as discussed above), is inappropriate.  The agencies cannot plausibly afford Bento equal 
weight to other, more recent studies in their analysis, and the study’s 34% estimate should thus 
be removed from Table 8-8.  And the same is true of the other studies considered in the 2012 
analysis.  

 
v. The agencies erroneously afford equal weight to studies based on 2009 

NHTS survey data, which the agencies have previously acknowledged 
may not provide reliable estimates 

 
As in the Draft TAR, the agencies again include discussion of six studies based on data 

from the 2009 National Household Travel Survey (NHTS).  These include West and Pickrell 
(2011), Su (2012), Linn (2013) (as discussed above), Liu et. al (2014), Gillingham (2014), and 
West et. al. (2015).  As the EPA observed in the 2016 TAR, these studies, “each using NHTS 
2009 data, find rebound effects that vary from 11-40 percent based upon household survey 
data.”105  And the EPA observed that “[t]hese widely different results based on survey data from 
the same year suggest that these studies may not necessarily provide reliable estimates of the 
VMT rebound effect.”106  EPA even acknowledged again that this data is not reliable in the 
interagency review process.  EPA stated, “[e]ven well executed U.S. studies using single year 
data, particularly from the NHTS 2009 time period with the onset of the Great Recession, have 
difficulties in providing reliable estimates of the U.S. rebound effect.”107  EPA has offered no 
justification for now affording equal weight to studies based on 2009 NHTS data, when just two 
years ago it concluded that studies based on that data should be viewed with skepticism.  

 
Moreover, rebound experts appear to agree that 2009 NHTS data in particular is of 

questionable quality.  Ken Gillingham observes that the most appealing attribute of the NHTS 
data to researchers is that it is easily accessible.108  However, he notes that the data has 
limitations.  In particular: 

 
The VMT estimates in this data source are derived from self-reported travel diaries, 
which require a fairly substantial amount of effort by the survey-takers. This raises 
some questions about the validity of the survey data, as households that are willing 
to spend their time taking down their driving may also be households that pay more 
attention to the cost of driving and make driving decisions accordingly. This is an 

                                                
105 2016 TSD at 10-20. 
106 Id. 
107 EO12866 Review Materials, File: Email_5__Email_from_William_Charmley_to_Chandana_Achanta_ 
-_June_18,_2018 at PDF page 122. 
108 Comment submitted to the docket by Ken Gillingham (observing that “the availability of the National 
Household Transportation Survey (NHTS) has led to many papers that use this data source”). 
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inherent challenge in using such survey data. Survey data can certainly still provide 
useful insights, but one must be cautious in interpreting it, especially when there is 
other evidence available.109 

 
Joshua Linn has similarly observed that the estimates of VMT in the 2009 NHTS survey 

“may be noisy when compared to VMT calculated from multiple odometer readings,” and that 
“[s]tudies that use VMT based on multiple odometer readings therefore should have lower 
measurement error, and yield preferable estimates from a statistical point of view.”110  And 
Cinzia Cirillo (co-author of Liu et. al. (2014)) notes that the NHTS data may cause estimates 
based thereon to skew higher, because that data was collected during a period of unusually high 
gas prices, and that it is “well known in economics” that “[w]hen the fuel price is high, a higher 
percentage of the income is used to pay for fuel, and this causes a higher elasticity to fuel 
cost.”111  Indeed, even Liu et. al. (2014) noted that “dataset that we used was collected in 2009 
where fuel prices were particularly high and that the conditions of the US economy at that time 
were not particularly good.”112 This latter observation is an understatement – the data was 
collected from March 2008 to May 2009: the start of the great recession.  The limited 
applicability of this data to normal conditions should be intuitive. Indeed, the agencies 
themselves have acknowledged the limitations of utilizing data derived from the period of the 
great recession.113  
  
 Simply, as EPA has previously acknowledged, estimates of the rebound effect derived 
from 2009 NHTS data suffers significant limitations, and should be afforded little weight by the 
agencies, if not ignored altogether. 
 

vi. The agencies omit a broad range of recent studies  

In addition to ignoring the agencies’ own previous analyses of the studies that they now 
contort and purport to rely on, the agencies ignore recent literature on the rebound effect – 
virtually all of which supports a rebound value lower than 10%.   
                                                
109 Id. 
110 Comment of Joshua Linn, NHTSA-2018-0067-7188, at 2. 
111 Comment of Cinzia Cirillo, NHTSA-2018-0067-7819, at 2.   
112 Liu et al. (2014); See also Comment of Cinzia Cirillo, NHTSA-2018-0067-7819, at 2; (author of Liu 
et. al. (2014) observing that the data derives from a period in which gas prices were largely greater than 
$4 per gallon.)  Given the findings in the literature that rebound decreases as fuel costs decrease, relying 
on data from a period of $4 gas prices to estimate the rebound effect for the period of the standards is 
inconsistent with the agencies’ assumption that “average gasoline prices would not exceed $4/gallon (in 
real dollars)” between 2018 and 2050.  83 Fed. Reg. at 43,214-215. 
113 See, e.g., 77 Fed. Reg. at 62655 (describing that the agencies “do not believe” market forecasts that 
were “particularly influenced by the [great] recession . . . are reasonably reflective of future trends”); See 
also EO12866 Review Materials, File: Email_5_-_Email_from_William_Charmley_to_ Chandana_ 
Achanta_ -_June_18, =_2018 at PDF page 120 (describing the anomalous conditions during the time in 
which NHTS data was collected). 
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In particular: 
 

● Wang and Chen (2014)114 (which was considered in the 2016 TSD, but is omitted 
in the NPRM) used data from the 2009 National Household Travel Survey.  As 
the EPA previously described, they found that the rebound effect for fuel 
efficiency changes is only significant for the lowest income households (up to 
$25,000).”115  The agencies further observed that “Wang and Chen hypothesize 
that travel demand for these households are far from saturation, therefore getting 
more fuel efficient cars provides the opportunity to fulfil so called “latent 
demand.”116  Wang and Chen’s finding is consistent with the broader set of 
findings suggesting rebound declines as income increases.    

● Leung (2015) used 2009 NHTS survey data, and estimated that the rebound 
effect is 10%.117  

● Gillingham (2011) used data from odometer readings in California from 2001 to 
2009, and estimated that the rebound effect from fuel economy is 1%.118   

● Gillingham et. al. (2015) used data from odometer readings from Pennsylvania 
from 2000 to 2010, and estimated that the rebound effect is 10%.119  However, 
even that figure is likely too high for the agencies’ purposes, as the study also 
found that “a high percentage of the vehicles are almost entirely inelastic in 
response to gasoline price changes” and that “the lowest fuel economy vehicles 
in the fleet drive the responsiveness, with higher fuel economy vehicles highly 
inelastic with respect to gasoline price changes.”120   

● Langer et. al. (2017) used data from odometer readings in Ohio from 2009 to 
2013 and estimated that the rebound effect is 11.7%.121   

                                                
114 Wang, T. and Chen, C., 2014. "Impact of fuel price on vehicle miles traveled (VMT): do the poor 
respond in the same way as the rich?" Transportation 41(1): 91-105.   
115 2016 TSD at 3-16; see also Wang and Chen (2014) at 102. 
116 Id.  Because Wang and Chen did not find statistically significant effects for higher income levels, it is 
difficult to extract a single reliable estimate of the overall rebound effect from their study, and thus no 
such figure is included in Table 3, below. 
117 Leung, W. (2015) Three Essays in Energy Economics, Dissertation, at 46, available at: 
https://escholarship.org/content/qt3h51364m/qt3h51364m.pdf 
118 Gillingham, K. (2011) The Consumer Response to Gasoline Prices: Empirical Evidence and Policy 
Implications, Dissertation, at 100 (Table 3.3) (value for log(fuel economy)), available at: 
https://stacks.stanford.edu/file/druid:wz808zn3318/Gillingham_Dissertation-augmented.pdf 
119 Gillingham, K., A. Jenn, and I. Azevedo (2015) Heterogeneity in the Response to Gasoline Prices: 
Evidence from Pennsylvania and Implications for the Rebound Effect, Energy Economics, 52(S1): S41-
S52, at S41. 
120 Id. 
121 Langer, A., V. Maheshri, and C. Winston (2017) From Gallons to Miles: A Disaggregate Analysis of 
Automobile Travel and Externality Taxes, Journal of Public Economics, 152: 34-46, at 38. 
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● Knittel and Sandler (2015) used odometer data from California from 1998 to 
2010, and estimated that the rebound effect is 13%.122   

● Wenzel and Fujita (2018) used data from odometer readings from over 30 million 
vehicles in four urban areas of Texas, over a six-year period from 2005 to 2010.  
They concluded that the average fuel price rebound effect is 9% and the average 
cost-per-mile rebound effect is 16%.  However, Wenzel and Fujita also found 
that the rebound effect declines as a vehicle’s fuel economy increases.123  For 
vehicles with “high” fuel economy (which are the most relevant category for 
purposes of the 2021-2026 standards),124 they estimate the fuel economy rebound 
effect is 5.2%.125   

● Ficano and Thompson (2014) used 2009 NHTS survey data to “estimate vehicle 
miles traveled rebound from fuel price variation and from hybrid vehicle 
ownership.”126 Although they estimated that the average rebound effect is 
between 56% and 78%,127 they also estimated that for vehicles rated at greater 
than 20 mpg, the rebound effect was only 14.2%, while for vehicles rated at less 
than 20 mpg the rebound effect was 82.1%.128 Again, for purposes of the 2021-
2026 standards, the high-mpg category is the most relevant.   

 
As shown above, all of these studies estimate the relevant rebound effect to be substantially 
lower than the agencies’ proposed estimate of 20%, and all of them stand contrary to the 
agencies’ assertion that the 20% rebound effect value “more accurately represents the findings 
from . . . more recent analyses.”129  To the contrary, as shown below, these studies demonstrate 
that the average value of the most relevant and reliable studies undertaken since 2012 directly 
                                                
122 Knittel, C. and R. Sandler (2015) The Welfare Impact of Second-Best Uniform Pigouvian Taxation: 
Evidence from Transportation, at 2, available at: 
https://pdfs.semanticscholar.org/f424/ef079e4c60b787c48a95ac04b6310e1573e8.pdf.  Publication of this 
paper appears to be forthcoming in 2018 in the American Economic Journal: Economic Policy. See 
https://www.aeaweb.org/articles?id=10.1257/pol.20160508&&from=f  
123 This is consistent with the above-described findings that the rebound effect declines as the cost-per-
mile of driving declines.  It is also consistent with intuition – as the cost per mile decreases, the dollar-
value of any given percentage change in that cost-per-mile likewise diminishes.  And consumers will 
naturally change their behavior more for a larger dollar-figure shift in costs.  In other words, consumes 
will change their behavior more to save $10 than they will to save $0.10.  
124 Wenzel and Fujita defined their “high MPG” threshold as 23 mpg for cars, 16 mpgs for small 
pickups/SUVs, 13 mpg for large pickups, 20 mpg for CUVs, 18 mpg for minivans, and 14 mpg for full 
vans.  Wenzel and Fujita (2018) at 34.  All of these values are below those the agencies project to will be 
achieved by 2020 even under the rollback scenario.  See 83 Fed. Reg. at 43,394 (projecting light trucks 
will achieve 31.6 mpg in MY 2020); id. at 43,398 (projecting passenger cars will achieve 43.9 mpg in 
MY 2020).  
125 Wenzel & Fujita (2018) at 45. 
126 Ficano and Thompson, American Economist, Vol. 59, No. 2 (Fall 2014), pp. 167-175, 149. 
127 Id. at 167. 
128 Id. at 173. 
129 2018 PRIA at 994. 
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contradict the agencies proposed 20% value, and support a value of 10% or lower.  The agencies 
cannot plausibly suggest that recent literature supports the 20% value, while excluding virtually 
all of the relevant literature contradicting their position.   
 

vii. Correcting the deficiencies in the agencies’ analysis demonstrates that 
the agencies’ proposed 20% value is unsupportable, and validates the 
prior 10% value 

 
For the reasons described above (and identified again in the table below), the agencies 

cannot rely on the following studies as relevant estimates of the rebound effect, and they should 
be removed from the agencies’ analysis.  
 

Table 2.  Studies that should not be considered “new” and/or should be 
excluded 
Study Estimate of 

Long-Run 
Effect  

Reason 

Barla et al. (2009) 20% International Data (Canada) 
Bento (2009) 21-38% Considered in 2012 Final 

Rule; Outdated 2001 NHTS 
Data 

Wadud (2009) 1-25% Not an estimate of the 
rebound effect; Old Data 

West & Pickrell (2011) 9-34% Considered in 2012 Final 
Rule; 2009 NHTS Data 

Su (2012) 11-19% Considered in 2012 Final 
Rule; 2009 NHTS Data 

Ajanovic & Haas (2012) 44% International Data (EU) 
DeBorger (2016) 8-10% International Data (Denmark) 
Stapleton (2016, 2017) 14-30% International Data (Great 

Britain) 
Frondel & Vance (2013) 46-70% International Data (Germany) 
Weber & Farsi (2014) 19-81% International Data 

(Switzerland) 
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Further, and again as described above, the agencies must ignore or afford less weight to 
the following studies. 

 
Table 3.  Recent studies that should be afforded less weight or excluded 
Study Estimate of 

Long-Run 
Effect  

Reason 

Linn (2013) 20-40% 2009 NHTS Data 

West et al. (2015) 0% 2009 NHTS Data 
Liu (2014) 39-40% 2009 NHTS Data 
Gillingham (2014) 22-23% 2009 NHTS Data 
Leung (2015) 10% 2009 NHTS Data 

 
After making the above adjustments, the remaining relevant studies that should inform 

the agencies’ estimate of the relevant rebound effect (together with the actual rebound estimates 
returned by those studies) are below. 
 

Table 4.  Recent studies that should be given more weight 
Study Estimate of Long-Run Effect  
Greene (2012)130 10% 
Hymel, Small, and Van Dender 
(2010) 

13.1% 

Hymel & Small (2015) 4.2% 
Gillingham (2011) 1% 
Ficano and Thompson (2014) 14.2% 
Gillingham et. al (2015) 10% 
Langer et. al. (2017) 11.7% 
Knittel and Sandler (2015) 13% 
Wenzel and Fujita (2018) 5.2% 
Un-weighted Average 9.16% 

 

                                                
130 Hymel, Small, and Van Dender (2010) and Greene (2012) were considered in the agencies’ analysis 
for the 2012 Rule, and thus arguably should be omitted from this table insofar as they cannot be relied 
upon to support a revision of the agencies’ prior estimate, because these studies informed that prior 
estimate.  Nevertheless, we have included them in this table because they are among the studies that 
demonstrate that the rebound effect is declining over time.  Moreover, these studies are among the highest 
values in this updated data set, and removing them would in fact decrease the average rebound estimate of 
the studies in this table down to 8.47%, even further validating the agencies’ 2012 assessment that the 
rebound effect would decline into the future.   
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As Table 4 demonstrates, the agencies thus cannot justify departing from their previous 
use of a rebound effect value of 10%.   Correcting the deficiencies in the agencies’ analysis 
confirms that the 10% value is both appropriate and is the highest defensible value.  Moreover, 
as described below, this value is – if anything – too high, as various additional factors suggest 
that the value relevant to the CAFE and GHG standards context is likely lower than the values 
returned by the studies described above.    

 
d. Even the 10% value previously selected by the agencies is likely too high, 

as various additional factors suggest that the value relevant to the CAFE 
and GHG standards context is lower than the values estimated by the 
studies described above    

 
i. Contrary to the agencies’ previous analyses, the agencies now omit 

evidence that fuel price or fuel cost rebound effects are, at most, 
the upper bound for the fuel economy rebound effect 

 
The agencies have previously acknowledged that the fuel economy rebound effect is 

likely smaller than the fuel price rebound effect.  For example, in the Draft TAR the agencies 
acknowledged that “[m]ost of the studies reviewed use changes in fuel prices or fuel cost/mile to 
derive estimates of the VMT rebound effect instead of using the actual variable of interest, 
changes in fuel economy, and its impact on VMT. It is not clear how reliable the use of changes 
in fuel prices/fuel costs are in attempting to estimate the impacts of changes in fuel economy on 
VMT.”131  And they clarified that “studies may overstate the potential impact of the rebound 
effect resulting from this rule, if people are more responsive to changes in fuel price than the 
variable directly of interest, fuel economy.”132  The agencies also acknowledged specific findings 
in this regard, observing (for example) that some studies returned findings that “fuel prices had a 
statistically significant impact on VMT, while fuel efficiency did not.”133  

 
However, the agencies have now edited these key findings out of their analysis.  As they 

did in the Draft TAR,134 the agencies discuss Linn (2013)’s contrary finding suggesting that the 
fuel economy rebound effect is greater than the fuel price rebound effect.135  But in the NPRM, 
the agencies go on to acknowledge that Linn’s findings are “at variance with the Hymel et. al. 
and Greene results described above.”136  However, the NPRM does not, in fact, otherwise 
mention, much less discuss, Hymel et. al.’s nor Greene’s results regarding the relative magnitude 

                                                
131 Draft TAR at 10-20. 
132 Id. at 10-14. 
133 Id. 
134 Id. at 10-15 to 10-16. 
135 2018 PRIA at 987; 83 Fed. Reg. at 43,102. 
136 83 Fed. Reg. at 43,102.   
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of fuel economy rebound and fuel price rebound.137  The PRIA is, at least, more accurate insofar 
as in that version of the discussion the agencies have deleted the reference to the Hymel and 
Greene findings from the discussion of Linn (2013).138  But, like the NPRM, the PRIA similarly 
does not discuss the Hymel and Greene findings at all.   

 
The deletion of the reference to Hymel and Greene from the PRIA’s discussion of Linn 

(2013) is the only substantive change the agencies made in their discussion of Linn (2013) 
between the Draft TAR and the 2018 PRIA.139  And the Draft TAR did discuss the Hymel and 
Green findings.  It appears that the agencies deleted discussion of the Hymel and Greene findings 
– which weigh against their proposed outcome (namely, that the fuel economy effect is smaller 
than the fuel price effect) – and retained discussion of Linn’s finding that the agencies purport 
supports their proposed outcome (that the fuel economy effect is larger than the fuel price effect).  
The agencies’ deliberate omission of data and studies weighing against their proposal is arbitrary 
and unlawful.  

 
Moreover, Linn’s is the only study we are aware of in the entire body of literature finding 

that the fuel economy effect might be greater than the fuel price effect.  To the contrary, at least 
the following studies of U.S. data have found the opposite: Greene (2012),140 Gillingham 
(2012),141 Small and Van Dender (2007),142 Hymel and Small (2015),143 West et. al. (2015),144 
and Wang and Chen (2014).145  And DeBorger (2016)146 and Stapleton, et. al. (2016, 2017)147 
have arrived at similar conclusions based on international data.   Kenneth A. Small has stated as 
much, describing that his studies found that the rebound effect of “fuel economy is statistically 
indistinguishable from zero;” that “[t]his is also true of the vast majority of other studies that 
                                                
137 See 83 Fed. Reg. at 43,099-105 (failing to mention Greene at all and failing to discuss Hymel’s fuel 
economy-specific findings). 
138 2018 PRIA at 987. 
139 Compare id. with Draft TAR at 10-15 to 10-16. 
140 See Draft TAR at 10-14 (describing that “Greene found that fuel prices had a statistically significant 
impact on VMT, while fuel efficiency did not”). 
141 See 77 Fed. Reg. at 62995 (describing Gillingham’s estimate that the fuel economy effect was 6% 
while the fuel price effect was 17%). 
142 See 2010 Joint TSD at 4-19 (“While Small and Van Dender did not find a statistically significant 
coefficient for fuel efficiency, they did find a statistically significant coefficient for the price of fuel.”); 
see also Comment of Kenneth Small, NHTSA-2018-0067-7789. 
143 See Draft TAR at 10-17 (describing finding that factors contributing to rise in overall rebound effect 
do not impact fuel economy rebound effect); see also Comment of Kenneth Small, NHTSA-2018-0067-
7789. 
144 See id. at 10-18 (describing that West et. al. “conclude there is no evidence of a rebound effect in 
response to improved fuel economy”) 
145 See Wang and Chen (2014) at 102. 
146 De Borger (2016) at 10 (describing that “the coefficient of fuel efficiency is systematically smaller 
than the fuel price effect,” and expressly noting that their findings contradict those of Linn (2013)).   
147 See 2018 PRIA at 991 (noting, and attempting to minimize, that “the authors conclude that there is 
little evidence of a fuel efficiency rebound effect”). 
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have tried to measure separately these two responses;” that “the most defensible result 
empirically is that people do respond to fuel price as expected, but that they do not respond to 
fuel economy at all;” and that “Small and Van Dender (2007) make this point explicitly, and 
point out that we are therefore assuming a positive [fuel economy] rebound effect when actually 
we cannot prove that it’s greater than zero.”148 

 
Against this backdrop of contrary research, even Linn (2016) itself acknowledges its own 

limitations.  Although one of the primary focuses of the paper was to test whether fuel price 
effects and fuel economy effects are similar, he describes that his own sensitivity run 
“[a]ssuming that the effect of gasoline prices on VMT is equal in magnitude to the effect of fuel 
economy ha[d] ambiguous effects on the results.”149  And he notes that “in many cases the point 
estimates [of VMT rebound were] statistically indistinguishable when comparing the estimates 
that [were] obtained with and without imposing [the] assumption” that “gasoline prices and fuel 
economy have equal and opposite effects on VMT.”150  In other words, although Linn (2016) 
returned separate coefficients for each of fuel price and fuel economy changes, it also described 
that the difference between those two estimates as not statistically significant.  Therefore, it 
appears that relying on Linn (2016) to support the notion that fuel economy rebound is greater 
than fuel price rebound is unsupportable.   

 
And Linn himself has questioned the utility of the data underlying his findings, 

describing that Linn (2016) “rel[ies] on self-reported estimates of VMT” which “may be noisy 
when compared to VMT calculated from multiple odometer readings.”151  He thus observes that 
“[s]tudies that use VMT based on multiple odometer readings therefore should have lower 
measurement error, and yield preferable estimates from a statistical point of view.” 152  As 
described in more detail above, all of the post-2012 studies using odometer readings yield 
significantly lower estimates of the rebound effect. 

 
Simply, Linn (2016) cannot be used to justify a finding that the fuel economy rebound 

effect is greater than the fuel price rebound effect.  To the contrary, as described above, Linn’s 
finding rests on questionable data, and stands contrary to the numerous other studies finding that 
fuel economy rebound is smaller than fuel price rebound – and may be zero.  
 
 Additionally, that fuel economy rebound is smaller than fuel price rebound is consistent 
with the fact that the cost of driving changes differently in response to fuel price shifts than it 
changes in response to fuel economy shifts.  As the agencies acknowledge, the rebound effect 

                                                
148 Comment of Kenneth Small, NHTSA-2018-0067-7789, at 2. 
149 Linn (2016) at 277. 
150 Id. 
151 Comment of Joshua Linn, NHTSA-2018-0067-7188, at 2. 
152 Id. 
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“refers to the well-documented tendency of vehicles’ use to increase when their fuel economy is 
improved and the cost of driving each mile.”153  And the cost of driving each mile includes “the 
increase in their per-mile fuel and total driving costs.”154  Total driving costs, the agencies again 
acknowledge, include depreciation and maintenance and repair outlays.155  Both depreciation and 
maintenance and repair outlays may change along with fuel economy shifts, whereas they do not 
change in response to fuel price shifts.  In other words, fuel price changes are free – when gas 
prices decline, consumers do not pay any up-front cost to earn the ability to pay less per gallon of 
fuel, and fuel prices do not affect per-mile maintenance costs.  But the agencies argue that fuel 
economy changes are attended by up-front technology costs and additional maintenance costs.156  
Therefore, even if a given fuel price shift and a given fuel economy shift both decrease the fuel 
cost-per-mile equally, the fuel economy shift decreases the total cost-per-mile less than the fuel 
price shift.  Therefore, the rebound effect of the fuel economy change should be lower.  Again, 
this natural conclusion is consistent with the broad literature suggesting the fuel economy 
rebound effect is lower than the fuel price rebound effect.   
 
 However, while the agencies acknowledge the various components of costs-per-mile, 
which will shift along with more stringent fuel economy standards, the agencies refuse to 
consider those additional costs in their rebound calculations – and instead focus only on the price 
effect.  The agencies purport to support this decision by asserting that “[e]ven if new vehicles’ 
per-mile depreciation costs decline by enough to offset the increase in their fuel costs and thus 
cause a decline in the total cost of driving each mile, the reduction in their fuel economy that 
occurs in response to reducing future [fuel economy] standards would by itself cause an increase 
in their per-mile driving cost and a decline in their annual use.”157  In other words, the agencies 
appear to suggest (correctly) that the fuel economy change and the additional depreciation of 
technology costs are two independent factors with opposing effects on cost-per-mile.  But the 
agencies’ logic then falls apart.  They suggest that empirical estimates of the rebound effect . . . 
cannot . . . be applied to the change in vehicles’ [total] per-mile driving cost (including fuel, 
depreciation, and its other components) to estimate the resulting change in their use” because 
those empirical estimates measure only the response to the change in the cost of driving from 
fuel cost-per-mile shifts, and not from the other component costs-per-mile.158  Thus, they 
conclude, “incorporating depreciation costs would not change the estimates of the reduction in 
                                                
153 83 Fed. Reg. at 43099. 
154 Id. (emphasis added) 
155 See 2018 PRIA at 974 (describing that “vehicles’ per-mile operating costs include the cost of fuel they 
consume, the expected cost associated with potential crashes, maintenance and repair outlays, operating 
costs other than fuel (oil, tire wear, etc.), depreciation associated with vehicle use, and the value of their 
drivers’ and other occupants’ travel time.”) 
156 See id. at 43229; see also Hymel and Small (2015) at 97 n. 22 (describing that one explanation for the 
difference between fuel price and fuel economy rebound is that “changes in fuel efficiency . . . also raise 
vehicle purchase costs.”).   
157 2018 PRIA at 975-76 (emphasis in original). 
158 Id. at 976.  
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vehicle use stemming from lower fuel economy levels permitted by less stringent CAFE 
standards or its associated economic costs.”159  
 
 The agencies’ reasoning reveals the flaws in their rebound analysis.  First, although the 
agencies in the above-described discussion refer to “empirical estimates of the fuel economy 
rebound effect,”160 in fact (as described above) the agencies have failed entirely to distinguish 
between estimates of fuel economy rebound and estimates of fuel price or fuel cost rebound in 
their discussion of empirical estimates.  To the contrary, the agencies observe that most analyses 
“measure the rebound effect using the elasticity of vehicle use with respect to fuel cost per mile – 
equal to fuel price per gallon divided by fuel economy . . . under the assumption that drivers 
respond identically to changes in fuel cost per mile that resulting [sic] from either varying fuel 
prices or changes in fuel economy.”161  In other words, the agencies admit that the studies they 
consider do not estimate fuel economy rebound, but only fuel cost per mile rebound.162  Said 
differently, the agencies observe that these studies don’t consider the impacts of fuel economy on 
the total cost of driving, then observe that because the studies don’t consider the impacts of 
changes in the total cost of driving, including the total cost of driving won’t change the outcome, 
and therefore conclude that it’s unnecessary to include the total cost of driving.  The agencies’ 
logic is thus circular, and amounts to an admission that they’re using studies about apples to 
project growth rates for oranges.   
 
 More importantly, the agencies’ discussion misses the point, which is not that 
depreciation costs should be included in their model, but that consumers’ driving behavior 
should change in response to total cost, not just to fuel costs.  And in the agencies’ compliance 
cost analysis they project that increases in fuel economy will decrease total costs less than 
decreases in fuel price would.  This fact supports the intuitive conclusion and economic theory 
that the fuel economy rebound effect should be less than the fuel price rebound effect.  And the 
agencies must consider that fact (and the literature finding as much) when weighing estimates of 
the fuel cost rebound effect to estimate the value of the fuel economy rebound effect.  
 
  

                                                
159 Id.  
160 Id. 
161 Id. at 979 (emphasis added).   
162 In fact, as discussed above, the agencies have omitted discussion of studies and findings regarding the 
fuel economy rebound effect that were discussed in prior agency analyses.   
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ii. As the agencies admit, studies have confirmed that the rebound 
effect has decreased and will continue to decrease as income 
increases and as fuel costs decrease (as will be caused by increases 
in fuel efficiency)   

 
Real-world evidence shows that the rebound effect is dynamic and declines over time in 

response to (most relevantly) increases in income and decreases in driving costs.  The agencies 
have admitted as much in their previous analyses, describing “evidence that the magnitude of the 
rebound effect is likely to be declining over time.”163  Even in the PRIA the agencies observe 
that recent studies confirm this downward trend, observing that both Hymel, Small and Van 
Dender (2010) and Hymel and Small (2015) confirmed that “the fuel economy rebound effect 
declined over time.”164  Nevertheless, the agencies attempt to obfuscate and minimize the 
importance of these findings.  As described above, the agencies do so by suggesting that the 
findings might be relevant only to fuel price rebound, and by pointing to more recent point-
estimates of the rebound effect.  As discussed above, both of these undermine the agencies’ 
position, and in particular the most recent research supports the notion that the rebound effect is 
declining.   

 
The agencies further suggest new studies undermine the previous findings that the 

rebound effect declines with income.  In particular, they suggest that “some studies” find that 
“the fuel economy rebound effect increases with the number of vehicles [households] own.”165  
The agencies then assert that “[b]ecause vehicle ownership is strongly associated with household 
income, this common finding suggests that the rebound effect is unlikely to decline with rising 
incomes as the agencies had previously assumed.”  But the agencies do not describe which 
studies they are referring to, rendering it difficult to assess and comment on the specific findings 
underlying the assertion.    

 
Regardless, the assertion does not withstand scrutiny.  The agencies themselves describe 

that data from a “U.S. households owning multiple vehicles” has “enabled analysts to examine 
households’ substitution among them.”166  This sentence contains a crucial observation – 
findings that individual vehicles in a household’s fleet have high rebound effects do not measure 
the households’ total driving, but rather measure driving for specific vehicles.  Therefore, the 
estimates returned do not show that the households drive more in total, but (at least in part) that 
the household substitutes driving the old car with driving the newer, more efficient car.167  This 

                                                
163 Draft TAR at 10-20.   
164 2018 PRIA at 989.   
165 Id. at 993. 
166 Id. at 982 (emphasis added). 
167 See Linn (2016) at 270-71 (describing that “[t]he coefficient on the vehicle’s own fuel economy 
implies that VMT increases when that vehicle’s fuel economy increases, but the increase in the fuel 
economy of the household’s other vehicles causes the vehicle’s own VMT to decrease (i.e., the vehicles 
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type of rebound is not additional driving, but replacement driving, which provides a social 
benefit and serves the purposes of both EPCA and the CAA by reducing fuel consumption and 
carbon emissions.  Thus, the agencies cannot plausibly rely on individual-vehicle data from 
multi-vehicle households to suggest that increasing income does not cause the rebound effect to 
decline.168   

 
 Additionally, the agencies attempt to minimize the fact that rebound is declining by 
suggesting that the evidence demonstrated that the rebound effect declines solely due to 
increasing incomes, and asserting that the income effects anticipated in 2012 have not and will 
not materialize.169  Specifically, the agencies state that “[i]n contrast to the 2-3% annual growth 
assumed by the agencies when developing earlier forecasts of the future rebound effect, the 
income measure (real personal income per capita) used in these analyses has grown 
approximately 1% annually over the past two decades, and is projected to grow at approximately 
1.5% for the next 30 years.”170  The agencies’ argument suffers several flaws, each of them fatal. 
 

First, the agencies’ assertions regarding expected and realized income rates is contrary to 
fact.  Although the agencies assert that the agencies previously assumed future income growth 
rates in their prior analysis, the agencies do not cite to any prior discussion relying on projections 
of future income growth, nor there is no record of any specific growth rates having been 
mentioned or otherwise playing any role whatsoever in the 2010 Final Rule, the 2012 Final Rule, 
the Draft TAR, or the 2016 TSD.171  The most recent analyses – the Draft TAR and the 2016 
TSD – simply observed that AEO reports projected that income would increase.  And even the 
agencies acknowledge that income has, in fact, increased since that time.172  Nothing in the 
agencies’ prior analyses suggests that their estimate was dependent on specific growth rates 

                                                
are substitutes for one another).”); id. at n.8 (observing that “Knittel and Sandler (2013) also find some 
evidence of within-household substitution for vehicles in California” and that “[w]ithin-household 
substitution appears to be more substantial for the NHTS sample”). 
168 Further, even if these studies could be read to suggest that high-income, multiple-vehicle households 
have higher rebound rates, the agencies have nevertheless failed to consider other studies which militate 
against that conclusion.  In the 2016 TSD, EPA discussed other studies, and concluded that “the evidence 
of how the rebound effect varies between households across different income classes is mixed and 
inconclusive.”  2016 TSD at 3-20.  The agencies do not now offer any reason to support departing from 
that previous position by focusing in on one category of studies that (they assert) supports their preferred 
outcome, to the exclusion of others. 
169 Id. at 993. 
170 Id.  
171 2010 Joint TSD at 4-22 (not discussing income projections at all); 2012 Joint TSD at 4-25 to 4-26 (not 
discussing income projections at all); Draft TAR at 10-20 (describing only that “[s]ince the AEO 2015 
projects that household incomes will be rising throughout the analysis period, the agencies believe that it 
is appropriate to factor in studies that account for income on the rebound effect.”);  2016 TSD at 3-20 
(same, but referencing AEO 2016). 
172 2018 PRIA at 989.   
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being realized, and the agencies do not now provide even any post-hoc rationale for why specific 
growth rates would have been required.   

 
Moreover, even if the agencies had previously relied on specific estimates of income 

growth, the analysis in the PRIA and NPRM nevertheless appear to be without basis in fact.  The 
agencies assert (without citation or support) that income has grown only “1% over the last two 
decades.”173  The proposition that the average growth rate since 1998 – which period included 
both the tech bubble and the great recession – is somehow relevant to the validity of the 
agencies’ forward-looking rebound projections in 2010, 2012, and 2016 is unsupportable.  
Nearly 75% of the “last two decades” of data occurred before the EPA even finalized the 2022-
2025 GHG standards.  If anything, the only relevant data to re-visiting those standards would be 
income growth rates since 2012 at the earliest.  And average income has grown by 14% since 
2012, or at an average of 2.8% annually.174   

 
Similarly, the agencies do not cite any support for their assertion future income is 

projected to grow at only 1.5% annually.175  This projection appears to be similarly without 
support.  In fact, AEO 2018 projects income to rise at an average of 2.2% through 2050.176  And 
the agencies failed to identify any authority to the contrary.  The agencies’ 1.5% figure appears 
to be without basis.   

 
Second, even if the agencies’ assertions regarding projected and realized income were 

correct, the agencies’ suggestion that the declining rebound rate is solely attributable to income 
gains is erroneous.  The agencies previously acknowledged the declining rebound rate as 
follows: “the responsiveness to the fuel cost of driving will be larger when it is a larger 
proportion of the total cost of driving.”177  In other words, the rebound effect declines when “fuel 
costs as a share of total monetary travel costs” decrease.178   

 
One way in which fuel costs become a smaller proportion of the total cost of driving is 

for incomes to rise, as the agencies acknowledge.  This is because rising incomes cause the time-
cost of driving to become a larger component of the total cost.179  But another way fuel costs 
become a smaller proportion of total costs is for those fuel costs to decline.  Thus, evidence has 
                                                
173 Id. (emphasis added). 
174 See United States Census, Historical Income Tables, Table P-1, available at 
https://www.census.gov/data/tables/time-series/demo/income-poverty/historical-income-people.html 
(accessed October 15, 2018). 
175 See 2018 PRIA at 993. 
176 See AEO 2018, Table 20 (Macroeconomic Indicators), available at 
https://www.eia.gov/outlooks/aeo/data/browser/#/?id=18-AEO2018&cases=ref2018&sourcekey=0 
(accessed October 15, 2018). 
177 See Draft TAR at 10-13. 
178 Id.  
179 See id. 
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shown that “the rebound effect declines with increasing income and urbanization, and it 
increases with increasing fuel cost.”180  And because “fuel costs . . . reflect both fuel prices and 
fuel efficiency,”181 “an increase in fuel efficiency has the same impact . . . as that of a fuel price 
cut.”182  As Hymel and Small describe, “[t]his makes sense from a theoretical standpoint because 
most of the changes in fuel efficiency we are interested in are improvements, i.e., they lower the 
fuel cost per mile just like price cuts.”183 
 

By 2020 fuel economy will have increased dramatically relative to the era from which the 
historical studies have pulled their data.  For example, fuel economy will have increased by more 
than 50% since 2005, when light-duty vehicles’ average fuel economy was 24.8 mpg 
(unadjusted).184  In 2020, the agencies project that achieved average fuel economy will be at least 
37.2 mpg.185  This amounts to a 33% decrease in per-mile fuel costs.186  Because evidence 
demonstrates that consumer demand will become less elastic as prices decline, applying a point-
estimate of rebound derived from circa 2004-2005 (such as Hymel et al. (2010)’s estimate that 
the rebound rate in 2004 was 13%) to a point on the curve that is 33% lower on that curve is 
unreasonable.  The agencies must account for the declining cost of driving driven by both the 
recent dramatic increases in fuel economy and the increases that would be driven by the 
augural/existing standards. 

 
Finally, notwithstanding evidence that the rebound effect is dynamic and declining, in the 

PRIA, the agencies describe that their analysis “assum[es] the demand curve for vehicle use is 
linear over the relevant range.”187  This, too, is a departure from previous rules.  In those rules, as 
discussed at length above, the agencies acknowledged that the rebound effect (and thus the 
demand curve) is changing over time, and thus not linear.  They then acknowledged that, 
because their modeling “requires a single point estimate for the rebound effect as an input to its 
analysis,”188 “a value on the low end of the historical estimates . . . is likely to provide a more 
reliable estimate of its magnitude during the future period spanned by the agencies’ analyses of 
the impacts of this rulemaking.”189  In other words, in the past the agencies expressly adopted a 

                                                
180 Hymel and Small (2015) at 96. 
181 Draft TAR at 10-13 n. G. 
182 Hymel and Small (2015) at 98. 
183 Id. at 98-99; See also Knittel and Sandler (2015) at 12 (“Obviously vehicle owners with more fuel 
efficient vehicles will respond less to changes in the per-gallon gasoline price”). 
184 EPA, Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends: 
1975 Through 2017 (January 2018) [EPA-420-R-18-001] at 122, available at: 
https://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=P100TGDW.pdf  
185 83 Fed. Reg. at 43,390. 
186 Assuming constant fuel prices. 
187 2018 PRIA at 975; see also Equation 67 p.92 of Draft CAFE Model Documentation, July 2018 (linear 
equation used to calculate impacts of rebound effect). 
188 2012 TSD at 4-25. 
189 Id. 
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linear approximation of an admittedly non-linear relationship.  Now, the agencies simply assume 
without support (and contrary to their own acknowledgements) that the real-world relationship is 
linear. 
  
 The agencies must acknowledge that the rebound effect is dynamic, and must (at a 
minimum) follow the same procedure for reflecting that dynamic nature as they have in the past 
– namely, to adopt a value on the low-end of historical estimates.190  Specifically, in 2012, the 
agencies described that the low end of the values produced by historical estimates was 10%.191  
Today, as shown in Table 4 above, the low end of the most relevant, historically-measured 
values is closer to 5%.  This new data supports the agencies’ prior projections of a declining 
rebound effect, and therefore suggests that – consistent with the agencies’ prior analyses – the 
agencies should, at a minimum, again adopt a value at the low end of the historical estimates.   

 
However, it should be noted that even the method the agencies have historically used 

(adopting a value on the low-end of historical estimates) carries limitations as well.  Specifically, 
applying a first-order linear approximation of rebound to decades-long time periods when the 
evidence shows a dynamic, declining rebound that will be much smaller later in the analysis will 
yield erroneous results – and will specifically overestimate the impact of the rebound effects in 
the later years of the analysis.  The better approach would be to approximate the dynamic 
relationship, and apply an even lower rebound rate in those later years.   
 

Regardless, the agencies cannot support the proposal to increase their estimate of the 
rebound effect to 20%.  If anything, the data supports decreasing their estimate of the rebound 
effect to below 10%.   
 

iii. The agencies fail to acknowledge the asymmetrical characteristics 
of the rebound effect, which suggest that the impacts of more 
stringent standards should be at the low end of the available 
estimates   

 
The agencies have previously acknowledged evidence showing that the rebound effect is 

asymmetrical – that is, that VMT changes more in response to price increases than it does to 

                                                
190 This historical approach also comes with limitations.  The agencies apply a first-order linear 
approximation to decades long-periods and large changes in fuel economy values.  First order 
approximations have inherent limitations, evidenced by the fact that, due to compounding, applying the 
approximation to each incremental (year-to-year) change in CPM from 2020 to 2026 would result in a 
larger estimate of total rebound VMT as compared to applying it to the entire period all at once.  
Similarly, estimates of VMT for any given calendar year will vary depending on the baseline cost-per-
mile used to calculate that calendar year’s VMT.  Calculating MY 2025 rebound off of a MY 2012 cost-
per-mile baseline will yield a different result than calculating it off of a MY2016 cost-per-mile baseline.   
191 Id. 
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price decreases, but they have now softened and removed such acknowledgement.  For example, 
in the Draft TAR the agencies acknowledged that Hymel and Small (2015)’s results “show 
strong evidence of asymmetry in responsiveness to price increases and decreases.”192  And they 
observed literature showing that fuel-demand is asymmetric – and that the response to an 
“increase in oil prices can be on the order of five times larger than the response to a price 
decrease.”193  Therefore, the agencies observed, “[s]ince these standards would decrease the cost 
of driving gradually over time, it is possible that the rebound effect would be much smaller than 
some of the historical estimates included in the literature.”194 
 

In the PRIA, however, rather than observing the “strong evidence of asymmetry” in 
Hymel and Small (2015), they now observe only that “households curtail their vehicle use within 
the first year following an increase in fuel prices and driving costs, while the increase in driving 
that occurs in response to declining fuel prices . . . occurs more slowly.”195  And the agencies 
have deleted entirely the discussion of evidence showing asymmetrical fuel demand responses.196  
Instead, they highlight only that one international study using European data found no evidence 
of asymmetry.197 

 
The agencies’ revisions are misleading and unreasonable.  First, the agencies do not offer 

any support for their apparent change in position regarding the potential that the response to 
increasing fuel efficiency may be “much smaller” than historical evidence might suggest due to 
asymmetry.  The agencies cannot simply delete their discussion of asymmetries, replace it with 
one inapplicable European study, and hope nobody notices.   

 
And second, even the agencies’ portrayal of the asymmetry findings within their 

discussion of Hymel and Small (2015) are misleading.  Although, as the agencies observe, that 
study did find that asymmetries manifest in the speed with which VMT shifts occur in response 
to price increases versus price decreases, studies have also found that the magnitude of the shift 
differs.   In another report Kenneth Small prepared for EPA, he showed that modeling of 
asymmetric effects leads to projections of a long-run rebound effect of 1.0% by 2025 – far lower 
than the projected effect without considering asymmetric responses.198  The PRIA unreasonably 
fails to even discuss the magnitudes of these asymmetric effects,199 consideration of which would 
further demonstrate that historical estimates of the rebound effect are, at most, the upper bound 
for the value the agencies could plausibly use in their analysis.  And because, as shown in Table 

                                                
192 Draft TAR at 10-17. 
193 Id. at 10-15. 
194 Id. 
195 2018 PRIA at 990.   
196 See Id. at 979-92. 
197 Id. at 986 (discussing Ajanovic and Haas (2012)).   
198 Comment of Kenneth Small, NHTSA-2018-0067-7789, at 1. 
199 See 2018 PRIA at 990. 
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4, all of the most relevant historical estimates estimate the rebound effect at lower than 20%, 
adopting a value of 20% is unsupportable. 
 

iv. The agencies fail to acknowledge or analyze the effects of 
increased congestion on rebound 

 
As described above, the magnitude of the rebound effect declines when fuel costs decline 

as a share of total travel costs.  And, because total travel costs include time-cost of driving, and 
the time-cost of driving increases as the total time required to drive increases, factors that impact 
the total time required thus theoretically impact the rebound effect.  One of these factors is 
congestion.  Indeed, at least one study has directly addressed the impact of congestion on the 
magnitude of the rebound effect, and has observed that fuel efficiency improvements may “tend 
to worsen congestion, which will itself tend to deter travel.”200  In other words, “[t]his increased 
congestion modifies the overall rebound effect by curtailing some of the incentive for travel.”201 

 
Although Hymel, Small and Van Dender (2010) found that the “congestion effect” was 

relatively small, it is nevertheless a relevant effect.  Moreover, the agencies’ failure to consider it 
at all stands in contrast to the fact that elsewhere in the cost-benefit analysis the agencies 
expressly monetize the social cost imposed by projected increases in congestion attributable to 
additional driving under the augural scenario.  Indeed, these FHWA values are expressly 
intended to monetize the time-value of additional driving, and specifically to “measure the 
increased costs resulting from added congestion and the delays it causes.”  The agencies should 
analyze whether the congestion impacts they have projected to result from the existing standards 
are similar to the congestion impacts studied by Hymel, Small and Van Dender (2010) (and any 
other studies that have considered the congestion effect), and the degree to which that projected 
impact will “curtail some of the incentive for travel” and reduce the rebound VMT projected to 
result under the agencies’ proposed alternatives.  At a minimum, the “congestion effect” 
demonstrates that historical estimates of the rebound effect are at most the upper bound for the 
appropriate rebound effect value to adopt in the CAFE and GHG context.   

 
II. The agencies’ rebound analysis is inconsistent with other portions of the 

proposed rule 
 

As demonstrated above, the agencies proposal to adopt a 20% value for the rebound 
effect is without real-world support.  Additionally, the agencies’ application of a fixed, linear 
rebound effect across all cars in the fleet and across all years of the analysis is in inherent tension 
with other aspects of the proposal.   
 

                                                
200 Hymel, Small and Van Dender (2010) at 1220. 
201 Id. at 1221. 
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a. The Dynamic Fleet Share Model and “New Vehicle” VMT assumptions 
conflict with the rebound analysis 

 
In particular, with the Dynamic Fleet Share Model (“DFS”) the agencies have hard-wired 

into their model an assumption that consumers will shift from cars to trucks, such that the 
percentage of the fleet comprised of trucks grows at a pre-defined rate as fuel economy standards 
become more stringent.202  Additionally, the agencies’ model contains a hard-wired assumption 
that the average truck will accrue more annual VMT than the average car.203  However, the 
average truck is also projected to be less fuel efficient than the average car, and thus is projected 
to have a higher cost-per-mile (CPM).204  In other words, the agencies assume that as fuel 
economy standards become more stringent consumers will choose to purchase more expensive 
vehicles with higher driving costs – and will drive those vehicles more than they would have 
driven the vehicles with lower driving costs. 

 
The assumption that consumers will drive more notwithstanding higher driving costs 

associated with trucks appears to imply a negative rebound rate for those consumers.  This 
assumption is in inherent tension with the agencies’ adoption and implementation of a positive 
rebound effect value, which inherently assumes that drivers will always drive less for a given 
increase in driving costs.  The agencies have not acknowledged this apparent contradiction, 
much less have they supported it with any analysis or real-world evidence.   

 
Further, the fact that the agencies project a higher share of trucks and a higher VMT for 

those trucks not only conflicts with the analysis of the rebound effect, it magnifies the impact of 
the rebound effect under more-stringent alternatives.  Even the agencies admit as much.205  Also, 
the agencies do not explain the reason for the magnification.  It appears to result because the 
hard-wired shift to a greater share of trucks projected by the DFS model in the augural scenario 
also causes a spontaneous increase in baseline VMT (because trucks are assumed to have higher 
VMT than cars), which when compounded by the rebound effect (because new trucks are more 
efficient than old trucks), results in an even greater VMT increment above VMT in the rollback 
scenario.  From a theoretical perspective, this amounts to a suggestion that consumers will ignore 
the increase in CPM associated with replacing cars with new trucks, but after that point will 
begin to consider CPM – not as compared to the old cars, but as compared to older, less efficient 
trucks – in determining their new-truck driving habits.  Assuming consumers will only respond 
in accordance with the rebound effect after they have accrued a significant jump in CPM is 

                                                
202 See comment submitted to these dockets: Rick Rykowski, Supporting Report for Environmental 
Defense Fund Comment, Review of the Agencies’ Technical Analysis Supporting the SAFE Vehicle 
NPRM (October 2018). 
203 83 Fed. Reg. at 43,187. 
204 Id. (“light trucks are less efficient than passenger cars on average”). 
205 Id. (describing that the shift to trucks can “can magnify the influence of the rebound effect on vehicles 
that go through the compliance simulation (MY 2016–2032)”). 
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illogical and unreasonable, and works to unrealistically exacerbate the projected impact of the 
rebound effect in the agencies’ analysis.   

 
Similarly, the agencies assume that new cars will be driven more than old cars, 

irrespective of relative fuel efficiency or cost-per-mile.206  Thus, the agencies suggest that CPM 
will not influence a consumer’s decisions regarding which car to drive, nor will it influence the 
consumer’s decision of how much to drive that car initially.  But, the agencies then suggest that 
after incurring the initial (CPM-agnostic) sudden increase in VMT, consumers will then start to 
consider changes in CPM and will adjust their driving habits according to the rebound effect.  In 
other words, when a consumer buys a new more-efficient car, that consumer will drive that car 
more because it is new and irrespective of CPM, and then will further increase his or her driving 
off of the new, bigger baseline VMT due to the decline in CPM.  As with the DFS, the agencies 
again admit that this will “magnify” the rebound effect.207 And again, the agencies’ suggestion 
that consumers will be CPM-agnostic in determining how much to initially drive a new car, but 
will then be CPM-aware thereafter, conflicts with their discussion of the rebound effect, which 
assumes that that drivers will always respond in the same way to a change in driving costs.  It 
also conflicts with the literature that studied the difference in VMT between new fuel-efficient 
cars, and older, less-fuel efficient cars.208  The rebound effect returned by that literature 
inherently includes any increase in VMT that would be attributable to the fact that a car is new.  
Therefore, applying both a “new car” effect and a rebound effect to the same car is likely double-
counting at least some portion of the increased VMT.  Once again, the agencies analysis is 
unreasonable.     
 

b. The rebound effect for existing vehicles is not “identical for all regulatory 
alternatives,” contrary to the agencies’ assertions 

 
The agencies’ statements regarding the impact of the rebound effect on the existing U.S. 

fleet are erroneous.  The agencies suggest that “[s]ince the fuel economy of [existing] vehicles is 
already fixed, only the fuel price influences their travel demand relative to the mileage 
accumulation schedule and so is identical for all regulatory alternatives.”209   

 
The agencies’ suggestion is wrong.  Although they are correct that the average fuel 

economy is already fixed, the agencies fail to mention that their model changes the total size of 
the U.S. fleet over time – and as it removes existing cars from the fleet, it also removes their 
associated VMT from the road.  Thus, under the rollback scenario, total “baseline” existing-fleet 
VMT is projected to be lower than in the augural scenario, and the rebound effect will therefore 
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cause a different impact on existing-car VMT in the rollback scenario than it will in the augural 
scenario.  In other words, existing-fleet rebound impacts will differ because it will be calculated 
off of a bigger base in the augural scenario.210   

 
The agencies must acknowledge and explain the impact this variation in existing-fleet 

rebound has on the agencies’ cost-benefit analysis.  
 

III. The agencies deceivingly and inconsistently discuss the safety impacts of the 
rebound effect in the NPRM, PRIA, and publicly, and the agencies cannot 
justify the rollback based on rebound safety impacts 

 
The agencies correctly acknowledge that fatalities and other crash costs from rebound are 

not attributable to the standards.  Specifically, the agencies describe that “[i]ncreased driving 
associated with rebound is a consumer choice.  Improved CAFE will reduce driving costs, but 
nothing in the higher CAFE standards compels consumers to drive additional miles.”211  And 
“[i]f consumers choose to do so, they are making a decision that the utility of more driving 
exceeds the marginal operating costs as well as the added crash risk it entails.”212  Therefore, the 
agencies acknowledge, crash costs attributable to rebound are not “actually imposed on 
consumers by CAFE standards.”213 
 
 Nevertheless, in their analysis the agencies quantify projected fatalities and non-fatal 
crash costs attributable to the rebound effect.214  But, because those fatalities are not “directly 
attributable to the CAFE standards,” the agencies “valu[e] extra rebound miles at the full value 
of their added driving cost plus the added safety risk consumers experience, which completely 
offsets the societal impact of any added fatalities from this voluntary consumer choice.”215  In 
other words, the agencies simply insert a counter-balance in their calculations by assuming that a 

                                                
210 Moreover, as described above, the evidence shows the rebound effect declines over time along with 
the cost of driving.  And in applying their rebound calculations, the agencies use an average cost-per-mile 
value for the U.S. fleet.  This cost-per-mile average will be lower under the augural scenario, due to the 
increased fuel economy of new vehicles.  Thus, faithful application of the rebound literature requires 
application of a lower rebound rate to the fleet-average CPM under the augural standards than under the 
rollback standards – which would thereby cause less existing-fleet rebound under the augural scenario 
than under the rollback.   
211 83 Fed. Reg. at 43,107. 
212 Id.  
213 Id.; see also id. at 43,148 (“although a safety impact from the rebound effect is calculated, these 
impacts are considered to be freely chosen rather than imposed”); id. at 43158 (the agency does not add 
rebound effects to the other CAFE-related impacts because rebound-related fatalities and injuries result 
from risk that is freely chosen and offset by societal valuations that at a minimum exceed the aggregate 
value of safety consequences plus added vehicle operating and maintenance costs.”). 
by CAFE 
214 Id. at 43,107. 
215 Id. 
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benefit exactly offsets the cost of additional rebound driving, thereby zeroing out the safety 
impact of additional rebound miles on the agencies’ analysis.216  And they do the same for non-
fatal crash costs.217  Moreover, the agencies admit that even the assumed equal-and-opposite 
benefit does not reflect reality, in which “rebound-related fatalities and injuries [are] . . . offset 
by societal valuations that at a minimum exceed the aggregate value of safety consequences plus 
added vehicle operating and maintenance costs.”218 
 
 The agencies’ analysis prompts the question why the agencies have quantified or 
monetized fatalities attributable to rebound at all.  Indeed, doing so is contrary to historical 
practice.  For example, the agencies did not quantify them in the 2012 final rule.  Instead, 
NHTSA’s cost-benefit tables for the 2012 Final Rule quantified only the reduced fatalities 
attributable to mass reduction, and omitted any quantification or monetization of fatalities 
attributable to rebound.219  And the agencies noted that the appropriate safety consideration in 
their analysis was fatality rates per-VMT, not total fatalities.220   
 

Contrary to the approach taken in 2012, quantifying rebound fatalities in the analysis – 
even if the monetized costs are ultimately zeroed out – is misleading and unreasonable.  That is, 
the agencies’ analysis should consider those impacts that are fairly attributable to the rule.  And 
the agencies themselves admit that rebound fatalities are not fairly attributable to the rule.  Thus, 
the agencies should not quantify those impacts.   
 
 That rebound fatalities should not be monetized or attributed to the rule is demonstrated 
by the fact that, notwithstanding the agencies’ admonitions that rebound fatalities shouldn’t 
impact their analysis, the agencies rely on rebound safety impacts to justify their proposed 
rollback throughout the NPRM and in public.  For example, in the EPA’s analysis, the agency 
describes that “increased fatalities and accidents due to the rebound effect” are “an important 
consideration in determining the appropriate standards under section 202.”221  And in that 
discussion, the agency provides a single, non-segmented number of total fatalities attributable to 
the rule to suggest that that the NPRM’s “analysis projects adverse impacts on safety that are 
significantly different from the analysis included and considered in the 2012 rule which 
established the MY 2021–25 GHG standards and the 2016 Draft Technical Assessment Report.”  
But that statement is misleading, because the fatalities number contains significant fatalities 
attributable to the rebound effect, which, as described above, the agencies have acknowledged 

                                                
216 See id. at 43,255 (describing the “Benefits Offsetting Rebound Fatality Costs” line item in the cost-
benefit analysis).   
217 Id. (describing the “Benefits Offsetting Rebound Non-Fatal Crash Costs” line item). 
218 Id. at 43,158. 
219 See, e.g., 77 Fed. Reg. at 63,080.  
220 See 77 Fed. Reg. at 62,740 n.313 (describing that “[i]n this rulemaking document, ‘‘vehicle safety’’ is 
defined as societal fatality rates per vehicle miles traveled (VMT)”). 
221 83 Fed. Reg. at 43,231. 
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are not attributable to the rule.222  Moreover the agencies insinuate that the number of fatalities 
projected has grown relative to their 2012 analysis.  But in the 2012 analysis, correctly 
recognizing that rebound fatalities are not attributable to the rule, the agencies did not quantify 
rebound fatalities.  Thus, including quantified rebound fatalities to suggest the safety impacts of 
the rule are now projected to be worse than first thought is wholly unreasonable.   
 
 The agencies rely on the rebound fatality figures elsewhere in the NPRM as well.  In 
NHTSA’s “maximum feasible standards” analysis under EPCA, the agency describes that it 
“consider[ed] the safety effect associated with the additional vehicle miles traveled due to the 
rebound effect.”223 Specifically, the agency described that the fact that rebound has an “adverse 
safety consequence” because rebound “results in consumers driving more miles, which results in 
more crashes and increased highway fatalities” impacts the conclusion regarding the appropriate 
level of the standards.224   
 
 Indeed, NHTSA’s analysis even more explicitly centers on rebound safety impacts a few 
pages later.  The agency states that “most of the estimated overall improvement in highway 
safety from this proposal is attributable to reduced travel demand (attributable to the rebound 
effect) and accelerated turnover to safer vehicles.”225  And based on these two safety impacts, 
NHTSA asserts that “[t]he trend in these results is clear, with the less stringent alternatives 
producing the greatest estimated improvement in highway safety and the proposed standards 
producing the most favorable outcomes from a highway safety perspective.”226  The agency thus 
concludes, “[t]hese considerations bolster our determination that the proposed standards are 
maximum feasible based upon current and projected technology for the model years in 
question.”227  Indeed, in this section NHTSA abandons all pretenses that it has actually adhered 
to its acknowledgement that rebound safety effects are not attributable to the rule.  Moreover, the 
agency does not here acknowledge that any safety benefits from reducing rebound are attended 
by corresponding - and even greater - real-world consumer dis-benefits.  Instead, the agency 
touts the avoided rebound accidents as a central driver of its decision to roll back its standards.   
 
 Justifying the rollback based on rebound safety impacts is unreasonable and arbitrary.  As 
the agencies acknowledge, any such safety impacts result from consumers’ freely-made 
decisions to drive more.  And assigning “benefits” to constraining those consumers’ ability to 
drive by forcing up the cost of driving is not only contrary to the agencies’ own 
acknowledgement that those benefits are outweighed by attendant costs, but also contrary to 
logic and outside the scope of the agencies’ mandates.  NHTSA’s mission is to make driving 
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safer and to promote fuel conservation for given levels of driving, not to make people stop 
driving.  And EPA’s mission is to make driving cleaner, not to make people stop driving.  Yet 
the touted rebound-related safety benefits stem only from constraining consumers’ mobility.  If 
NHTSA and EPA want to force people to drive less, they could close highways, erect barricades, 
promote potholes, and prohibit visits to Grandma’s house for Thanksgiving.  All of those would 
have the same type of safety “benefits” the agencies now tout as a key justification for their 
rollback.  And all of them demonstrate the absurdity of the agencies’ position.   
 

Moreover, the agencies fail to discuss any technologies that might reduce safety impacts 
from additional driving in the future.  For example, in the 2012 Rule, the agencies observed that 
“[m]anufacturers are . . . increasingly investigating a variety of crash avoidance technologies — 
ABS, electronic stability control (ESC), lane departure warnings, vehicle-to-vehicle (V2V) 
communications — that, as they become more prevalent in the fleet, are expected to reduce the 
number of overall crashes, and thus crash fatalities.”228  The agencies do not make any such 
observation about the potential for future technologies to mitigate crashes or crash impacts in the 
NPRM.  And the agencies’ failure to acknowledge or discuss even technologies that NHTSA 
itself has proposed to require on new vehicles, such as V2V communications, is telling.229  If 
NHTSA is genuinely concerned with consumers’ safety, it should finalize policies that will make 
every mile of driving safer, rather than proposing to make every mile of driving so expensive 
that people cannot drive. 

 
 Simply, safety impacts attributable to rebound are not properly considered as part of the 
agencies’ analysis, the agencies cannot rely on them as a rationale for rolling back the standards, 
and the agencies should remove the quantified and monetized fatalities and non-fatal crash costs 
from their analysis entirely.   
  

                                                
228 77 Fed. Reg. at 62,759.   
229 See Federal Motor Vehicle Safety Standards; V2V Communications, 82 Fed. Reg. 3854 (Jan. 12, 
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I. Agencies have failed to propose maximum feasible standards 
NHTSA is required by the EPCA, as amended by EISA, to issue “maximum feasible” standards for 
manufacturers’ fleets by balancing a number of factors the must include technological feasibility, 
economic practicability, the effect of motor vehicle standards of the Government on fuel economy, and 
the need for the United States to conserve energy (49 USC 32902(a), (f)). NHTSA may consider 
additional factors, namely safety and consumer choice, as it has chosen to do in this proposed 
rulemaking (83 FR 43206). In Section V.A.(e), NHTSA discusses how it has “balanced” the four 
required factors alongside the two optional factors. On its face, the discussion might seem like a 
reasonable balance of factors. However, the Agency has seriously mischaracterized several of the 
factors under consideration, which has led to an erroneous conclusion about the appropriate stringency 
of a standard to satisfy the maximum feasibility requirement. Furthermore, it has ignored its statutory 
obligation to support the ultimate purpose of EPCA: energy conservation.1 In the following sections, we 
demonstrate critical flaws in how the Agency’s analysis of technological feasibility, economic 
practicability, effect of other standards, and need to conserve energy has been conducted. 

While the arguments below are constructed around NHTSA’s statutory requirements, all of the data 
supporting our conclusions about the technical feasibility, socioeconomic benefits, and interaction with 
other rules are directly relevant to EPA’s statute as well. We have identified in specific instances where 
the precise rationale may be more pertinent to a particular agency, but generally these comments 
should be read as broadly relevant to both agencies’ authority and obligations to set strong standards 
which will benefit the American people. 

A. Agencies’ modeling of the standards is overly conservative and does not 
accurately demonstrate the technological feasibility of stronger standards. 

1. The agencies’ characterization of the current state of technology is overly 
conservative and inconsistent with previous agency conclusions 

The agencies have invited comment on “all aspects of the analysis discussed” in Section II.D 
Characterization of Current and Anticipated Fuel-Saving Technologies (83 FR 43022). In this section, 
we respond to the agencies’ treatment of technology in modeling the proposed rule. In response to 
agencies’ specific requests for comment on technology costs, effectiveness, and applicability to vehicles 
in the fleet (83 FR 43029), we demonstrate that the agencies have overestimated costs and 
underestimated the effectiveness and applicability of many fuel saving technologies considered. We 
further point out that agencies have failed to consider some technologies at all, including spark-assisted 
compression ignition and variable compression ratio engines. Such conservative treatment of included 
fuel-saving technologies and failure to consider other technologies at all leads the agencies to erroneous 
conclusions about the technological feasibility of strong vehicle standards. 

In the 2017 Final Determination (EPA 2017a, b), EPA documented how manufacturers have responded 
to strong fuel economy and emissions standards. The manufacturers innovated—they have invested in 
robust research and development efforts that have yielded unforeseen technology developments, 
                                                                 
1 CBD v. NHTSA, 538 F. 3d 1172, 1197 (9th Cir. 2008). “Whatever method it uses, NHTSA cannot set fuel economy 
standards that are contrary to Congress’ purpose in enacting the EPCA—energy conservation.” 
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including high compression ratio engines, improved continuously variable transmissions, cheaper and 
wider deployment of lightweight materials, and more (EPA et al. 2016; EPA 2016a). Since the 2017 Final 
Determination, advancements in conventional vehicles have continued apace, with even further 
breakthroughs like spark-assisted compression ignition and variable compression ratio engines. 
Unfortunately, in the analysis supporting this NPRM, the agencies have chosen to ignore these 
advances and instead used conservative assumptions that underestimate the potential for future 
reductions in fuel use and emissions, as outlined below. 

A) MILD HYBRIDIZATION 
While the agencies have acknowledged in the supporting documentation some of the recent progress in 
mild hybridization, particularly with the addition of 48V mild-hybrid technology to the Volpe model, 
the costs included in this proposal are far too high. In practice, costs have continued to come down for 
48V systems and today already match those projected for 2025 less than two years ago in EPA’s analysis 
for the Final Determination (EPA 2017a). Continued volume-based learning will drive the cost down 
further (see presentations by Johnson Controls and FCA, Lee 2017), consistent with near-term plans 
from a number of manufacturers, including Fiat-Chrysler, Ford, General Motors (NemoTec 
presentation, Lee 2017). 

Of particular interest, mild hybridization is also showing strong potential in pick-up trucks, proving 
that standards could be stronger for these vehicles. Recent deployment of a limited fleet of eAssist 
Silverado pick-ups in California shows not just significant emissions reductions in city driving (13 
percent), but also yields significant benefit on the highway as well, for an overall improvement of 9 to 11 
percent, dependent upon whether it is utilized on a 2WD or 4WD vehicle (GM 2016). This low-cost 
technology (GM offered it at just a $500 premium) can work synergistically with other technologies on 
the truck to further reduce fuel use—General Motors noted in its press materials, “the electric motor 
also enables the Active Fuel Management [cylinder deactivation] system on the 5.3L V-8 engine to 
operate in 4-cylinder mode for longer periods, resulting in additional fuel economy benefits” (GM 
2016). 

Such performance exceeds the agencies’ assessment of the technology. The Autonomie modeling 
results estimated just a 6 to 7 percent improvement above the conventional engine across all vehicle 
classes (PRIA Figure 6-155), well below not only certification data from Ram and GM,2 but below the 
latest assessments of the National Academies3 and EPA,4 and even previous Autonomie results 

                                                                 
2 According to the test data submitted by General Motors, the eAssist system deployed on its heavy-duty pick-ups 
achieves a 10 percent reduction in fuel consumption on the CAFE cycle in its 2WD pick-ups and a 5.5 percent 
improvement on its 4WD pick-ups (comparing models 550/645, 551/646, 558/643, and 559/644) (EPA 2018a). FCA data 
shows that there is a 10 percent difference on the CAFE test cycle between similarly configured 2019 Ram 1500 4x2 and 
4x4 pick-ups with and without their eTorque mild hybrid system (comparing models 504/505, and 506/507) (EPA 
2018b).  
3 “The [2015 National Research Council] committee concludes that the effect of hybridization is a 10 percent reduction in 
fuel consumption for the mild hybrid.” (p. 4-40, NAS 2015) 
4 In its Technical Support Documentation supporting the 2016 Proposed Determination, EPA found a technology 
effectiveness for mild hybrids of 7 to 9.5 percent (Table 2.90, EPA 2016a). 
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incorporated into NHTSA analysis.5 This drastic departure from previous Autonomie results is 
especially notable in the case of crank-integrated starter generator (CISG) mild hybrids, which showed 
a 4 to 5 percent improvement over the belt-integrated starter generator (BISG) in previous analysis 
(ANL 2016), while the data supporting this proposal instead shows virtually no benefit whatsoever for 
CISG over BISG, and in many cases actually shows an increase in fuel consumption (PRIA Figure 6-155; 
FC1_Improvements.csv, NHTSA 2018a)—no explanation whatsoever is given in the technical support 
for the administration’s proposed rule for this radical decrease in technology potential. 

It is not just the effectiveness of this widely deployable and relatively low-cost conventional vehicle 
technology that has been inexplicably downgraded—the agencies’ costs have also been raised 
substantially. Little documentation is available to support this change—the data presented in the PRIA 
for the choice of battery technology and cost of batteries conflicts with that presented in the proposal 
and provided as inputs to the Volpe model, as noted in an as-yet unfulfilled request for further 
information and clarity about the administration’s proposal (Peter 2018).  

The PRIA (Table 6-29) lists the direct manufacturing costs (“BatPaC DMC Cost”) for a BISG battery as 
$391.12 and a CISG battery as $588.44, regardless of vehicle size or demand configuration. However, 
the input files for the Volpe model show battery costs (field “BatPaCCost”) of $649.95 and $847.24 for 
BISG and CISG respectively (ANL 2017a—j). The source of the additional $258 cost is not explained. 

Because these mild hybrid technologies are broadly adopted by the fleet (34 percent, PRIA Table 7-64), 
overestimation of the battery costs results in a substantial increase in vehicle cost that has broad 
ramifications for the efficacy of the regulation. Even the lower of the values presented in the PRIA 
overestimates the cost of mild hybrid batteries. A recent report by ANL (Islam et al. 2018a) for the US 
Department of Energy estimates the battery component cost for a mild hybrid system to be $159.35 
(Component Cost, ANL 2017k). In a recent teardown study of the Chevrolet Malibu eAssist with BISG 
hybrid system (FEV 2014), the total battery subsystem direct costs were estimated to be $166, including 
thermal management. The battery modules, power distribution, and covers totaled $120 in direct 
manufacturing costs. These estimates for BISG battery costs from ANL and a teardown study are less 
than half the costs listed in the PRIA and approximately one quarter of the “BatPaCCost” value given in 
the ANL input files. 

The agencies have not sufficiently explained why their newly presented data differs so substantially, 
not only from freely available public reports mentioned above, but costs previously presented in studies 
paid for by NHTSA (NAS 20156) and published by both agencies (Table 5.131, EPA et al. 2016; Table 
2.132, EPA 2016a). 

B) CYLINDER DEACTIVATION 
While the agencies have acknowledged the existence of dynamic cylinder deactivation, they have not 
appropriately included it as an available technology, dramatically limiting its availability and using 

                                                                 
5 On average, Autonomie modeling in support of NHTSA’s analysis for the Draft Technical Assessment Report found that 
mild hybridization resulted in a 7 to 13 percent improvement over the conventional powertrain, with all but pick-ups in 
the high end of that range (11 to 13 percent) (ANL 2016 [data]; Moawad et al. 2016 [methodology]). 
6 The total direct manufacturing cost for the system (Table S.2, NRC 2015) is even lower than the integrated starter 
generator system’s cost excluding the battery (i.e. only for the non-battery components; Table 6-30, PRIA). 
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“speculative” (PRIA, p. 232) modeling of the technology without providing any data or documentation 
in justification. These actions severely constrain the modeled adoption of the technology, an 
unnecessarily conservative approach which does not reflect the advanced state of technology in the 
industry. 

Dynamic cylinder deactivation (ADEAC) is restricted to naturally aspirated, low-compression ratio 
engines—it cannot be combined with turbocharged engines, high compression ratio engines, or variable 
compression ratio engines due to pathway exclusivity in the Volpe model (PRIA, footnote 470). 
However, the first production application was for a turbocharged engine, which the agencies 
acknowledge—to be clear, the first ever deployment of this technology is excluded as a possibility in the 
agencies’ current model. 

This restriction is not limited to dynamic cylinder deactivation—conventional cylinder deactivation 
(DEAC) has been deployed in combination with a high-compression ratio engine (2018 Mazda CX-5; 
Pleskot 2017), yet in the Volpe model DEAC cannot be combined with high-compression ratio engines 
(NHTSA 2018b, Table 13). 

Modeling of the effectiveness of this technology further ignores real-world deployment. The agencies 
have simplistically assumed a constant 3 percent improvement for four-cylinder and 6 percent 
improvement for larger engines, above traditional cylinder deactivation. However, this ignores the 
complementary effect of dynamic cylinder deactivation, particularly with technologies like 48V systems 
which General Motors is already deploying this technology in its 2019 full-size pick-ups (Halvorson 
2018). When combined with a 48V system, which can act synergistically with the dynamic cylinder 
deactivation, Delphi claims to achieve as much as a 20 percent reduction in fuel use and emissions 
(Birch 2017), at a cost roughly half that of other approaches to reducing emissions from conventional 
powertrains (Beckwith 2017). 

C) ADVANCED BOOSTED ENGINES 
Turbocharged engines were not deployed as quickly as anticipated by the agencies in the rulemaking 
for MY 2012-2016 because auto makers were able to utilize cheaper technologies to exceed the rules 
and build credits for future compliance. However, nearly every major manufacturer has taken steps to 
incorporate boosted engines into their portfolio as a relatively low-cost option to improve the efficiency 
of the internal combustion engine going forward. As more manufacturers have moved into this 
development, a number of new types of advanced boost have made their way into the market, including 
variable geometry turbochargers (e.g., Porsche Boxster S), electrically assisted turbochargers (or “e-
boost”, e.g., Audi SQ7), and supercharged engines (e.g., Volvo 2.0L T6 engine), all of which are available 
today.  

Between the 2012 Final Rulemaking (FRM) for MY 2017-2025 vehicles (EPA and NHTSA 2012a) and 
the 2016 Proposed Determination (EPA 2016a), EPA adjusted its assessment of the advanced 
turbocharged engine to reflect the use of variable geometry turbocharging, which reflected an 
improvement to 24-bar engines that may be deployed in the nearer term than the 27-bar boosted 
engines identified in the FRM. Recent innovations in this space include the dual-volute turbocharger, 
which was recently ported over from diesel vehicles to the first four-cylinder engine in a full-size pick-
up truck, indicating some of the further potential for downsizing (Sherman 2018). However, the 
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agencies have incorporated no advancements beyond twin scroll turbos nor any supercharged engines 
whatsoever in its proposed rule, despite models from Volvo, Audi, and now GM all hitting the road with 
these features. 

E-boost allows for a more rapid spin-up of the turbocharger, essentially eliminating the “turbo lag” 
which hinders both performance and efficiency. Suppliers like BorgWarner and Delphi have both 
developed multistage turbochargers which incorporate e-boost to help provide boost on demand, which 
improves the overall efficiency of the system by allowing for more “right sizing” of the engine relative 
to the power demands it will see in the real world. Because e-boost requires a significant amount of 
power, it is made possible in part by the development of 48V electrical systems, which allows for a 
synergistic effect that could rival the fuel economy improvements of a conventional hybrid (Kendall 
2015). 

There are also performance gains which could be made, such as in Valeo’s recent demonstration on a 
Kia Optima (Lee 2017). Based on supplier data, International Council on Clean Transportation (ICCT) 
has estimated that this improvement could net an additional 5 percent reduction in fuel consumption at 
a cost of just $338, indicating its strong potential for adoption within the timeframe of the rule 
(Isenstadt et al. 2016a). 

Supercharged engines are also available on the market, but are excluded from the agencies’ analysis, 
again indicating a conservative approach. In some cases, the supercharger is a complement to a 
turbocharger. With Volvo’s Polestar supercharged, turbocharged family of engines, the primary use is 
for performance; however, it is indicative of the potential for generating significant amounts of power 
in a very small engine, replacing a V8 with an I4 (e.g., Murphy 2017). Similarly, Eaton’s Electrically 
Assisted Variable Speed (EAVS) supercharger system can be a complementary technology package to 
48V mild hybrids. The EAVS supercharger allows for direct control of airflow in the engine without 
having to rely upon exhaust gas energy, and the National Academies committee identified it as a 
potential technology excluded from the agencies’ 2017-2025 TSD which could be used for downsizing 
an engine by 50 percent (NAS 2015, p. 63). While the EAVS system is not on the market currently, 
OEMs are currently testing the technology for possible deployment (Truett 2017). 

D) HIGH COMPRESSION RATIO ENGINES 
Atkinson- and Miller-cycle engines are available on the market today and represent a cost-effective 
alternative to the strategy of deploying downsized, boosted engines, but the agencies’ approach to date 
has been conservative in terms of the effectiveness of this technology. The Volpe model ignores 
advanced high-compression ratio (HCR) engines and limits the adoption of HCR to just the four 
manufacturers who have already deployed the technology, even though it is an incredibly cost-effective 
pathway (Section I.B, ICCT 2018).  

EPA recently completed hardware testing on the “Advanced Atkinson Tech Package”, which increases 
the compression ratio further and adds both cooled exhaust gas recirculation (CEGR) and cylinder 
deactivation (DEAC) (Schenk and Dekraker 2017). While the Alliance of Automobile Manufacturers 
asserted that “EPA’s modeled effectiveness values for the ATK2+CEGR+DEAC pathway…are seriously 
overestimated,” hardware testing rebuts this—EPA’s data shows up to a 9.5 percent improvement over 
the baseline configuration of the Atkinson engine for a future vehicle, which taken together with the 
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level of improvement of the Atkinson engine over the “null vehicle” well exceeds the 15 percent level of 
improvement claimed by the Alliance to be an “overestimate.”7 This is consistent with the range 
indicated by both the International Council on Clean Transportation (ICCT) (Isenstadt et al. 2016b) 
and NAS (2015). 

While HCR2 was incorporated in previous analyses, the agencies are now claiming that this engine 
would potentially have durability issues if the engine were operated on Tier 3 fuel (PRIA, p. 302). To 
support this, the agencies cite a report that does not exist in the docket.8 Because such information was 
not provided with the agencies’ proposal, we will have to speculate on its assessment. The agencies 
appear to have relied upon the differences between anti-knock properties of Tier 2 and Tier 3 fuels, 
mistakenly focusing solely on octane while ignoring ethanol content. As will be described further in 
Section I.A.1.i), this fails to acknowledge the anti-knock benefit of charge cooling related to ethanol, 
which more than compensates for the change in octane. HCR2 therefore should not be omitted out of 
concerns around knock. 

EPA’s model of an advanced HCR engine is not the only engine which outlines the vast potential 
capability of high compression ratio engines beyond the baseline HCR technology—the 2018 Toyota 
Camry far exceeds the base level of HCR technology assumed by the agencies (German 2018). While 
this engine does not have all of the features of the HCR2 package constructed by EPA, it achieves 
similar levels of performance, thus rendering the agencies’ rationale for excluding HCR2 moot—this is a 
production vehicle using Tier 3 fuel which achieves performance equivalent to HCR2. 

E) NOVEL ENGINE DESIGNS 
Moving beyond the high compression ratio SKYACTIV-G platform, Mazda recently announced its 
SKYACTIV-X engine, which utilizes a combination of compression ignition and spark ignition to 
improve engine efficiency by 20 to 30 percent over the current generation of SKYACTIV-G engines, 
with volumetric fuel efficiency matching that of their diesel engines (Mazda 2017). In another bold step 
beyond conventional engine platforms, Achates Power is testing its 2.7L opposed-piston diesel engine 
in an F-150, which it claims can both meet Tier 3 emissions standards and would achieve a 2-cycle test 
fuel economy of 37 mpg, about 10 percent higher than the level needed for fuel economy standards in 
2025 (Brooke 2017). These and other developments speak to the ability for manufacturers to push 
conventional vehicles even further than anticipated. 

While agencies have conservatively estimated high compression ratio engines, they have not 
incorporated variable compression ratios at all—the technology was not modeled, nor was it 
incorporated into the Volpe model underpinning the proposal. Currently, Nissan’s VC-Turbo engine, 
found in both the 2019 Infiniti QX50 and 2020 Nissan Sentra, can vary the compression ratio of the 
engine (from 8:1 to 14:1) and can run under both Atkinson and Otto cycles, essentially allowing tuning of 

                                                                 
7 The Alliance cites a 15 percent effectiveness relative to the “null vehicle,” while the EPA study compares HCR1 to 
HCR2, indicating a 9.5 percent improvement from HCR1 to HCR2. HCR1 itself showed an improvement of about 9 
percent in each vehicle class over the null vehicle (EPA 2016b), indicating that together these technologies well exceed 
the 15 percent threshold cited as “overestimated.” 
8 PRIA, fn. 244: “IAV advanced engine modeling phase 3 test data comparison of cEGR and different combustion 
stability. Report submitted to docket.” As of October 24, 2018, no such document has been uploaded to either agency 
docket. 
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the right mode of operation for the precise set of load conditions (Nissan 2017). Paired with a 
turbocharger to provide increased performance under high load, similar to a boosted and downsized 
engine, the VC-Turbo is part of a strategy to improve fuel efficiency by 30-35 percent over the previous 
model, enough for this luxury vehicle to exceed its regulatory targets without any credits. Given that 
this is being put in production in a high-volume vehicle, there is no reason for the agencies to exclude 
its adoption. 

F) BATTERIES FOR HYBRID AND PLUG-IN ELECTRIC VEHICLES 
The choice of materials for hybrid and electric vehicle battery cathodes and anodes (or “battery 
chemistry”) can have a large impact on performance and materials cost and therefore impact the 
modeled cost of drivetrain electrification (Vaalma et al. 2018). The choice of battery chemistries in the 
proposed rule contains internal inconsistencies, does not reflect current industry practice, and does not 
use the most recent model data (despite references to the contrary).  

The choice of battery chemistry modeled in the proposed rule is unclear. In the PRIA (p. 368), plug-in 
hybrid electric vehicles (PHEV) and battery electric vehicles (BEV) are listed as using the NMC441-Gr 
chemistry. In the detailed description of the modeling, PHEV and BEV are listed as using NMC333-Gr 
chemistry (p. 210, Islam et al. 2018b). However, the rulemaking also states that the most recent version 
of ANL’s BatPaC model was used to estimate battery costs. The default lithium ion chemistry in the 
current BatPaC model is NMC622 (ANL 2018). The choice of NMC variant effects battery costs, as 
NMC622 replaces more expensive cobalt with nickel. Because the underlying BatPaC calculations are 
not available, and due to the inconsistency between the PRIA and ANL supporting information, it is not 
possible to determine the magnitude of the cost error in the PHEV and BEV battery pack costs, only 
that the costs are likely higher than current battery cost data supports. Previous requests for clarity in 
this matter have gone unfulfilled (Peter 2018). 

The chemistry chosen for mild and strong hybrids also differs from those used in current and 
announced hybrids. All non-plug-in hybrids in the proposed rule analysis use lithium iron phosphate 
(LFP) chemistry. In practice, most hybrids on the road do not use this chemistry. The most prevalent 
strong hybrid, the Toyota Prius, does not use the LFP chemistry. Mild hybrids, like the new Ram 1500 
pickup are also not using LFP chemistry (FCA 2018). The cost of strong hybrid batteries as modeled in 
this proposed rulemaking are greater than $1,200, even for the most efficient small car class, while an 
estimate from ANL in 2017 estimated current power-split hybrid battery pack costs at $614 (2017k). 
Because of the lack of detailed information on the battery cost modeling, it is not possible to determine 
if the choice of battery chemistry is responsible for this discrepancy, but what is clear is that there are 
serious concerns about the methods and results for battery costs. 

G) MASS REDUCTION 
There are a whole host of problems with the way in which the agencies have considered mass 
reduction, which we describe below. Many of these issues stem from a change regarding the fraction of 
the vehicle assumed to be the “glider” vehicle, which the agencies do not even attempt to justify yet has 
a profound effect on safety and technological feasibility. 
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The share of a vehicle’s curb weight assigned to the “glider” is shown to be greater than the agencies’ current analysis for all 
vehicle segments. In fact, it is shown to be even greater than previous analyses for all segments except for S (Sport), for which 
lightweight materials are frequently already deployed—and even that class is only a marginally lower fraction (72 percent, 
compared to 75 percent in prior analyses).  
Note: Glider is defined here as everything but the engine, transmission, clutch, cooling system, and fuel system. 
SOURCE: A2MAC1 2018 

(1) The agencies assumption that mass reduction can only be applied to 50 percent of the 
curb weight is unjustified and inaccurate 

In the NPRM, the agencies have determined that the “glider” of a vehicle, which is essentially 
everything minus the powertrain,9 accounts for only 50 percent of the vehicle’s curb weight. This is a 
substantial change from prior analyses, when the glider was assumed to represent 75 percent of the 
vehicle’s curb weight, and this change is not justified by the agencies in any way.10 

Incredibly, the agencies’ own analysis in the NPRM disagrees with this fraction. The agencies base their 
analysis of the costs for lightweighting on two studies, one passenger car (2011 Honda Accord) and one 
light truck (2014 Chevrolet Silverado)—these studies themselves show the glider making up 79 percent 
of the vehicle in the case of the Accord (PRIA p. 393), and 73.6 percent of the curb weight for the 
Silverado (PRIA p. 399). Both of those percentages are substantially higher than 50 percent and 
essentially in line with the agencies’ prior analyses. 

This assumption also disagrees with industry data, which shows that not only does the glider represent 
a more significant share of the curb weight than assumed by the agencies in this analysis, but it even 
exceeds the share of curb weight assumed in prior analyses (Figure XXX). It should be noted that for its 

                                                                 
9 Formally, NHTSA’s definition of the glider is everything but the engine, transmission, thermal systems, and some safety 
components. 
10 The change is acknowledged on p. 417 of the PRIA, but there is literally no documented explanation given for it.  
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own study of mass reduction, NHTSA had access to this database (PRIA Section 6.3.10.1.16)—it is 
therefore impossible to imagine that the agencies were unaware of such data and have instead 
arbitrarily and capriciously chosen to ignore it in order to assert a more conservative conclusion. 

(2) Reducing the glider fraction inaccurately limits the potential and applicability of mass 
reduction 

Representing the glider as a reduced fraction of the curb weight causes the agencies to significantly 
underestimate the potential for mass reduction. Because mass reduction is applied at the glider level, 
reducing the share of the glider inherently caps the potential reduction in the curb weight—this single 
change has cut the potential improvement from mass reduction by one-third (PRIA Table 6-57). 

Previous agency analysis as well as analysis from independent organizations including CARB, the 
National Academies, and industry consultants has placed the total potential for mass reduction by 2025 
at between 15.8 and 32 percent overall reduction in curb weight (Caffrey et al. 2013, Caffrey et al. 2015, 
Lotus 2012, NAS 2015, Singh et al. 2012, Singh et al. 2016, Singh et al. 2018,). In contrast, the NPRM 
claims a maximum reduction of 10 percent, well below not just the maximum potential identified, but 
even the lowest maximum potential identified by papers cited in agency analysis. 

The agencies’ assessment of the maximum achievable mass reduction is so low that the Ford F-150 was 
able to exceed that in 2015 through the deployment of aluminum alone, and a number of the vehicles 
identified by the agencies’ as meeting its highest level of mass reduction in MY2016 (PRIA Table 6-58) 
have deployed little, if any, lightweight material (e.g., Nissan Versa, Kia Soul, Honda Civic). This is in 
stark contrast to the agencies’ discussion of the maximum potential for lightweight materials (e.g., PRIA 
Sections 6.3.10.1.1.2 and 6.3.10.1.1.3.3) 

The impact of this is twofold: 1) as noted in Section I.A.1.j), increasing the fraction of vehicles in the 
baseline fleet which have already applied mass reduction significantly diminishes the future potential 
for the vehicle fleet; and 2) by capping the total potential for mass reduction at such a low level, much 
lower than in any previous analysis, it artificially reduces the potential for this cost-effective technology 
and therefore increases the required use of more expensive and advanced technologies. 

(3) The agencies have inflated the costs of mass reduction, per their own analysis 
The agencies have based the costs for mass reduction on glider weight reduction; however, the need for 
more expensive materials and more advanced engineering and design strategies only results from the 
need for greater levels of absolute mass reduction on the vehicle. In effect, these costs have been 
derived from the assumption of reductions as great as 16.8 percent reduction in curb weight in the case 
of the Silverado (Singh et al. 2018) and as great as 18 percent reduction in curb weight in the case of the 
Honda Accord (Singh et al. 2016), but they have been applied to curb weight reductions approximately 
two-thirds that magnitude. This is completely invalid and significantly overstates the costs for mass 
reduction. 

This is clearly demonstrable by examining the actual reports relied upon by the agencies, both of which 
refer to direct manufacturing costs as a function of curb vehicle weight, not just glider weight. The 
procedure the agencies have used to generate cost data is like arbitrarily scaling the x-axis by a factor of 
1.5, yielding the same costs at two-thirds the amount of mass reduction. In fact, in the case of the  
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The agencies’ costs for mass reduction (blue stars) are in direct conflict with the data cited as a source for those costs (black 
squares) because the agencies have improperly normalized them to different glider mass shares. This leads to costs for the 
highest levels of mass reduction that are nearly twice as large as those the agencies claim result from the source data. 
Note: Table 6-39 data is divided by 1.5 to account for the retail price equivalent (RPE) used by the agencies. 
SOURCE: PRIA FIGURE 6-160, TABLE 6-39 

Silverado, the agencies’ study shows costs that are less than one-quarter the cost if one were to limit the 
total mass reduction to 10 percent as the agencies have done.11 This is even evident in the data as 
presented by the agencies in PRIA Figures 6-161 and 6-163, which do not agree at all with the 
supposedly identical data in PRIA Tables 6-38 and 6-41, respectively (Figures 2 and 3). 

It is also worth noting that while the agencies have listed a large number of studies that have examined 
the costs of and potential for the deployment of lightweight materials (PRIA Table 6-43), the entire cost 
basis for the agencies’ analysis is in just two studies commissioned by NHTSA. While the agencies claim 
that “those studies often did not consider many important factors or…made unrealistic assumptions 
about key vehicle systems,” the agencies have not specifically identified these factors or assumptions 
that should merit disregarding a much broader suite of evidence in assessing the costs of this 
technology. Moreover, these peer-reviewed studies were included previously in agency analysis as part  

                                                                 
11 Section 10.10 in Singh et al. 2018 notes the potential for up to 10.5 percent mass reductions in vehicle mass at a 
premium of $0.83 per kg as compared to $3.48 per kg for up to 16.8 percent; it is the latter value on which the agencies 
have relied to calculate the costs for mass reduction. For even further clarity, we can compare the value “derived from 
light truck light-weighting study” with the actual values in the study—PRIA Table 6-41 lists an estimated direct 
manufacturing cost of $3.09 per kg for a percentage mass reduction of 11.0 percent, leading to a total cost of $829.67, 
while the actual report shows a manufacturing cost increase of $0.83 per kg for a percentage curb weight reduction of 
10.5 percent for a total cost of $212.  

 
 

FIGURE 2.   Agency manufacturing costs for mass reduction of cars, compared to source 
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The agencies’ costs for mass reduction (blue stars) are in direct conflict with the data cited as a source for those costs (black 
squares) because the agencies have improperly normalized them to different glider mass shares. This leads to costs for the 
highest levels of mass reduction that are approximately 70 percent larger than those the agencies claim result from the source 
data. 
Note: Table 6-42 data is divided by 1.5 to account for the retail price equivalent (RPE) used by the agencies. 
SOURCE: PRIA FIGURE 6-163, TABLE 6-42 

of the record when deriving previous estimates for the costs of mass reduction (Section 2.2.7.4, EPA 
2016a; Section 5.2.7.4.1, EPA et al. 2016). 

(4) Assessing the impact of the agencies’ inaccurate characterization of mass reduction 
Because mass reduction is one of the most cost-effective strategies for reducing fuel use and greenhouse 
gas emissions from the fleet, any limits on or inaccuracies in the effectiveness of this technology can 
have a significant effect on the modeling results. Here, we attempt to quantify the modeling impact of a 
shift from prior agency assumption of a 75 percent glider share downwards to 50 percent. 

The Autonomie model results used as inputs to the Volpe model were based on the application of each 
level of mass reduction technology (MR1, MR2, etc.) to a glider share of 50 percent. Therefore, it is 
necessary to revise these values to reflect an increased level of curb weight reduction for each MR level. 
Reductions in fuel use as a function of mass reduction have a generally linear response, making it fairly 
straightforward to extrapolate the results from ANL to different levels of curb weight reduction. In 
Figure 4, we illustrate the average fuel consumption improvement for packages compared to the “null 
vehicle” as a function of mass reduction. While there is a notable “kink” in the data around 5 percent, 
this is the direct result of the agencies’ determination not to hold performance constant for low levels of 
mass reduction, meaning that a significant share of the benefit of a few percent reduction in mass has 
gone towards improved performance rather than improved fuel economy, leaving a substantial 

 
 

FIGURE 3.   Agency manufacturing costs for mass reduction of trucks, compared to source 
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Tech Glider mass 
reduction % 

Agency defined Adjusted 

Glider share Curb Weight 
Reduction Glider Share Curb Weight 

Reduction 
MR0 0% 50% 0.000% 75% 0.000% 
MR1 5% 50% 2.500% 75% 3.750% 
MR2 7.5% 50% 3.750% 75% 5.625% 
MR3 10% 50% 5.000% 75% 7.500% 
MR4 15% 50% 7.500% 75% 11.250% 
MR5 20% 50% 10.000% 75% 15.000% 

 

Consideration of a glider share of 75 percent enables a 50 percent greater potential in curb weight reduction, up to 15 percent 
from just 10 percent for the highest level of technology applied in the Volpe model. 
SOURCE: PRIA TABLES 6-39/6-42, AND UCS ANALYSIS 
 

 

Fuel consumption modeled with Autonomie for different vehicle classes is strongly linear (solid lines), allowing for clear 
interpolation and extrapolation of the data (dashed lines). Mass reduction less than 5 percent total curb weight reduction 
resulted in significantly greater fuel consumption than might be expected from that modeled at higher levels of mass reduction 
due to a lack of performance neutrality. 
SOURCE: SOLID LINES DERIVED FROM FC1_IMPROVEMENTS, NHTSA 2018A; DASHED LINES ARE UCS ANALYSIS 
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TABLE 1.    Curb weight reduction for different shares of curb weight assigned to the glider 

 
 

FIGURE 4.    Fuel consumption relative to the “null vehicle,” as a function of curb weight reduction 
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Manufacturer NPRM Corrected Diff % Diff 

BMW  $ 4,265   $ 4,055   $ (210) -5 % 

Fiat-Chrysler  $ 4,096   $ 3,532   $ (563) -14 % 

Ford  $ 3,437   $ 2,948   $ (490) -14 % 

General Motors  $ 3,151   $ 2,752   $ (399) -13 % 

Honda  $ 1,851   $ 1,529   $ (322) -17 % 

Hyundai  $ 1,201   $ 1,152   $ (48) -4 % 

Jaguar Land Rover  $ 4,994   $ 5,569   $ 575  12 % 

Kia  $ 1,755   $ 1,644   $ (110) -6 % 

Mazda  $ 2,691   $ 2,147   $ (544) -20 % 

Mercedes  $ 4,485   $ 4,307   $ (178) -4 % 

Nissan-Mitsubishi  $ 1,141   $ 1,113   $ (28) -2 % 

Subaru  $ 1,247   $ 1,299   $ 52  4 % 

Tesla  $ 4   $ 4   $ 0  3 % 

Toyota  $ 2,235   $ 1,973   $ (262) -12 % 

Volkswagen  $ 5,004   $ 4,380   $ (623) -12 % 

Volvo  $ 3,538   $ 3,167   $ (371) -10 % 

INDUSTRY TOTAL  $ 2,785   $ 2,477   $ (309) -11 % 
 

Adjusting the mass reduction technologies to accurately reflect higher, more appropriate share of curb weight available for mass 
reduction results in substantially reduced costs for nearly every single manufacturer. as well as the industry as a whole. 
Note: The substantial increase in cost for Jaguar Land Rover is the result of a correction to the baseline levels of mass reduction. The 

levels of mass reduction assumed for the Jaguar XJ platform in the NPRM baseline market data did not correspond to PRIA Table 6-
58. We corrected this discrepancy, which thus reduced the availability for future mass reduction from jaguar land rover’s fleet of 

vehicles, increasing cost for that specific manufacturer. 
 

benefit of mass reduction underutilized and/or uncounted. For our correction, we have not altered this 
assumption. 

While only the average data is shown in Figure 4 for simplicity, we have considered and modified every 
single package for every single modeled vehicle, interpolating/extrapolating the results according to the 
improvement relative to an equivalent package with 0 mass reduction (e.g., 
“;;;;;TURBO2;AT9;BISG;ROLL0;MR3;AERO0” vs. “;;;;;TURBO2;AT9;BISG;ROLL0;MR0;AERO0”). It 
should be noted that no interpolation was necessary for the adjusted MR1 and MR3 results, which 
correspond exactly to the agencies’ MR2 and MR4 values. 

In addition to adjusting the FC1_Improvements.csv file input into the Volpe model, it is also necessary 
to edit both the technology file and market data file (NHTSA 2018d). In the case of the technology file, 
we have simply corrected the glider share in the Parameters tab to reflect 0.75 (instead of 0.5), so that 
the costs for mass reduction are applied to an appropriate level of reduced mass. In the case of the 
market data file, we have had to correct the baseline vehicles who’ve “USED” a given level of mass 

 
 

TABLE 2.     Costs for compliance with current greenhouse gas standards, in MY2028, by 
manufacturer, after correcting for increased glider share of curb weight 
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reduction—these were adjusted based on the levels of mass reduction for each platform in PRIA Table 
6-58. No adjustment to technology costs were necessary because, as was explained in Section I.A.1.g)(3), 
these costs already correspond to the adjusted technology levels detailed in Table 1. 

Using the Volpe model provided in the NPRM with these updated datafiles yields a reduction in the 
average costs of compliance in MY2028 of about $300 (Table 2).  

 

H) HIGH OCTANE FUEL 
The agencies request comment on the impact of high-octane blends (83 FR 43041). While we agree 
there are exciting potential efficiency improvements associated with higher octane gasoline, 
particularly for high compression turbocharged cars (DOE 2017, Leone et al. 2015, Speth et al. 2014), it 
is premature to consider high octane fuels in this round of rulemaking.  

An orderly transition to high-octane fuel would take several years to complete. It will take time for the 
necessary regulations to be finalized, for vehicles optimized for high-octane gasoline to come to market 
and to build out the fuel distribution infrastructure to make this fuel broadly available. And even once 
high-octane gasoline is in use, it will take more time for automakers to phase-in new models optimized 
for high-octane fuel and to fully replace the legacy E10 fleet. Another factor to consider is that the rising 
share of high-octane gasoline will be buffered by falling sales of gasoline, given increasing fuel 
efficiency, such that the overall demand for ethanol will change more slowly. Our expectation is that 
high-octane gasoline will not significantly enter commerce before 2026, and subsequently will only 
gradually gain market share through 2040.12 There is no realistic prospect of completing this process 
before 2025 or 2026, the timeframe of this rulemaking. The appropriate context for this discussion 
within vehicle rules is the next round of fuel economy and emission standards. Even then, an 
expeditious rulemaking process will be required to achieve adequate regulatory clarity to facilitate 
rapid adoption post-2026.  

We strongly oppose granting fuel economy credits based on the technical potential of vehicles to 
operate on high-octane fuel before there is clear evidence that high-octane fuel is in use and the 
potential fuel economy benefits are being realized on the road. The history of the CAFE flex-fuel 
vehicle (FFV) program provides clear evidence that credits given based on unrealized potential and in 
advance of adequate fuel distribution infrastructure are counterproductive. Recent analysis 
demonstrates that the FFV program actually increased gasoline consumption and emissions (Jenn, 
Azevedo, and Michalek 2016) without substantially increasing the use of alternative fuels. In its 2016 
final Renewable Fuel Standard Program: Standards for 2017, EPA found that, despite the fact that 21 
million FFVs on the road had the technical capacity to use up to 13 billion gallons of E85, only 275 
million gallons of E85, or 2% of the potential, were likely to be used (EPA 2016c).  

To determine the public costs and benefits of a high-octane gasoline program requires an examination 
of not only vehicle policy, but fuel policy as well. A transition of the light duty vehicle fleet to a higher 

                                                                 
12 However, these qualitative expectations need to be quantified and subject to public review before such significant 
changes are used as the basis for revised fuel economy standards.  
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ethanol blend has obvious implications for the quantity of ethanol consumed in the United States. 
However, the implications are far more complex than simply increasing the use of ethanol by 150% 
compared to the ethanol blended into E10 today. A rapid expansion of fuel ethanol use that is supplied 
primarily by corn ethanol could have negative impacts on other users of corn as well as land use change 
impacts, water pollution and other problems, as occurred during the rapid transition to E10 between 
2005 and 2010 (Martin 2016). We recommend a more predictable and gradual phase-in, which would 
allow for the parallel growth of lower carbon cellulosic ethanol sources and could supply increasing 
quantities of ethanol without the associated negative impacts.  

I) AGENCIES HAVE INCORRECTLY ADJUSTED FOR A SWITCH FROM TIER 2 TO TIER 3 
GASOLINE 

The modeling packages have been improperly adjusted to reflect behavior related to differences 
between Tier 2 and Tier 3 fuels, primarily resulting from the lack of recognition in fuel properties. 

(1) Adjustment related to energy content instead of carbon content 
The agencies cite concerns from the Alliance of Automobile Manufacturers regarding a discrepancy 
between the Tier 2 fuel used for testing and the Tier 3 fuel to which manufacturers will be required to 
test and which is more reflective of the fuel used in the marketplace. Little information is available on 
precisely how the model handles the difference between Tier 2 and Tier 3 fuel. There are just two 
sentences in the PRIA describing what was done: “An adjustment factor was applied to the Autonomie 
simulation results to adjust them to reflect Tier 2 certification fuel. ANL adjusted the vehicle fuel 
economy results to represent certification fuel by using the ratio of the lower heating values of the test 
and certification fuels” (p. 257). 

This adjustment factor completely ignores a detailed study by EPA on exactly this question, which 
found that while fuel consumption increases with the switch from Tier 2 to Tier 3 fuel, emissions are 
reduced (EPA 2018c). In fact, not only does the adjustment factor applied by Autonomie exaggerate the 
switch (converting solely with energy density would assume a 3.7 percent increase in fuel consumption 
compared to the observed 2.7 percent increase), but it actually goes in the wrong direction when applied 
to greenhouse gas emissions, which show a reduction of 1.4 percent on the test cycle as a result of the 
fuel switch.13 As a result, Autonomie’s model is overstating greenhouse gas emissions on Tier 3 fuel by 
4.2 percent. 

This issue underscores a key problem with the approach taken when it comes to a switch to Tier 3 
fuel—the agencies are trying to account for it in the modeling data while ignoring its impacts in the 
certification tests, and therefore measurements of compliance. This effectively double counts any 
penalty in fuel economy (the rules are reduced by the factor because the modeling incurs the penalty, 
but then the measurements to comply with those are corrected to account for the switch, boosting the 
test value by exactly this penalty) and ignores the beneficial impact of CO2 reductions at the tailpipe, 
which will result in an improvement on the test cycle.  

Just two vehicles in the MY2016 test car database were certified using Tier 3 fuel (EPA 2017c), 
amounting to less than 1 percent of the market, so the impacts of this fuel switch moving forward will 

                                                                 
13 To obtain the test cycle improvement, we have simply weighted the changes in the FTP and HWFET fuel consumption 
and emissions observed in EPA 2018cc by the 55/45 ratio used for the regulatory tests. 
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play a significant role in future emissions profiles. The CAFE test procedure already has an adjustment 
in place for fuel properties relative to the 1975 test fuel (40 CFR § 600.113-12(h)(1))—however, carbon-
related exhaust emissions (CREE) do not have a similar corrective factor (40 CFR § 600.113-12(h)(2)), 
which means this fuel switch could play a significant role in reducing compliance if it is taken into 
account appropriately…or lead to drastically conservative fuel economy and greenhouse gas emissions 
curves if it is not. 

(2) Adjustment related to knock threshold 
The agencies have incorrectly modified the engine maps developed on Tier 2 fuel (83 FR 43036). In the 
discussion in the PRIA, they focus primarily on a single fuel property, octane (PRIA Section 
6.3.2.2.17.4). However, of equal importance in the difference between Tier 2 and Tier 3 fuels are the 
unique properties of ethanol, including charge cooling. Unfortunately, the effect of charge cooling 
cannot be directly determined from the standard test of Research Octane Number (RON) (Foong, et al. 
2013), and therefore it is inherently excluded from the agencies’ discussion because of their singular 
focus on octane. Data on different fuel blends of ethanol shows that charge cooling can have a 
tremendous impact to reduce knock in direct injection engines—precisely the engines which the 
agencies have modified—resulting in an “effective octane” difference of +6 for E10,14 thus potentially 
compensating for the difference in octane between Tier 2 (E0 93 AKI) and Tier 3 (E10 87 AKI) fuels 
(Kasseris and Heywood 2012). In fact, this is borne out in experiments comparing E0 91 and E10 87 
fuels, where E10 87 actually exhibits lower knock intensity at high load, exactly where the agencies are 
claiming the fuel switch would have an adverse effect (Joshi 2017). 

This error affects the efficiency of virtually all advanced engines—it was used to preclude the use of 
HCR2 (PRIA Section 6.3.2.2.20.18) as well as reduce the effectiveness of all turbocharged engines and 
engines with cooled EGR (PRIA, Figures 6-84, 6-89, 6-94). Without an A/B analysis, it is impossible to 
judge the severity of this error. However, at the very least the agencies should not exclude the HCR2 
technology on such basis, and according to their own analysis, this correction alone would result in a 
reduction in MY2029 costs in the Baseline Standards of $700-$850 (PRIA Table 13-4), or about one-
third of the difference in cost between the Baseline and Proposed Standards. Correcting the 
effectiveness of the affected engines would only further reduce costs—clearly this error has a significant 
impact on the ability for manufacturers to comply with future standards and should be corrected in 
future modeling efforts. 

It should also be noted that there are a number of different strategies manufacturers can use when 
considering approaches to different fuels, and not all of them necessitate reductions in efficiency as the 
agencies a priori assumption suggests. The agencies even point out one such unique knock-reduction 
strategy for the 2014 SkyActiv-G on which their HCR data is based (PRIA Figure 6-43). An additional 
example of how engines can be reoptimized without suffering a penalty for using a lower octane fuel is 
in the spark-assisted compression ignition engine developed by Mazda—the managing executive in 
charge of powertrain and vehicle development and product planning even noted that “as a matter of 
fact actually, 91 RON give you better performance than 95 RON” (Mathioudakis 2017). This remark was 
consistent with the preliminary torque curves for the SkyActiv-X spark-assisted compression ignition 

                                                                 
14 E10 refers to gasoline with 10 percent ethanol. E0 refers to gasoline with 0 percent ethanol. 

https://www.sae.org/publications/technical-papers/content/2013-01-0886/
https://www.sae.org/publications/technical-papers/content/2013-01-0886/


17 
 

engine, a technology that the agencies have completely neglected despite it coming to production next 
year in a mass market vehicle (Mazda 2017). 

J) ARBITRARY CHANGES IN THE WAY THE AGENCIES ASSESSED BASELINE 
TECHNOLOGY DEPLOYMENT OVERSTATES THE TECHNOLOGY ALREADY PRESENT 
IN THE FLEET 

One of the major confounding aspects of the agencies’ analysis is how much more advanced 
technologies appear to be required to comply with the 2025 regulations than in any previous analysis. 
This goes against all prior data from the agencies, which has shown that manufacturers have been able 
to comply with less technology than anticipated, at reduced costs, and with new technologies being 
developed constantly (e.g., EPA et al. 2016). 

One reason the modeling in the NPRM erroneously requires greater technology adoption is that 
NHTSA technical staff have reassessed baseline technology improvements, claiming that many vehicles 
throughout the fleet already have more advanced technology than had been previously determined 
(e.g., PRIA Figures 6-168, 6-175, and 6-177). By attributing the baseline levels of fuel economy and 
greenhouse gas emissions to greater application of technology, agency staff are “baking in” those 
performance improvements related to the more cost-effective technologies, thus requiring the addition 
of less cost-effective technologies to compensate.  

Because the previous version of the Volpe model used a MY2015 baseline, and the version supporting 
the NPRM uses a MY2016 baseline, there is some expectation of improved technologies—
approximately 15 percent of the fleet will have been redesigned between the two model years, and there 
will also be discrepancies related to specific marketshare changes. However, there is much greater 
disparity between the two years than can be expected due to year-over-year sales shifts and product 
cycles. 

While powertrain technologies generally have much clearer distinctions on marketshare and are 
therefore fairly objective to assess, marketshare of vehicle accessory and road-load reduction 
technologies are often highly subjective. And it is precisely these classes of technology which exhibit 
abnormal year-over-year deviations (Table AAA). 

(1) Assessing the impact of this subjective analysis 
It is difficult to quantify the exact impact this reassessment has on the modeled fleet because the 
incremental effectiveness of a technology is generally dependent upon the other technologies available 
on the vehicle. However, as a reasonable assessment, we can use the range of impacts used by the 
National Academies in its latest analysis (NRC 2015).  

Table AAA lists the differences between the two baseline scenarios. This difference is then multiplied 
by the range of potential impacts identified in the National Academies study. These impacts are then 
aggregated using a multiplicative approach that takes into account the reductions from the other 
technologies.15 

                                                                 
15 Fuel consumption reduction FCRTOTAL = 1 −∏(1 − 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖). 
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 Cumulative NRC 
Impacts 

Technology 2015 
Baseline% 

2016 
Baseline% 

Difference Low High 

Electronic Power 
Steering 

38.5% 88.8% +50.3% 0.4% 0.7% 

Improved Accessories  0.0% 20.0% +20.0% 0.2% 0.3% 
Low-drag Brakes 0.0% 13.3% +13.3% 0.1% 0.1% 
Secondary Axle 
Disconnect 

15.4% 5.4% -9.9% -0.3% -0.1% 

Rolling Resistance &&   
10% 0.0% 18.9% +18.9% 0.4% 0.4% 
20% 0.0% 27.1% +27.1% 1.0% 1.0% 

Mass Reduction **   
Level 2 9.6% 7.5% -2.1% -0.0% -0.0% 
Level 3 8.6% 9.0% +2.4% 0.0% 0.0% 
Level 4 8.2% 4.6% -3.5% -0.2% -0.2% 
Level 5 0.2% 7.7% +7.5% 0.5% 0.7% 

Aero Drag Reduction &&   
10% 5.7% 20.9% 15.2% 0.3% 0.3% 
20% 1.8% 1.2% -0.7% -0.0% -0.0% 

CVT   
Level 1 20.4% 10.2% -10.1%   
Level 2 0.0% 12.1% +12.1% 0.4% 0.4% 

Total Shift in “Reassessed” Tech: 3.1% 3.9% 
 

A comparison of the MY2015 and MY2016 baseline assessments indicates that NHTSA has significantly altered its criteria for 
assessing vehicle technologies, and that in doing so they have eliminated approximately 3.1 to 3.9 percent of improvement from 
the vehicle fleet. Such a level of improvement is comparable to the annual rate of performance improvement required under the 
fuel economy and emissions program, but data shows that there was no improvement whatsoever in the CAFE performance of 
the MY2016 fleet compared to the MY2015 fleet. 
Note: 
&& In the Draft TAR, rolling resistance and aerodynamic drag technologies were limited to 10 and 20 percent improvement levels. In 

the NPRM, those have been further refined to 5 percent increments. However, for consistency, we round down (e.g., AERO15 is 
considered as compared to the AERO10 bin from the Draft TAR). 

** Mass reduction has been reclassified in error as applied to just 50 percent of the vehicle, whereas previous classification estimated 
the glider weight to be 75 percent of the weight of the vehicle. Because of this, what was previously classified as MR1, which 
would result in 3.75 percent curb weight reduction, is now classified as MR2 in the NPRM. Similarly, MR3 is now classified as MR4. 
MR1 roughly corresponds to MR2 (5.625 percent compared to 5 percent), and MR4 approximately corresponds to MR5 (11.25 
percent compared to 10 percent). The MR1 category in the NPRM is below the resolution previously considered, so therefore is 
excluded from this table. 

This data indicates that an additional 3.1 to 3.9 percent of technology improvement was incorporated 
into the MY2016 baseline fleet compared to MY2015, even though there was ZERO change in the fleet 
CAFE performance (32.2 mpg in both MY2015 and MY2016, NHTSA 2018e). For comparison, the 
average annual fuel consumption reduction required by the 2017-2021 final and 2022-2025 augural fuel 

 
 

TABLE 3.    Comparison of MY2015 and MY2016 baseline technology data from the Volpe model, 
including estimated impact of this additional assessment of technology. 
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economy standards is 3.5 percent for trucks and 4.3 percent for passenger cars. This “engineering 
judgment” is comparable to manufacturers placing on one year’s worth of technology improvements 
with absolutely nothing to show for it. 

K) AGENCIES HAVE UNDERESTIMATED THE POTENTIAL FOR FUTURE INNOVATION 
Generally, agencies have tended to overestimate the total costs of regulations (Carey 2016, pp. 12-13; 
Harrington et al. 1999). With regards to the Clean Air Act and the automotive industry in particular, 
automakers have shown an even worse track record, vastly overestimating the costs of compliance 
(Hwang and Peak 2016). As illustrated earlier in our comments on the agencies’ proposal, this 
propensity for overestimation has continued—our analysis shows clearly that the costs for compliance 
are lower than originally anticipated by the regulators. 

One way of illustrating the effect of innovation is to compare technology adoption to the pathways 
originally envisioned by the regulators. The pathways illustrated by the OMEGA and Volpe model 
represent particular low-cost analysis by EPA and NHTSA, respectively, resting almost entirely on the 
assumption that a rational manufacturer would choose the lowest-cost pathway to comply with the 
regulation. However, manufacturers may not necessarily choose this pathway, for a number of other 
constraints of which the agency could not possibly be aware, e.g., segment-specific strategies centered 
around a manufacturer’s specific target markets, including global production. In fact, trying to impose 
some of these constraints designed to anticipate a manufacturer’s mindset can lead to overly 
conservative analysis, as it will inevitably miss unforeseen technology developments. 

Industry has repeatedly erred in its analysis of this historical look at whether the pathways projected by 
either the OMEGA or Volpe models have come true (e.g., Novation Analytics 2016). Mistakenly, the 
authors of the Novation Analysis consider the agencies’ technology deployment rates as “over 
optimistic”; in truth, the data indicates that the agencies’ technology assumptions were conservative. It 
is clear from Figure 5 that the agencies’ pathways16 differ from actual technology deployed in a number 
of significant ways: 

• Cylinder control—The Volpe model pathways projected that a higher penetration of both 
variable valve lift and cylinder deactivation would be needed for compliance; however, much 
lower penetrations of these technologies exist in the marketplace. The reason for this is 
simple—these technologies represent incremental steps up the cost ladder, and because 
manufacturers have been able to wring more out of the simpler, and cheaper, variable valve 
timing approach to cylinder control, less technology deployment was needed. This is 
representative of innovation used to reduce costs of compliance. 

• Engine technology—Similar to the above example, a greater penetration of the less expensive 
SIDI exists in the market, as compared to turbocharged engines and stop-start, which are 
represented in the Volpe model as more expensive steps up the efficiency curve. The Volpe  

                                                                 
16 Thought the rates of penetration shown are for the Volpe model, the OMEGA model for MY2012-2016 was 
qualitatively in agreement with the types and share of technology deployed in its pathway analysis, so we will treat the 
Volpe model results as representative of both agencies’ analyses. 
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A comparison of the pathway modeled by NHTSA to comply with the MY2012-2016 regulations and the actual technology 
deployed in the fleet. Note that much lower penetration of expensive and complex technologies was needed to comply with the 
regulation, indicating that the technologies being deployed are more cost-effective than the agencies anticipated. 
SOURCE: NOVATION ANALYTICS 2016 

model required that manufacturers would need to deploy these more expensive technologies at 
a greater rate for compliance than is actually required, again indicating that manufacturers are 
getting more effectiveness than anticipated out of the cheaper technologies. 

• Transmissions—In the agencies’ original analysis for the 2017-2025 rule, dual-clutch 
transmissions were deemed more cost-effective than conventional automatic transmissions, 
and manufacturers like Ford, Volkswagen, Chrysler, and Honda all indicated plans to deploy 
the technology—therefore, the Volpe model inevitably selected this as the likely pathway to 
improving the efficiency of the transmission. After a number of quality problems and consumer 
complaints, however, the technology was not deployed as widely as industry anticipated 
(Sedgwick 2015). Instead, the market has still moved to transmission with wider gear spreads—
they just largely happen to be conventional torque-converter automatics, although in some 
cases manufacturers have decided to go with a continuously variable transmission instead. 
Incidentally, this is an example of why we supported EPA’s move to a more generic 

 
 

FIGURE 5. Production-weighted technology penetration for the 2016 model year 
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representation of transmissions in its OMEGA modeling (Cooke 2016a)—ATs, DCTs, and CVTs 
can all be made more efficient at relatively similar costs, and manufacturers choose which 
technology to deploy based on a range of factors beyond simple cost-effectiveness having to do 
with specifics about their target consumers of which regulators can simply not be aware. And at 
the end of the day, the 2012 Volpe model suggested that 87% of the market would need to move 
towards more efficient transmissions to comply with the regulations, only slightly less than the 
92% deployed—this is a far smaller difference in total powertrain effectiveness than suggested 
by the differences in efficiency used in the Volpe model (an additional 5.5-7.5% fuel efficiency 
for DCTs compared to ATs; see Table 3-28), indicating that manufacturers again have been able 
to generate much greater effectiveness out of a technology than anticipated by regulators.  

• Hybridization—The figures on hybridization are perhaps the most telling and indicative of just 
how conservative the technology assumptions of the regulators were. Mild and full hybrids are 
one of the most costly technologies in the Volpe model—projecting that nearly a third of the 
fleet would have to deploy some type of hybridization to meet 2016 standards indicates that 
regulators felt these standards were relatively stringent. Because manufacturers have deployed 
less than 10% of these most costly technologies while complying with the regulations indicates 
that they were able to compensate for a tremendous amount of fuel savings with much less 
costly technologies. 

The technology penetrations presented by industry are entirely consistent with our assessment that the 
agencies generally overestimate the costs of compliance. Target-based, technology neutral standards 
provide manufacturers with a goal, and they have proven capable of meeting it through unforeseen 
innovation that reduces the technology costs and enables greater efficiency from “low hanging fruit” 
than regulators have anticipated. If anything, this is an argument for regulators to err on the side of 
setting more aggressive standards than pathway modeling suggests is feasible. 

L) THE AGENCIES HAVE GROSSLY MISCHARACTERIZED THE STATE OF ELECTRIC 
VEHICLES 

The agencies’ proposal to eliminate state Zero Emission Vehicle (ZEV) policies would damage a policy 
that is working to put California on a path to reducing climate changing emissions and improving public 
health. Such action is not only illegal (see Section II.C), but it is founded in a fundamentally inaccurate 
portrayal of the state of EV technology and its current success in the marketplace. 

(1) ZEV is working to improve consumer choice 
Despite the proposed rule’s characterization of the ZEV regulations as “overly ambitious” (83 FR 
43243), automakers to-date have substantially over-complied with the requirements, in both California 
and the other states that have adopted the ZEV program through Section 177 of the Clean Air Act. 
Analysis of the program in 2017 showed that manufacturers have banked ZEV credits and produced 
longer-range ZEVs, allowing compliance with ZEV regulations with less than 8 percent ZEV sales by 
2025 (CARB 2017a). Plug-in sales in California were over 6 percent for the first half of 2018 (Pyper 
2018), indicating that the ZEV requirements are achievable with current technologies.  

Californian car buyers have more choices to choose an electric vehicle when they go to a dealership 
than buyers in any other state, both in the number of models and number of vehicles available 
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(Reichmuth and Anair 2016). Some automakers have restricted sales of ZEVs such that they were not 
available in all of the states that have adopted California’s ZEV regulation. For example, the Fiat 500e 
battery electric car was only made available in California and Oregon. Other ZEV models were 
technically available outside of California but were available in short supply or needed to be special 
ordered. In a 2016 study of the availability of ZEV cars (based on a popular online car shopping 
website), prospective ZEV buyers in Boston would see 10 times fewer ZEVs available on dealers lots 
than buyers in the San Francisco-Oakland Bay Area. The increased availability of ZEV models and 
vehicles has contributed to higher sales in California and make ZEV sales outside of California a poor 
indicator of consumer interest in ZEVs in those states. Therefore, EPA’s assertion that past market 
penetration of ZEV technologies in these states shows an inability of automakers to comply with the 
ZEV regulations is erroneous. In addition, the comprehensive review of the ZEV program by CARB has 
shown that compliance with ZEV will require less than 8 percent ZEV sales in 2025 in California and 
less than 7.5 percent sales in the other ZEV regulation states (CARB 2017a, p. A-15). Given the 
increasing number of ZEV models coming to market and availability of the vehicles outside of 
California, these requirements are not only achievable, but it is likely that they will be exceeded. The 
agencies’ statement that the ZEV program is technologically infeasible (and therefore in violation of 
lead time requirements; see 83 FR 43240) is clearly false, and there is no data shown in the rulemaking 
to support this claim. On the contrary, CARB has provided extensive technical support for continuation 
of the ZEV regulations.  

(2) The ZEV program has consumer and economic benefits 
The ZEV program is not only beneficial for public health and reducing climate change. Consumers also 
benefit by having more choices in the market, including ZEVs. Plug-in vehicles can offer high 
performance while also saving drivers money by switching to a cheaper fuel. UCS analysis of gasoline 
prices and recharging costs shows that drivers could save on average almost $800 in fuel costs per year 
by switching from gasoline to electricity (Reichmuth 2017), and maintenance costs can also be reduced 
by going from a combustion engine to electric motor. Advanced vehicle technologies are also driving 
innovation and jobs in the U.S.—manufacturers like Tesla and Daimler have made significant 
investments in battery manufacturing facilities (DNA 2018, Lambert 2018). The ZEV regulations have 
been pivotal to bringing over 40 ZEV models to market in California, putting US automakers in a 
competitive position as major automotive markets like China and the European Union move towards 
increasing electrification. 

The agencies have mischaracterized consumers’ ability to identify these benefits (Section I.B.2.c), but 
even more importantly, the Proposal’s elimination of the ZEV program would cut short technical 
developments which are working to provide significant social and economic benefit to the country, in 
addition to the obvious environmental and public health benefits of the program. 

2. The agencies’ compliance modeling is inadequate and irrational 

While the assumptions regarding technology potential can be most generously described as 
“conservative,” the way in which these assumptions are converted into potential paths for compliance 
borders on the absurd. The agencies have reduced their modeling effort to a single value, compromising 
robustness, and that model is so fraught with errors that it does not even perform its basic functions 
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accurately. Basing a regulation on such an incomprehensibly inadequate modeling effort would be 
arbitrary and capricious. 

A) THE AGENCIES’ NPRM MODELING IGNORES ITS OWN UPDATED MODELING 
EFFORTS 

In all three previous joint technical assessments, EPA and NHTSA relied upon separate, 
complementary modeling efforts. By using independent assessments guided by different expertise and 
technical assumptions, a comparison of the two results provided the agencies with clear, verifiable 
evidence as to the robustness of their findings. Unfortunately, the agencies are now relying upon a 
single set of technical inputs and a single modeled set of outputs, which results in extremely flawed 
analysis on both counts. Worse still, the agencies are ignoring the most up-to-date and state-of-the-art 
data available by ignoring recent peer-reviewed analysis and benchmarking data.17 

(1) Full vehicle simulation 
We have commented previously on the conservative technology assumptions used by NHTSA in its 
approach to modeling technology effectiveness with Autonomie (Cooke 2016b). The ANL work 
previously used outdated engine maps, and the lab has concentrated its benchmarking efforts on 
electrified powertrains, which are not especially relevant for the MY2022-2025 regulations. 
Furthermore, a number of additional flaws continue to exist with the Autonomie modeling, including 
that ANL’s transmission shift strategy does not deploy gear-skipping or other more modern control 
strategies, which indicates that some if not many of the hard-coded assumptions in the model may be 
out-of-date. Perhaps recognizing some of these flaws, NHTSA utilized additional engine maps 
developed by IAV for DOE; however, these engine maps were not developed for this purpose and have 
not been benchmarked against the latest engines either on the road or in development, and as has 
already been described above in Section I.A.1.i)(2), these new engines maps have incorrectly “updated” 
these engine maps for Tier 3 fuel. , as described above in, and Lastly, all of these inputs represent a 
“black box”—it is impossible to verify, replicate, or alter the work done by Autonomie for NHTSA due 
to the expensive nature of the tools used and lack of open source or peer-reviewed output, and the 
underlying modeling work was finalized more than one year ago.18 Perhaps this why the NPRM analysis 
does not even utilize the most recent ANL benchmarking data (Lohse-Busch et al. 2018a, 2018b)—not 
only isn’t relying upon the most up-to-date industry data, but it doesn’t even reflect the most recent 
data collected by the agencies themselves! 

In contrast, EPA’s ALPHA model has been thoroughly peer-reviewed and is constantly being updated 
to reflect the latest technology developments, thanks to the efforts of the National Vehicle and Fuel 
Emissions Laboratory. And because EPA has direct control over the model and its interface to OMEGA, 
EPA can better ensure that the inputs into OMEGA reflect the most up-to-date data, unlike the 
Autonomie work, which effectively has to be “locked in” before it can be deployed in the Volpe model. 
Moreover, the ALPHA model is readily downloadable, editable, and accessible to anyone with a  

                                                                 
17 Peer review: RTI International 2018; benchmarking: Stuhldreher et al. 2018 (Honda L15B7 1.5L turbo), Dekraker et al. 
2018 (Toyota TNGA 2.5L) 
18 The vehicle simulation database accompanying the Volpe model (NHTSA 2018a) is dated August 25, 2017, indicating 
that the data underpinning the Volpe model is significantly less recent than many of the peer-reviewed publications from 
EPA. 
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MATLAB license. It is also based on the GEM model, which is a model used to measure compliance 
with the heavy-duty vehicle regulations that has been meticulously reviewed and updated not just by 
EPA but by a number of heavy-duty vehicle manufacturers and suppliers. In fact, NHTSA has such 
confidence in the GEM model that they accept its simulation-based results as compliance with the 
heavy-duty fuel economy regulations. 

The National Academies of Science noted that “the use of full vehicle simulation modeling in 
combination with lumped parameter modeling and teardown studies contributed substantially to the 
value of the Agencies’ estimates of fuel consumption and costs, and [the committee] therefore 
recommends they continue to increase the use of these methods to improve their analysis” (NAS 2015, 
Recommendation 8.3). We agree that full vehicle simulation can significantly improve the estimates of 
technology effectiveness; however, we also think it critical that this process be as open and transparent 
as possible. Publishing results in peer-reviewed journals has provided the ALPHA modeling effort with 
significant and valuable feedback, particularly when it comes to assessing the most state-of-the-art 
engines. The “black box” approach by Autonomie does not lend itself to similar dialog, nor does it make 
it easy to assess the validity of its results. 

There is an additional difference between how the full vehicle simulations are incorporated into their 
respective tools. In the case of the Volpe model, improvements in each vehicle are based on the  

 

Performance “creep” in ANL’s Autonomie modeling results in such dramatic changes in vehicle performance characteristics that 
technology packages applied to non-performance compact vehicles (blue chart) show significant overlap with technology 
packages applied to performance compacts (green chart) (figures have been aligned to share common x-y coordinates). These 
performance improvements can significantly diminish the potential reductions in fuel consumption, but remain unaccounted for 
as a benefit in the Volpe model. 
SOURCE: ISLAM 2018B, FIGURES 241 AND 242. 

 
 

FIGURE 6. 0-to-60 and passing time of modeled compact vehicles  
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improvements to an average vehicle in a given vehicle class—while the performance characteristics of 
vehicles within a class will differ which could significantly impact the relative fuel consumption of a 
particular technology (for example, based on a different power-to-weight ratio), only class average 
characteristics are considered (Islam et al. 2018b). Thus, in the Volpe model, the behavior of a 
particular technology package is severely stepped based on its classification by NHTSA staff—for 
example, applying TURBO2 to a vehicle with a 10-speed automatic, TURBO1, and BISG mild 
hybridization results in a 1.9 percent reduction in fuel consumption for a small performance car (and 
30.8 percent below a “null vehicle”) but only a 0.4 percent improvement for a small non-performance 
car (and 27.6 percent below a “null vehicle”). In the latest version of OMEGA, a vehicle’s specific 
performance characteristics are taken into account through response-surface modeling based on 
relative deviation from the class average vehicle modeled in ALPHA (RTI International 2018), thus 
minimizing such step discontinuities. 

It is also worth noting in this discussion that the modelers at ANL have allowed significant performance 
“creep” in their modeling—rather than maintaining performance neutrality with applied technology, 
vehicle characteristics can vary dramatically through increased technology adoption (Sectoin 11.5, 
Islam et al. 2018b). While some performance creep may be reasonable, many of these packages are so 
wildly different that they actually cause an overlap between performance and non-performance 
vehicles of the same size class (Figure 6). Performance characteristics in the OMEGA model as a result 
of ALPHA full vehicle simulation do not vary as significantly and are approximately held fixed. 

(2) Pathway modeling 
The Volpe and OMEGA models were designed for two very different objectives under different 
statutes. Volpe was designed with EPCA, as modified by EISA, in mind—for example, because of its 
focus on oil reduction, it does not appropriately model climate impacts from electrification or emissions 
from flex-fueled vehicles. Similarly, because the OMEGA model was designed under the “technology-
forcing” paradigm of the Clean Air Act, it cannot allow manufacturers to pay fines in lieu of compliance, 
and it allows for the setting of more aggressive product cycles. Therefore, though these models can be 
complementary, one cannot be used in place of another and still meet the statutory obligations of each 
agency. 

These models are largely constructed based on a similar foundational principle, that manufacturers will 
choose the most cost-effective technology pathway to comply with the regulations. However, the 
technology pathways produced by the two models will not necessarily agree due, in part, to the 
differences in structure of the models directly related to differences in statutory obligations. 
Furthermore, the latest version of the Volpe model indicates that it fails this basic task (see discussion 
in Section I.A.2.b)). 

The Volpe model attempts to replicate in full a manufacturer’s decisionmaking process across multiple 
platforms. To this end, the model uses rigid schedules as to when a vehicle can be updated and restricts 
initial deployment of technology to the “leader” of a platform, preventing other vehicles on that 
platform from adopting the technology even if their product cadence would allow it. The model also 
imposes phase-in caps to limit the rate at which a technology can be deployed. It also confines the 
decisionmaking process of a manufacturer to specific pathways—for example, there is no feasible way 
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for a manufacturer to deploy a high-compression ratio engine with cylinder deactivation because the 
decision tree splits before this technology. 

These rigid constraints represent conservative assumptions, often which do not prove true. For 
example, while historically a low-volume luxury model may have been first on a platform to receive a 
more expensive technology, a high-volume vehicle on that platform may now deploy the technology 
first in order to ensure compliance in the most rapid and cost-effective fashion. Similarly, while 
historically manufacturers may have stuck to rigid product redesign and refresh cycles, manufacturers 
are breaking that mold today.19 For example, the Ford F-150 is having virtually continuous powertrain 
updates in its current cycle: it was redesigned in 2015, but in 2017 it gained both a 10-speed automatic 
transmission and a new, high-output engine, in 2018 they refreshed the vehicle by introducing four new 
engines, and by 2020 it will get a hybrid variant. Similarly, Hyundai has announced that it is cutting its 
product design cycle in half (Greimel 2017). And finally, the high-compression ratio engine with 
cylinder deactivation combo disallowed by the Volpe model is actually already deployed in the Mazda 
CX-5. 

Another aspect of these constraints which makes the Volpe model susceptible to inaccuracies are that 
all of these constraints represent decisions made by the regulators based on Confidential Business 
Information (CBI) discussions with automakers. Manufacturers clearly have an incentive to provide 
conservative information to the regulators, but this is the primary source of data on which the Volpe 
modeling team is basing these constraints. This creates an asymmetric feedback loop which will always 
lead to conservative estimates: if the regulators err in a way in which automakers feel is “too 
aggressive”, they will provide CBI data to “correct” the assumption, but if the regulators err in a way 
which may be more conservative than automakers’ data, industry has no incentive to correct the record 
because such correction would inevitably result in stricter standards. This is why in the Volpe model 
the refresh and redesign cycle for the F-150 does not actually reflect what has transpired—Ford 
obviously knew its plans well in advance of the TAR for how it would be deploying its future 
powertrains to the vehicle, but they were not going to share it with the regulators. Even besides that, 
because there is little transparency on the data behind the “engineering judgments” made in the Volpe 
model assumptions, it is difficult to understand precisely why so many vehicles’ announced 
redesign/refresh cycles differ from that in the model, or the justification for skipping certain 
technologies on specific vehicles or even entire manufacturers’ product lines, as was done for the high-
compression ratio engines. 

The OMEGA model, on the other hand, is designed to be more consistent with EPA’s obligations to set 
technology-based standards under the Clean Air Act. It does not presuppose to know precisely how 
manufacturers may strategize their fleet decisions because it is clear that manufacturers keep much of 
this information to themselves and have a disincentive to provide accurate information to regulators. 
Instead, it starts from the simple premise that vehicles will essentially have the ability to significantly 
overhaul their powertrain and vehicle technologies once every five years through the redesign cycle. 
This acts as a complementary approach to the Volpe model, which is inherently conservative and no 

                                                                 
19 For further discussion on the ways in which the Volpe model does not accurately reflect manufacturers’ product 
cycles, see Baum 2018, Meszler and Baum 2018. 
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more predictive. And, it is more consistent with EPA’s requirements under 202(a)—applying artificial 
constraints as is done in the Volpe model does not reflect technological feasibility but attempts to 
impose self-identified economic constraints which artificially constrict the actual technological 
possibilities.  

One constraint that does exist in the OMEGA model explicitly because of the technological feasibility 
aspect of the statutory obligations underpinning the design of the model is that it does not allow for 
credit trading to reduce the costs of compliance. By requiring manufacturers to comply in its model on a 
technological basis, it inevitably increases the costs to comply. This is clearly a conservative 
assumption.  

Aside from structural differences found in the models due to differences in legal obligations, there are 
differences in assumptions which underlie the models. For example, in the most recent version of the 
OMEGA model, EPA reclassified vehicles according to power and road load and incorporated power-
to-weight ratio in its effectiveness modeling. This significantly improves the accuracy of its modeling 
and responds to one of the strongest industry concerns. This technique helps differentiate powertrain 
options within a given model, reflecting the diversity of consumers’ choices and better representing the 
breadth of vehicle performance characteristics available within a given vehicle class. This strengthens 
the agency’s results, both by narrowing the error bars and more accurately representing the real vehicle 
fleet.  

The differences between the two models encourage complementary analysis, ensuring that between the 
two analyses, a diverse set of possible technology pathways are assessed. Having two analyses thus 
strengthens the argument for the feasibility of these standards, even if the eventual pathway is not 
precisely identified, since a diversity of hidden decisionmaking processes by manufacturers will 
inevitably sort the pathways as relevant to each manufacturer’s precise overall goals, only one of which 
is compliance with the standards. And speaking to the strength of these complementary assessments, in 
the end both models yield generally similar costs for compliance—the agencies themselves showed this 
in the MY2017-2025 rulemaking (Section I.D.3), although the raw values disagreed substantially due to 
different underlying regulatory constraints. This further underscores that it will be the unknown OEM 
decisions which will help define the path, rather than solely the most cost-effective strategy, of which 
the agencies’ complementary analyses prove there are many. 

By restricting themselves to a single model, the agencies have undermined the natural complementarity 
of the approaches, enforcing only a single, more conservative approach that lacks robustness, 
transparency, and ultimately exposes the agencies to a series of modeling errors that would have been 
caught had the agencies appropriately considered their full complement of expertise and models. 

B) THE VOLPE MODEL DOES NOT PRODUCE ECONOMICALLY RATIONAL RESULTS 
The basic purpose of the Volpe model according to NHTSA “is to facilitate estimation of the potential 
impact of new CAFE standards” (NHTSA 2018f, p. 1). As part of this process, the model “estimate[es] 
ways each manufacture[sic] could (not ‘should’ or ‘is projected to’) respond to standards,” which it does 
by “appl[ying] technologies based on their relative cost-effectiveness…subject to a variety of user-
controlled constraints” (NHTSA 2018b, p. 1). 

---
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The model’s constraints play a significant role in the estimation of these costs and generally serve to 
drive costs upwards by limiting the application of technologies. NHTSA claims that “because the CAFE 
model simulates a wide range of actual constraints and practices related to automotive engineering, 
planning, and productions…the analysis produced by the CAFE model provides a transparent and 
realistic basis to show pathways manufacturers could follow,” (83 FR 43001). But there are numerous 
examples of behavior modeled by Volpe which do not comport with realistic product deployment. 
These errors flow from both erroneous inputs to the model (such as inaccurate product design cycles 
(Baum and Meszler 2018) and erroneous “engineering judgment” regarding technology uptake and 
manufacturer decisionmaking (Meszler 2018)) and intrinsic behaviors from the coding of the model 
(including irrational product application due to hardcoded pathways (Meszler 2018) and deficient 
coding of credit banking and trading, further discussed below). 

Most fundamental to the rational operation of the model, however, is the algorithm determining the 
order in which technologies are applied by a manufacturer. Clearly, the optimal strategy chosen by a 
manufacturer would result in the lowest costs of compliance, within a given set of constraints—indeed, 
this is precisely how the model is described in its earliest incarnations, with manufacturers applying 
technology “based on comparative estimated cost-effectiveness” (p. VI-13, NHTSA 2006), and 
“identifying the ‘best next’ (in terms of cost-effectiveness) technology available on each of the parallel 
technology paths…and applying the best of these” (p. VI-13, NHTSA 2006). This is also precisely the 
recommendation of the National Academies: “All else equal, it would be economically efficient to 
implement first the technology that offered the greatest reduction in fuel consumption per dollar of 
cost” (NAS 2011, p. 125). 

Unfortunately, the algorithm governing the current iteration of the Volpe model falls well short of a 
rational, cost-effective pathway (even within the engineering constraints imposed by the model), as 
illustrated below. We also provide a new, more efficient algorithm to replace this flawed approach. 

(1) Flaws in the efficiency algorithm 
We are not the first to point out that the efficiency algorithm does not work as it should—technical staff 
at EPA provided the Office of Management and Budget pages of detailed analysis illustrating that the 
algorithm does not function properly (Charmley 2018). There are two primary operational failures in 
the Volpe model’s algorithm, one which affects modeling of both the CAFE and GHG programs, and 
one which solely affects the model’s ability to model compliance with the GHG program. Each of these 
failures individually results in completely irrational behavior that must not be used to underpin major 
regulatory action. 

(a) The Volpe model does not consider overcompliance in estimating efficiency 
The efficiency of technology application in the previous iteration of the Volpe model appears in the 
formula (NHTSA 2016a, p. 25): 

𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒 =
∑ �∑ 𝐶𝐶𝑇𝑇𝐹𝐹𝑇𝑇𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖,𝑗𝑗 − 𝐶𝐶𝑇𝑇𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗 − (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹)𝑖𝑖,𝑗𝑗 + ∆𝐹𝐹𝐹𝐹𝐹𝐹𝑇𝑇𝑀𝑀𝑀𝑀

𝑗𝑗=𝑀𝑀𝑀𝑀
𝑗𝑗=𝑏𝑏𝑏𝑏𝑏𝑏𝑒𝑒𝑀𝑀𝑀𝑀 �𝑖𝑖∈𝑘𝑘

𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝐶𝐶
 

A similar formula appears in the model documentation accompanying the version of the Volpe model 
used to support the NPRM (Section 5.3.2, NHTSA 2018): 
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𝑇𝑇𝐸𝐸𝐸𝐸𝐹𝐹𝐸𝐸𝐸𝐸𝐸𝐸 =
𝐶𝐶𝑇𝑇𝑇𝑇ℎ𝐹𝐹𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑏𝑏𝑇𝑇 − 𝐹𝐹𝐹𝐹𝑇𝑇𝐹𝐹𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑏𝑏𝑇𝑇 − ∆𝐹𝐹𝐸𝐸𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇

𝑇𝑇𝐸𝐸𝐸𝐸𝑇𝑇𝑇𝑇𝐸𝐸𝑇𝑇𝐴𝐴𝐶𝐶𝐹𝐹𝐹𝐹𝑇𝑇𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑏𝑏𝑇𝑇
 

The TECHVALUE term representing “the net change in consumer valuation” (NHTSA 2016a, p. 25) has 
been removed from the formula. Previous versions of Volpe had set this term to zero for virtually all 
technologies, so it did not have a significant impact on the calculation of cost-effectiveness in previous 
rulemakings. But given the completely inaccurate and inflated assumptions regarding consumer 
welfare for hybrid and plug-in electric vehicles in this Proposal (see Section I.B.2.c)), it is likely that this 
term was eliminated because it resulted in absurd and irrational behavior of the model. However, 
because there is no documentation of this change, it is impossible to say for certain NHTSA’s rationale 
for the sudden and unexplained exclusion. 

The ΔCompliance term is set equal to the ΔFINE term when calculating compliance with the CAFE 
program, but its value under the GHG program (defined as ΔCO2CreditValue in the source code) is 
irrational and discussed in more detail in the next section. However, both definitions of ΔCompliance 
suffer the same deficient behavior when it comes to handling overcompliance. 

If a manufacturer undercomplies with the CAFE program, it can pay fines in lieu of compliance. In this 
scenario, however, the manufacturer then does not receive money for overcompliance—the 
manufacturer simply need not pay fines. Therefore, the fines paid by a manufacturer under any scenario 
have a floor of zero. But because the model imposes this floor on all methods of compliance, it 
irrationally caps gains from all forms of overcompliance, i.e., if a manufacturer moves from a situation 
of undercompliance (e.g., a fleet 10,000 vehicles averaging 0.5 mpg below the standard, for FINE = 
$14/(0.1 mpg)/vehicle × 5(× 0.1 mpg) × 10,000 vehicles = $700,000), to a situation of overcompliance 
(e.g., that same fleet of 10,000 vehicles now overcomplying by 0.5 mpg), the ΔFINE value of the 
technology application only considers the value of the reduced fines ($700,000), ignoring the additional 
benefit of 0.5 mpg in credited overcompliance for the fleet. 

This floor thus means that a technology which would result in significant overcompliance is 
dramatically undervalued, since that overcompliance is banked and available in later years for 
compliance. And because the algorithm supplies no benefits for overcompliance, it also prioritizes 
technologies not on how cost-effective they might be overall, but how close the technology’s 
effectiveness matches the gap in compliance (i.e., how closely the technology approaches the 
algorithm’s artificial ceiling for compliance benefits). 

For example, take two technologies: Technology A costs $200 per vehicle and results in a benefit of 1 
mpg on average across the fleet; Technology B costs $150 per vehicle and results in just 0.5 mpg 
improvement on average across the fleet. Clearly, Technology A is more cost-effective—it offers twice 
the level of improvement at just one-third more the cost. However, according to the Volpe formula, 
because both technologies do nothing more than reduce the fine in our 10,000-vehicle fleet example by 
the same amount ($700,000), the ΔFINE term will prioritize the superficially “cheaper” Technology B, 
ignoring the additional benefit of overcompliance. 

This deficiency in the algorithm and its impact were promptly identified by the technical staff at EPA 
during interagency review (Figure 10, Charmley 2018). NHTSA’s response to this criticism was wholly  
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Manufacturer NPRM Corrected Diff % Diff 

BMW  $ 4,265   $ 4,039   $ (226) -5 % 

Fiat-Chrysler  $ 4,096   $ 3,139   $ (956) -23 % 

Ford  $ 3,437   $ 2,672   $ (765) -22 % 

General Motors  $ 3,151   $ 2,459   $ (692) -22 % 

Honda  $ 1,851   $ 1,738   $ (114) -6 % 

Hyundai  $ 1,201   $ 1,031   $ (169) -14 % 

Jaguar Land Rover  $ 4,994   $ 5,162   $ 167  3 % 

Kia  $ 1,755   $ 1,511   $ (243) -14 % 

Mazda  $ 2,691   $ 1,778   $ (913) -34 % 

Mercedes  $ 4,485   $ 3,972   $ (512) -11 % 

Nissan-Mitsubishi  $ 1,141   $ 1,107   $ (34) -3 % 

Subaru  $ 1,247   $ 1,262   $ 15  1 % 

Tesla  $ 4   $ 3   $ (1) -23 % 

Toyota  $ 2,235   $ 1,849   $ (386) -17 % 

Volkswagen  $ 5,004   $ 4,383   $ (620) -12 % 

Volvo  $ 3,538   $ 3,283   $ (254) -7 % 

INDUSTRY TOTAL  $ 2,785   $ 2,307   $ (478) -17 % 
 

Altering the Volpe “effective cost” algorithm to consider overcompliance results in substantially reduced costs for nearly every 
single manufacturer, as well as the industry as a whole. The two manufacturers who showed increases in costs were of marginal 
significance (3 percent for JLR and 1 percent for Subaru, both of whom are relatively low-volume manufacturers), while many of 
the largest manufacturers saw costs reduced by 20 to 30 percent.  
inadequate to this criticism, ignoring the substance of the critique (#28, NHTSA 2018g). Moreover, 
NHTSA’s response tacitly acknowledges that the model does not fully value a manufacturer’s 
overcompliance (“the compliance simulation algorithm applies a ceiling at 0 (zero) to each calculated 
value of the CO2 credits”), but bizarrely tries to justify the oversight by identifying another, self-
inflicted flaw in the model: the lack of manufacturer-to-manufacturer trading that, if permitted, would 
“raise” the ceiling for compliance benefits (see further discussion of this in Section I.A.2.c)(2)(c)). But 
NHTSA is legally obligated to model regulated parties with respect to reality and to the facts of 
manufacturer compliance, which do not change merely because the agency says as much in other 
flawed analyses. And in any event, the agency’s “two wrongs make a right” mentality ignores that the 
manufacturer themselves—not their potential trading partners—would be the more likely beneficiary of 
these banked credits. 

The real proof that NHTSA ignored EPA’s criticism can be found by simply running the model with and 
without eliminating this “ceiling.” If NHTSA is correct in its rebuttal—that eliminating this ceiling 
would result in additional costs—then the output would validate the agency’s argument. However, as  

 
 

TABLE 4.  Costs for compliance with current greenhouse gas standards, in MY2028, by 
manufacturer, when correcting to consider overcompliance for technology application 
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shown in Table 4, costs of compliance when eliminating this ceiling are reduced significantly.20 This is 
an indication that the algorithm at the core of the Volpe model is sub-optimal, with nearly every single 
manufacturer accruing greater technology costs as a result of this error. 

Averaged across the fleet, the results of NHTSA’s irrational modeling decision yield costs of compliance 
that are more than 20 percent higher than if the Volpe modeling staff had heeded the advice of the 
interagency reviewers. Knowingly inflating the costs of regulation by choosing to use a sub-optimal 
algorithm is clearly an arbitrary and capricious decision. Any future modeling efforts by the agency 
must more reasonably reflect a rational strategy for technology adoption by manufacturers. 

(b) Efficiency for technologies in the GHG program are derived from CAFE fines 
According to NHTSA, “the model uses an estimated value of CO2 credits to place a value on progress 
toward compliance with CO2 standards” (#28, NHTSA 2018g). However, this value is fixed in a given 
model year for all manufacturers and is explicitly tied to the value of CAFE fines in that model year, 
neither of which is a reasonable estimate of how a manufacturer will value compliance with the 
greenhouse gas standards. The flaws in this approach are numerous and were identified by EPA in 
interagency review (Charmley 2018, pp. 22-23). We concur with these criticisms. Moreover, NHTSA 
did not defend the validity of the approach used in the Volpe model, nor did the agency provide any 
justification for translating the value of CAFE fines directly into $/g CO2-equivalent, even while 
acknowledging that “noncompliance with CO2 standards effectively means a prohibition on sales rather 
than a potentially-manageable civil penalty” (#28, NHTSA 2018g).  

Manufacturers will compare technologies based on the marginal cost-effectiveness of that technology 
(i.e., the “bang for your buck” from a given technology). In the case of the greenhouse gas standards, 
where credits are defined as megagrams (Mg) of CO2-equivalent, this amounts to an efficiency in dollars 
per metric ton, where the “cost” term in the numerator is simply the perceived difference in profit by 
applying a technology, TechCostTotal – FuelSavingsTotal. 

Modeling the cost-effectiveness in this way ensures that there is no pre-ordained “value” of CO2—each 
manufacturer will value compliance relative to the technology pathways and credit strategies available 
to it to reduce tons of emissions, and it is precisely this marginal cost that is important when evaluating 
a strategy. It also ensures that manufacturers’ “value” of greenhouse gas reduction increases over time, 
reflecting that compliance with more stringent emissions standards becomes more challenging as 
options are exhausted and that only after the low hanging fruit is utilized will manufacturers see 
economic value in more expensive emissions reductions pathways. 

The above strategy is precisely the recommendation given by the National Academies (NAS 2011). 
Deploying the more accurate model in place of the default algorithm in the Volpe model results in 
reduced costs of compliance (Table 5), indicating that at its core the Volpe model is fundamentally 
flawed.21 

                                                                 
20 See Appendix A-1 for corrections to the source code. 
21 See Appendix A-2 for corrections to the source code. 
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Manufacturer NPRM Corrected Diff % Diff 

BMW  $ 4,265   $ 3,988   $ (277) -6 % 

Fiat-Chrysler  $ 4,096   $ 3,945   $ (151) - 4 % 

Ford  $ 3,437   $ 2,612   $ (825) -24 % 

General Motors  $ 3,151   $ 2,277   $ (874) -28 % 

Honda  $ 1,851   $ 1,741   $ (110) -6 % 

Hyundai  $ 1,201   $ 973   $ (227) -19 % 

Jaguar Land Rover  $ 4,994   $ 4,849   $ (145) -3 % 

Kia  $ 1,755   $ 1,447   $ (308) -18 % 

Mazda  $ 2,691   $ 1,753   $ (938) -35 % 

Mercedes  $ 4,485   $ 3,991   $ (494) -11 % 

Nissan-Mitsubishi  $ 1,141   $ 1,147   $ 6  1 % 

Subaru  $ 1,247   $ 1,246   $ (1) 0 % 

Tesla  $ 4   $    -    $ (4) -100 % 

Toyota  $ 2,235   $ 1,810   $ (425) -19 % 

Volkswagen  $ 5,004   $ 4,478   $ (525) -11 % 

Volvo  $ 3,538   $ 3,043   $ (495) -14 % 

INDUSTRY TOTAL  $ 2,785   $ 2,360   $ (425) -15 % 
 

Replacing the Volpe “effective cost” algorithm with a “cost per ton” algorithm results in substantially reduced costs for nearly 
every single manufacturer, as well as the industry as a whole. The only manufacturer which showed an increased cost was 
Nissan-Mitsubishi, which saw a mere $6 difference, while many of large manufacturers saw costs reduced by 20 to 30 percent.  

(2) Evidence of irrational behavior in the current Volpe model 
In the sections above, we illustrated that the Volpe model’s algorithm is sub-optimal and does not 
produce the most economically efficient behavior. While we have illustrated examples of how to 
correct this behavior and lower costs, it is perhaps even more illustrative to demonstrate the types of 
irrationality that drive the increased costs in the model. 

Due to errors in the Autonomie model, many simulations of improved transmissions and turbocharged 
engines show little incremental improvement over less complex technologies (e.g., Figures 6-119 
(CEGR1) and 6-151 (AT8 and better)), yet the model routinely adopts these technologies at significant 
cost: in the NPRM analysis, 0 percent of vehicles had an AT6L2 transmission while 52.4 percent 
adopted AT10L2 transmissions, even though the latter supplies virtually identical modeled efficiency 
but is hundreds of dollars more expensive (Table 6-22, PRIA). 

Under the model, it is actually possible to significantly reduce the cost of compliance by prohibiting the 
adoption of the entire AT8+ branch (AT8, AT8L2, AT8L3, AT9, AT10, AT10L2) as well as CEGR (Table  

 
 

TABLE 5.   Costs for compliance with current greenhouse gas standards, in MY2028, by 
manufacturer, utilizing a “cost per ton” algorithm 
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Manufacturer NPRM Low Tech Diff % Diff 

BMW  $ 4,265   $ 4,126   $ (139) -3 % 

Fiat-Chrysler  $ 4,096   $ 3,624   $ (472) -12 % 

Ford  $ 3,437   $ 2,809   $ (628) -18 % 

General Motors  $ 3,151   $ 2,769   $ (382) -12 % 

Honda  $ 1,851   $ 1,649   $ (203) -11 % 

Hyundai  $ 1,201   $ 1,390   $ 189  16 % 

Jaguar Land Rover  $ 4,994   $ 4,710   $ (284) -6% 

Kia  $ 1,755   $ 1,678   $ (77) -4 % 

Mazda  $ 2,691   $ 2,008   $ (684) -25 % 

Mercedes  $ 4,485   $ 4,011   $ (473) -11 % 

Nissan-Mitsubishi  $ 1,141   $ 1,026   $ (115) -10 % 

Subaru  $ 1,247   $ 1,246   $ (0) 0 % 

Tesla  $ 4   $ 4   $ (0) 0 % 

Toyota  $ 2,235   $ 2,024   $ (211) -9 % 

Volkswagen  $ 5,004   $ 4,598   $ (405) -8 % 

Volvo  $ 3,538   $ 3,104   $ (433) -12 % 

INDUSTRY TOTAL  $ 2,785   $ 2,474   $ (311) -11 % 
 

Preventing manufacturers from adopting advanced transmissions and cooled EGR results in substantially reduced costs for 
nearly every single manufacturer, as well as the industry as a whole. The only manufacturer which showed an increased cost 
was Hyundai, which saw increased costs as a result of significant adoption of mild hybrids to replace the synergistic benefits of 
its high population of HCR engines with advanced transmissions. Most large manufacturers saw costs reduced by about 10 
percent, or nearly 20 percent in the case of Ford.  
6).22 This makes absolutely no sense whatsoever: by restricting the pool of technology a manufacturer 
can choose, costs should always go up. The only way costs can go down by eliminating technology 
availability is if the manufacturer inexplicably selects more expensive, less cost-effective technologies, 
which is completely irrational behavior. But this is exactly what these modeling results indicated—
manufacturers were modeled as unnecessarily applying hundreds of dollars in additional technology. 

(3) Creating a more efficient model 
Combining the two approaches we recommended above yields to further reduced costs (Table 7). This 
approach is merely a first attempt at correcting the many flaws in the Volpe model. Because the 
agencies did not accept our request for an extension of the comment period, we were unable to both 
fully assess why the model behaves so irrationally, and how to fix such problems in the source code 
itself. It is all but certain that many potential improvements remain. 

                                                                 
22 To prevent adoption of these technologies, we modified the technologies file (NHTSA 2018d), replacing the 
applicability of each technology in the branch (as well as CEGR) with “FALSE” in every vehicle class to create a 
premature stopping point in the technology selection pathways. 

 
 

TABLE 6.    Costs for compliance with current greenhouse gas standards, in MY2028, by 
manufacturer, when preventing the adoption of advanced transmissions and cooled EGR 
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Manufacturer NPRM 
Combine
d Diff % Diff 

BMW  $ 4,265   $ 3,867   $ (398) -9 % 

Fiat-Chrysler  $ 4,096   $ 2,729   $ (1,366) -33 % 

Ford  $ 3,437   $ 2,327   $ (1,111) -32 % 

General Motors  $ 3,151   $ 2,182   $ (969) -31 % 

Honda  $ 1,851   $ 1,391   $ (461) -25 % 

Hyundai  $ 1,201   $ 1,271   $ 70  6 % 

Jaguar Land Rover  $ 4,994   $ 4,245   $ (749) -15 % 

Kia  $ 1,755   $ 1,653   $ (102) -6 % 

Mazda  $ 2,691   $ 1,591   $ (1,101) -41 % 

Mercedes  $ 4,485   $ 3,958   $ (526) -12 % 

Nissan-Mitsubishi  $ 1,141   $ 1,093   $ (48) -4 % 

Subaru  $ 1,247   $ 1,255   $ 8  1 % 

Tesla  $ 4   $ -    $ (4) -100 % 

Toyota  $ 2,235   $ 1,817   $ (417) -19 % 

Volkswagen  $ 5,004   $ 4,021   $ (983) -20 % 

Volvo  $ 3,538   $ 3,451   $ (87) -2 % 

INDUSTRY TOTAL  $ 2,785   $ 2,103   $ (682) -25 % 
 

Combining a more efficient algorithm while preventing the unnecessary adoption of some more advanced technologies 
substantially reduced costs for nearly every single manufacturer, as well as the industry as a whole. The domestic manufacturers 
saw costs cut by more than 30 percent, while the industry as a whole cut its costs by 25 percent. 

In the meantime, because the Volpe model remains severely flawed and incapable of performing its 
core function appropriately, we recommend that any modeling effort by the agencies draw upon the 
additional models developed by EPA explicitly to assess compliance with the greenhouse gas emissions 
rules, the ALPHA and OMEGA models. These models are both 100 percent transparent and available to 
the public and have each been updated and peer-reviewed since the finalization of the mid-term review 
in 2017.23 This “latest and greatest” scientific data is exactly what the agencies should be relying upon, 
and we recommend that the ALPHA and OMEGA models be made available as part of the rulemaking 
and be incorporated into the final rule. This additional layer of complementary analysis would provide a 
layer of robustness clearly lacking from the agencies’ current, flawed proposal. 

                                                                 
23 Peer review: EPA-HQ-OAR-2018-0283-0025; benchmarking: SAE 2018-01-0319 (Honda L15B7 1.5L turbo), SAE 2018-
01-1412 (Toyota TNGA 2.5L)  

 
 

TABLE 7.     Costs for compliance with current greenhouse gas standards, in MY2028, by 
manufacturer, when preventing the adoption of advanced transmissions and cooled EGR and 
utilizing a cost-per-ton algorithm 
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C) THE VOLPE MODEL DOES NOT ACCURATELY REFLECT THE BANKING AND TRADING 
PROVISIONS FOR COMPLIANCE WITH FUEL ECONOMY OR EMISSIONS STANDARDS 

The latest version of the Volpe model does not correctly utilize credits in its projections of how 
manufacturers would comply with future standards, including credits for overcompliance which have  

 

NHTSA attempted to model the greenhouse gas credit balance for manufacturers in MY2011-2015 based on anticipated usage 
(blue bars). However, for both the Baseline Standards and the Preferred Alternative (green and red bars, respectively), roughly 
half of manufacturers’ banked credits are allowed to expire, something which directly conflicts with manufacturers’ rationale for 
generating that overcompliance in the first place. This effect is even more pronounced when “perfect trading” is considered 
(yellow bars), where the industry as a whole is able to minimize its compliance costs—in that case, the industry is assumed by the 
model to use virtually none of its banked credits.  

already been banked by manufacturers under the current program. As such, it exaggerates the costs of 
compliance, assuming that manufacturers will apply additional technologies and allow credits to expire, 
something which no rational manufacturer would do, particularly under the Clean Air Act where-in 
non-compliance does not result in an undervalued fine but can result in a stop-sale of vehicles in the 
United States. This inexplicable behavior was previously observed in interagency review,24 but no 
corrective measures were identified by NHTSA in response. 

NHTSA staff have acknowledged that they are not accurately reproducing credits in the Volpe model—
for example, even though EPA allowed a one-time exemption of the five-year credit lifetime for 
MY2010-2015 to be carried through to MY2021, the Volpe model does not reflect this (83 FR 43183). 
NHTSA staff then modified the EPA greenhouse gas credit banks to “anticipate the years in which 
those credits might be needed” (83 FR 43183)—as is shown in the following discussion, this “guessing” 

                                                                 
24 Charmley 2018, p. 9: “The model tends to produce fleets that overcomply and make sub-optimal use of available 
credits, resulting in an unrealistic over-estimation of costs.” 
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method is inadequate to accurately replicate rational manufacturer behavior, and artificial limits set 
within the Volpe model exacerbate this “finger-in-the-air” methodology, as is described below. 

(1) The Published Volpe Model Inexplicably Lets Credits Expire 
Figure 7 details both the credit bank defined by NHTSA staff in the Volpe model inputs and the credit 
trading outputs, compiled from the debugging files associated with running the model.25 Here we show 
the credits utilized in three different modeling cases, compared to the default inputs: 1) the baseline 
case (EPA standards as they stand today), 2) the preferred alternative (holding standards flat after 
MY2020), and 3) the baseline case with perfect trading (further described below). Because the default 
inputs limit credit lifetime to 5 years and both the preferred alternative and the baseline case have the 
same standards through 2020 (the year when NHTSA’s GHG credit bank would expire), there is no 
difference whatsoever in credit application from the 2011-2015 bank between those two scenarios. 
However, it is clear in all scenarios that credits are not fully utilized. 

As is apparent from the figure, significantly fewer credits are being applied by the model than are 
available to manufacturers. This is a serious flaw. Essentially, the model is saying that manufacturers 
are willing to let nearly half of their credits expire, which is simply not rational. What rational 
manufacturer would leave all of this money on the table? And why would a Board of Directors 
exercising their fiduciary responsibilities allow such financial folly to occur? Yet the model allowed 141 
million Mg of credits to expire, while at the same time overcomplying with the regulations by 188 
million Mg—clearly there is an arbitrary and outright irrational projection. 

Currently, these credits trade at approximately $42 per metric ton, directly to the manufacturer (Cooke 
2016a, p. 7)—this would put the value of these expired credits at nearly $6 billion, in the case of the 
Baseline Standards. In this same time period (MY2016-2021), the model projects that manufacturers 
applied technology at a direct cost of $275 per metric ton in order to over-comply with the standards as 
an industry. Using that average cost, manufacturers applied nearly $40 billion in direct technology 
costs to make up for the difference in expired credits. 

This modeling suggests that manufacturers were willing to discard $6 billion in sunk costs and pay an 
additional $40 billion to make up for that difference—under no economic theory is such behavior 
rational. Manufacturers could have applied credits at a net cost of zero in order to eliminate 
approximately 75 percent of the technology costs accrued in these model years—instead, the model has 
evaluated these credits to be worthless. 

(a) Defining the Volpe Model Compliance Strategy 
At the core of the Volpe model is a series of steps which is responsible for the decisionmaking process 
assumed manufacturers will take to comply with the regulations. These compliance steps are the key 
source of much of the dysfunctional and irrational behavior of the model, so it is worth defining in plain 
terms the assumptions and order of the process as clearly as possible.26 

                                                                 
25 i.e. (Output directory)\debug-logs\credit_trades_sn#.csv, where # represents the scenario number. 
26 This is a plain text description of the RunManufacturer() method within Compliance.cs (lines 528-719) of the provided 
source code (NHTSA 2018c). While ostensibly such discussion should occur in the accompanying NHTSA 
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The model breaks the process for manufacturers to determine a strategy for compliance into 5 steps, 
which are laid out below. However, we will sub-divide these steps further in order to more clearly 
assess the way in which compliance is processed: 

1) Apply all cost-effective solutions, regardless of manufacturer’s compliance 

All technologies which pay for themselves within the assumed payback period are applied to all 
manufacturers, regardless of credit status. 

2) Register manufacturer and year with “credit bank” 

In this version of the Volpe model, the credit bank is not used. Currently, it appears to be 
designed solely for CAFE compliance (CreditBank.cs), and references to this module 
consist in the main methods solely as “//TODO:” statements outlining future development. 

3) A three-step credit application process: a) apply expiring credits; b) apply all credits from oldest 
to newest, preferentially choosing carrying forward credits over fleet transfers; and c) for the 
GHG program only, credits are transferred between car and truck fleets within the same model 
year. 

The degree to which each of these steps do what they are purportedly designed to do is a key 
factor in the inefficiency and irrationality of the Volpe model. 

4) Apply non-cost-effective technologies until compliance is achieved. 

This is the model’s algorithm for effective cost, by which it ranks technology application. The 
hard-wired inefficiencies in this algorithm unnecessarily result in more and/or more costly 
technologies being selected.  

5) Transfer all available credits. 

This is not explicitly called out as “Step 5” in the model, but it occurs at the same level as the 
other steps in the procedure and represents a catch-all of sorts. 

Step 1 is curious because it assumes that manufacturers will apply cost-effective technologies towards 
fuel economy despite no historical precedent for such behavior, as is discussed elsewhere in this 
comment. However, this function can be easily overridden in the input files, where payback is 
declared—in fact, in previous rulemakings, NHTSA has assumed that manufacturers would only apply 
technologies with just a one-year payback or less once in compliance with the standards (see NHTSA 
2012a, NHTSA 2016a, NHTSA 2016c). 

Step 4 is a critical mis-step, as was already discussed in detail in Section I.A.2.b)(1). 

                                                                 
documentation, (e.g., Section S5.3, NHTSA 2018b), the most complete description is Figure 10, which is not the most 
straightforward diagram to assess quickly. 
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Steps 3 and 5 deal directly with credit trading, and deficiencies in these processes are described below 
because they go to the core of why model is not accurately applying credits already earned by 
manufacturers in lieu of forcing additional compliance costs by adding technology. 

 

(Top) Lab test fuel economy has not historically changed irrespective of changes in regulatory stringency. (Bottom) At the same 
time, technology advances did not stop in the interim—rather, manufacturers applied cost-effective engine technologies like 
variable valve timing, port fuel injection, and multivalve engine design to improving performance (indicated by power-to-weight 
ratio, right axis), rather than fuel economy. Technologies like improved transmissions which did not translate as directly to 
improved performance characteristics did not see the same deployment until increases in fuel economy and emissions standards 
again necessitated them to be a (cost-effective) strategy for compliance. 

SOURCE: EPA 2018d 
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(2) Why Manufacturers Do Not Fully Utilize Credits in the Volpe Model 
There are a number of interacting bugs in the Volpe model’s programming that cause it to behave 
irrationally when it comes to credit application. These are described below. 

It is important to note that in the model credits can only be applied to a fleet with a deficit—therefore, a 
number of these issues are in essence pushing fleets into overcompliance via the application of 
technology, preventing the use of credits manufacturers have already earned. 

(a) “Cost-effective” technology application is prioritized above credit utilization, 
bucking historic trends 

The first step of compliance within the model assumes that manufacturers will apply technology 
deemed by the model’s algorithm to be “cost-effective.” There are questions raised by the agency about 
the efficiency of the algorithm itself which are explored in Section I.A.2.b)(1), but this step means that 
manufacturers incur additional technology costs regardless of a manufacturer’s level of compliance 
within its fleet or a specific regulatory class. 

This step defies historical precedent—without binding fuel economy and greenhouse gas emissions 
standards, manufacturers have not historically applied any technology towards improving fuel economy 
(Figure 8). Even at historic lows in gas prices, a number of cost-effective technologies were available 
that pay for themselves in short order (less than one year) and were capable of providing significant 
gains in fuel economy (e.g., NAS 1992). Manufacturers applied these technologies towards improved 
performance instead of improved fuel economy. It was not until California’s landmark passage of 
California Assembly Bill 1493, which pushed the state to adopt global warming emissions standards for 
vehicles in 2004, and increased fuel economy standards first finalized in 2003, that manufacturers 
began to again improve fuel economy of their vehicles. 

No justification is given by NHTSA for this behavior in the model. Furthermore, the input files used in 
the proposal represent a shift in behavior from previous versions of the model, when manufacturer 
behavior regarding the application of “efficient” technology was dependent upon whether or not the 
manufacturer was already in compliance.27  

(b) NHTSA did not accurately reflect unique attributes of EPA’s credit bank 
As was mentioned earlier, in its input files NHTSA did not accurately reflect either the full bank of 
credits accrued by manufacturers under EPA’s greenhouse gas program or the actual expiration 
timeframe for these credits, which were granted a one-time exemption to the five-year credit lifetime 
(40 CFR § 86.1865-12(k)(6)(ii)). The credits earned in 2010 and 2011 represented nearly one half of the 
credit balance available to manufacturers entering the 2016 year. However, a five-year lifetime would 
have resulted in the expiration of the vast majority of these credits, since the vast majority of 
manufacturers’ car and truck fleets remained in compliance with the 2016 standards. While NHTSA 
adjusted the Volpe model credit balance to try to limit the effect of this five-year expiration, again it 

                                                                 
27 While manufacturers would prioritize such application in either case, previous versions of the model considered 
different payback periods, using a much shorter assumed payback period for such voluntary technology deployment (one 
year, compared to three years under binding standards) (e.g., NHTSA 2012a). 
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results in a number of credits being expired simply because manufacturers are already overcomplying 
in the early years modeled by Volpe, planning to reserve these earlier credits for the 2019-2021 
timeframe. While 100 percent of the EPA credit bank would have been available to manufacturers in 
this transition period between the two phases of the program, only 42 percent of NHTSA’s 
approximation to this bank is still available in this timeframe because the 2011-2013 credits are 
incorrectly given a five-year lifetime. 

The impact of this is so severe that even when credits are the only available compliance option (i.e. no 
technology is allowed to be applied to meet the current 2021-2025 standards), nearly 12 percent of them 
are allowed to expire. Similarly, this is why the credit utilization under a scenario of “perfect trading” is 
so low—manufacturers do not develop a strong enough net deficit before the vast majority of credits 
expire. 

The source of this issue may be related to a mistake made by NHTSA in the source code to the Volpe 
model. Its model applies a single credit lifetime to all credits earned prior to any modeled year of 
compliance due to an unnecessary “if” statement (Appendix A-3). This error likely led to NHTSA to 
jury-rig a workaround to the fact that their code as-is cannot accurately reflect the use of credits banked 
under the GHG program. As noted already, this resulted in a miscalculation of how those credits would 
be used in the future. 

The effect of this is, simply, to raise the cost of compliance by mischaracterizing manufacturers’ plans 
to utilize banked credits already earned for overcompliance. We have corrected the source code 
(Appendix A-3) and the parameters Excel input file (NHTSA 2018d) which further ignored the 
uniqueness of EPA’s one-time carryforward lifetime exemption. 

Because the Volpe model analyzes MY2016, it would not be appropriate to utilize the MY2016 credit 
bank (EPA 2018e)—these credits reflect the outcome of MY2016, including manufacturers’ use in 
MY2016 of credits carried forward from the credit bank, which we would expect the model to simulate. 
However, credit trading did occur which manufacturers may have used to comply with MY2016. 
Therefore, our modeled credit bank takes the final credits banked entering MY2016 (Table 5-2, EPA 
2016d), and adjusts to reflect credit trading updated in the MY2016 compliance report (differences 
between Table 4-1 in EPA 2016d, 2018e). Though credits under the EPA program are freely transferable 
between passenger cars and light trucks and are reported only in aggregate, the Volpe model splits 
credits between the two classes; therefore, we have allocated those credits based on proportional levels 
of under/overcompliance in each vehicle class as approximated by using the data in EPA 2013, 2014, 
2015a, 2015b, 2016d, 2018e and accounting for any credit trades.28  

                                                                 
28 This data is not 100 percent consistent with the credit banks in EPA 2018 due to impacts of infractions by Hyundai, 
Kia, FCA, and Volkswagen, as well as because some manufacturers like Toyota have carried forward credits from an 
early model year to offset compliance in one category while maintaining net overcompliance overall, which affects the 
relative “age” of available credits but is not explicitly tracked by EPA in its compliance reports (only final credit tallies 
are shown). However, it is a reasonable estimate for credit usage, and because credits are freely transferred between the 
two classes in the GHG program, such an estimated allocation does not have a significant impact on the ability for 
manufacturers to comply if the model is accurately representing credit usage as a compliance pathway. 
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(c) Credits are not traded between manufacturers 
As even EPA admits, credit trading between manufacturers represents a key provision designed to 
allow the industry to comply with the standards at as low a cost as possible while preserving reductions 
in oil use and emissions (83 FR 43231). However, this flexibility is entirely absent from the Volpe 
model’s implementation of the greenhouse gas program. The effect of this is to prevent manufacturers 
who’ve already complied in cost-effective ways to use their advantageous position to deploy further 
reductions in emissions at a lower cost than their competitors. It is also a constraint entirely 
disconnected from the reality of how the program is currently functioning. 

Through the 2016 model year, more than 30 million Mg of credits have been traded between 
manufacturers (EPA 2018e). While this may seem small (comparable to just over 10 percent of the net 
overcompliance to date), manufacturers are still determining their product plans for 2021 and beyond, 
and since the vast majority of manufacturers have been credit generators through MY2016, it is unlikely 
that most manufacturers would solicit credits from their competitors until there is more certainty 
around the actual deficit they would be facing in a given model year. 

It is possible to model perfect trading between manufacturers in order to assess the impact of 
neglecting this feature of the greenhouse gas regulations, by considering all brands as part of a single 
manufacturer. This preserves the Volpe model’s constraints around shared platforms, vehicle leaders, 
etc., but it allows for more efficient deployment of technology industrywide by using the most cost-
effective strategy (as deemed by the Volpe model).  

Because of deficiencies within the Volpe model’s cost-effectiveness algorithm (Section I.A.2.b)(1)), 
modeling trading in such a way creates substantially less fleet deficits (by implicitly correcting them 
with current-year fleet trading), negating the need for using banked credits. This is why the utilization 
of banked credits in such modeling runs drops to virtually zero (Figure 7). 

In order to circumvent this failure of the model, it is possible to force the use of banked credits by 
preventing technology adoption. In this way, it is possible to show that, according to the Volpe model, 
manufacturers can comply with EPA’s greenhouse gas regulations through 2020 without changing the 
MY2016 fleet thanks to the credits they’ve already earned under the EPA greenhouse gas program. 

It is even possible to adapt the Volpe model to incorporate credit trading among manufacturers as a 
path to compliance, more accurately reflecting the real world, where we have seen such trading occur. 
For credit trading between manufacturers to occur, we assume two central features: 1) a manufacturer 
will only trade credits if the cost of compliance of the other manufacturer (per ton CO2-equivalent) 
exceeds its own marginal cost of compliance (ensuring that selling such credits would be profitable to a 
manufacturer) and 2) the credits are set to expire in the year traded. Such restrictions still allow some 
credits to expire, which is improbable in reality (expiration of a significant amount of credits is not 
likely since one would suppose a rational manufacturer would aim to achieve at least marginal return 
for that investment rather than nothing at all), but enabling at least some form of manufacturer-to-
manufacturer trading serves to both lower the total compliance cost and provide a rational, albeit 
conservative, basis for trading. The changes to the source code necessary for this trading can be found 
in Appendix A-4. 
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Credits dispursed 

Manufacturer   2010 2011 2012 2013 2014 2015 2016 

CODA           5,524         1,727     

HONDA  
 

14,182,329 
   

6,590,901       

NISSAN-MITSUBISHI     950,000  
   

1,345,570      250,000  
   

1,000,000     

TESLA       35,580        14,192      177,941  
   

1,049,384  
   

1,020,296  
   

1,337,853     2,452,519  

TOYOTA  
   

2,507,000         831,358    

Total 
 

33,752,174    
 

17,674,909  
   

7,950,663      433,465  
   

2,051,111  
   

1,851,654  
   

1,337,853     2,452,519  
 

Credits acquired 

Manufacturer   2010 2011 2012 2013 2014 2015 2016 

BMW  
   

2,000,000        

DAIMLER  
   

3,985,580     814,192      427,941  
   

1,000,000     
FERRARI      265,000       

FCA   11,424,329  7,090,901  
   

1,049,384  
   

1,020,296  
   

1,337,853     2,452,519  

GENERAL MOTORS           5,524         1,727     
JLR          39,063        831,358    
McLAREN          6,507       

Total 
 

33,752,174    
 

17,674,909  
   

7,950,663      433,465  
   

2,051,111  
   

1,851,654  
   

1,337,853     2,452,519  
 

 

Just over 30 million Mg worth of credits have been traded to date under EPA’s greenhouse gas program. This represents just 
over 10 percent of the total overcompliance with the standards thus far. 

SOURCE: EPA 2018d 

Table 8 shows the trading that has occurred to date. Table 9 outlines trading of credits that occurs 
under the simulated compliance pathways through MY2021, which is when banked credits expire and 
is therefore most similar to the scenario to date. 

A few things are apparent when looking at the data of modeled credit trading: 

1) Though manufacturers carried nearly 300 million Mg of overcompliance into MY2016, the vast 
majority of those credits are utilized by the earning manufacturers, with our modeled 
manufacturer trading resulting in only 54 million Mg of utilization by manufacturers other than 
those who earned the credits through overcompliance (18 percent). 

 
 

TABLE 8.  Actual credit trading through MY2016 
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Credits dispursed 

Manufacturer   2010 2011 2012 2013 2014 2015 2016 

FORD        386,226       751,885      980,697   

HONDA           100      911,989  
   

2,346,013  
   

2,297,323  
   

1,881,029  
   

2,052,383   

HYUNDAI  
   

4,890,103  
   

4,012,969      348,728      353,607        75,430        54,131   

KIA    
   

1,726,043       

MAZDA  
   

2,102,696      208,773        14,339      

NISSAN-MITSUBISHI 
   

5,353,515      812,460  
   

1,057,202      807,013      668,140      974,284   

SUBARU  
   

1,454,845  
   

2,106,676   
   

1,165,481  
   

3,001,354  
   

1,580,583   

TOYOTA  
   

9,232,715             1,456   

Total  53,610,188    
 
23,033,974  

   
9,778,910  

   
4,152,508  

   
4,623,424  

   
6,377,838  

   
5,643,534            -   

 

Credits acquired 

Manufacturer   2010 2011 2012 2013 2014 2015 2016 

DAIMLER  
   

1,867,095  
   

1,810,307        14,339      

FCA   
 

12,578,370      812,460  
   

1,057,202  
   

2,896,152  
   

2,549,169  
   

3,028,123   

GENERAL MOTORS  
   

3,777,463  
   

1,619,296  
   

2,346,013  
   

1,261,523  
   

1,407,588        54,131   

JLR   
   

4,191,367  
   

3,122,441      608,923         5,772  
   

2,421,081  
   

2,561,280   
VOLVO        93,451        165,389     

VWA       526,228  
   

2,414,406      126,031      294,588     

Total  53,610,188    
 
23,033,974  

   
9,778,910  

   
4,152,508  

   
4,623,424  

   
6,377,838  

   
5,643,534            -   

 

Our model of manufacturer-to-manufacturer trading results in a level of future trades comparable to that seen to date, 
incorporating many of the same manufacturers on both the “dispursed” and “acquired” categories. 

SOURCE: EPA 2018d 

 

2) The manufacturers which our modified version of the model suggests would buy credits (Table 
9) have nearly all already previously purchased credits from other manufacturers (Table 8). The 
two exceptions are Volvo, who is entering 2017 at a slight overall deficit, and Volkswagen, 

 
 

TABLE 9.  Modeled manufacturer-to-manufacturer trading MY2016-2021 using banked credits 
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whose MY2016 deficit was comparable to its remaining credit bank (EPA 2018e). Thus, the 
model is predicting a reasonable selection of buyers on the credit market. 

3) Similarly, of those modeled as selling credits, three have run a surplus in every single one of the 
five years of the EPA program (MY2012-2016), and three more are sitting on three of the largest 
four banks of credits for overcompliance entering MY2017, indicating that such manufacturers 
would be in a significantly better position of compliance than their competitors. The remaining 
two manufacturers represent just 7.5 percent of credits traded between manufacturers. 

(d) NHTSA does not model credit carryback for compliance 
Manufacturers are able to maintain a deficit for up to three years before they are required to offset the 
deficit, assuming no credits are already available to offset the deficit (40 CFR § 86.1865-12(k)(8)(i)). 
This allows manufacturers to offset past shortfalls with future overcompliance, a provision known as 
credit “carryback”. 

In the peer review of the Volpe model, this issue was raised by one of the reviewers, Wally Wade: “It 
has been my experience in the corporate compliance world that manufacturers do use carry back” 
(NHTSA 2018f, p. 47). To this suggested change, NHTSA responded that “thus far, Volpe Center staff 
have not attempted to include simulation of credit carry-back in the CAFE model, but have provided 
some of the placeholder material with a view toward potentially doing so in the future if we decide that 
it is appropriate to consider. 

The Volpe model used in the two prior rulemakings has considered this flexibility in its approach to 
multiyear modeling.29 Nowhere in the modeling documentation (NHTSA 2018b) is it explained why 
NHTSA has abruptly discontinued support of this method of compliance—in fact, in the source code 
itself, it is explicitly called out as a failure of the EPA compliance module but not the CAFE module.30 

The implication of this failure is that manufacturers are generally incentivized to overcomply, 
regardless of whether carrying forward a deficit to be compensated by later overcompliance would be a 
more cost-effective method of compliance. Manufacturers such as Jaguar-Land Rover and Volvo are 
currently carrying forward deficits under the EPA greenhouse gas program (EPA 2018e), indicating that 
this is a strategy manufacturers are choosing to take in order to reduce compliance costs—by 
eliminating this pathway, the Volpe model both reduces the use of credits to offset deficits and, as a 
result, forces more technology adoption by manufacturers than would be expected under the most cost-
effective compliance strategy. 

(3) Conclusions on credit inefficiencies 
The laundry list of flaws listed above for how the Volpe model handles credits speaks directly to the 
question of whether the model accurately reproduces rational behavior for how manufacturers would 
comply with the standards—put simply, it does not. 

 

                                                                 
29 See CT_CarryBackward() method in CreditTrading.cs of NHTSA 2012b, 2016b. 
30 CreditTradingCO2.cs ln 18: “Stages 3 and 4 (carry back and mfr trading) are not 
supported.” 
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Compliance with the Baseline Standards using the Volpe model with different modifications helps illustrate the different 
suboptimal strategies the model utilizes for manufacturers and how that can be corrected through modification. Under 
improvements in credit trading, increased prioritization of credits, and improved algorithm for assessing technology efficiency, it 
is possible to reduce aggregate overcompliance by more than half (54 percent). 

Given the constraints of the model’s design and implementation, as well as the limited window of time 
to incorporate any modifications into our comments, it is not expected that these modifications can 
solve all of the irrational behavior in the model. Much of the limitations on credit use ultimately come 
down to artificial limiting behaviors intrinsic to the design of the Volpe model itself, such as the 
inefficient and irrational way in which it applies technologies across the fleet. However, it is possible to 
try to describe how much more efficient these modifications make the model. 

Because of the 3-year carryback, compliance with 2025 regulations does not need to be finalized until 
2028. However, any credits earned and unused through 2028 represent overcompliance—these are 
credits in excess of what was necessary for manufacturers to comply. A perfectly rational manufacturer 
would achieve zero overcompliance in an ideal scenario—one would expect that a model such as Volpe 
would be targeting precisely this ideal, since it is unencumbered by the uncertainty which may cause 
manufacturers to hedge against doing the barest minimum for compliance (i.e., maintaining a buffer as 
insurance against unanticipated shifts in the market). However, it is clear that the target would be 
minimization of this overcompliance as much as possible, since such credit is wasted technology 
expense. 

Figure 9 depicts credit activity while complying with the 2025 Baseline Standards,31 under different 
modifications to the Volpe model: 1) the default scenario; 2) utilizing EPA’s actual credit bank and one-
time carryforward exemption (Appendix A-3); 3) modifying the efficiency algorithm to weight 

                                                                 
31 Credit balances shown are through 2028, the last year in which manufacturers would be able to use carryback to 
comply with the 2025 standards. 
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technologies on $/ton reduction (see Section I.A.2.b)(3) and Appendix A-2); 4) using $/ton and allowing 
manufacturers to trade with each other to lower overall industry compliance costs (Appendix A-4); 5) 
including manufacturer-to-manufacturer trading while eliminating manufacturers’ application of 
technology while in compliance;32 and 6) perfect trading33 while assuming no application of technology 
while in compliance. 

There is little difference in net credit usage between using the more accurate credit bank (2) and the 
NHTSA default (1)—this is because credit utilization in the early years is limited by the lack of deficits, 
so while there are more credits available, those credits are simply forced to expire due to limitations of 
the Volpe model provided with the NPRM. This is a similar issue when modifying the efficiency 
algorithm (3); however, shifting the algorithm to $/ton decreases the amount of overcompliance in all 
years, allowing for greater reliance upon credits. Enabling trading between manufacturers does not 
drastically shift the net credit usage, but it has the effect of shifting overcompliance to manufacturers 
with lower marginal costs and therefore allowing those manufacturers with greater costs to generate 
greater deficits to be offset with credits purchased from other manufacturers. By assuming that 
manufacturers will not adopt any technology voluntarily, it is possible to eliminate virtually all 
expiration of credits entirely, since it is this Volpe model assumption that is preventing deficit 
generation prior to the expiration of the banked credits—this also helps reduce unnecessary levels of 
overcompliance. Assuming a perfect model of trading between manufacturers ensures even more 
efficient technology adoption to reduce industry costs. In total, these factors help cut the net “extra” 
credits accrued through 2028 in half compared to the unmodified Volpe model (a 54 percent 
reduction). 

As a result of this more reasonable (yet still sub-optimal) assessment of credit trading and usage within 
the Volpe model, the industry’s total cost of compliance with the current standards is reduced by $60 
billion, or 16 percent of the agencies’ modeled technology costs (MY2016-2028). Compliance with the 
agencies’ Preferred Alternative (“rollback”) is reduced by $30 billion, a reduction of more than one-
third of the total cost (34 percent)—these reduced costs of compliance for the rollback are only 6 
percent greater ($3.1 billion) than what the agencies project manufacturers would adopt without any 
standards in place, emphasizing that these standards are nowhere near maximum feasible. 

B. The agencies have underestimated the social and economic benefits of fuel 
economy and greenhouse gas emissions standards 

Footprint-based fuel economy and greenhouse gas emissions standards increase consumer choice, 
ensuring that the vehicles available for purchase in every vehicle class continue to get more efficient. 
This results in both greater investment and jobs in the automotive sector and fuel savings which can be 
reinvested in more job-creating sectors than the oil industry. It also improves consumers’ overall 
outcomes by increasing resiliency in a volatile oil market. 

                                                                 
32 To restrict the voluntary adoption of technologies, we restrict manufacturers’ assumed consumer payback to zero. This 
means that the only technologies adopted while in compliance are those with negative cost to a manufacturer and 
positive greenhouse gas benefits. 
33 Perfect trading is defined here by treating all manufacturers as a single entity—while each manufacturer maintains 
their unique platforms, this allows the model to determine the lowest cost pathway for the industry to follow as a whole. 
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A comparison of the prices for new light-duty vehicles (solid lines) and the expected consumer price based solely on 
improvements in quality (dotted lines; see BLS n.d.). The price for new cars largely maps the improvements in quality, but a 
growing gap appears in the light truck segment, which is increasingly mirrored in the new average vehicle price as the share of 
light trucks has increased. 
SOURCE: UCS ANALYSIS, BLS 2016, BEA 2017 TABLE 7.2.5S 

The agencies have greatly underestimated consumers’ interest in and willingness to pay for these fuel-
efficient vehicles, while ignoring additional benefits many of these technologies provide, leading to a 
significant overestimate of any potential negative impact on sales which could result from new 
standards. They have also greatly overstated the degree to which manufacturers will incorporate these 
technology costs into vehicle price, further overstating any potential impacts on sales. 

Finally, they have mischaracterized the impact of new vehicle sales on transportation behavior overall, 
wildly overestimating social impacts by utilizing an inaccurate, untested model which has neither been 
peer-reviewed nor is consistent with established literature in this space. Such extrapolation not only 
leads to incredible erroneous results—it violates basic economics. 

1. Agencies overestimate costs to consumers and underestimate consumer 
benefits of stronger standards 

The agencies have requested comment “on the relationship between price increases, fuel economy, and 
new vehicle sales” (83 FR 43075). We demonstrate that increasing fuel economy standards have not led 
to the vehicle purchase price increases modeled in the agencies’ proposal. Relative to inflation, the cost 
of the average new vehicle has not increased significantly over the past two decades. In fact, for new 
cars, the average retail price has increased at a rate less than inflation and essentially matches any  
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FIGURE 10. New light-duty vehicle price, by class, in constant dollars (2007$) 
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An examination of the factors underlying the recent nominal price increases of the average new vehicle. It is clear from the data 
that general inflation is the greatest factor, but mix shift plays a greater role than improvements in the vehicle related to 
compliance with the fuel economy and greenhouse gas standards. 
SOURCE: UCS ANALYSIS 

 

changes in price one would expect for improvements in quality (Figure 10).34 This supports previous 
agency conclusions that “the low-priced vehicle segment still exists…[but] appear to be gaining more 
content” (Section B.1.6.4, EPA 2016e). This has also been affirmed by recent work from Consumers 
Union (Comings and Allison 2017).  

Even in recent years, when there has been a slight increase in the average new vehicle transaction price, 
the cost of compliance is a small fraction of the total increase. Since the first phase (MY 2012-2016) of 
the coordinated CAFE and Greenhouse Gas Emission Standards were set in 2010, the largest 
contribution to price increases by far is inflation, as indicated in data from the Bureau of Labor and 
Statistics, which tracks changes to vehicle price over time (BLS 2016). Figure 11 shows vehicle price 
from 2008 to 2016, broken down into the major contributions to total price: 

• Baseline: This is the cost of the average new 2008 vehicle, in 2007$ (as determined by OECD 
2017). 

• Vehicle Changes:  These are improvements to the vehicle over time, including improvements in 
quality, safety, or additional features like entertainment technologies. 

                                                                 
34 Here we define quality in the same way as the Bureau of Labor and Statistics, which tracks in detail prices paid by 
manufacturers and consumers for vehicles and considers factors including improvements related to increased fuel 
economy, safety, and both standard and optional equipment (BLS 2016b).  
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FIGURE 11. Average new light-duty vehicle price to consumers for 2008-2016 
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• Mix Shift: The average vehicle is a mix of cars and light trucks—because the sales of light trucks 
has increased, and the average price of light trucks well exceeds that of cars, mix shift has 
significantly raised the average transaction price (Zummallen 2017). 

• Inflation: This represents the different in price in constant dollars (2007$) compared with what 
the consumer actually sees, which is nominal dollars. As noted in BLS 2016, manufacturers see 
the cost of inflation in supplied parts and pass that on to consumers. 

The average new vehicle price to consumers rose from $25,536 in 2008 to $31,394 in MY2015 
(nominal$), which equates to a difference of $2,862 in 2007$.35 As indicated in Figure 11, nearly half of 
this difference is directly related to the mix shift, which at $1,277 (2007$) is actually larger than the cost 
of compliance with the regulation assessed in the previous section. This is consistent with previous 
agency discussion of price increases noting the significant impacts on transaction price from factors 
such as the mix shift or additional push towards high-end trim packages (Section B.1.6.2, EPA 2016e). 
This result is further reinforced by analysis from Baum and Associates that showed the rise in high-end 
trim packages over this time period (Baum and Luria 2016). 

2. Agencies inconsistently evaluate and arbitrarily utilize consumers’ willingness to 
pay for fuel economy technologies to generate predetermined, conservative 
outcomes 

The agencies have requested comment on the degree to which consumers value fuel savings, and to 
what extent they should consider the value of fuel savings as a social good (83 FR 43074). They also 
request comment on how to incorporate such estimates into the rulemaking (83 FR 43180). It is clear 
from the literature that there is vast uncertainty about consumers’ willingness to pay (WTP); however, 
the agencies appear to incongruously rely upon conclusions about WTP and inconsistently apply the 
literature in order to consistently produce more conservative results. 

A) ESTIMATES FROM THE LITERATURE 
There have been a number of studies that explore purchasing decisions examines a consumer’s WTP 
for different attributes, including a recent literature review funded by EPA (Greene et al. 2018). These 
studies help to illuminate the relative values that consumers place on different choices in a purchase 
and whether they are willing to pay more for performance or fuel savings, in particular. This latest 
analysis shows that there is wild inconsistency in the results of these studies—nearly every attribute had 
a WTP whose average value was less than the standard error in the estimate (Greene et al. 2018). Not 
only does this show that there is no consensus in the literature regarding WTP, but it provides a strong 
warning to anyone about “cherry-picking” a particular study or analysis on which to draw conclusions. 

A recent study paid for by the auto industry (Carley et al. 2017) acknowledges the broad assessment in 
the literature, citing both recent work that indicates myopic consumer behavior and work which 
“find[s] very little evidence” of such behavior (Section 4.8222). At the same time, the authors recognize 
the difficulty in trying to infer future consumer behavior based on past market behavior—for example, 
they find that hybrid sales fall below what one would expect from a rational consumer model, but they 

                                                                 
35 Here we have used the Bureau of Economic Analysis data from Table 7.2.5S, weighting average new car and new truck 
expenditure to consumers (lines 46 and 22) by the relative sales volumes to consumers.  
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cannot distinguish between whether that is because of an undervaluation of fuel savings or other 
characteristics of the hybrid vehicle which perhaps do not make the comparison truly “performance 
neutral” (Section 4.8222). 

This perspective seems consistent with the view of the National Academies of Science, which noted 
that “to support effective policy making, a much better understanding of how markets and technology 
will interact is likely to be highly beneficial” (NAS 2013, p. 127), but “empirical knowledge of the 
barriers to major energy transitions is currently inadequate to make robust assessments of public 
policies” (p. 129). Given such uncertainty, such analysis may be qualitatively illustrative but is not 
robust enough to fundamentally determine the costs and benefits of a given policy.  

B) HOW THE AGENCIES HAVE INCONSISTENTLY EVALUATED WILLINGNESS TO PAY 
The agencies acknowledge the uncertainty about consumers’ WTP for fuel economy and other vehicle 
attributes (83 FR 43071; PRIA p. 943: “Published literature has offered little consensus about 
consumers’ willingness-to-pay for greater fuel economy”); however, this result is applied inconsistently 
throughout their analysis. 

The agencies have requested comment on consumer choice modeling (83 FR 43077)—appropriately, the 
uncertainty around consumer WTP is especially important with regards to consumer choice modeling, 
of which both agencies are well aware. EPA previously examined the possibility of marrying the 
OMEGA model with a consumer choice model—in the peer review for that model, significant emphasis 
was placed on the need for adequate caveats around the large uncertainty of the model, and one 
reviewer noted that “it is not possible to know whether any apparent differences in the point estimates 
in the baseline versus the alternative scenarios are actually substantive (statistically different from 
zero)” (EPA 2012). It turns out that this concern was justified—when EPA attempted to validate the 
predictive powers of the model, the agency found that the null hypothesis (no change in marketshare) 
was a better predictor of the future (Helfand et al. 2015). Similarly, NHTSA developed its own 
consumer choice model—it found as well that at best the model was “suitable for short-term (2-3 model 
years) forecasting of market response to higher standards, but longer-term forecasts require projecting 
changes in joint distributions of household characteristics” (Tamm 2014), which means that long-term 
forecasts are extremely sensitive to unknown, forecasted demographic characteristics. This is 
consistent with EPA’s assessment on different approaches to such models: “Vehicle choice models that 
incorporate demographic factors and vehicle attributes may be better suited to testing across time; on 
the other hand, when they are ultimately used for simulation purposes, such models require projections 
of those demographic factors and vehicle attributes, which may not be of great reliability” (Helfand et 
al. 2015). 

This is all consistent with the historical record on consumer choice models—one such analysis of the 
predictive power of these models noted “the models we construct are fairly poor predictors of future 
shares” (Helfand et al. 2015). Thus, trying to forecast consumer behavior in response to these standards 
appears at this time to be a fool’s errand. Extrapolating this forecast into secondary impacts on vehicle 
sales seems like it would only further exacerbate this uncertainty—and in fact, that’s precisely what 
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independent evaluation of the agencies analysis concludes, finding that the agencies’ outcomes are 
statistically insignificant based upon the uncertainty in their models.36 

The latest Volpe model, however, treats these impacts as certain, ignoring all of the data presented 
above about the validity of consumer choice: 

• it ignores the historical record on cross-subsidization across a fleet even while acknowledging 
that this is an ongoing facet of manufacturers’ compliance strategies (83 FR 43083, 43222); 

• it treats manufacturer assumptions on consumer payback as monolithic across all vehicles, 
despite acknowledged inhomogeneity in consumers and uncertainty about such valuation (83 
FR 43077); and 

• it relies upon extrapolated data that are statistically insignificant according to its own model.36 

In addition to this, the agencies selectively include or exclude consumer willingness-to-pay solely in 
ways which increase costs to consumers and/or decrease the benefits of fuel economy and greenhouse 
gas emissions standards: 

• Agencies assess a “cost burden” for electrification, citing scant and erroneous analysis of costs 
related to plug-in electric vehicles (83 FR 43084), thus causing the adoption of any such 
technology to result in a social cost; 

• Agencies model performance improvements as a result of the application of technologies 
without assessing any potential benefit to consumers or reduction in cost as a result (Islam et al. 
2018b), implicitly assuming that consumers do not value performance and ensuring that more 
technology is required to achieve reductions in fuel usage and emissions; 

• Agencies assume that consumers do not value fuel economy in both developing and applying its 
sales and scrappage model (83 FR 43075), a declarative statement that runs counter to its 
argument about the uncertainty of such a proposition (and at the very least, one which merits a 
sensitivity analysis assuming that consumers do value fuel economy), and one which is not 
supported by the literature cited by the agencies (83 FR 43093); 

• In contrast, the agencies have explicitly highlighted a particular subset of studies they say are 
better able “to isolate differences in…fuel economy from the many other attributes,” noting that 
“these studies point to a somewhat narrower range of estimates…consistently suggest[ing] that 
buyers value a large proportion—and perhaps even all—of the future savings that models with 
higher fuel economy offer,” (83 FR 43072) questioning “the degree to which private fuel savings 
should be considered as private benefits of increasing fuel economy standards” (83 FR 43074); 
and 

• Agencies assume that manufacturers can recoup the costs of 30 months of fuel savings from 
consumers (83 FR 43179), implicitly assigning a floor to consumer WTP, but this fuel savings is 
ignored in its model of how consumers will respond to increasing costs, wherein it is assumed 
not the net cost but merely the retail price increase that factors into a consumers’ decision, i.e. 
assigning a 0 month payback.  

                                                                 
36 See comments to the docket from Drs. David S. Bunch and David L. Greene. 
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Each and every example above serves to exaggerate the impact of increased technology costs on sales by 
devaluing the benefits for consumers. Such modeling is arbitrary and capricious and must be corrected 
before any final rulemaking. 

C) THE “TECHNOLOGY COST BURDEN” ASSOCIATED WITH ELECTRIFICATION IS 
BIASED, INACCURATE, AND DOES NOT REFLECT THE TECHNOLOGY INCLUDED IN 
THE RULEMAKING 

The agencies use a flawed assessment of the willingness of consumers to consider electrified 
powertrains, particularly their assessment of plug-in electric vehicles. A regression analysis of used car 
prices using MY2013 through MY2016 is used to infer a consumer’s willingness to pay more for 
electrification technologies. However, the analysis of battery electric vehicles (BEVs) is fundamentally 
flawed. Tesla vehicles were excluded from the analysis, leaving only shorter range BEVs (less than 100 
miles) in the analysis, since longer range BEVs from manufacturers other than Tesla (like the Chevrolet 
Bolt) were not available until MY2017. Therefore, the WTP metrics listed in Table II-37 of the NPRM 
are only applicable to first-generation, short-range battery electric vehicles, but the agencies propose to 
use this data to evaluate the willingness to consider all BEVs. For example, the rule states: “In general, 
the incremental willingness-to-pay falls well short of the costs currently projected for HEVs, PHEVs, 
and BEVs; for example, BEV technology can add roughly $18,000 in equipment costs to the vehicle after 
standard retail price equivalent markups (with a large portion of those costs being batteries), but the 
estimated willingness-to-pay is only about $3,000” (83 FR 43084). The BEV technology examined in 
the current proposed rule assumes mature 200 mile-range electric vehicles, but the agencies explicitly 
compare the costs of this technology to the willingness-to-pay for a 75-mile BEV. If the agencies had 
considered Tesla vehicles, they would likely find a much higher willingness-to-pay. Based on 
depreciation data, the Tesla Model S has retained more value than similar gasoline cars (NADA 2016).  

3. The proposed standards will decrease employment and reduce economic 
output 

The agencies have requested comment on “assumptions and approaches in the labor analysis” (83 FR 
43079) as well as on the “potential for changes in stringency to result in new jobs…” (83 FR 43436). We 
agree with the agencies conclusion that reducing stringency will result in a loss of employment in the 
auto sector.37 This is consistent both with recently observed employment trends during implementation 
of existing fuel economy standards as well as with independent macroeconomic analysis of existing 
standards through 2025 that show increasing stringency results in increased employment in the auto 
sector. However, the agencies fail to examine the broader macroeconomic impacts of the proposed 
weakening of standards. Not only will weaker efficiency and greenhouse gas standards result in 
automotive sector job losses as noted, but increased consumer spending on gasoline and diesel result in 
even greater negative economy wide impacts on labor and gross domestic product.  

A) CURRENT EMPLOYMENT BENEFITS FROM EXISTING STANDARDS 
The current fuel economy and greenhouse gas emissions standards have been a boon for automotive 
jobs, and for U.S. manufacturing jobs more broadly, as evident by the strong growth in automotive jobs 
since the standards were enacted. A recent 2017 study from the NRDC and the Bluegreen Alliance 
found that “the past seven years have constituted the first period of sustained growth in automotive 

                                                                 
37 83 FR 43436: “…the reduced outlays for fuel-saving technology slightly reduce estimated U.S. auto sector labor…” 
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manufacturing jobs—and in U.S. manufacturing jobs as a whole—since 1999” (BGA and NRDC 2017). 
One-third of total automotive manufacturing jobs in the U.S.—more than 288,000 workers—are in 
facilities that engineer, manufacture, and supply the fuel-efficient technology that automakers use to 
meet the standards. The authors go on to note that EV component manufacturing in the U.S. has 
increased and that “[c]ontinuing this progress will be important to building U.S. jobs as the industry 
grows globally.” Strong vehicle efficiency standards have been and continue to be critical to growing 
U.S.-based employment in automotive jobs, and U.S. manufacturing in general. Promulgating weaker 
standards would put automotive supplier jobs at risk.  

Over the past five years, the auto industry has emerged from the economic crisis even while over 
complying with the regulations. Nearly half of the jobs added since the crisis have been in the 
manufacture of parts and assembly of vehicles, which remains a strong and diverse part of the American 
economy. Nearly 300,000 workers, in more than 1200 facilities spread across 48 states, are working to 
supply fuel efficiency technology to help automakers comply with these regulations (BGA and NRDC 
2017).  

B) POSITIVE FUTURE EMPLOYMENT BENEFITS FROM EXISTING STANDARDS 
Moving forward, the existing Baseline Standards will continue to increase employment in the auto 
industry, as well as the U.S. economy as a whole. Analysis of federal and state fuel economy and 
emissions standards for model years 2017 through 2025 show that existing regulations are expected to 
result in an additional 122,000 job-years economy-wide by 2025 and more than 250,000 by 2035 
(Synapse 2018a). Gross Domestic Product (GDP) also will increase by an estimated $14 billion in 2025 
and $16 billion in 2035. These positive economic gains are a result of direct investment in the 
automotive industry as well as the even greater consumer fuel savings on gasoline and diesel fuel. 
Notably this study shows economic gains in both the short- and long-term. An earlier study by 
researchers from Indiana University found only longer-term economic gains (Carley et al. 2017). 
However, as described below, this study did not account for vehicle financing and consumer valuation 
of fuel economy in their macroeconomic modeling.  

C) SHORTCOMINGS OF MACROECONOMIC ASSESSMENT BY CARLEY, ET AL.  
The Carley study paid for by the Auto Alliance (Carley et al. 2017) also finds positive employment 
impacts from existing standards. The study examines the potential changes in vehicle sales from both 
state and federal vehicle standards as well as possible changes in employment, GDP, and income. 
Overall, the direction of the long-term macroeconomic impacts from vehicle standards is positive, 
primarily a result of fuel savings and industry investment outweighing increased vehicle technology 
costs, even with lower projected fuel prices than anticipate in 2012 and higher technology cost 
assumptions which do not reflect the most current estimates. The negative employment impacts from 
reduced spending in the oil and gas sectors are more than offset by reinvesting those savings in other 
sectors of the economy which employ more people per dollar of output (Figure 3). However, the Carley 
study also finds small negative near-term macroeconomic impacts resulting primarily from projected 
decreases in vehicle sales. There are numerous reasons why these near-term projections are 
questionable and do not accurately reflect the impact of vehicle standards.  

The primary flaws in the macroeconomic REMI modeling by Carley et. al are related to two factors: the 
way in which they have handled vehicle price increases in the macroeconomic modeling and their 
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treatment and cost estimates of the Zero Emission Vehicle program. These flaws are further 
compounded in their treatment of “Total Cost of Ownership” (TCO) modeling in trying to assess more 
specifically the vehicles sales and jobs impact on the automotive sector. These issues are outlined in full 
below. While the agencies have not explicitly considered this study in its analysis, it is representative of 
the type of macroeconomic impacts the agencies should consider, and many of the flaws contained in 
the report are mirrored in the agencies’ own economic analysis, including an undervaluation of fuel 
savings benefits to consumers, lack of recognition of the importance of vehicle financing in the 
economic model, and lack of sufficient proof of the model’s fidelity and predictability through 
backcasting. 

Figure 8.16 in the study illustrates the range of jobs impacts projected by the researchers. While they all 
show a small initial decrease in employment (impacted by flawed assumptions about upfront vehicle 
price effects, as described in the following section), it is clear from this picture that even extremely 
conservative assumptions about the way in which manufacturers would comply with both federal and 
state light-duty vehicle greenhouse gas emissions programs results in a positive impact on the economy 
and leads to job growth. 

This finding, of course, is in direct conflict with job loss numbers cited by the automakers in 
communications with the agencies (Bainwol 2017), which stemmed from the deeply flawed study by 
McAlinden, et al. (2016), on which we have previously commented (Cooke 2016).  

(1) Concerns around IU’s model of vehicle price effects 
One of the curious characteristics of the REMI modeling undertaken by Carley et. al. is the fact that the 
2017-2025 standards immediately result in a reduction of employment. This is a curious fact because 
the price increases moving forward are actually less in the initial years than we have already seen to 
date, so if the model were backcast, it would have predicted a reduction in employment over the past 
six years, contrary to the hundreds of thousands of jobs that have been created in the industry since the 
Great Recession (BLS 2018), not to mention the continued economic growth. While one would be 
tempted to argue that there could be a decrease masked by greater macroeconomic effects, it is worth 
noting the levels of employment reduction in the short-term the IU model predicts are quite significant 
compared to the magnitude of the job growth over the past 8 years.  

The most apparent reason for this discrepancy can be found in Figure 8.5 of the report, which shows a 
large reduction in disposable personal income. For a typical loan, a new car buyer is actually saving 
money in fuel that is greater than the increase in loan payment, (Comings and Allison 2017) so there 
should actually be an increase in disposable personal income. As noted in the footnote for Table 7.11, 
Carley et. al. have not taken into account the financing of the new vehicles, but rather front-loaded any 
purchase price increases. This will significantly magnify any potential for decreases in vehicle sales and 
short-term job losses. Incorporating vehicle financing into the modeling would spread-out the upfront 
vehicle technology costs over several years instead of resulting in an immediate decrease in disposable 
personal income equivalent to the vehicle purchase price.  

Not only are the effects of vehicle financing ignored in the REMI modeling, but consumer valuation of 
fuel economy benefits are also ignored. As a result, the REMI model simply assumes a negative impact 
in vehicle sales for a given increase in vehicle price with no accounting for the fact that vehicle 
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purchaser will receive a return on investment in future fuel savings. The price elasticity assumed in the 
REMI modeling is also outside the range of recent estimates for automobile purchases (-0.30 to -1.28; 
see Fujita 2015) and is significantly higher than that assumed in the total cost of ownership (TCO) 
calculations carried out separately in the study (-1.65 for REMI modeling vs -1.0). The impact of this 
REMI modeling limitation is most acute in the early years of modeling since fuel savings accrue over 
the life of the vehicles and increase in significance overtime. Eventually, the combination of fuel savings 
and investment in innovation overwhelm the erroneous reductions in vehicle sales leading to long-term 
economic benefits.  

One curious aspect of this is that the authors acknowledge these limitations of their REMI modeling 
and cite these limitations as a rationale for carrying out a separate TCO modeling effort (page 110). 
However, they have not “closed the loop” between the REMI and TCO models to ensure consistency 
between the results and yet still point to the short-term macroeconomic results from the REMI 
modeling as valid. The study authors further point to regionalized REMI results, in particular pointing 
out the larger negative near-term job impacts in the auto-sector heavy upper East North Central region 
(ES-3 and page 94). However, for the same reasons above, these results are misleading and inaccurate 
as they derive from incorrect assessment of the impact on vehicle sales in the REMI model. 

Several of these biases and flaws in the REMI modeling and TCO modeling are pointed out in 
comments by Synapse Energy Economics, Inc. (Synapse 2017). Synapse points to the study’s use of 
higher discount rates (as high as 10 to 15 percent in some cases compared standard practice of 3 and 7 
percent) and above average vehicle financing interest rates (7 percent versus a current rate which is 
below 4.5 percent) which negatively bias vehicle sales results. In addition, analysis by the American 
Council for an Energy Efficient Economy (ACEEE 2017) demonstrates that with more reasonable input 
assumptions to TCO modeling, the impact on vehicle sales are actually positive rather than negative.  

While the agencies have not relied upon Carley et al. 2017 significantly in the NPRM, they have made 
many of the same mistakes, including ignoring vehicle financing and consumer fuel savings in their own 
economic models, even while refusing to assess any macroeconomic analysis of the impacts of rolling 
back the Baseline Standards. 

(2) Concerns around IU’s treatment of compliance with state zero-emission vehicle 
regulations 

In both the “2016 Low” and “2016 High” cases, the Carley et. al. study has included costs for ZEV 
compliance in line with that projected in Table 7.8 of that report. However, these values are far too high 
for real compliance with the program, for two clear reasons. 

First, they ignore interactions between the ZEV program and the EPA program—compliance with ZEV 
will reduce the additional technology costs needed under EPA’s program, so while the state regulations 
will spur adoption of the more expensive EV technology which would not occur as a result of pure 
minimization in the cost-curve, you would still need to subtract off the compliance costs for those 
technologies which are not needed. It may be that this is part of the reason why the COMET costs for 
EV compliance are lower than outlined in Table 7.8 (Carley et al. 2017, p. 83). 
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Second, Carley et. al. have incorrectly modeled compliance with ZEV based on the assumption that 16% 
of new vehicles sales would be required in all ZEV states by 2025 (Table 7.7). However, electric vehicles 
have evolved much faster than CARB anticipated, as noted in its mid-term assessment of the ZEV 
program: “While this revised compliance picture reflects a lower volume of vehicles than originally 
projected in 2012, the resultant improvements in ZEV and PHEV attributes, such as all-electric range 
and vehicle price, are expected to further broaden the appeal of these vehicles beyond the initial 
consumers and help achieve necessary future market expansion” (CARB 2017b, p. ES-7). This is further 
complicated by the credit glut which manufacturers currently enjoy (CARB 2017b, Figure 11). Annual 
sales in California are expected to be just over 140,000 total electric vehicles in 2025 (CARB 2017a, 
Figure 3), compared to an original projection of nearly 250,000 vehicles (CARB 2017a, Figure 2) or the 
equivalent of 7.5 percent new vehicle sales in CA and the 177 states by 2025. Even when combined with 
the annual ZEV sales in the Section 177 states (CARB 2017a, p. A-15), that amounts to a total nationwide 
fraction of ZEVs of 7.5% × 30% = 2.25 percent needed to comply with the state programs, less than half 
of the 4.62 percent assumed in the IU study. At a minimum, the cost estimates by IU for the ZEV 
program are at least two times too high.  

D) EPA AND NHTSA UNDERESTIMATE THE NEGATIVE EMPLOYMENT IMPACTS OF ITS 
PREFERRED ALTERNATIVE 

A decision to weaken the standards would put jobs and the global competitiveness of U.S. auto 
manufacturing at risk. Strong vehicle efficiency standards provide the certainty necessary to foster 
investment in fuel-saving technologies. Currently, regulations are on a path that is driving relatively 
consistent standards around the globe (Wilson 2017). These standards in the U.S., Europe, and Asia 
allow automakers and their suppliers to leverage the efficiency of global platforms and powertrains, 
adding scale and reducing costs to lower prices and increase profits. Further, with ongoing innovation 
and higher volumes of fuel-saving components that are required to meet U.S. standards, domestic 
manufacture of these fuel-saving technologies becomes more likely. Strong standards through 2025 and 
beyond will help make sure that investments in technology and the jobs needed to make new 
components are sustained. 

The agencies’ NPRM analysis shows that less labor will be required in the U.S. auto industry as a result 
of weakened standards (83 FR 43436-7). By 2030, the agencies’ Preferred Alternative results in 56,000 
fewer job-years under the CO2 program (Table VIII-40) and 60,000 fewer job-years under the CAFE 
program (Table VIII-39) compared to the Baseline Standards. These deleterious effects on employment 
are the result of fewer investments in automotive technologies resulting from weaker standards.   

However, there are additional macroeconomic impacts the agencies failed to examine in their analysis 
including those from changes in spending on gasoline and diesel. Under its Preferred Alternative, 
Americans will spend an estimated $20 billion more in 2025 and nearly $50 billion more in 2035 than 
under the Baseline Standards (Synapse 2018b). As illustrated in Figure 12, a shift in spending to the 
petroleum sector from other more job-intensive sectors of the economy results can results in a net 
decrease in employment. Economic modeling by Synapse Energy Economics, Inc finds that the net 
decrease in economy wide employment from the Preferred Alternative would total an estimated 60,000 
job-years in 2025 and 126,000 job-years in 2035, significantly more than estimated employment 
decreases in the auto industry alone by the agencies (Synapse 2018b). Furthermore, reduced investment  
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Petroleum refining and oil and gas extraction have relatively low employment levels per million dollars of economic output. As a 
result, a dollar saved on gasoline reinvested in the other sectors of the economy can have a net positive effect on jobs. 
SOURCE: UCS ANALYSIS, BLS 2017 

in the U.S. auto industry and increases in consumer spending on petroleum would reduce U.S. gross 
domestic product by an estimated $8 billion in 2025 and 2035.  

The agencies’ economic modeling is inadequate to assess the employment impacts of the proposed 
rules. Most importantly, it fails to include the effects of changes in consumer spending on gasoline and 
diesel which are much greater in magnitude than the changes in cost to the auto industry sector, which 
is the only economic sector examined by the agencies.   

4. The agencies’ cost-benefit model is fundamentally flawed 

The Volpe model used to assess the cost and benefits of future fuel economy and greenhouse gas 
emissions standards has been drastically modified since not just the last rulemaking in which it was 
used, but also since the joint Technical Assessment Report (EPA et al. 2016), which showed the 
significant benefits of the Baseline Standards. These modifications include a complete revision of the 
dynamic fleet-share model, which modifies the relative marketshare of passenger cars and light trucks; 
doubling the “rebound effect,” which reflects an increase in travel as a result of reduced costs of 
driving; projecting future new vehicle sales through the use of a statistical extrapolation; and projecting 
changes in the overall vehicle fleet as a result of changes in vehicle scrappage. 

 
 

FIGURE 12. Job intensity by economic sector 
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While the agencies in many of these alterations attempt to justify these modifications by pointing to 
peer-reviewed literature, these changes themselves have not been peer-reviewed. Moreover, many of 
the agencies’ interpretations of the literature and the way in which this literature is reflected in the 
model are incorrect and frequently run counter to accepted economic theory and common sense. 

Fundamentally, the completely erroneous outputs of the Volpe model underpin the agencies’ proposal. 
Until these errors are corrected and the final model peer reviewed, reliance upon this untested and 
inaccurate model in its rulemaking can only be seen as arbitrary and capricious.  

A) THE AGENCIES’ MODEL GOES AGAINST BASIC ECONOMIC THEORY 
It does not take a great economic scholar to assess the fundamentally absurd conclusions reached by the 
agencies’ model, nor to understand why the model arrives at such erroneous results. The model 
separately considers new vehicle technologies, new vehicle sales, scrappage of old vehicles, and miles 
traveled by the vehicle fleet—despite the fact that all of these aspects of light-duty vehicle travel 
inherently interact. By failing to consider these interactions, the model yields fleet results which go 
against basic economic theory, both in the size of the total light-duty vehicle fleet and the miles traveled 
by these vehicles. 

(1) Total light-duty vehicle fleet size 
The simple explanation given by the agencies of its vehicle scrappage model is that fuel economy and 
greenhouse gas emissions standards will drive up the costs of new vehicles, which will in turn drive 
down the sales of new vehicles, and therefore result in more older vehicles remaining on the road (83 
FR 43093). However, this simplistic explanation ignores the market interaction of all these terms and 
the fundamental economic drivers of any of this behavior. 

As mentioned in Section I.B.2.b), the agencies do not consider consumers’ willingness to pay for fuel 
economy in the sales model, even though they assume that manufacturers can recoup the costs from 
consumers for 30 months of fuel savings and that they believe a subset of the literature strongly 
supports that consumers value a large proportion of fuel savings. Therefore, any increased costs for 
technology result in decreased sales, thus ignoring the benefits resulting from these costs. 

If increased new vehicle prices result in decreased new vehicle sales, this will in turn raise the price of 
used vehicles as well, due to increasing demand from buyers at the margins of the new vehicle market 
who will now choose to buy used vehicles. As a result of increased prices of used vehicles, those at the 
margins of the used vehicle market will choose not to enter the market, either holding onto a vehicle 
that otherwise would have been scrapped or shifting travel demand to alternative modes of 
transportation. While this model does suggest there could be an increase in the average age of the total 
vehicle fleet, because the prices of both new and used vehicles increase, there is less demand for light-
duty vehicles overall, and therefore the total vehicle fleet should shrink, in contrast to the large growth 
exhibited by the Volpe model.  

If instead, consumers are enticed to the market by improvements to vehicles as a result of the standards 
(e.g., because they value greater fuel savings than assumed by manufacturers, as proposed by the 
agencies’ own rationale), then vehicle sales will actually go up despite an increase in vehicle price. This 
added value will drive new people to the market, increasing demand for new vehicles but decreasing 
demand for used vehicles. Thus, used car prices will decrease, which will lead to folks at the margin to 
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enter the used vehicle market and purchase a car that otherwise might not have occurred. This will 
result in an increase in the vehicle park, again counter to the agencies’ model. 

In both cases, the agencies have gotten the sign wrong when it comes to the impact of new vehicle sales 
on the total vehicle fleet by ignoring that consumers will enter/exit the market at the margins as a result 
of pricing effects in the market.38 

(2) Fleet vehicle miles traveled 
Even more important than fleet size is the extent to which vehicles in that fleet are driven. Here again 
the agencies’ model leads to fundamentally irrational behavior because they have disconnected a 
service (travel) from demand.  

Setting aside the effect of rebound, travel demand should be independent of vehicle fleet mix, being 
generally related to the state of the economy on the whole.39 How that economically driven demand for 
transportation is shared amongst passenger vehicles and other modes of transportation is then 
dependent upon relative price that could relate to factors including fuel economy of the fleet. The 
agencies, however, do not consider travel demand as part of their modeling effort—instead, demand for 
travel is assumed to be directly connected to the size of the vehicle fleet, with a vehicle of a given age 
and model year traveling a fixed quantity of miles for the years it is on the road. As noted in the section 
above, because they mischaracterize the market for vehicles, the agencies get wrong the direction of the 
change in the fleet size—this leads to a proportional error in miles traveled. 

More correct would be to recognize that it is demand for travel which fuels the car market, not the 
other way around.40 As noted above, an increase in the overall price of owning a vehicle will reduce 
demand for light-duty vehicles. Therefore, total LDV VMT should decline in the absence of rebound, 
with some VMT shifting to alternate modes of transportation. However, the agencies’ modeling 
inexplicably shows LDV VMT increasing with increasing costs, even in the absence of a rebound effect 
(Sensitivity Case 00, NHTSA 2018h). This is clear evidence that the model does not behave in a 
reasonable way. 

(3) Engineering scrappage 
In deriving their statistical model for scrappage, the agencies describe two separate forms of scrappage, 
engineering scrappage and cyclical scrappage (83 FR 43093). Cyclical scrappage stems from 
macroeconomic effects, while engineering scrappage is related to the useful life of the vehicle, 
specifically the cost to maintain a vehicle compared to its replacement (which, as mentioned above, 
does not necessarily mean a new vehicle but simply a substitute for its demand for travel). 

By treating each aspect of the vehicle market independently, the agencies have misjudged the impact of 
fuel economy standards on scrappage, specifically with regards to engineering scrappage. The agencies 
have considered engineering scrappage to be a function of vehicle age; however, this is grossly 

                                                                 
38 This argument is further elaborated upon in comments to the docket from Dr. Ken Gillingham and the Institute for 
Policy Integrity. 
39 In fact, the agencies even acknowledge the challenge of trying to tease out behavior related to fuel economy because of 
the strong dependency of sales on macroeconomic conditions (83 FR 43074). Even the agencies acknowledge that such 
analysis is inherently “noisy,” consistent with the analysis of Dr. David Bunch (see comments submitted to the docket). 
40 For a more thorough discussion of this, see comments submitted to the docket by Dr. David Bunch. 
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inaccurate because engineering scrappage is largely a function of miles traveled. This creates a form of 
diminishing returns which acts to bind the degree to which use of an older vehicle can replace miles 
which, in the absence of a change in vehicle price, would have been covered by a newer vehicle. 
Furthermore, this means that the rebound effect actually acts to accelerate scrappage in a way that is 
not considered by the agencies. 

For example, if we compare the Baseline Standards to the Proposed Standards, the average vehicle sold 
in 202841 will achieve about 36 mpg on-road for the Baseline Standards as compared to about 30 mpg 
for the Proposed Standards. This difference of 17 percent in cost-per-mile leads to a 3.3 percent increase 
in travel according to the agencies’ 20 percent rebound effect. That means MY2028 vehicles will accrue 
lifetime VMT 3.3 percent faster under the Baseline Standards than the Proposed Standards, meaning 
that for an equivalent quality of vehicle, one would expect the rebound effect to “pull forward” the rate 
of scrappage, something which is not considered in the agencies’ model. This is consistent of course 
with literature cited in the NPRM (Jacobsen and van Bentham 2015), even though this effect is not 
discussed by the agencies. 

B) THE AGENCIES’ MODEL IS INCONSISTENT WITH ACADEMIC LITERATURE 
In addition to yielding results that do not make sense given basic economic theory, the agencies have 
mischaracterized and/or misapplied much of the literature which is cited to support their modeling 
effort. For simplicity we focus upon the two most significant areas of change from previous 
rulemakings, scrappage and rebound. 

(1) Literature data on modeling scrappage 
While the agencies have shown a superficial understanding of the Gruenspecht effect as it pertains to 
scrappage, they have ignored the constraints imposed by Gruenspecht and other researchers who’ve 
adopted this. These constraints help bound the model—ignoring them leads to precisely the types of 
absurd behavior outlined above. Moreover, the agencies have not developed a bottom-up approach 
rooted in economic theory but merely a top-down mathematical fit unconstrained by economic rigor, 
which further explains why the model yields irrational, inconsistent results. 

Though the agencies cite the Gruenspecht effect for its basis for the scrappage model, they ignore a 
central constraint of Gruenspecht’s work—namely, his assumption that fleet size and total VMT are 
insensitive to price.42 Thus, it would be completely inappropriate to extrapolate the model to “slower 
non-replacement scrappage rates” for the exact same reason as the agencies recognized was impossible 
for the California Air Resources Board study (83 FR 43094-5). Similarly, Jacobsen and van Bentham 
themselves note that their work cited by the agencies does not estimate any impact on total fleet size 
and should not be interpreted as doing so.43 

                                                                 
41 MY2028 is chosen because manufacturers have a three-year carryback period for which they can rely on 
overcompliance to offset deficits, so therefore it will not be until MY2028 that manufacturers will have to fully comply 
with MY2025 standards. 
42 See comments submitted to the docket by the Institute for Policy Integrity for further detail. 
43 See letter submitted by Drs. Mark Jacobsen and Arthur Van Bentham to the agencies: EPA-HQ-OAR-2018-0283 and 
NHTSA-2018-0067-7788. 
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While the agencies acknowledge that the Gruenspecht effect is only relevant to “any increase in price 
(net of the portion of reduced fuel savings valued by consumers)” (83 FR 83093), the agencies do not 
recognize this constraint in their modeling of the effect. This is grossly negligent behavior. 
Furthermore, two additional studies cited by the agencies emphasize the importance of adjusting for 
quality improvements (Bento et al. 2018, Greenspan and Cohen 1996)—in fact, while the agencies 
explicitly chose not to use the new vehicle price index (PRIA, p. 1017-8), Greenspan and Cohen 1996 
emphasized that Parks 1977 (which the agencies also cite) shows clearly that the ratio of the new 
vehicle price index to the cost of repair index is “highly significant in explaining total scrappage.” Thus, 
the agencies are not only not justified in using transaction price data in their model, but they are 1) 
explicitly going against what the literature utilizes and 2) potentially ignoring a critical factor to assess 
rates of scrappage as a result. 

(2) Rebound 
The agencies have selectively culled the literature data used to support a 20 percent rebound effect and, 
in many cases, have misinterpreted and/or mischaracterized the basis for this data. Furthermore, by 
giving the studies selected equal weight, the agencies have neglected to actually interpret or consider 
the robustness and applicability of the various data, choosing to list a range of values without 
consideration of merit. This is why experts in the field “urge the agencies to adopt a more rigorous 
approach to evaluating the recent literature.”44 

One example of the way such an approach results in erroneous data can be found in the subset of papers 
by Dr. Kenneth Small, et al.—in Table II-44 the agencies claim that Hymel and Small 2015 yields a 
“range of estimate” of 18 percent, when in fact as Dr. Small himself pointed out, “it finds a long-run 
rebound effect of 18 percent under a simpler model but 4.0 percent or 4.2 percent under two more 
realistic models that are supported by the data.”45 The agencies have similarly misinterpreted the work 
of Dr. Kenneth Gillingham, citing a 2014 report with a range of 22 to 23 percent which the author 
himself notes “is inappropriate to use for the rebound effect” in place of Gillingham 2011 (with a 
rebound estimate of 1 percent) and Gillingham, et al. 2015 (yielding an estimate of 10 percent).46 

In addition to misinterpretation of the data, the agencies have included a significant number of less 
relevant studies (such as those studying the rebound effect in Europe) and have ignored a number of 
more recent studies.46 Similarly, in a number of instances the agencies have included the same papers as 
were included in previous rulemakings but have inexplicably come to different conclusions.47 Taking 
all of this into account, the data is much more supportive of a rebound effect of no more than 10 
percent. 

                                                                 
44 Quoted from the letter of Dr. Joshua Linn to the agencies (EPA-HQ-OAR-2018-0283-1642 and NHTSA-2018-0067-
7188); however, the comment submitted to the docket by Dr. Kenneth Gillingham echoes the remark. 
45 See letter from Dr. Kenneth Small, submitted to the docket; EPA-HQ-OAR-2018-0283-2698 and NHTSA-2018-0067-
7789. 
46 See comment submitted to the docket by Dr. Kenneth Gillingham. 
47 See comment submitted to the docket by EDF et al. (including UCS). 
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C) IMPLICATIONS OF THESE FLAWS ARE VIRTUALLY THE ENTIRE PURPORTED 
“BENEFIT” OF THE STANDARD 

The impact of these untested and deeply flawed models are significant—the vast majority of the net 
benefits identified by the agencies are net benefits which are purported to accrue not to vehicles 
explicitly covered by the regulation, but vehicles already on the road today. That these benefits are 
included at all is legally questionable, and the net social benefits of the agencies’ Preferred Alternative 
on the vehicles actually covered by the Proposal are actually negative relative to the Baseline Standards 
(83 FR 43434-5). 

C. Agencies mischaracterize the relationship between fuel economy and 
greenhouse gas regulations and other federal laws 

The agencies have heavily relied upon an argument that safety is a main reason to rollback the fuel 
economy and greenhouse gas regulations. However, this argument is heavily overstated due to flaws in 
the Volpe model, and the agencies further ignore the benefits to public health and welfare due to state 
Zero Emission Vehicle policies which the Proposal eliminates. 

1. Agencies have mischaracterized the impact of fuel economy and greenhouse 
gas emissions standards on safety 

The agencies have noted “safety” as a key benefit of the proposal (e.g., 83 FR 42995); however, as has 
been emphasized in Section I.B.4, the model underpinning these assertions is deeply flawed. Moreover, 
the impacts which the agencies characterize as “safety” stem primarily from consumers driving less48 
(and therefore crashing less), which the agencies themselves acknowledge is a net cost of the proposal 
(83 FR 43067). The agencies’ own analysis shows that the sales and scrappage model, which are in 
conflict with basic economic theory, represent 93.5 percent of the total fatalities presented in the 
Proposal (83 FR 43148). Historically, fuel economy standards have been shown to yield a net safety 
benefit (Bento et al. 2017)—while the agencies cite this paper in the Proposal (83 FR 43016), they have 
not sufficiently explained why this would no longer hold true. 

2. Agencies have erroneously ignored the interaction between Zero Emission 
Vehicle standards and federal requirements of the Clean Air Act 

Electrification of the light-duty vehicles has been identified by CARB and regional air quality control 
boards as a key strategy to meet federal ozone and particulate matter standards. California’s San 
Joaquin Valley and South Coast air basins are classified as nonattainment areas for both PM and ozone, 
including an extreme nonattainment status for the 8-hour ozone standard in the San Joaquin Valley. 
The proposed rule correctly notes that “California continues to be in widespread non-attainment with 
Federal air quality standards” (83 FR 42999). While the fleet tailpipe LEV III standards serve as a limit 
on direct vehicle emissions, ZEV standards provide additional criteria pollutant reductions from 
upstream emissions reductions such as refining, fuel transportation, and refueling operations. In the 
2015 CARB waiver application for the Advanced Clean Cars regulations (including ZEV), the Board 

                                                                 
48 See comments submitted to the docket by the American Council for an Energy-Efficiency Economy, which notes that 
the overall safety of the fleet remains fairly flat, in spite of the agencies’ incorrect assessment of the impacts of mass 
reduction. This leads to changes in VMT being a far more substantial factor in the total number of fatalities in the 
Proposal. 
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estimated that ZEV regulations would by 2030 reduce smog-forming criteria pollution in the state by 10 
tons per day beyond the LEVIII tailpipe standards alone (CARB 2012, p. 16).  

Given the continuing challenges California faces in reducing both criteria and climate pollution, it is 
entirely inconsistent with the Clean Air Act to impede or remove regulations that will lead to significant 
reductions in air pollution. Because of the need for the state to address both air quality and climate 
pollutants, the EPA has approved over 100 waivers, including five waivers or in-scope determinations 
allowing ZEV regulations (EPA 2017d). There is no evidence in the proposed rule that disproves the 
benefits of the ZEV program for public health and reduction of climate changing pollution, and 
therefore no basis for the unprecedented withdrawal of the properly granted waivers. 

The ZEV program is designed to complement other pollution control standards by ensuring that light-
duty vehicles move from combustion-based engines to inherently cleaner electric drive motors. ZEVs 
result in lower emissions even when upstream emissions from electricity generation are considered. 
For example, the average plug-in vehicle in California produces global warming emissions equal to a 
109 MPG gasoline car, when considering the emissions from driving, gasoline production, and 
electricity generation. Criteria air pollution is also reduced by switching from gasoline to California’s 
increasingly clean electricity, both from the reduction in tailpipe emissions and reduced gasoline 
refining and transport within California. Overall, CARB projects that electric-drive vehicles would 
displace on-road vehicle emissions of over 1,200 tons per year of reactive organic gases and 720 tons per 
year of NOx by 2030 in California alone. For these reasons, California’s State Implementation Plan for 
Federal Ozone and PM2.5 Standards relies heavily on electrification programs like the ZEV regulations 
and the local air districts in the state are reliant on these state-level standards to control mobile source 
pollution. For example, the San Joaquin Valley Air Pollution Control District’s 2016 Plan for the 2008 8-
Hour Ozone Standard relies on reducing mobile source emissions 70 and 76 percent for reactive organic 
gases and NOx respectively. In the South Coast AQMD, the plan to meet NOx emissions targets relies 
on 100 percent adoption of the SULEV-20 standard by 2031, significant increases in vehicle 
electrification (approximately 40 percent of new car sales), and an additional 5 tons per day of NOx 
reductions from the light duty fleet that have yet to be identified. Impairing California’s ability to move 
forward with vehicle electrification standards would make an already difficult air quality problem even 
harder to solve. 

D. Agencies mischaracterize the need for the nation to conserve energy  

The fourth factor in setting maximum feasible standards, “[t]he need of the nation to conserve energy” 
includes the issues of consumer costs and fuel prices and environmental implications such as climate 
change (42 FR 63184, 63188). However, the NPRM states: “Given the discussion above, NHTSA of the 
U.S. to conserve energy may no longer function as assumed in tentatively concludes that the need 
previous considerations of what CAFE standards would be maximum feasible” (83 FR 43216). We 
fundamentally disagree with this assessment on all counts. The United States is still consuming millions 
of barrels of oil every day; consumers are spending billions at the pump every year; and climate change 
is threatening our communities and our planet. NHTSA has completely misunderstood the implications 
of a global marketplace for oil and the stabilizing role fuel economy standards can play in reducing 
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demand and therefore limiting the United States’ economic exposure, and it has similarly exaggerated 
the benefits of increased U.S. production of tight oil (Bordoff 2018). 

Compared to the augural fuel economy standards and baseline greenhouse gas standards the agencies’ 
preferred alternative would: 

• Increase consumer spending on gasoline by about $20 billion in 2025 and nearly $50 billion by 
2035 (Synapse 2018b); 

• Increase oil consumption by about one million barrels per day in 2040, or a cumulative total of 
200 billion gallons of gasoline by 2040—that’s as much oil as we’ve imported from the Persian 
Gulf since the standards were first finalized in 2010 (Cooke 2018a); and 

• Increase global warming emissions by 2.2 billion metric tons by 2040, equivalent to keeping 43 
coal-fired power plants online (Cooke 2018a). 

We strongly encourage the agencies to look beyond the temporary dip in oil prices and scarcity and to 
commit to creating a future in which we live in healthier communities, prosper from a strong economy, 
and help safeguard our planet against the disastrous effects of climate change. Cutting our oil use also 
means that we have an insurance policy against oil price shocks and the dramatic rise in prices and 
economic impacts that accompany them. 

II. The agencies’ proposal suffers from critical legal errors 
The Proposal’s legal underpinnings are badly flawed and flatly incompatible with the requirements set 
forth by Congress in the Clean Air Act, the Energy Policy Conservation Act, the Administrative 
Procedure Act, and several other statutes. Detailed accountings of these errors are available in the joint 
legal comments (supplied by UCS, the Environmental Defense Fund, and other NGOs) in response to 
both the Proposal and its Draft Environmental Impact Statement. UCS joins these comments in full and 
incorporates them here by reference. For purposes of the below submission, however, UCS highlights 
four particularly egregious oversights in the Proposal’s legal analyses. 

A. Withdrawal of the California waiver would be unprecedented, unwarranted 
attack on state authority 

The Proposal illegally withdraws the waiver for more stringent GHG and ZEV standards initially 
supplied to California and later adopted by several states under Clean Air Act Section 177. EPA’s efforts 
on this score are a direct affront to the citizens of those states, to their sovereign governments, and to 
Congress, which drafted the Clean Air Act and its amendments to encourage novel means of 
safeguarding human health and welfare. It is therefore unsurprising that the revocation authority 
recently “discovered” by EPA exists nowhere in the statute itself or in any “inherent” agency powers. 
See Util. Air Reg. Grp. v. EPA, 573 U.S. 302 (2014) (“We expect Congress to speak clearly if it wishes to 
assign to an agency decisions of vast economic and political significance.”) (quotation omitted). And 
even if EPA possessed the authority to strip California citizens of decades-old environmental 
protections, revocation in this instance is patently illegal, since the waiver at issue represents an 
unassailable judgment by local decisionmakers that cleaner cars will meaningfully protect their 
communities from both local pollutants and the worst effects of global climate change.  
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B. Vehicle emission standards are not inherently fuel economy standards and 
therefore are not pre-empted by EPCA 

The Proposal unlawfully contends that EPCA preempts the Clean Air Act and thus permits the EPA to 
shirk its obligations under Section 209 of that Act. But for over four decades, Congress has consistently 
tailored EPCA to preexisting requirements in the Clean Air Act, not vice versa. That is why EPCA’s 
plain text, its volumes of legislative history, and agency practice to-date predicate NHTSA’s fuel 
economy standards on independent scientific judgments concerning human health. EPA’s sudden and 
misguided supplication to NHTSA on this score not only disregards almost a half century of authority 
across all three branches of government, but also misapprehends rudimentary concepts like the 
relationship between “fuel economy standards,” “actual fuel economy,” and “emissions standards.” 
These threadbare readings of federal law and transportation policy fall well short of the demanding 
standard for statutory preemption. See, e.g., Blanchette v. Conn. Gen. Ins. Corps., 419 U.S. 102, 134 (1974). 

C. Zero Emission Vehicles standards are not inherently fuel economy standards 
and therefore are not pre-empted by EPCA 

The ZEV program in particular is mischaracterized by the agencies as a fuel economy regulation. The 
ZEV regulation is part of the Advanced Clean Cars (ACC) regulations, which are permissible motor 
vehicle emissions regulations, designed to limit generation of criteria air pollutants and global warming 
emissions. The ZEV regulation is designed to encourage the necessary development of technologies to 
meet target in the California’s air quality attainment plans and reduce the harmful emissions of climate-
changing pollutants. The regulations also provide surety for infrastructure and component providers 
that the needed technology will be sold and deployed. As such the regulation requires the adoption of 
technologies that eliminate or reduce combustion, irrespective of the impacts on fuel efficiency. Credits 
are assigned in the ZEV program for the inclusion of certain low emissions technologies, not on the 
elimination or reduction of fuel use. For example, ZEV-compliant plug-in hybrids receive credits solely 
based on having qualifying electric drive systems and the electric range of the vehicle. The efficiency of 
the plug-in hybrid’s engine (and therefore the fuel economy of the vehicle) is not considered in the ZEV 
regulations, as this part of the ACC regulations only consider the deployment of advanced technologies.  

Underlying the ZEV program is an understanding that switching vehicles from petroleum-based fuel 
combustion to electric drive allows for the use of low-carbon and non-combustion energy sources. 
Electric drive systems (both plug-in and fuel cell) allow vehicles to be powered by a number of clean 
sources, like solar, wind, and hydroelectric power. The ZEV regulation requires the inclusion of 
technologies that allow for this switch to reduce air pollution and GHG emissions but does not mandate 
the fuel economy of these vehicles.  

D. The technical basis for the Proposal is fundamentally flawed 

Particularly relevant to these comments (and to UCS’ mission), the Proposal is consummately irrational 
and anti-scientific, the product of agenda-driven decisionmaking instead of reasonable disagreements 
as to the underlying data. To take only a few examples, the Proposal conspicuously overlooks well 
publicized developments in relevant automobile technology, substitutes political for expert judgments 
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vis-à-vis consumer behavior, and deploys an untested scrappage model with no “rational relationship to 
the real world.” W. Va. v. EPA, 362 F.3d 861, 866–67 (D.C. Cir. 2004) (quotation omitted). Taken 
individually, any one of these many mistakes would suffice to render the agencies’ radical prescriptions 
for fuel economy arbitrary and capricious. Together, the mistakes corroborate an unlawful effort to 
“cloak . . . fiat judgments” in agency expertise, and render the Proposal void on its face. Tennessee Gas 
Pipeline Co. v. FERC, 926 F.2d 1206, 1211 (D.C. Cir. 1991). 

III. Additional requests for comment 
The agencies have requested comment on a number of issues which do not have a significant impact on 
the merits of the Proposal—we have included our input on a select number of those requests below. 
Had the agencies granted respondents additional time for comment, as requested, we would have been 
able to respond to a number of other requests for comment. 

A. Incentives for autonomous and connected vehicle technologies 

EPA has requested comment on flexibilities and incentives related to autonomous and connected 
vehicle technologies (83 FR 43464). The evidence to-date does not warrant incentivizing such 
technologies—there is no provable environmental benefit of such technologies, and the agencies have 
previously correctly acknowledged that any such potential impacts would be related to indirect 
benefits, which raise serious concerns about compliance and enforcement to ensure the integrity of the 
program. 

1. Autonomous and connected vehicle technologies do not directly reduce 
emissions 

Technologies which could improve the transportation system include those related to safety, such as 
crash avoidance or lane-departure, as well as features that are better described as semi-autonomous or 
autonomous vehicle features, ranging from SAE Level 1 features that are widespread in the marketplace 
like adaptive cruise control to SAE Level 5 full automation which at present does not exist. 

It should be emphasized that while these features could improve the efficiency of the transportation 
system, it is by no mean guaranteed to be the case. This has been explained at length in studies such as 
Wadud et al. 2016 (Figure 13a) and Brown, Gonder, and Repac 2014 (Figure 13b), which illustrate much 
of the range of uncertainty around potential (dis)benefits of vehicle automation.  

In nearly all technology scenarios, impacts to energy consumption could be relatively small, and in 
many potential scenarios, there may actually be a net energy increase, especially for fully automated 
vehicles which could significantly increase the amount of miles of travel for the fleet. 

Given these uncertainties, it seems particularly problematic to credit manufacturers for reductions 
which “might” happen. Such a credit program would be akin to the flex-fuel vehicle credit granted 
under CAFE for many years, which was supposed to lead to reductions in oil consumption but instead 
led to an increase, as manufacturers were able to comply with less efficient vehicles than would 
otherwise have been required and the widespread use of bio-based ethanol as a fuel (E85) never 
materialized (Jenn, Azevedo, and Michalek 2016). 
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Numerous studies indicate the inherent uncertainty surrounding the impacts on energy and emissions from the adoption of 
autonomous vehicles. Differences in future technology and use could result in dramatically different possibilities; as such, it 
would be imprudent to credit such potential technology (dis)benefits with such wildly uncertain outcomes. 
SOURCE: WADUD, MACKENZIE, AND LEIBY 2016 (LEFT) AND BROWN, GONDER, AND REPAC 2014 (RIGHT) 

Furthermore, crediting a manufacturer for the use of a technology creates an inherent asymmetry—
today, we do not credit a vehicle based on whether it is sold to a driver with a “lead foot” or whether it 
is sold to a hypermiler, and yet driving behavior can affect a vehicle’s fuel use and emissions by nearly 
30 percent (Dunkle Werner 2013). Similarly, the agency should not credit a vehicle for the use of a 
“computer driver” without similarly discrediting a manufacturer for all of its owners’ inefficient driving 
behaviors as well. 

Finally, the data previously provided by manufacturers (e.g., Mercedes 2011) is at odds with the 
evidence to-date. For example, Mercedes noted in its comments on the 2017-2025 FRM that lane-assist 
and crash avoidance technologies were becoming widespread, and indeed we are seeing that across the 
industry. However, in that same timeframe, vehicle miles traveled have increased and the rate of traffic 
fatalities (per mile traveled) has increased (FHWA 2016), and congestion has ultimately gotten worse 
(FHWA 2017), increasing real-world emissions. While this does not necessarily speak to the efficacy of 
the technology itself, it may be that features being deployed by manufacturers such as increased 
infotainment may be creating a countervailing effect by increasing distracted driving (AAA 2017), and 
again shows the inherent asymmetry problem in such credits. Either way, there is no strong basis for 
the proposed “congestion reduction credits”, and the agencies should continue not to credit them under 
the fuel economy and emissions program. 

2. The agencies have previously appropriately excluded crediting indirect 
emissions 

As noted above, the agencies have already weighed in on the issue of indirect credits and appropriately 
excluded them from the National Program (77 FR 62732). It bears repeating some of the reasoning 
behind that decision. 

 

FIGURE 13. The uncertain impacts of autonomous vehicles 
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First, the deployment of these technologies is already being appropriately incentivized by NHTSA 
under its safety obligations. There is no need to provide a manufacturer additional incentive such as off-
cycle credits to deploy these technologies when NHTSA is already promoting some of them through its 
New Car Assessment Program (NCAP) and has extensive procedures in place for analyzing the 
potential safety impacts and accelerating their deployment. 

Second, all technologies credited under the off-cycle program result in direct emissions impacts for the 
vehicle in question, which are verifiable and attributable to the technology deployed. The agencies did 
not consider indirect improvements for the fleet as a whole because those improvements are “not 
reliably quantifiable, and may be speculative (or in many instances, non-existent).” There is no 
reasonable way for EPA to verify that these emissions reductions are occurring in the real-world, which 
could significantly undermine its obligations under the Clean Air Act. 

This reasoning remains consistent with the intent of the off-cycle program, the principles of which have 
been previously laid out in comments directly responding to automaker requests to alter the off-cycle 
program (ACEEE et al. 2017). Those principles, summarized, are: 1) demonstration of off-cycle benefits 
must be rigorous and fully documented; 2) off-cycle credits should be limited to new and innovative 
technologies; and 3) to be eligible for credit, a technology must reduce emissions from the vehicle 
receiving the credit. The program was established on these three principles, and they continue to 
remain prudent in order to ensure that real-world reductions in fuel use and emissions are achieved. 

B. Incentives for hybrid and alternative fuel vehicles 

The agencies have requested comment on a number of incentives already adopted in some form in the 
greenhouse gas program (e.g., 83 FR 43461, 43464, 43465). We strongly discourage the agency from 
such incentives, broadly—the technologies in question are not new to the market, and these incentives 
directly undermine the benefits of the rule by crediting vehicles with benefits incommensurate with the 
actual greenhouse gas emissions from these vehicles. More specific points related to individual requests 
for comment are detailed in brief below. 

1. Hybrid incentives 

The first mass market hybrid vehicle was developed over 20 years ago, reaching the United States 
shortly thereafter. Since then, hybrid-electric vehicles have appeared in every class, including Small 
SUVs (MY2005 Ford Escape), Large SUVs (MY2009 Chevy Tahoe/GMC Yukon), and Pickups 
(MY2005 Chevrolet Silverado/GMC Sierra). Currently, the gap between a conventional “strong” hybrid 
and “mild” hybrids including 48V systems offer nearly as much benefit as many of the earliest 
generation systems, and the gap between non-electrified powertrains and hybrid powertrains has also 
closed, as a result of continuous evolution of internal combustion engines and diminishing returns on 
strong hybrids. With technology as seamless and effective as the mild hybrid systems on vehicles like 
the 2019 Ram 1500 and Chevrolet Silverado, in addition to hybrid versions of powerful vehicles like the 
F-150 and Mustang on the way, it seems that there is no need to incentivize this long-established 
technology. Hybrids are not innovators or game-changing vehicles—they are simply one of many 
strategies by which manufacturers can reduce emissions and should not receive special treatment. 
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2. Natural gas vehicles 

Natural gas is a potent greenhouse gas, and any direct emissions of methane pose a significant threat to 
any effort to limit climate change. As was noted in comments on heavy-duty vehicle regulations, these 
direct emissions upstream significantly undermine any potential benefit that could come from the 
pump-to-wheel benefits of displacing gasoline or diesel with natural gas. Furthermore, the technology 
underpinning any natural gas-powered vehicle is exceptionally mundane—natural gas has been 
deployed previously in vehicles like the Honda Civic, and aftermarket CNG conversions have long been 
available on the market. Again, there is no critical hurdle to overcome with CNG powered vehicles, and 
there is little if any benefit to any such incentives. We strongly recommend that EPA eliminate all 
incentives for natural gas vehicles and instead ensure such vehicles are credited commensurate with 
their impact on the environment. 

3. Incentives for electric vehicles 

UCS strongly supports electrification of light-duty vehicles, recognizing the long-term potential electric 
vehicles have in moving towards a more sustainable transportation future. However, current electric 
vehicle adoption is being driven by state, not federal regulatory policies, so current federal EV 
incentives within the fuel economy and emissions standards serve not to drive additional adoption but 
largely only give extra credit for meeting requirements already in place. To date, more than half of the 
electric vehicles sold have been in California and the states that have adopted California’s ZEV 
standards; however, federal standards ignore the upstream emissions for all vehicles sold, no matter 
what is driving their adoption. Furthermore, multipliers that began to take effect with MY2017 
significantly enhance the amount of emissions reductions given away as an incentive to each EV, 
effectively treating them as negative emissions vehicles in a manufacturer’s fleet. Comparing the total 
emissions given away to the fraction of vehicles sold in states that have not already mandated electric 
vehicles be sold yields a ratio of lost benefits that is nearly 6:1. This has a significant impact on the 
efficacy of the standard, and extending these regulatory incentives are more likely to result in a credit 
giveaway than they are to drive additional deployment of electric vehicles. 

4. Combined impact of incentives 

Given the potential interaction for a number of incentives, it is important to consider the potential 
impact of any such “flexibility” on the overall stringency of the regulation. For example, in Figure YYY, 
we summarize a number of flexibilities either already granted by EPA or requested by automakers 
(Cooke 2018b). The total impact of these flexibilities in full is nearly equivalent in reduction of 
greenhouse gas benefits to the freeze proposed by the agencies in its Preferred Alternative—yet on 
paper, manufacturers under such a scenario would be compliant with MY2025 standards. 

Given the potential for widespread harm, credits within the program should be severely limited, and 
the agencies’ assessment of the impacts of such incentives should be extremely conservative in order to 
best ensure the environmental benefits of the fuel economy and greenhouse gas emissions standards. 

  

-
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While some benefits have already been given away (such as early credits and EV incentives), incentives requested by automakers 
including extension of multipliers for EVs, exclusion of upstream emissions, expanded credits for hybrid light trucks, and 
reclassification of 2WD small SUVs would erode the benefits of the 2017-2025 greenhouse gas emissions standards nearly as much 
as the agencies’ current, deeply flawed and harmful proposal.  

 

C. Disclosure of credit trading under the CAFE program 

NHTSA is requesting comment on disclosure of credit trading under the CAFE program (83 FR 43450). 
We strongly support increased information availability related to manufacturer credit trading, under 
both the CAFE and EPA programs. Such information aids manufacturers in assessing the current 
market for credits, which makes compliance for the industry more efficient (Leard and McConnell 
2017), and such disclosure also improves transparency for assessing the ways in which manufacturers 
are complying with the program. While the CAFE Public Information Center is a substantial 
improvement upon the previous form of disclosure, there is little clarity about how manufacturers may 
be dividing up credits to offset shortfalls in their other vehicle fleets or whether they may instead be 
selling these credits. Increased transparency is especially important given that “manufacturers have 
largely traded or transferred credits in lieu of paying civil penalties” since the introduction of such 
flexibilities (83 FR 43451). We strongly encourage NHTSA to disclose at least as much information as is 
currently disclosed by EPA under its program (volume and vintage bought or sold by a given 
manufacturer) and encourage the agency to further include regulatory class (which is more relevant to 
NHTSA’s program because of transfer caps and the domestic minimum passenger car standard) as well 
as transaction price, in order to ensure the market operates more efficiently. We would also encourage 
EPA to adopt such price disclosure, as it relates directly to the marginal cost of compliance. 
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FIGURE 14.  Annual greenhouse gas emissions benefits under the 2017-2025 standards finalized by 
EPA compared to those under possible incentive programs 
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APPENDIX A: Modifications to Volpe model source code 
There were a number of noted deficiencies in the version of the Volpe model released with the 
proposal. We have been able to correct a number of these flaws and have included these corrections to 
the source code below. These corrections are referred to in the main text of our comments, along with 
the rationale for such corrections. 

A-1: Modification to consider overcompliance in cost-effectiveness 

Replace line 604 of ComplianceFinding.cs with: 

deltaCO2CreditValue[rc] = this._newCO2CreditValue[rc] - this._curCO2CreditValue[rc]; 

 

A-2: Modification to utilize a cost-per-ton algorithm in place of effective cost 

Replace line 692 of ComplianceFinding.cs with: 

this._efficiency = cp.IsCO2() ? (this._techCost - this._totalFuelSavings) / 
(this._newCO2Credits.Total - this._curCO2Credits.Total) : (this._techCost - 
totalDeltaComplianceValue - this._totalFuelSavings) / this._totalAffectedSales; 

 

A-3: Modification to correct inaccurate assignment of carryforward expiration 

Replace if{} procedure at lines 160-163 of CreditTradingCO2.cs and lines 162-165 of 
CreditTrading.cs with: 

carryFwdYears = scen.ScenInfo[rc].CreditCarryFwd[i]; 

In the code provided with the NPRM, all years prior to the first modeled year of compliance were given 
the default expiration value rather than the value provided in the scenario file, which would prevents 
the correct application of expiration to banked credits under EPA’s one-time carryforward exemption. 

 

A-4: Modifications made to support manufacturer trading as a compliance tool 

In the “manufacturer loop”, line 564 of Compliance.cs is replaced with: 

// creditBank.RegisterMfr(mfr, year); 

and before line 680 of Compliance.cs the following is inserted: 

double eff = finding.Efficiency; 
 
List<int> tradingMfrs = CreditTradingCO2.CheaperMfr(eff, mfr.Index, MfrCount, scenData, 
year, this.Settings); 
 
foreach (int nextMfrIdx in tradingMfrs) 

{ 
Manufacturer uMfr = scenData[year.Index].Manufacturers[nextMfrIdx]; 
CreditTradingCO2.CT_CarryForwardM2M(scenData, scen, year, nextMfrIdx, mfr.Index, 

this.Settings, true, year); // expiring credits only, from this year 
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  if(mfr.GetNetCO2Credits().Total > 0) { break; } // if mfr is in net compliance, break 
 
  } 
 
if (mfr.GetNetCO2Credits().Total > 0) { break; } // if mfr is in net compliance, break 

A number of new methods are added to CreditTradingCO2.cs as a result: 

• CheaperMfr() — Creates a list of manufacturers with compliance costs per ton less than finding 
• CT_CarryForwardM2M() — An adapted version of the CT_Carryforward() function which trades 

between two different manufacturers within a regulatory class, carrying forward credits from 
earning manufacturer until compliance in using manufacturer. 

• Mfr2MfrTransfer() — Trades credits between manufacturers; 2-OEM analog to DoTransfer() helper 
method. Includes updated logging routine which separately logs earned and used credit 
manufacturers on two different lines. 

• costPerTonCO2() — Calculates a manufacturer’s average cost of compliance to date based on total 
costs and total CO2 reductions from baseline, scaled to reflect current fleet sales to diminish impact 
of mix shift. 

public static List<int> CheaperMfr(double eff, int mfrIdx, int mfrCount, Industry[] 
modelData, ModelYear year, ModelingSettings settings) 
{ 

Manufacturer mfr = modelData[year.Index].Manufacturers[mfrIdx]; 
 

List<int> mfrList = new List<int>(); 
 

int minComplianceYearIndex = modelData[year.Index].MinYear - ModelYear.MinYear; 
int minBankedCredYearIndex = mfr.Description.BankedCO2CreditsMinYear - 

ModelYear.MinYear; 
int minYearIndex = Math.Min(minComplianceYearIndex, minBankedCredYearIndex); 

 
for (int i = 1; i < mfrCount; i++) 
{ 

   int nextMfrIdx = (mfrIdx + i) % mfrCount; // resets at length of array 
 
    Manufacturer nextMfr = modelData[year.Index].Manufacturers[nextMfrIdx]; // 
transferring retiring credits from previous years i to expiring year 
         
    double costPerTonNextMfr = costPerTonCO2(nextMfr, modelData, year, settings); 
 
    if(costPerTonNextMfr < eff) { mfrList.Add(nextMfrIdx); } // add manufacturer to 
list of mfrs with costs less than current finding 

} 
 

if (mfrList.Count <= 1) return mfrList; // don't randomize list with one or no 
items 
 

Random rnd = new Random(); 
 

for (var m=0; m < mfrList.Count; m++) // loop randomly swaps items in list to 
minimize trading bias 

{ 
   var temp = mfrList[m]; 

int n = rnd.Next(m, mfrList.Count); 
mfrList[m] = mfrList[n]; 
mfrList[n] = temp; 

} 
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return mfrList; 
} 

public static void CT_CarryForwardM2M(Industry[] modelData, Scenario scen, ModelYear 
year, int mfrIndex, int mfrIndex2,ModelingSettings settings, bool expiringOnly, int 
expiringYrIndex) 
{ 

CT_CarryForwardM2M(RC.AllPassengerCar, modelData, scen, year, mfrIndex, mfrIndex2, 
settings, expiringOnly, expiringYrIndex); 
CT_CarryForwardM2M(RC.LightTruck, modelData, scen, year, mfrIndex, mfrIndex2, 
settings, expiringOnly, expiringYrIndex); 
CT_CarryForwardM2M(RC.LightTruck2b3, modelData, scen, year, mfrIndex, mfrIndex2, 
settings, expiringOnly, expiringYrIndex); 

} 
 
/// <summary> 
/// Performs a credit carry forward operation into a compliance category defined by 
the specified model 
/// year, between two manufacturers (mfrSource, mfrReceive), into regulatory class rc. 
/// A carry forward operation will only be performed if credit trading settings allow 
and the destination 
/// compliance category is at a deficit. 
/// </summary> 
public static void CT_CarryForwardM2M(RC rc, Industry[] modelData, Scenario scen, 
ModelYear year, int mfrSource, int mfrReceive, ModelingSettings settings, bool 
expiringOnly, int expiringYrIndex) 

{ 
CreditTradingValues ct = settings.Parameters.CreditTradingValues; 
if (!settings.OperatingModes.AllowCreditTrading || 
settings.OperatingModes.LastCreditTradingYear < year.Year || !ct.AllowCarryForward) 
{ return; } 
 
Manufacturer mfr = modelData[year.Index].Manufacturers[mfrSource]; 
Manufacturer uMfr = modelData[year.Index].Manufacturers[mfrReceive]; 
 
double credits = uMfr.GetNetCO2Credits(rc); 
 
// the fleet has positive credits (is in compliance) for this reg-class 
if (credits >= 0) { return; } 
 
// scan each year to see if credits can be carried forward 
int minComplianceYearIndex = modelData[year.Index].MinYear - ModelYear.MinYear; 
int minBankedCredYearIndex = mfr.Description.BankedCO2CreditsMinYear - 
ModelYear.MinYear; 
int minYearIndex = Math.Min(minComplianceYearIndex, minBankedCredYearIndex); 
// 
for (int i = minYearIndex; i < year.Index; i++) 
{  // get carry forward years 

int carryFwdYears = 0; 
  carryFwdYears = scen.ScenInfo[rc].CreditCarryFwd[i]; // determined by input file  
  if (carryFwdYears == 0) 
  {  // no scenario/year specific value defined -- use global setting 
   carryFwdYears = ct.CarryForwardYears; 

} 
 
  // if only expiring credits should be used, skip all other years 
  if (expiringOnly && (i > expiringYrIndex - carryFwdYears)) { continue; } 
 
  // if credits already expired, skip year 
  if (i + carryFwdYears < year.Index) { continue; } 
 
  Manufacturer pMfr = null; 
  double eCredits = 0; 
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  bool useBank = false; 
  if (i >= minComplianceYearIndex) 
  {  // checking one of analysis years -- check for credits generated during 
compliance 
   pMfr = modelData[i].Manufacturers[mfrSource]; 

// **note: when computing available credits from previous years, 
CO2CreditsIn should not be considered, 

// since there is no way of tracking where they came from or their 
expiration 

eCredits = Math.Max(0, pMfr.ModelData.CO2Credits[rc] - 
pMfr.ModelData.CO2CreditsOut[rc]); 

} 
else 
{  // checking a year prior to start of modeling -- check for banked credits 

  pMfr = mfr; 
   eCredits = mfr.Description.GetBankedCO2Credits(rc, i + ModelYear.MinYear); 

   useBank = true; 
  } 
 

// continue to the next year if did not earn any credits in the "i-th" year 
  if (eCredits <= 0) { continue; } 
 
  // perform a credit transfer between the two manufacturers 

Mfr2MfrTransfer(settings, scen, eCredits, -credits, rc, 
ModelYear.NewFromIndex(i), pMfr, useBank, rc, year, uMfr); 

 
  // update credits; if compliance achieved, return 
  credits = uMfr.GetNetCO2Credits(rc); 
 

if (credits >= 0) { return; } 
 

} // next i (carry forward credit year) 
} 

public static double costPerTonCO2(Manufacturer mfr, Industry[] modelData, ModelYear 
year, ModelingSettings settings) 
{ 

int minComplianceYearIndex = modelData[year.Index].MinYear - ModelYear.MinYear; 
 
Manufacturer mfr0 = modelData[minComplianceYearIndex].Manufacturers[mfr.Index]; // 
clone for baseline year 
 
var mmd = mfr.ModelData; 
var mmd0 = mfr0.ModelData; 
 
double BaselineCO2PC = mmd0.CO2RatingSum.CalcSum(RC.AllPassengerCar); 
double BaselineCO2LT = mmd0.CO2RatingSum.CalcSum(RC.LightTruck); 
double CurrentCO2PC = mmd.CO2RatingSum.CalcSum(RC.AllPassengerCar); 
double CurrentCO2LT = mmd.CO2RatingSum.CalcSum(RC.LightTruck); 
 
double MfrTonsRedux = (BaselineCO2PC / mmd0.Sales[RC.AllPassengerCar] - 
CurrentCO2PC / mmd.Sales[RC.AllPassengerCar]) * StandardsCO2.GetVMT(settings, year, 
RC.AllPassengerCar) * mmd.Sales[RC.AllPassengerCar] + (BaselineCO2LT / 
mmd0.Sales[RC.LightTruck] - CurrentCO2LT / mmd.Sales[RC.LightTruck]) * 
StandardsCO2.GetVMT(settings, year, RC.LightTruck) * mmd.Sales[RC.LightTruck]; // 
calculates tons of reductions to date, relative to baseline and scaled to current 
sales 
 
double costPerTon = mfr.ModelData.TechCost.Total / MfrTonsRedux; // divides 
manufacturer’s tech cost in current model year by tons of reduction 
 
return costPerTon; 

} 



2017 and Later Model Year Light-Duty Vehicle Greenhouse Gas Emissions and Corporate Average Fuel 
Economy Standards 
 
Available at: 
 

https://www.govinfo.gov/content/pkg/FR-2012-10-15/pdf/2012-21972.pdf 

https://www.govinfo.gov/content/pkg/FR-2012-10-15/pdf/2012-21972.pdf
https://www.govinfo.gov/content/pkg/FR-2012-10-15/pdf/2012-21972.pdf

	Attachments to Comments
	Attachments to Coalition Comments
	CAFE Model Peer Review
	Executive Summary
	Peer Review Charge
	1. Updates to 2012 Final Rule Version of the CAFE Model: Constraints on the application of technology into manufacturers’ fleets
	2. Updates to 2012 Final Rule Version of the CAFE Model: Volpe Model use of Argonne National Laboratory (ANL) Autonomie Vehicle Simulation Model
	3. Model architectural elements
	4. Model operations
	5. Overall model assessment
	Appendix A: Peer Reviewers’ Résumés and Curricula Vitae
	Appendix B: Review of New Modules and Phase 2 Reviewer Résumés

	CARB Comment
	I. Introduction
	II. Summary of the analysis.
	III. CARB has consistently led the nation in regulating emissions from motor vehicles.
	A. The nation’s control of motor vehicle pollution began in California.
	B. Early federal and California control of motor vehicle emissions recognized the role of both authorities.
	1. The Federal Motor Vehicle Air Pollution Control Act was enacted in 1965.
	2. To balance national consistency with state sovereignty to protect public welfare, congress expressly preserved only California’s authority to control motor vehicle emissions.
	3. California obtained its first waiver in 1968.
	4. California continued its progress with the Pure Air Act of 1968 and emissions standards for the 1970 model year.
	5. Federal motor vehicle emissions standards for 1970 adopted California’s standards.

	C. Federal and California air pollution law developed in the 1970s.
	1. The Clean Air Act was amended in 1970.
	2. CARB and EPA adopted exhaust emission standards for 1973 and subsequent model year light-duty vehicles.
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	5. In summary, the Agencies wrongly consider the rebound effect.

	D. The Agencies’ fatality analysis is flawed and wrong.
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	2. The Agencies are wrong about scrappage and rebound fatalities.
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	3. The Agencies are wrong about fatalities from mass reduction.
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	d. The analysis uses incorrect modeling assumptions.
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	4. Reducing near-term exposures must be addressed in part by increasing use of ZEVs.
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	3. Presenting discount rates of only 3 percent and 7 percent is inappropriate.
	4. Potential updates to the best available science all point towards a higher, not lower, social cost of carbon.
	a. The federal proposal fails to consider increased congestion and noise.


	C. Energy production and security considerations compel maintaining the existing fuel economy standards.
	1. The U.S. economy will be adversely impacted because it will be a net energy exporter.
	2. Consumer costs will increase even if there is a claimed overall benefit – which there is not.
	3. The U.S. economy will be impacted by global oil prices.
	4. Energy and national security will be impacted by the increase in demand for oil.


	VIII. The federal Agencies’ Macroeconomic Impact Analysis understates the negative effects of the proposal.
	A. The analysis fails to adequately analyze gross domestic product impacts.
	B. The analysis fails to adequately analyze employment impacts.
	C. Equity and affordability are harmed by the proposed rollback.

	IX. When properly analyzed, the cumulative effects of the proposed rollback are profoundly damaging.
	X. EPA’s proposed revocation of California’s waiver for its GHG and ZEV standards is unlawful.
	A. Introduction
	B. Background
	C. EPA lacks authority to revoke a previously granted waiver.
	1. The plain text and statutory framework of the Clean Air Act establish that EPA has no authority to revoke a previously granted waiver.
	2. Legislative history confirms the absence of authority to revoke.

	D. If EPA has any implicit authority to revoke waivers, that authority is very limited, and the conditions for it do not exist here.
	1. EPA’s proposed revocation is unlawfully premised on the agency’s reinterpretation of the law.
	2. The other bases EPA asserts also provide no lawful support for the proposed revocation.

	E. Any limited authority to revoke California’s waiver must also follow a lawful and adequate process, but EPA has not done so.
	F. EPA’s proposed conclusion that it must withdraw California’s waiver is unfounded and unlawful.
	G. EPA’s proposed findings under Section 209(b)(1)(B) are unlawful.
	1. EPA’s proposed interpretation of “such State standards” in Section 209(b)(1)(B) is unambiguously foreclosed and unreasonable.
	a. EPA’s proposed interpretation is an unjustified departure from EPA’s traditional interpretation.
	b. EPA’s interpretation of “such State standards” under Section 209(b)(1)(B) as varying for different pollutants is unambiguously foreclosed and unreasonable.
	c. Interpreting “such State standards” in Section 209(b)(1)(B) as referring to individual standards is unambiguously foreclosed and unreasonable.
	d. EPA’s attempt to establish ambiguity regarding the meaning of “such State standards” in Section 209(b)(1)(B) fails.

	2. EPA’s proposed interpretation of “compelling and extraordinary conditions” to exclude GHGs and Climate Change is also unambiguously foreclosed and unreasonable.
	a. EPA’s proposed interpretation of “compelling and extraordinary” is an unjustified departure from EPA’s traditional interpretation.
	b. EPA’s proposed interpretation of “compelling and extraordinary conditions” is inconsistent with the plain text and congressional intent.
	c. Congress’ discussion of California’s challenges with smog does not limit Section 209(b)(1)(B) to smog-related pollutants.
	d. “Compelling and extraordinary conditions” do not need to be unique to California or sufficiently different from the nation.
	e. “Compelling and extraordinary conditions” includes greenhouse gas emissions and the climate change impacts they cause.

	3. California’s need for its separate Motor Vehicle Control Program does not require that an individual standard will materially affect its air pollution problems or that California vehicles are the primary cause of the problem.
	4. The proposed revocation is arbitrary and capricious and otherwise unlawful under the proper “whole program” interpretation of Section 209(b)(1)(B).
	5. EPA’s proposed revocation of California’s waiver is arbitrary and capricious and otherwise unlawful even if EPA looks at the GHG and ZEV standards rather than California’s whole program.
	a. California needs its GHG-reducing standards to meet the extraordinary and compelling conditions caused by GHG emissions.
	b. California also needs its GHG-reducing standards because those standards address California’s on-going criteria pollution challenges.


	H. EPA’s proposal to find that California’s ZEV and GHG standards are inconsistent with Section 202(a) is unlawful.
	1. EPA’s interpretation of Section 209(b)(1)(C) is unambiguously foreclosed and unreasonable.
	a. In an unacknowledged and unjustified departure from its historical interpretation of Section 209(b)(1)(C), EPA impermissibly and unreasonably proposes to allow consideration of costs of compliance for technology that already exists.

	2. Confusion of EPA’s own making, and conclusory statements, do not support EPA considering costs.
	3. EPA’s analysis implicitly applies a new interpretation of Section 209(b)(1)(C), and that interpretation is impermissible and unreasonable.
	a. EPA also impermissibly and unreasonably proposes to change its long-standing interpretation of excessive costs in ways that infringe on California’s congressionally recognized state interests.
	b. EPA improperly relies on California’s “Deemed to Comply” language to justify its unlawful revocation of California’s waiver for GHG and ZEV standards.

	4. EPA’s proposed finding under Section 209(b)(1)(C) is arbitrary and capricious because it is not based on any proper factual support.
	5. California’s GHG and ZEV standards are feasible and, therefore, consistent with Section 202(a).
	a. California’s GHG standards are consistent with Section 202(a).
	b. California’s ZEV standards are consistent with Section 202(a).


	I. In sum, EPA may not revoke California’s waiver for its GHG and ZEV requirements.

	XI. EPCA preemption is improper.
	A. NHTSA’S discussion of preemption and its proposed regulatory text are ultra vires and unwarranted.
	1. Congress has not delegated NHTSA authority to determine whether a state’s law is expressly preempted.
	2. NHTSA’s Proposed Finding of Conflict Preemption is Premature, Cursory, Outside the Agency’s Expertise and Erroneous.

	B. EPCA does not expressly preempt California’s standards.
	1. EPCA does not preempt standards for which California has obtained a waiver under Section 209 of the Clean Air Act.
	a. Congress has repeatedly preserved California’s ability to regulate motor vehicle emissions.
	i. The Air Quality Act of 1967 and the Clean Air Act of 1970.
	ii. EPCA
	iii. The Clean Air Act Amendments of 1977.
	iv. The Energy Independence and Security Act of 2007.

	b. NHTSA’s proposed interpretation is foreclosed by EPCA.
	c. NHTSA’s proposed interpretation would partially implicitly repeal Section 209(b) of the Clean Air Act.
	d. NHTSA’s proposed interpretation would violate principles of federalism.
	i. Even if some waiver standards could be preempted as “related to fuel economy standards,” California’s Advanced Clean Car standards are not.

	e. EPCA’s preemption provision must be read narrowly in light of congressional intent.
	f. NHTSA has failed to propose an interpretation of the phrase “related to fuel economy standards” consistent with clear congressional intent.
	i. NHTSA has failed to provide adequate notice of the interpretation it is proposing to adopt.
	ii. NHTSA’s proposed reasons for finding California’s standards preempted are contrary to congressional intent, unreasonable and arbitrary.


	2. Tailpipe GHG standards are not “related to fuel economy standards.”
	3. ZEV mandates are not “related to fuel economy standards.”
	a. California’s Advanced Clean Car Program is not conflict-preempted.
	b. Conclusion



	XII. NHTSA has not met its obligations under the National Environmental Policy Act.
	XIII. NHTSA and EPA failed to meet multiple attendant obligations.
	A. The Agencies failed to consult under the Endangered Species Act.
	B. The rollback is not consistent with California’s programs to protect its coast against the effects of climate change.
	C. NHTSA and EPA failed to consult under the National Historic Preservation Act.
	D. NHTSA and EPA have arbitrarily dismissed the environmental justice impacts of the rollback.
	E. NHTSA and EPA failed to consult Native Tribes.
	F. The rollback will exacerbate floods, impair wetlands, and adversely impact wildlife, fish, and migratory birds.
	G. EPA violated the Environmental Research Development Demonstration Act.

	XIV. The rollback proposal is wrong on the facts, wrong on the law, offends our constitutional structure, and must be withdrawn.
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